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Abstract
The application of the transmission line matrix and the finite-difference time-domain
methods for two and three dimensional numerical modelling of ground probing radar
(GPR) is the subject of this thesis. Basic principles of GPR are discussed at the outset
and the suitability of the chosen approach for its numerical simulation is demonstrated.
Efficient absorbing boundary conditions are introduced in the two dimensional formulation
of the transmission line matrix in order to limit the computational domain. Their perfor-
mance is evaluated and it is demonstrated that by using different forms of implementation
they can perform similarly or better than the finite-difference time-domain method.
Two dimensional models are used to study the effects of the constitutive parameters of
the subsurface to the GPR signals and the limits of horizontal and vertical resolution as
well as responses from common geological targets.
A solution to the instabilities introduced by absorbing boundary conditions in the three
dimensional transmission line matrix method using the symmetrical condensed node is
reported as a modification of an existing formulation. The good performance of this
absorbing boundary condition in free-space scattering problems is demonstrated using a
scattering field transmission line matrix model.
Three dimensional models based on these numerical techniques are used to study the GPR
responses from small localized targets and the advantages and disadvantages of different
orientations of the transmitting and receiving antennas. The potential benefit of the
use of magnetic field sensors in ground probing radar is demonstrated using the three
dimensional finite-difference time-domain model.
Comparisons between the two formulations studied for the simulation of ground probing
radar are reported.
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Introduction
1.1 Raison d' être
The use of electromagnetic signals, either naturally occurring or artificially generated,
to probe the subsurface forms the basis of an important class of geophysical techniques.
A number of different EM geophysical methods have been developed over the years by
using different arrangements of the receiving and transmitting transducers operating in
frequency or time domains. However, the basis of most of these EM methods is the
use of low frequency electromagnetic signals. Therefore, in the analysis of the responses
obtained by these methods, only phenomena associated with diffusion of electromagnetic
energy into the earth are considered. The idea of employing higher frequencies where
phenomena associated with the wave nature of the electromagnetic fields, although not a
new one, had received little attention because these waves will not penetrate at sufficient
depths to provide information about "classic" geophysical targets such as ore and oil
deposits. Further, the analog equipment available at the early stages of development of
such high frequency techniques made the manipulation of recorded data a very tedious if
not an impossible task.
It is a well recognized fact that the use of such high frequency techniques, referred to
as ground probing radar (GPR), is constantly increasing. Such an interest in GPR can
be attributed to particular advantages of the method over other geophysical techniques,
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especially for targets located at shallow depths. These advantages are mainly its non-
destructive nature, its high resolving ability and the small amount of time required to
acquire data. Further, advances in electronics have made possible the construction of
small, field portable, equipment providing good quality digital data - a fact that has added
to the appeal of the method to scientists and engineers involved with the exploration of
the subsurface.
Advancing beyond the stage of detecting underground features using GPR into trying to
extract specific information about the nature, type, size, location and other characteristics
of GPR targets, however, one runs into difficulties. The extraction of such information
from the GPR data is not often a simple process. This is mainly due to the complexity
of the factors involved in the GPR's detection mechanism. Hence, data interpretation is
strongly dependent on the experience and expertise of the GPR user.
Interpretation of GPR data can be assisted and improved with the aid of a model which
will provide a close approximation to the response of GPR to subsurface targets and it
will provide the means of studying the effects of the lossy environment, in which they are
located, on the GPR signals. In addition, the construction of such a model is the first
required step in designing an automated process which - usually by trial and error - will
eventually provide an approximate image of the subsurface (data inversion).
The aim of this thesis is to investigate the construction of GPR models implemented
in a digital computer using two numerical modeffing techniques: the transmission line
matrix (TLM) and the finite-difference time-domain (FDTD) methods. In doing so
however, the complexity of the actual system to be modelled and its environment restricts
the generality of the models to the use of simple idealized sources and subsurface media.
On the other hand, such simplification will allow the "clinical" acquisition of isolated GPR
target signatures which are of essence in interpreting and understanding GPR data.
1.2 Structure of the thesis
The diverse range of GPR applications makes it a cross-disciplinary tool used by scientists
and engineers having different objectives and training. Hence, a thesis in an accessible
form to researchers and practitioners of GPR with different backgrounds is required. Such
a goal is very difficult to achieve, however; without analysing in detail concepts which form
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the basis of geology, geophysics and engineering, and if this is to be attempted, the result
will be a great amount of information - potentially obscuring the main aim of the work.
The approach followed is to describe in detail the procedures involved in constructing GPR
models and their use within the geophysical paradigm. Readers who are not familiar with
the background of electromagnetic theory required can benefit from the use of the many
excellent texts on electromagnetism cited in this work as the author did. Considering
the above, the division of the material presented in this thesis in appropriate parts is as
follows:
• Chapter 2 reviews the basic principles of GPR as a radar system and as a geo-
physical method. A short account of its main areas of application is given and data
acquisition strategies and processing procedures commonly employed are discussed.
• Chapter 3 examines the factors influencing the GPR signals as they propagate into
a lossy environment and discuss the difficulties associated with the formal analytical
approach to predict the GPR response from subsurface targets. The pros and cons of
different numerical modeffing methodologies are then examined and the suitability
of those investigated is established. The main assumptions made in applying them
are stated and finally, a review of previous work on the subject is given.
• Chapter 4 discusses the methodology of two dimensional GPR models. Particular
emphasis is given to the application of absorbing boundary conditions to truncate
the finite computational space. The shortcomings of the type of absorbing bound-
aries traditionally employed in TLM analysis lead to the investigation of the use of
more advanced formulations available for other methods. These are successfully in-
corporated into the TLM algorithm. Results from a comparison of the performance
of these absorbing boundary conditions in TLM and FDTD indicate a significant
improvement in their performance when applied to TLM compared to their perfor-
mance when they are applied to FDTD.
• Chapter 5 presents the results of the application of the 2D methodology to the
simulation of GPR responses from long (two dimensional) targets. In this Chapter,
the influence of the medium parameters on the GPR signal are examined whether
or not their values are dependent on the frequency of the electromagnetic fields.
Further, issues of horizontal and vertical resolution are discussed and examples are
given of the application of the models to such problems. GPR signatures of classic
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geophysical targets are then presented and a comparison is presented between real
GPR data obtained over a known target and the result of its simulation.
• Chapter 6 discuss the extension of the methodology of two dimensional modeffing
to three dimensions. This is necessary since the inherent nature of the electromag-
netic fields is three dimensional. Emphasis is given to the differences between 3D
TLM methodologies and the corresponding 2D ones and, because the requirement
in computer resources is substantially increased when TLM and FDTD are applied
to 3D problems, an investigation into the application of better absorbing bound-
ary conditions in the 3D TLM models - a more acute requirement than in the 2D
case - reveals the problems encountered (manifested as instabilities in the numerical
calculation). The instabilities observed when the symmetrical condensed node is
used in TLM are not comparable to those in 2D TLM models and cannot be easily
controlled using the same procedures.
A remedy for this problem is provided in the form of a modified absorbing boundary
condition, albeit with very good performance only for simulations involving free-
space. The better performance of this modified absorbing boundary condition is
then further demonstrated by considering free-space plane wave scattering from
simple targets using a new scattered field formulation presented in Appendix B.
• Chapter 7 presents the results of the application of 3D models to the GPR forward
problem. The discussion is restricted to simple small localized targets and to an
investigation of alternative arrangements of the GPR transmitting and receiving
antennas. Further, the potential use of magnetic field sensors is investigated by
examining synthetic GPR responses over small targets obtained by monitoring the
magnetic field components - the numerical GPR signatures support the idea put
forward of employing them in GPR surveying. This has, however, yet to be verified
by experiment.
Comparison between the two numerical modelling methods are presented at every oppor-
tunity when it is felt that will be of benefit. Finally, Chapter 8 presents a discussion of
the findings of this thesis and discusses directions for future research.
2
Basic principles of
Ground Probing
Radar
2.1 Introduction
This Chapter provides some background information on GPR. An attempt has been made
to describe GPR both as a radar system and as a geophysical technique. This approach has
been taken in order for the Chapter to serve as a short introduction to GPR for readers with
an engineering or radar systems background as well as for geophysicists and practitioners
of GPR. Therefore, the basic concepts of radar are explained and GPR is presented as
a particular type of radar system. Following a short discussion of GPR systems and the
antennas which they commonly employ, GPR is examined in the context of exploration
geophysics. The differences between GPR and low frequency electromagnetic methods
are discussed, as well as its similarities with seismic methods. The various survey modes
employed in GPR surveying and some common data processing techniques are explained.
Finally, a review of some of the key applications of GPR is presented.
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2.2 The concept of radar
Radar is an electromagnetic system for the detection and location of objects. 1 The fun-
damental principle of radar is the transmission and reception of electromagnetic waves
which, in travelling from and back to the radar system, "acquire" information about ob-
jects located in their path at various distances from the radar system. According to Skolnic
(1981):
"Radar is used to extend the capability of one's senses for observing the envi-
ronment, especially the sense of vision. The value of radar lies not in being a
substitute for the eye, but in doing what the eye cannot do."
The radar's transmitting antenna radiates an electromagnetic wave - preferably in a given
direction - which travels through air at the speed of light. When this wave encounters an
isolated object, a portion of it will be reflected back towards the radar's receiving antenna.2
The reception of this signal constitutes the detection of the object and, in principle, from
the time elapsed between the transmission and reception of the electromagnetic wave
from radar the distance to the object can be determined. Modern radar systems can not
only detect the presence of an object, but also through sophisticated design and signal
processing algorithms, can provide information about its angular position, size, velocity,
direction and nature.
The history of radar goes back to the beginning of electromagnetism. The underlying
mechanism of radar detection - the reflection of electromagnetic waves from metallic
and dielectric objects - was verified experimentally by Heinrich Hertz in 1886 (Skolnic,
1981) and the first patent for a radar system as an obstacle detector was obtained by
the German engineer Hülsmeyer in 1904. The main development of radar started in the
mid-twenties and generally reached a peak in the thirties and during World War II when
radar's abilities were realized by the military and were used for defensive and offensive
purposes (Skolnic, 1981).
Even in today's much more peaceful world the military applications of radar remain the
basic driving force for its development. Radar however, has a number of very important
civilian applications. Some of them are: Air traffic control and navigation, ship safety,
'The word radar is a construction from "radio detection and ranging".
'The transmitting and receiving antennas of a radar system could be the same physical object.
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space exploration, remote sensing, law enforcement, etc.
2.3 The radar equation
Although the fundamental concept of radar is quite simple, the effective realization of it as
a system is a complicated task involving the use of many different electrical and electronic
devices. The performance of a radar system is described by the radar equation(Skolnic,
1981; Kingsley and Quegan, 1992). This equation serves as a mathematical description of
radar's detection mechanism and it gives a first estimate of its performance and abilities.3
(2.1)	
=	 (4n)3R
where, P is the power received by the radar (watt), P is the transmitted power (watt),
G and G are the gain of the transmitting and receiving antennas respectively, o• is the
radar cross-section (RCS) (square metre), 4 A is the wavelength of the electromagnetic
wave (metre), L5 is a factor representing the average losses of the system and R is the
distance to the object (metre). The gain of an antenna is a measure of the increased
power radiated in a given direction as compared with the power with which an isotropic
antenna would have radiated (Skolnic, 1981). The RCS is a measure of the size of the
object as seen by the radar. In a real system the power received (P T) is not only that due
to the reflecting object - noise is always present, originating inside or outside the radar
system. The signal to noise ratio (SNR) is defined as the power received over the power
of the noise present (Kingsley and Quegan, 1992).
(2.2)	 SNR =
PT,.
Therefore, solving the radar equation for the range (R) of the radar and taking into account
the SNR defined in (2.2)
PGGo2A2L 1/4(2.3)	 R =
	
(SNR) P]
An estimate for the maximum range could be obtained from (2.3) for a given radar con-
figuration. Closely related to the radar range and consequently to its performance are
31n fact the use of the radar equation to assess the performance of a radar system usually results in
an overestimation of its quality (Skolnic, 1981).
4The symbol o is used as well to denote conductivity. Confusion is unlikely to occur since RCS is not
going to be used frequently in this work and therefore will not be discussed further.
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issues involving the accuracy of the measurement of range and the radar's resolving abil-
ity. Resolution is defined as the minimum distance between objects in order that both
can be detected as individual entities by the radar (Kingsley and Quegan, 1992). Clearly,
if a radar transmits a pulse of duration T, two objects could be detected separately if their
separation is (Kingsley and Quegan, 1992)
(2.4)	 AR =
where c is the speed of light. The factor which most influences the accuracy of the range
measurement is the frequency content of the transmitted signal. The higher the frequency
content of the transmitted pulse, the greater the accuracy of the range measurement
(Kingsley and Quegan, 1992). Bandwidth (B) is used as a measure of a radar system's
ability to accurately determine range. It is defined as (Kingsley and Quegan, 1992)
(2.5)	 B=1.
where T is the radar's pulse duration in seconds and B is measured in hertz. The larger the
bandwidth of a radar system the greater its accuracy in determining range. The effective
bandwidth of real radar systems is constrained by the bandwidth of their antennas and
receiver, and could be significantly smaller than that calculated by (2.5).
Another important factor related to the measurement of range is how often a new pulse
is transmitted by the radar. If a pulse is transmitted before the return of the reflections
(echoes) from an object at a certain range, the location of the object is ambiguous because
there is no unique time reference for the range calculation (Kingsley and Quegan, 1992).
The pulse repetition frequency (PRF) is selected at the design stage, taking into account
the desirable maximum unambiguous range.
There are many other factors which influence the performance of a radar system and which
an engineer should consider in the design of a radar system. Most of them are relevant to
specific types of radar systems. 5 Because this thesis is not concerned with this aspect of
GPR there will be no further discussion here.
5 For example, the use of the Doppler effect to determine the velocity of an object.
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Figure 2.1: Schematic representation of the GPR detection mechanism.
2.4 General principles of ground probing radar
GPR is a particular type of radar system which is designed to locate discontinuities in the
electrical properties of the subsurface, but its basic principle of operation is the same as
that of a general purpose radar used for detecting objects above the ground. In Figure
2.1 the detection mechanism of a GPR is illustrated. The transmitting antenna couples
an electromagnetic wave into the ground. This wave will propagate with a velocity deter-
mined by the electrical properties of the subsurface and a portion of it will be reflected
back towards the receiving antenna when it encounters a discontinuity in these properties.
This discontinuity can either be man made or naturally formed.
The radar equation can be used to describe the GPR's detection mechanism. Since the
development of this equation was based on the assumption that radar waves propagate in
air, which is a lossless medium, it should be modified accordingly to take into account the
effects of the subsurface media in which the waves generated by a GPR will propagate.
The factor which is primarily associated with the ability of a GPR to detect a discontinuity
at a certain range (depth) is the attenuation which electromagnetic waves suffer as they
propagate in a lossy medium. Therefore, the radar equation for the GPR case is (Smith,
1984)
PGTGO2A2LS e_4R
(2.6)	 P1. =
	 (4n)3R4
where . is the attenuation constant in Nepers/m. The exponential term related with
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attenuation plays an important role on the effective range of a GPR and, most importantly,
introduces a dependence of the GPR performance on the detailed electrical properties of
the subsurface.6
lizuka (1984), summarizes the differences between GPR and general atmospheric 7
 radars:
A. The range of interest in GPR is of the order of meters, whereas that for atmospheric
radars is of kilometres.
B. Attenuation of the electromagnetic waves in the earth is a dominant factor in GPR,
unlike atmospheric radars.
C. The inhomogeneous nature of the earth, which is important in GPR, is insignificant in
most cases for atmospheric radars.
D. The target dimensions sought with GPR are of a different order of magnitude (smaller)
than the ones which are usually detected with atmospheric radars.
E. Targets in all cases are stationary, unlike those sought by atmospheric radars which
are usually moving.
2.5 GPR systems
Several types of GPR systems have been proposed and constructed with the modulation
of the transmitted signal as their main design criterion. These systems fall into two main
categories: continuous wave systems and carrier-free systems.
In continuous wave systems (CW) a pulse - usually a single tone - is transmitted
continuously from the GPR antenna and the amplitude and phase of the reflected signal
is recorded. Their bandwidth is small and consequently the depth (range) resolution is
very poor. They have, however, been used in conjunction with holographic techniques to
produce a site plan view of the subsurface for a given depth (Junkin and Anderson, 1988).
The main advantages of continuous wave systems are that they do not require broadband
6 The velocity of propagation of electromagnetic waves in earth is less than the speed of light (c <c)
and should be taken into account in the definition of range resolution for the GPR case.
7The term atmospheric is used to denote that the medium of propagation for the radar waves is free
space.
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antennas and the peak power of the GPR transmitter can be kept small while the total
transmitted power is high.
In carrier-free systems the signal is transmitted without being modulated into a carrier.
These type of systems have an inherently large bandwidth and therefore their ranging
abilities are superior to those of continuous wave systems. Harmuth (1981) defines a
carrier-free radar as one with a relative bandwidth m> 0.8 where it is given by:
- f1. -fi.
- fh + ft
and fh and ft are the highest and lowest frequencies transmitted by the radar respectively.
There are two different types of carrier-free systems: mono-pulse and those versions in
which pulse compression techniques are used. In the mono-pulse systems a single pulse
or impulse is sent from the transmitting antenna, but overly short pulses will limit the
amount of radiated energy. Pulse compression techniques have been used in order to
allow the use of long pulses to achieve a large radiated energy whilst at the same time
obtaining the good ranging performance of a short pulse. Therefore, pulse compression
can be described as a process of "synthesizing" a large bandwidth. The most common
system using pulse compression is the frequency modulated continuous wave (FM-
CW) GPR, (Olver et al., 1982) where the frequency of a carrier is modulated to increase
the bandwidth of the system. A digital version of this type is the step frequency GPR
(lizuka and Freundorfer, 1983; lizuka et aL, 1984). Most of the commercially available
GPR systems are of the mono-pulse carrier-free type and the general schematic of a carrier-
free GPR system is illustrated in Figure 2.2 (Kingsley and Quegan, 1992).
2.5.1 GPR antennas
The GPR antennas are very important parts of the system. Their design is constrained
by the following requirements:
A. Small physical size and weight to facilitate their use in surveying.
B. Faithful transmission of short pulses.
C. Short impulse response.
D. Good directivity (high gain in particular directions).
(2.7)
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Figure 2.2: Schematic of a general carrier free GPR system (Kingsley and Quegan, 1992).
To facilitate the faithful transmission of short pulses broadband antennas are used in GPR
systems (Daniels et al., 1988). Such antennas are: the resistively loaded dipoles, the
two dimensional biconical antennas, known as bow-ties, and travelling wave antennas
such as TEM horns (Balanis, 1982).
TEM horns have been used at a distance from the ground surface and in applications where
high frequencies and small depth of penetration are required. Resistively loaded dipoles
and bow-ties are used in more general applications of GPR. They are usually operated
in close proximity to the ground in order to couple more efficiently the electromagnetic
energy into the subsurface. Operating the GPR antenna close to the ground results in an
alteration of the antenna characteristics (impedance) from the nominal values measured
when the antenna is situated in free space. The electrical properties of the region of the
subsurface influencing the GPR antenna can be estimated by measuring the antenna's
input impedance (King et al., 1981). Therefore, the performance of a GPR antenna
located in close proximity to the ground will depend on the detailed dielectric properties
of the subsurface - unfortunately, the analytical calculation of the electromagnetic fields
radiated from an antenna in close proximity to an interface is rather complicated and a
general closed form solution is not yet available (see Chapter 3). However, the evaluation
of the electromagnetic fields at distances far away from the antenna (far-field) has been
accomplished where asymptotic techniques can be used. Such studies, which lead to the
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calculation of the radiation patterns of a horizontal dipole located close to a half-space,
have been reported by Engheta et al. (1982), who treated the problem when the dipole is
located on the interface and Smith (1984) who reported formulas for the radiation patterns
when the dipole is located at a height above the half-space. In Figure 2.3 the principle
radiation patterns of an infinitesimal dipole located at various heights above a lossless
half space calculated by the formulas given by Smith (1984) are presented. The most
important conclusions from the work of Smith (1984), and recently the one of Arcone
(1995) who studied the radiation patterns of GPR antennas using a numerical approach
based on the work of Engheta et al. (1982), are summarized below:
. An antenna located close to a dielectric half-space radiates preferentially into the
dielectric medium.
• The subsurface directivity of the antenna is increased as it is raised from the in-
terface. However, increasing the height of the antenna results in an increase in the
power of the back lobe (radiation in air) leading to an overall decrease in directivity.
The optimum distance to achieve good directivity according to Smith (1984) is O.1A
(where A is the free space wavelength).
• The power in the side lobes decreases as the antenna is raised above the interface.
• The directivity of the antenna is low when is located on the interface, mainly due
to the increased power of the side lobes.
In addition, since the receiving and transmitting antennas are located close to each other,
mutual coupling effects occur. Different orientations of the receiving antenna with respect
to the transmitting one produces varying levels of mutual coupling.
2.6 GPR as a geophysical method
Generally, techniques for obtaining information for subsurface features belong to the realm
of exploration geophysics. Therefore, GPR could be viewed as another geophysical tech-
nique. Geophysical methods are classified in two main categories:
A. Passive : These methods measure the local disturbances of natural occurring fields
due to the presence of subsurface features and they do not employ artificial sources
h= 0.0
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Figure 2.3: Steady-state radiation field strength patterns in both H (left) and E (right) planes
of an infinitesimal horizontal dipole located at various heights (h) above a dielectric
half-space ( c = 6) (Linear scale).
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of energy. In this category belong the magnetometery, gravitometery and magne-
totelluric methods.
B. Active : These methods use artificially generated fields. In this category belong the
GPR, low-frequency electromagnetic approaches, resistivity and seismic methods.
The electromagnetic nature of the GPR's waves classes it as an electromagnetic method,
but the similarities between GPR and the other low frequency electromagnetic geophysical
techniques are limited. This is a direct result of the differences in the mechanisms of energy
propagation. In the case of GPR, electromagnetic energy propagates into the subsurface
in the form of waves, whereas in the case of low frequency electromagnetic methods, the
energy is diffused. Therefore, data acquisition, processing and interpretation are rather
different in GPR and in low-frequency electromagnetic methods. On the other hand,
for both GPR and seismic methods, wave propagation is the basis of their detection
mechanisms. Although the nature of the waves used by the two methods are different
- electromagnetic and acoustic respectively - their similar underlying model of energy
propagation within the subsurface makes possible, to a certain extent, the use of similar
procedures in both methods for acquisition, processing, presentation and interpretation
of data.
The seismic method has been developed rapidly, mainly due to its significance in the
location of oil reservoirs. Consequently, GPR has benefited significantly from the use of
processing tools developed and used originally for the processing of seismic data.
2.7 GPR data acquisition schemes
This section describes the basic surveying modes used for GPR data acquisition. The
terminology used is the same as that used in describing acquisition schemes for seismic
methods.
Common offset mode
The basic procedure in acquiring data with a GPR involves the movement of the trans-
mitting and receiving antennas - maintaining a constant separation distance between
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them - over a straight line. The resulting data set is called a scan or a section and
it is formed by the GPR time recordings - known as traces - at discrete points over
the entire length of the line (Figure 2.4). Some systems facilitate continuous recording of
GPR traces. With these systems a cart carrying the transmitting and receiving antennas
could be dragged over the length of the scan line. If the velocity with which the cart
is moving is known, the position of the individual GPR traces on the scan line can be
calculated. In situations where this velocity is not known and, most importantly, not
constant, distortions in the presentation of the GPR data set is unavoidable. Moreover,
data processing algorithms which require the actual position of the GPR traces on the
scan line (i.e. migration) can not be applied easily. The main advantage of continuous
recording over the manual mode at discrete steps is the substantial increase of the speed of
surveying. In some applications (i.e. road evaluation) where long scan lines are necessary,
continuous recording is the only practical way to obtain data in reasonable time.
The above procedure could be repeated at regular intervals to form a grid of scan lines
in order to obtain information about the spatial extent of the GPR targets over the area
covered by the grid. In some cases, additional data are gathered with scan lines oriented
orthogonal to the first ones. In most cases, the direction of the GPR scan is chosen in such
a way that it will be orthogonal to the assumed strike direction of the targets of interest.
A particularly important factor in designing a GPR survey is the orientation of the trans-
mitting and receiving antennas in respect to the scan line direction and to themselves.
Figure 2.5 presents the various configurations possible. In practice the parallel and cross
configurations (see Figure 2.5) are mainly used. As is apparent from Figure 2.5 there are
three general types of different alignments of the transmitting and receiving antennas for
the cross configuration. From these the type (c) is mainly used, especially in systems
where the GPR antennas are placed in a specially designed cart which is pulled across the
scan line. The parallel and cross configurations are used to delineate different types of
targets. For example, the parallel configuration is more sensitive to planar targets, where
as the cross configuration is more suitable for the detection of long thin targets and edges
(Tealby et al., 1993). By using both configurations over the same scan line the information
content about the survey site is substantially increased (Motoyuki, 1992; Motoyuki et al.,
1995). An advantage of the cross configuration over the parallel one is the reduced level
of coupling between the transmitting and receiving antennas.
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Figure 2.4: GPR survey modes
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Figure 2.5: GPR Tx and Rx antenna configurations used in surveys.
Common depth point and common mid point survey modes
Another possible survey mode is to keep the transmitting or receiving antenna in a fixed
location while the second antenna is moved along the scan line at regular intervals (Figure
2.4). This mode is called wide angle reflection - refraction (WARR) or common
depth point (CDP). However, if the reflector is not horizontal there is no common depth
point - therefore the term common source gather (CSG) is used here.
Finally, both the transmitting and receiving antennas can be moved simultaneously away
from a common centre point along the scan line (Figure 2.4). This mode is known as
common mid point (CMP).
The C]JP and CMP modes are used mainly for the determination of the velocity of prop-
agation. In determining the velocity using these modes one makes the assumption that
reflections originate from a horizontal interface.
2.8 GPR data presentation
A GPR survey usually produces a large amount of data which should be presented in
a form which facilitates their analysis and interpretation. The most common way of
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Figure 2.6: Schematic drawing of the ERA Technology test site, illustrating the locations of the
three buried pipes.
presenting GPR data is as an image of which the vertical axis is the two-way travel time
of the GPR signals and the horizontal axis denotes the position of the data along the scan
line. Usually, different colors are used to represent the variations in amplitude strength of
the received GPR signals. Alternatively, instead of colors, different shades of gray could
be used resulting in a grey-scale image of the GPR data. A different type of presentation
instead of color or grey-scale images is the standard seismic "wiggle trace" format. In this
type of presentation the GPR traces are displayed as an ensemble of curves. In Figures
2.7 and 2.8 the GPR data measured over three buried pipes with an ERA Technology
GPR system at the ERA's test site are presented in various formats; a schematic cross-
sectional drawing of the test site is illustrated in Figure 2.6. The raw data is presented
using a gray-scale and wiggle traces formats. The GPR scan is conducted using the cross
configuration (case (c) of Figure 2.5) and the signal applied to the transmitting antenna
is a 2 nanoseconds pulse. From the raw data the characteristic hyperbolic response
obtained from buried pipes is apparent. However, the response of the pipe located at 1 m
depth is very faint and hardly recognizable. Signal processing techniques could be used
to enhance the raw data and facilitate interpretation.
2.9 GPR data processing
The desired information about the location and nature of the subsurface targets is con-
veyed in the GPR's received signal (traces). Daniels et al. (1988) describe the nature of
24
	 Chapter 2
0
5
10
15
20
C0 25
U)
0
30
C
35
40
45
50
0	 0.5	 1	 1.5	 2	 2.5	 3
metres
Mm	 Max
Figure 2.7: Raw GPR data measured over three buried pipes and displayed as a gray scale image.
the received signal by a GPR as a convolution of time functions
(2.8)	 f1(t) =fs*fa*fb*fg*fu*fg*fa+fl.
where f5 is the signal applied to the transmitting antenna, fa is the antenna response, fb
is a breakthrough function, f 9 is the response of the ground, f is the response from the
underground targets and n is noise.
The only term of the above equation which is known with certainty is the signal applied to
the antenna (f). What is desirable is the determination of the response of the underground
targets (f). This response is made up from two other time functions which are fd and f
and represent the distribution of targets in the ground and an individual target response
respectively. The target distribution is the final aim when the nature of the targets sought
is known, and their individual response is simple. Furthermore, when the problem is to
identify the nature of a target (target recognition) its individual response is of interest.
Noise is always present in GPR data and is incoherent. Unwanted contributions to the
received signal are characterized as clutter. Clutter is defined as coherent interference
(Sheriff, 1991) present in GPR data. A particular kind of clutter, which is related to
reflections due to the inhomogeneous nature of the subsurface, is referred to as geological
noise (Davis et al. 1985). These reflections, which are real and originate from many small
spurious targets, could mask returns from the desired targets.
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Figure 2.8: Raw GPR data measured over three buried pipes and displayed in "wiggle" traces
format.
The GPR's traces gathered along a scan form a sectional image of the subsurface. Usually,
interesting areas in that image, which in geophysical jargon are called anomalies, are quite
apparent without any processing of the data. However, signal processing techniques are
often employed in order to "clear" the data of unwanted information such as noise and
clutter. Consequently, the responses from the desired target(s) are highlighted or even
revealed from a noisy background. As mentioned above, the similarities between GPR and
the seismic method have influenced GPR data processing approaches, and seismic packages
are often used to process GPR data (Maijala, 1992; Liner and Liner, 1995; Young et al.,
1995). From the plethora of signal processing techniques, those used most commonly are
discussedbelow.	 _______________
IUN1VERSIT1
Averaging	 OF YORK I
LIBRARY
This procedure takes place usually within the radar system itself - before storing the
data - in order to increase the SNR. A number of nominally identical waveforms are
averaged to produce the final one. The term stacking is also used to describe averaging
and has originated from the seismic industry. It should be noted that averaging does not
reduce geological noise (i.e. clutter)
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Subtraction of the mean waveform
This technique aims to reduce clutter. It is assumed that the mean waveform of a large data
set is a measure of the system's clutter (Daniels et aL, 1988) which also presupposes that
the desired target's responses spread over only a relatively few waveforms. If the ground
were homogeneous, clutter removal would be a simple calibration procedure involving two
measurements in two different locations; one over the target and one over a non-target
area (Daniels et al., 1988).
Gain 8
To compensate for the attenuation of the signal due to the lossy medium of propagation,
an exponential weighting can be applied to the data. For optimum results the attenuation
constant as well as the velocity of propagation should be known. Usually, only estimates
of these values are available and the success of the gain procedure is mostly dependent on
the operator's expertise.
A common problem in applying exponential weighting to the GPR data is that the noise
level can be exaggerated, especially at large time values. Furthermore, it is sometimes
advantageous to apply a reduction at short times, so as to suppress the direct coupling
and surface reflections, and to gain the rest of the signal. This process facilitates data
presentation, making a better use of the dynamic range of the display system. There
are a variety of different gain processes available. Most commonly, the automatic gain
control (AGC) is used (Yilmaz, 1987; Sheriff, 1991). This type of gain does not preserve
information contained in the relative amplitude differences of the data.
The effect of applying the processes of mean waveform removal and exponential gain
to the raw GPR data presented in Figure 2.7 is illustrated in Figure 2.9. Comparing the
processed GPR section with the raw data image of Figure 2.7, the hyperbolic response
from the deeper pipe is now clearly visible.
Thresholding
A time or amplitude threshold can be applied to the data so as to discard any sections
that do not convey any useful information. Thresholding is mainly used for data pre-
8 The process of applying gain to the GPR data should not be confused with the gain of its antenna
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Figure 2.9: GPR data after subtraction of the mean waveform and application of exponential gain.
sentation, especially when one wants to suppress the strong surface reflections at short
times.
Filtering
Frequency or time domain filters can be applied to GPR data to reject certain frequency
bands from the received signal.
Deconvolution
Deconvolution is the "process designed to restore a waveshape to the form it had before it
underwent a linear filtering action" (Sheriff, 1991). From equation (2.8) the recorded signal
from a GPR can be represented as the convolution of various functions and therefore as the
output of a cascade of different "filters". The purpose of deconvolution is to reverse the
effects of some of these "filtering" processes. The result of deconvolution, is in most cases,
a compression of the GPR wavelet and an increase in temporal resolution. According to
Turner (1994) the application of deconvolution to GPR data has been unsuccessful mainly
because assumptions implied from common deconvolution approaches developed to process
seismic data (Yilmaz, 1987) and applied to GPR do not generally hold. Most importantly,
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the non-stationarity of the GPR signal as it propagates through the subsurface is the main
reason for the failure of deconvolution.
Resonance based characterization of GPR targets
The identification of certain types of GPR targets by determining their characteristic
complex natural resonances is another process which has been applied to GPR data (Chan
et al., 1979). The broadband nature of the GPR signal facilitates such an approach.
Although promising results have been reported (Chan et a!., 1979), such an approach
has not yet become an integral part of the GPR processing routine and is still subject of
research.
Migration
Profiling with GPR over a small localized target results in a set of responses which form
a hyperbola (Davis and Annan, 1989). This hyperbolic response is caused by the "side-
looking" of the GPR antennas at areas not directly under them. Therefore, signals from
the same target arrive at different times for different positions of the GPR along the scan
line. Isolated hyperbolic responses are characteristic of buried pipes, sewers and cables
(Annan et al., 1984) and assist in their identification.
When the antenna is directly over a simple, small, isolated target, the time delay of the
response is a minimum and the corresponding data point of the recording is the apex of
the hyperbola. Therefore, the apex also signifies the physical location of the target in
the horizontal direction (scan line). If the velocity of propagation of the electromagnetic
waves in the subsurface is known, an estimate of the actual burial depth of the target can
be made.
Migration is one technique for converting this hyperbolic response into a point, which is
the apex of the hyperbola. Therefore, it is an 'imaging' transformation of the GPR's data
set into an approximate sectional image of the subsurface. There are several migration
techniques (Claerbout, 1992; Yilmaz, 1987), which are mainly developed for the processing
of seismic data, that can be employed in the GPR's data processing routine (Fisher et al.,
1992; Ho et al., 1994).
A simple migration algorithm has been developed during the earlier stages of this project.
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Figure 2.10: The migrated GPR section of the three buried pipes.
The method used is maximum convexity migration and is basically a computerized
version of a geometrical migration (Robinson and Treitel 1980). The assumption of a
constant velocity of propagation is necessary for the application of the method.
The algorithm treats every data point of the GPR's "image" as an apex of a hyperbola
where its geometry is determined by the given velocity. A summation is performed of
the values of the data points which intersect with the calculated hyperbola. All of the
"energy" due to a real reflection point adds in phase and is preserved, whereas extraneous
energy adds out of phase and is removed.
The algorithm performs well for simple cases while the assumption of a constant velocity
of propagation is valid. However, the result is strongly dependent on the estimation of the
velocity of propagation. Moreover, positioning problems of the recordings also affect the
result, since the actual physical position of every waveform is needed. More sophisticated
algorithms should be used (see Patterson et al., 1995) when distortions are introduced by
uneven sampling along the scan line. In Figure 2.10 the migrated section from the GPR
data of Figure 2.7 collected at the ERA Technology test site is illustrated and the position
of the three pipes is clearly reproduced. The simple algorithm performed satisfactorily
because no strong lateral or vertical variations of velocity are encountered.
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2.10 GPR data analysis and interpretation
The aim of a GPR survey is to provide useful information about the possible underground
targets. This information varies from mere detection of a region of different characteristics
from the surroundings to the identification of the type, shape and depth of underground
targets of interest. The analysis and interpretation of GPR data is carried out after the
processing of the GPR data and its success or failure is strongly related to the expertise of
the interpreter. In interpreting GPR data the following basic rules of thumb are important:
• Continuity of the recorded reflections from a target through the recorded GPR scan.
• Consistency of the recorded anomalies in successive GPR scans.
Use of a priori information available from the application of other geophysical tech-
niques or other sources of information.
• Knowledge of the limitations of the GPR system used.
2.11 Applications of GPR
The range of applications of GPR is quite diverse. This makes GPR a cross-disciplinary
tool used by a variety of engineering and scientific disciplines. A more detailed account
of the applications of GPR could be found in the review papers by Daniels et a!. (1988),
Peters and Young (1986), Peters et al. (1994). Some of the areas in which GPR has been
applied include:
• Non-destructive testing: GPR has been used to determine the integrity of stand-
ing structures and the proper location of reinforcing elements embedded in them.
(Parry and Davis, 1992; Bungey and Millard, 1995).
• Location of buried utilities: This is one of the most important applications of
GPR, which is commonly employed for the location of water and gas pipes in urban
areas (Annan et aL, 1984; Michiguchi et a!., 1988; Scott, 1989; Tsuchihashi et a!.,
1989) or in advance of horizontal drilling to determine the possible existence of
hazards (Kathage, 1992).
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• Geological and environmental surveys: GPR has been successfully employed
for shallow depth geophysical problems such as the determination of stratigraphy
(Stewart and Unterberger, 1976; Moffat and Puskar, 1976; Davis and Annan, 1989;
Pilon and Grieve, 1991). Moreover, GPR has important applications in hydrogeol-
ogy (Overmeeren, 1994) and general environmental problems (Brewster and Annan,
1994)
• Archaeology: The location and identification of archaeological ruins is an area
where GPR has found a number of useful applications (Vaughan, 1986; Imai et al.,
1987; Kong et al., 1992; Tealby et aL, 1993, Tsokas et ai., 1994; Giannopoulos et
al., 1993). It is mainly employed to provide high resolution data on areas of interest
determined by other geophysical reconnaissance surveys.
• Location of buried ordinance and mines: The ability of GPR to locate both
metallic and non-metallic targets renders it as an important tool for the location of
buried mines and ordinance (Bruschini et al., 1996; Chan et al., 1979).
2.12 Discussion
In this Chapter, GPR was presented both from a radar systems perspective and as a
geophysical technique. The major differences between general atmospheric radar system
and GPR are highlighted with an emphasis to the important role that the medium in which
the GPR waves should propagate. Different GPR systems and the antennas which are
commonly employed have been discussed. From a geophysical point of view, the differences
between the low frequency electromagnetic geophysical techniques and GPR, as well as,
the similarities of GPR with the seismic method have been explained. Finally, data
acquisition and processing schemes and major areas of GPR applications were examined.
3
The GPR
forward problem
3.1 Introduction
The aim of this Chapter is to serve as an introduction to the GPR forward problem.
The fundamental electromagnetic relations which describe the propagation and interac-
tion of electromagnetic waves with matter (at a macroscopic scale) and which form the
governing equations of the GPR forward problem are stated at the outset. Using a simple
analysis, the influence of the electrical properties of the materials probed by a GPR on
the propagating electromagnetic pulses is then examined. The difficulties associated with
the analytical solution of the GPR problem are then discussed and an overview of the
numerical modelling strategies used to solve electromagnetic problems follows. This leads
to the choice of a particular type of model for the simulation of GPR. A short review of
the relevant literature on GPR modelling is presented and the fundamental assumptions
used in this work in constructing GPR models are presented.
3.2 Fundamental electromagnetic relations
All electromagnetic phenomena, on a macroscopic scale, are described by the well known
Maxwell's equations (Stratton, 1941; Balanis, 1989). These are first order partial differen-
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tial equations which express the relations between the fundamental electromagnetic field
quantities and their dependence on their sources.
(.i)	 VxE=---
at
aD(3.2)	 VXH=+J+J
V•B=O
(3 . 4)	 V.D=q
where t is time (seconds) and q is the volume electric charge density (coulombs/ cu-
bic meter). In Maxwell's equations, the field vectors are assumed to be single-valued,
bounded, continuous functions of position and time. Alternatively, Maxwell's equations
can be cast in integral form by applying Stokes' and divergence theorems to the differential
expressions:
fE.di=_-JJB.d
(3.6)	 fH. dI=	 . d+JJJc . d+Jf J . d
fB.d=O
(3.8)	 fD . d = qv
Using the integral form of Maxwell's equations, appropriate relations for the variations of
the field vectors across boundaries of different media, where discontinuous distributions
of charges and currents usually occur, are derived to determine the variations of the field
vectors (Balanis, 1989). These boundary conditions, when the electrical parameters of
the media either side of an interface are finite, dictate that:
the components of the electric and magnetic field intensity vectors (E,H) tangential
to the interface are continuous.
. the components of the electric and magnetic flux density vectors (D,B) normal to
the interface are continuous.
Further, the macroscopic effects of charged particles contained in a given medium on the
electromagnetic fields interacting with it are described by the constitutive relations which
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are (Balanis, 1989):
(3.9)
(3.10)	 B=i*H
(3.11)
where * denotes convolution and the tensors , ji. and 3 are the permittivity (farads/meter),
permeability (henries/meter) and conductivity (siemens/meter) of the medium respec-
tively, and are usually referred to as the constitutive parameters. They could, in general,
be functions of position, direction, the strength of the applied field and time.
Since, in this work, all media are assumed to be isotropic and linear, the tensors of the
constitutive parameters reduce to scalars. Further, in most cases it will be assumed that
they are not functions of time and therefore the convolutions in equations 3.9-(3.11) reduce
to multiplications. Finally, all media in this work are considered to be non-magnetic and
therefore it is assumed that their permeability has a value approximately equal to that of
the permeability of a vacuum
= 4n x 1 O	 (Henries/meter)
Moreover, the electric and magnetic field vectors can be decoupled from equations (3.1)
and (3.2). This results in two second order differential equations involving only electric
or magnetic field vectors. These equations are the vector wave equations for the electric
and magnetic fields (Balanis,1989):
2E	
+(3.12)	 V2E =
	
+ too.- +
(3.13)	 V2H =	 + 1oo-- - V X J
To solve any electromagnetic field problem with known initial and boundary conditions,
one can use Maxwell's equations or the wave equations (electric or magnetic). There
are other possible formulations which can serve as a starting point for the solution of an
electromagnetic field problem (e.g. the use of vector potentials or Hertz vectors (Kong,
1986, Balanis, 1989, Wait, 1986). However, these are derived from Maxwell's equations
and are generally introduced when their use will simplify the mathematical formulation
of a given electromagnetic problem.
(3.16) oilCe = - -
w
(3.17) °e =O + WE"
(3.19) i,Ce
W
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3.3 Complex permittivity and conductivity
In linear and isotropic media, the tensors of the constitutive parameters c and o reduce
to scalar quantities. However, their values in most cases depend on the frequency of
the electric field. For a time harmonic variation of the electromagnetic fields, Maxwell's
equation 3.2 for source free media becomes
(3.14)	 V x 7-1 = jwS + vE
where = - je" and & o - jo' are the complex permittivity and conductivity of
the medium respectively (with an implicit ejwt dependence). The complex permittivity
characterizes the macroscopic properties of distribution of dipoles in a dielectric material
and the complex conductivity characterizes the macroscopic properties of moving free
charges (King et al., 1981). It is evident from the above equation that permittivity and
conductivity occur in the combination
(3.15)	 )W + &
from which the following three sets of effective constitutive parameters can be established:
A) The real effective permittivity and conductivity
B) The complex effective permittivity e with real and imaginary parts
(3.18)
C) The complex effective conductivity &e with real and imaginary parts
(3.20)
(3.21)	 = WEe
The choice of a set of effective constitutive parameters is not absolute since
(3.22)	 0 — J0" + jw(e' J') 0e + JW€e JW( E'e - 3 € ) = °
In the GPR literature, the complex effective permittivity has mainly been used and some-
times erroneously described as the complex permittivity ( a ) . Further, any measurements
(3.23) -	 C£1, = -
€0
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of the dielectric properties of geological materials determine the effective constitutive
parameters rather than the pure complex permittivity and conductivity because it is
impossible to distinguish between cr' and we" or e' and cr"/w without a molecular or
atomic interpretation (King et al., 1981). Moreover, it is convenient to use the relative
permittivity which is a dimensionless ratio defined as
where eo is the permittivity of vacuum.
3.4 Basic electromagnetic theory - Propagation of plane waves in lossy media
The detailed form of the propagation of electromagnetic waves in a lossy medium such
as soils or rocks is an important factor in understanding GPR data. Although the actual
GPR waves originating from the transmitting antenna are approximately spherical in
nature, a simplification can be made in assuming that at a "sufficient" distance away
from their sources the electromagnetic fields can be represented as plane waves. This
idealized view allows the straightforward calculation of some important factors influencing
the propagation of GPR signals and has been used for the approximate calculation of the
GPR range from its radar equation and as the starting point of simple 1D models (Maser,
1992). This section describes some general concepts on the propagation of plane waves
detailed - a treatment of the subject can be found in standard electromagnetic textbooks
(Kraus, 1991; Johnk, 1975; Raino et al., 1994; Balanis, 1989).
Using a Cartesian coordinate system, and assuming a time harmonic variation of the
electromagnetic fields, a plane wave propagating in the z direction in a homogeneous,
isotropic and linear medium with constitutive parameters Ce and ae, and with its electric
field vector oriented along the x axis, can be described by the one-dimensional wave
equation (which can be obtained from (3.12) for time harmonic fields) as:
d2E,(3.24)	 = —wLoe, + JwpØaeE%
Introducing the complex propagatiom constant j defined as
(3.25)
where o and (3 are the attenuation. and phase constants respectively, equation (3.24)
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becomes
	
(3.26)	 -	 = 0
A solution of this equation is:
	
(3.27)	 = ee	 + tez
which describes the propagation of waves propagating in the positive and negative z
directions. Moreover, the phase and attenuation constants can be calculated from (3.25)
(Johnk, 1975)
	
(3.28)	 = w
	
(Np/meter)
	
(3.29)	 = _____	 (rad/meter)
Therefore, a wave propagating in the positive z direction is described by
(3.30)
and in the time domain
(3 . 3')
	
E(z,t) = Ee'cos(wt— (3z)
from the above equation a constant phase point of this wave propagates with a velocity
(3.32)	 VP =
From equations (3.32) and (3.29) it is evident that the velocity of propagation of a plane
wave, as well as the attenuation it suffers, are functions of the constitutive parameters and
of the frequency of the electric field. This has important implications for the propagation
of pulses. Since a pulse can be interpreted as a Fourier sum of time-harmonic components
of different frequencies, when such a pulse propagates its shape will not be preserved
if the variations in the phase velocities of its time-harmonic components are significant.
This phenomenon is known as dispersion (Balanis, 1989). The relations (3.28) and (3.29)
can be simplified by considering extremes of the ratio (e/e)2. So that c and f3 can be
(3.33)
(3.34)
if ()2 
>> 1
if	 1
if ()2 
>> 1
V x 7-1 =jwe(1 _j!)e
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replaced by the approximate relations
if (€e)2	 1
Further, examining Maxwell's equation (3.14) in terms of the value of the ratio £'e'/€'e,
termed the loss tangent (Balanis, 1989), two regions can be distinguished where the
nature of the electromagnetic fields differ significantly.
When the loss tangent is << 1 it is evident from the above that the displacement current
jwe'S dominates the conduction current we'e'E and the wave nature of the fields prevails.
However, when the loss tangent is>> 1 the diffusive nature of the fields is predominant.
Therefore, because the underlying concepts of GPR surveying are based on the wave
nature of the electromagnetic fields, it is evident that the potential applications of GPR
are generally restricted when the loss tangent is >> 1. Under such circumstances it may
be preferable to use a low frequency EM method which will be much more effective than
GPR (Nabighian, 1987).
From Maxwell's equation (3.1), the magnetic field can be calculated easily and is
(336)	 7-1= 1
1x
Ve
()	 i-ç=-
for waves propagating in the positive (3.36) and the negative 3.37 directions respectively.
Moreover, from the above relations the intrinsic impedance Z of the medium is defined
as
(3.38)	 Z =	 Ohms
Ve
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or more familiarly, using the real effective permittivity and conductivity,
(.g)	 = / )Wt
V 0e+JW€e
Suitable approximations can be made for Z depending on the value of the loss tangent.
Therefore, for the case where the loss tangent << 1, Z could be approximated as a real
number equivalent to a "resistance"
(3.40)	 z
V€e
3.5 Constitutive parameters of soils and rocks
From the analysis of the previous section, it is clear that the constitutive parameters of
the media probed by GPR play an important role in the nature of the electromagnetic
fields propagating in them, and consequently on the GPR response. Unfortunately, there
is no simple model to describe the variations of permittivity and conductivity for the
great variety of soils and rocks that can be encountered in GPR surveying. This, to a
great extent, is a result of the formation of soils and rocks as "mixtures" of a number
of simpler substances which each have different influences on the electromagnetic fields.
When media are composed of only one or a few substances (e.g. water), the determination
of their constitutive parameters is considerably simplified and relations are available which
describe their variations with temperature, pressure and frequency (King et al., 1981).
However, soils and rocks rarely fall into this category. From the point of view of GPR
surveying, the variation of constitutive parameters with the frequency of the applied
electromagnetic field is the most important.
Several authors have reported experimental results and proposed empirical formulae for
the variations of the constitutive parameters of soils and rocks (Hipp, 1974; Hoekstra
and Delaney, 1974; Olhoeft, 1976; Katsube and Collet, 1976; Wobschall, 1977; Wang,
1980; King et al., 1981; Dobson et al., 1985; Hallikainen et al., 1985; Smith and Scott,
1989; Turner, 1994; Wensik, 1993). The above list is not exhaustive and there will be no
attempt here to analyze the various measurement techniques reported in these papers or
their detailed findings. Instead the priority of this section is to present some important
observations and conclusions drawn from these works. These are:
the constitutive parameters depend on pressure and temperature.
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• the presence of water, in any form (bound or free) has a very strong effect on the
measured constitutive parameters. This is a result of the high relative permittivity
of water especially at low frequencies. Its effect at higher frequencies is associated
with the polarization relaxation phenomena.
. non-linear effects have not been observed for the frequencies considered in these
investigations. The overall frequency range encompasses the useful frequencies used
in exploration geophysics (i.e. low frequency EM methods and GPR).
• the imaginary part of the complex conductivity can be ignored since its contribution
is considered to be negligible.
• the effective permittivity increases with the amount of water present. For frequencies
below 1 GHz this increase is observed with a pattern which suggests a dependence
on soil type. For frequencies above 1 GHz, the increase in effective permittivity
with water content is effectively independent of soil type.
• for the GPR frequency range (1 or-i o Hz), experimental evidence indicates that the
effective permittivity of soils and rocks is independent of frequency (i.e. constant)
and the effective conductivity increases almost linearly with it.
For the frequency range of most GPR systems, it is suggested that the Debye relaxation
formula can be used to describe the complex permittivity of soils and rocks (Hipp, 1974)
-	 es_eoo(3 . 4')	 = 00 + 1 +JWT
where e is the value of permittivity measured at very high (theoretically infinite) fre-
quency, e is the static (DC) permittivity and 'r is the relaxation time. With the addition
of a real static conductivity the real and imaginary parts of the effective complex permit-
tivity are
Es - Coo(3.42)	 C	 6cxJ 
+ 1 + w2T2
soo	 s
=wr1 +
	
+
Usually, for the GPR frequency range W2T2 < 1 (Smith and Scott, 1989) and the approx-
imations
€ w'r(e5
 - Coo) +
w
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Figure 3.1: Plot of the real (e.) and imaginary (c') parts of the complex relative permittivity of
water at a temperature of 15° C versus the parameter w'r, calculated using the Debye
formula with
	
= 5.5 , Cs = 82.3 and r = 10.9 x 10-12 sec, (King et al., 1981)
can be made. The independence of the real part of the complex effective permittivity has
an important implication on the GPR response. If the loss tangent is << 1: the velocity
of propagation of the electromagnetic waves does not depend strongly on frequency and
therefore an overall signal velocity could be assumed, which is in accordance with experi-
mental evidence from GPR surveys (Davis and Annan, 1989). The linear dependence of
the imaginary part of the complex effective permittivity with frequency results in a "low
pass" filtering effect on the GPR pulses as they propagate in the subsurface. This tends
to broaden the GPR pulse as it propagates in the subsurface (Vainikainen et al., 1992).
In Figure 3.1 the variations of the real and imaginary parts of the complex permittivity of
water with the parameter w'r are plotted using the Debye formula. Examining Figure 3.1,
it is evident that for values of w'r << 1 the real part is almost constant and approximately
equal to the low frequency permittivity of water whereas the imaginary part monotonically
increases as the value of w'r approaches 1.
In general, to determine accurately the variation of the constitutive parameters of soils and
rocks encountered in a GPR survey, measurements should be performed on samples either
in situ or in a laboratory. However, this is not the usual procedure - typical values of the
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Material	 ei- 0e (mS/rn)
Air	 1	 0
Distilled Water
	 80	 0.01
Fresh Water
	 80	 0.5
Sea Water	 80	 30000
Dry Sand	 3-5	 0.01
Saturated Sand 20-30	 0.1-1.0
Limestone	 4-8	 0.5-2
Shales	 5-15	 1-100
Silts	 5-30	 1-100
Clays	 5-40	 2-1000
Granite	 4-6	 0.01-1
Dry Salt	 5-6	 0.01-1
Ice	 3-4	 0.01
Table 3.1: Typical values of relative permittivity and conductivity for common geological materials
at 100 MHz (Davis and Annan, 1989)
effective permittivity and conductivity are used and obtained from tables available in the
literature. These tables are, in most cases, results of measurements at particular frequen-
cies and do not give any information about the variations of the constitutive parameters
with frequency. In Table 3.1 some typical values for the relative effective permittivity and
conductivity of different geological media are presented (Davis and Annan, 1989)
3.6 Difficulties with the analytical solution of the GPR forward problem
The solution of the GPR forward problem, as of any electromagnetic field problem, is
obtained by solving Maxwell's equations with the appropriate initial and boundary con-
ditions. There are two approaches to accomplish such a task. One is to use analytical
techniques and the other is to employ a numerical method. The major advantages of
the analytical approach are the very useful insights which it provides into the physics of
the problem and the speed with which numerical values can be obtained for the fields.
The most significant drawbacks of the analytical methods are that they are usually very
complex and difficult to formulate. Moreover, the solution obtained could be restricted to
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a particular problem or suite of problems, and it may be necessary to reformulate if the
parameters of the problem change significantly. However, the most important difficulty in
obtaining an analytical solution to an electromagnetic problem is that the problem may
not in fact have a closed form solution (i.e. the required result can not be obtained from
a simple calculation of the final functional form of the solution). This is true for many
practical electromagnetic problems which according to De Hoop (1991)
"Except for the canonical problems in electromagnetics whose solution can
be expressed in terms of analytic functions of a not too complicated nature
and for analytic approximation techniques (usually of an asymptotic nature),
both in the long and short wavelength regimes, that can be applied to a wider
variety of cases, radiation and scattering problems in electromagnetics have to
be addressed with the aid of numerical methods."
Unfortunately, the GPR forward problem belongs to the long list of practical electro-
magnetic problems for which a closed form solution does not exist even for simple GPR
targets. This is a direct consequence of the fact that the GPR forward problem involves
the infamous boundary value problem of a radiating dipole in the presence of a lossy half
space (see Figure 3.2). The solution of this problem has been the subject of investiga-
tions by prominent mathematicians and physicists (Wait, 1961) from the early years of
this century, when the first solution was published by Sommerfeld (1909), and is still the
subject of research (King et ai., 1992). The difficulty associated with the problem is that
the electromagnetic fields are given by integral expressions which can not be evaluated
in closed form and, further, the kernels of these integrals (known as Sommerfeld inte-
grals) contain singularities which make even their numerical evaluation quite complicated.
Closed form solutions exist only for few special cases and for a non conducting half space
(Nikoskinen, 1990; Nikoskinen, 1993). Approximations to these integrals (usually of an
asymptotic nature) and hence to the fields, have been obtained by various authors (An-
nan, 1973; Yokoyama, 1994; King and Sandler, 1994) ; key amongst these solutions are
the ones reported by Baflos (1966) where a detailed review and treatment of the problem
can be found. Results and methodologies for the numerical evaluation of these integrals
have been reported as well (Siegel and King, 1970; Bubenik, 1977; Rahmat-Samii et al.,
1981; Johnson and Dudley, 1983; Dvorak, 1992; Annaert, 1993). The full GPR forward
problem is even further complicated by the presence of targets within the half space which
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Figure 3.2: The GPR forward problem. Tx and Rx are the transmitting and receiving antennas
respectively located at a height (h) above the Air-Earth interface.
in essence makes the problem very difficult to formulate analytically. Therefore, the use
of numerical techniques is essentially the only viable way to obtain a solution to the GPR
forward problem: although lacking in mathematical rigor this approach provides a useful
approximate answer to the problem.
3.7 Numerical modelling for the solution of electromagnetic problems
The growing interest in numerical modelling techniques is directly related to the advent
of the digital computer and the rapid advancements in the relevant technologies which
resulted in a substantial and continuing increase in the available computational power.
However, modelling as a procedure is distinct from pure computation. Although com-
putation is an essential part of the general modelling process, numbers produced by a
computer program do not convey any information by themselves, unless they are part of
a rational procedure which describes a physical phenomenon.
The construction of a numerical model for the solution of a particular electromagnetic
problem can be divided into five steps (Miller, 1988; Christopoulos, 1995)
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• Conceptualization: Which is the process of describing the problem in terms of
physical principles in a simple form.
. Formulation: The process of transformation of the physical principles into a more
comprehensive, formal mathematical representation.
. Numerical implementation: The step in which a computer algorithm is con-
structed from the mathematical representation with the aid of numerical techniques.
• Computation: The outcome of the numerical implementation after execution as a
computer program.
. Validation: The process of verification of the output for physical reasonableness
having in mind the complexity of the problem.
The classification of numerical modelling techniques is mainly based on the second step;
the formulation of the electromagnetic problem. The formal mathematical representation
of the electromagnetic fields, which is used to build the modelling procedure, could be
directly Maxwell's equations in differential or integral forms, or (equivalently) the vector
wave equations, or any other formulations directly related to Maxwell's equations or the
vector wave equations (e.g vector potentials, Hertz vectors, Greens functions). The choice
of a differential or an integral formulation leads to numerical methods known as differ-
ential equation methods (DE) or integral equation methods (IE) respectively. Equally
important in the formulation stage of the problem is the decision about the domain of
the formulation. When time is explicitly present as a variable, the numerical methods are
characterized as time domain methods (TD) whereas, if a time harmonic variation of the
electromagnetic fields is assumed, the numerical methods are characterized as frequency
domain methods (FD). In general, time domain methods are most suited for problems
when the transient response is of interest, whilst frequency domain techniques are mainly
used when the steady-state response is required. Examining the nature of the problem
facilitates the decision of the appropriate domain for the formulation of the model.
The choice between a differential or integral formulation of the problem is made based on
the merits and demerits of the two formulations when applied to the types of problems
of interest. In general, integral equation methods, such as the method of moments
(Harrington, 1993), are based on integral representations of the electromagnetic fields.
Integral representations are usually obtained using appropriate Greens functions, although
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formulations using vector potentials or Hertz vectors are possible (Morita et al., 1990).
Differential equation methods are based on formulations which are directly obtainable
from Maxwell's curl equations or the vector wave equations.
The main advantages of IE methods compared with DE are as follows:
No special consideration is needed to satisfy the radiation condition;
. The dimensionality of the problem can be reduced by one (not for inhomogeneous
problems, however).
The main disadvantages of lB methods compared with DE are as follows:
. Closed forms of specialized Greens functions which can expedite the solution of
certain type of problems are not generally available;
The overall implementation of the model is more complicated and requires a degree
of analytical manipulation.
The main advantages of DE methods compared with lB are as follows:
• Simpler formulation and implementation of the numerical model;
• The treatment of inhomogeneities present in the problem is simple and straightfor-
ward;
• Models based on a DE formulation are applicable to a wide range of problems without
requiring modification to the numerical algorithms.
The main disadvantages of DE methods compared with lB are as follows:
• A volume of space (assuming a general 3D problem) containing the object must
be discretized, whereas in lB methods a 2D integration can be performed over the
target's surface (this does not apply in the case of inhomogeneous objects);
• An approximate boundary condition has to be applied to truncate the model since
the radiation condition is not enforced by the DE formulation.
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The relative applicability of DE and IE methods, in respect of various modelling issues, is
summarized in Table 3.2 as presented in a review paper by Miller (1988). Electromagnetic
modelling is a field of ongoing research and, with the constant increase in the available
computational power, solutions to complicated problems can now be obtained which were
previously intractable. Moreover, this increase in computational power has led to a growth
in the development and use of DE based models (as is evident from the number of pa-
pers about them published in recent years (Shlager and Schneider, 1995)) since the lack
of computer resources was previously the main drawback of these type of models. This
by no means suggests that lB methods are less important. For a number of types of
electromagnetic problems IE based models are far more efficient than DE ones, and they
have also benefited from the improvements in computer technology. The popularity of DE
based models can be attributed mainly to the fact that they can be used when the prob-
lem geometry is rather complicated without the need for very sophisticated and complex
algorithms.
Finally, other electromagnetic models can be used based on the presupposition that the
wavelength of the electromagnetic fields interacting with the object of interest is small
compared with the object's size. These models are based on ray tracing concepts and
some initial studies on their application to the GPR forward problem have been reported.
3.8 The choice of model type for the GPR forward problem
To decide on the type of model suitable for the simulation of GPR, the nature of the
problem has to be examined in the light of the advantages and disadvantages of poten-
tial formulations. Clearly, since most GPR systems employ signals of wide bandwidth
and operate in the time domain, a time domain model will be more suitable than a fre-
quency domain one. This will save in computational effort since the transient solution
will be calculated directly instead of having to calculate the response of the same model
for a number of frequencies and then use an inverse Fourier transformation to obtain the
required time domain response. However, the description of frequency dependent param-
eters becomes more difficult and, as a first approximation, it is often necessary to consider
them as frequency independent.
The choice of a differential equation based model instead of an integral equation approach
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ISSUE	 TD DE TD IE FD DE FD IE
Medium
Linear_____ ____ _____ ____
Dispersive	 -	 x
Lossy	 x
Anisotropic	 -
Inhomogeneous	 x	 x
Nonlinear	 x	 x	 x
Time-varying	 x	 x	 x
Object________ _______ ________ _______
Wire
Closed surface
Penetrable volume
Open surface
Boundary Conditions
Interiorproblem ________ _______ ________ _______
Exterior problem	 -
Linear_____ ____ _____ ____
Nonlinear	 x	 x
Time-varying	 x	 x
Half-space	 x	 -
Table 3.2: Relative applicability of IE and DE based FD or TD models when issues concerning the
media, objects and boundary conditions in a problem are considered. /: Highly suited
or most applicable, Moderately suited or neutral, x: Unsuited or least applicable.
(Miller, 1988)
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is justified in general by the ability of a DE method to handle inhomogeneous problems
more efficiently than the lB methods. Moreover, since a half space Greens function is not
available in closed form, an lB approach will not result in a more computationally efficient
model. Overall the simplicity of a DEl model makes it more appealing when compared
with the more complicated lB methodology.
3.8.1 Review of previous work on GPR Modelling
The application of modelling techniques to obtain synthetic GPR data has not been treated
extensively in the literature. At the beginning of this project the relevant papers' pub-
lished about GPR modelling 2 using numerical techniques were few and only considered
2D targets. Some other works appeared in the course of the project and are reported in
chronological order:
Modelling of the subsurface interface radar (Moghadam et al., 1991)
This paper describes a 2.5D model of GPR based on the finite difference time domain
method. The source of the problem is considered as 3D, where the spatial dimensions
of it are assumed to be 2D; hence the name 2.5D. The results presented in the paper
are limited to a few cases of rebars and rectangular voids displaying the characteristic
hyperbolic response which should be obtained from such targets. A solution obtained by
such a model will be more accurate than a pure 2D approach, but if the pure "pattern"
of the GPR response is of interest a 2D model will produce similar results with less
computational effort. The transformation of Maxwell's equation in the invariant direction
results in the calculation of a transformed response. To obtain the final response a number
of solutions (approx. 35, each for a different wavenumber) need to be calculated for each
trace of a simulated GPR scan. Moreover, the constitutive parameters of the media in the
model were considered to be frequency independent.
1 Because of the diversity of the applications of GPR and its interdisciplinary nature the literature
consulted was mainly from the research fields of electrical engineering and geophysics.
2 j]J models based on plane wave propagation have been used in several studies and are not included
here since their applicability is rather limited.
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Numerical Simulation of subsurface radar for detecting buried pipes (Liu and Shen,
1991)
The authors of this communication presented an application of the 2D transmission line
matrix method for the simulation of the GPR response from buried pipes. They have used
a rather large computational domain which was necessary, not because of the dimensions
of the targets (pipes), but due to the fact that efficient absorbing boundary conditions
were not used to truncate the model space. This "brute-force" computation leaves room
for development.
Detecting sub-surface features in concrete by impulse radar (Bungey and Millard,
1993)
The work presented in this paper is not mainly in the area of numerical modelling of GPR.
However, the authors report the use of a ray tracing model as part of their investigation on
the detection and identification of the presence of reinforcing bars and voids in concrete.
Ground penetrating radar simulation in engineering and geophysics (Goodman, 1994)
This paper describes the application of a ray tracing approach to GPR modelling of mainly
archaeological targets. The inherent assumption of this approach is the high frequency
approximation implied by the application of such methods. However, this is not valid if a
GPR model is to be able to cope with general class of targets. Moreover, with a ray-tracing
approach, not all the electromagnetic phenomena associated with the interaction of the
electromagnetic fields with the targets are considered, and the real effect of the air-earth
interface is ignored.
Comparison of ray and Fourier methods for modeling monostatic ground-penetrating
radar (Zeng et al., 1995)
In this paper 2D models for GPR based on ray-tracing concepts and a frequency domain
approach are presented. The ray tracing model has the same limitations as the model
reported by Goodman (1994). The Fourier method, however, includes diffraction effects
absent from a ray tracing model but assumes a constant velocity and attenuation within
the model. The geometry of the targets is replaced by discrete point diffractors and their
combined effect produces the final solution, which is obtained in the (f—k) (frequency-
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wavenumber) domain and subsequently Fourier transformed to produce the final result.
This method is based in essence on the same concept of an (f - k) migration with con-
stant velocity (Stolt, 1978; Yilmaz, 1987) but used in reverse (i.e. instead of collapsing
hyperbolas to produce them).
3.8.2 Scale modelling of GPR
Another approach to GPR modelling is to perform controlled experiments with a scaled
version of a GPR system. This approach, known as scale modelling (Frischknecht, 1987),
involves the construction of a test area of relatively small dimensions, usually of the order
of few cubic metres. This test area is most often a tank filled with a material of known
dielectric properties, usually a water solution, in which some simple targets are immersed
and their response measured with the scaled version of a GPR system (Smith and Scott,
1989). A scale model can be likened to a test site, but the environment is rather more
controllable and it is easier to change the targets and their characteristics. The main
drawback of such an approach is that it requires specially built GPR systems (scaled).
Moreover, compared with a numerical approach it lacks versatility in the range of models
that can be handled.
3.9 Assumptions for the modelling of GPR in two and three dimensions
In constructing a GPR model in two and three dimensions, some assumptions are neces-
sary. These mainly result from the need to keep the amount of computational resources,
required by the model, to a manageable level and to facilitate the study of the important
features of the GPR response to a target, without cluttering the solution with details
which can obscure the fundamental response. However, the approach followed should ide-
ally be easily extendable and able to handle more "complicated" GPR modelling scenarios
if required. The assumptions made for both 2D and 3D models are
. all media are considered to be non-magnetic, linear and isotropic.
the GPR transmitting antenna is modeled as an ideal Hertzian dipole in the 3D
models and as a line source in the 2D ones. In the 3D case, this is a result of
reducing the computational resources required to a manageable level, whereas the
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2D case is a consequence of the assumption of the invariance of the problem in one
direction.
. the constitutive parameters are, in most cases, assumed not to vary with frequency.
This assumption simplifies the time domain model. However, a formulation able to
handle a Debye relaxation model for the complex permittivity will be presented.
Therefore, for the 2D case the governing equations reduce to the ones describing the
propagation of TM mode electromagnetic waves (relative to the invariance direction of
the model).
3.10 Discussion
In this Chapter the fundamental electromagnetic relations which are the governing equa-
tions of the GPR forward problem have been presented. An analysis of the effects of
the electrical properties of the materials probed by a GPR reveals that for its frequency
range the electromagnetic waves propagate with a velocity determined by the real part of
the complex permittivity, which can be assumed to be independent of frequency. There-
fore, significant pulse distortion is not expected (and is actually not observed) in GPR
data, although the linear dependence of the attenuation constant with frequency has as
an effect the broadening of the GPR pulse as it propagates in the subsurface medium
(Vainikainen et al., 1992). Examining the difficulties with the analytical evaluation of the
half space problem, the numerical solution of the GPR problem remains the only viable
choice of method. Further, the choice of a DE based approach is justified as a result of
the simplicity and generality of such a formulation, considering the difficulties that will
be encountered with an IE based model. Finally, a TD model is the obvious choice con-
sidering the transient nature of the responses which will be obtained. An overview of the
work reported in the literature indicates that there is scope for development, especially
for the 3D case and in the application of the transmission line matrix algorithm. Finally,
the main assumptions involved in constructing a manageable GPR model in respect of
computer resources, GPR model are stated.
4
Two dimensional
numerical modelling
of GPR	 PART I:
Methodology
4.1 Introduction
The aim of this Chapter is to present the methodology of 2D GPR modelling using the
TLM and FDTD methods. The rudiments of the two methods are examined and the basic
principles which lead to the construction of the numerical algorithms are explained. The
errors and limitations of the methods are discussed, with emphasis on their equivalent
dispersion relations. A short review of absorbing boundary conditions is presented and
those used in this work, in particular, are examined.
By introducing more effective absorbing boundary conditions within the TLM algorithm,
a major improvement in the performance of TLM models is obtained. The incorpora-
tion of these absorbing boundary conditions in TLM is examined and their performance
compared with that when they are applied in FDTD, as well as with the performance
of the commonly used TLM absorbing condition of the "matched termination". Specific
guidelines to stabilize higher orders of the absorbing boundary conditions are given, and
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pitfalls in their application in GPR models are examined. Finally, general issues regarding
the numerical implementation of the 2D GPR models are discussed and the validation of
the algorithms by means of simple closed-form solutions is presented.
4.2 The governing equations
As was discussed in Chapter 3, the solution to the GPR forward problem is obtained
as a solution to Maxwell's equations subject to the specific geometry (boundaries) and
initial conditions of the problem. This results in a three-dimensional problem of which
the approximate solution using a numerical model is rather computationally intensive. A
simpler approach is required which gives a good estimate for GPR signatures without the
computational requirements of a 3D model. Assuming that there is no variation in the
problem's geometry and of the electromagnetic fields in one direction, the GPR problem
reduces to a 2D one. The reduction of the dimensionality of the problem by one allows the
use of a reduced set of Maxwell's equations which significantly simplify the formulation
and implementation of the model. Assuming that the invariance direction lies along the
() axis of a Cartesian coordinate system, Maxwell's equations reduce to the well known
(Balanis, 1989) TM set:
(41) öHXöE
(42) aHZaEIJ
€ + oE =	 -
at	 az	 x
As is apparent from the above equations only the E, H, and H components of the
electromagnetic fields have to be considered. Further, the constitutive parameters e and
o are considered to be scalars and independent of frequency. A formulation incorporating a
Debye relaxation model for these constitutive parameters is examined in the next Chapter.
This assumption is made because of the difficulty of introducing frequency-dependent
parameters within models formulated in the time domain (Hoefer, 1985) because the
resulting time convolutions substantially increase the complexity of the model. The values
of these constitutive parameters are considered to be the effective real permittivity and
conductivity, as discussed in the previous Chapter, and are readily available from tables
used commonly in GPR data analysis. Further, from equations (4.1), (4.2), 	 the
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electric and magnetic fields can be uncoupled, resulting in a scalar 2D wave equation for
the electric field
2t
- U
e-	 +	 -	 + --
4.3 General concepts of the TIM method
As originally introduced, by Johns and Beurle (1971), TLM was presented as a computer
implementation of an electrical network model used for the solution of an electromagnetic
field problem. This electrical network is constructed as a mesh of orthogonal two-wire
transmission lines. These transmission lines are interconnected at regular intervals, form-
ing the TLM nodes. The characteristics of the TLM nodes depend on:
A. the way the transmission lines which form them are connected;
B. the properties of the media they model.
The propagation of voltage and current pulses in the TLM network simulate the propaga-
tion of electric and magnetic fields in the actual electromagnetic problem. Moreover, the
constitutive parameters of the media present in the electromagnetic problem are simulated
by transmission line parameters.
To implement a TLM network on a digital computer, both the spatial and time domains
are discretized. The elementary space step L1. is defined as the distance between two
adjacent TLM nodes and the time step it, with which the TLM solution is advanced,
equals the time which a pulse takes to travel from one TLM node to an adjacent one. In
Figure 4.1 a portion of a 2D TLM network formed by shunt connected transmission lines
is illustrated. Wave propagation in the TLM model proceeds at discrete time steps in an
iterative fashion. The iteration, which has a duration of one time step, is composed of
two distinct processes:
• Scattering: which is the process of obtaining the reflected pulses moving away from
the node due to the incident pulses on it;
• Connecting: which is the process of propagating the reflected pulses from a node
to its adjacent nodes.
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Figure 4.1: A portion of a 2D TLM network of shunted two-wire transmission lines.
The scattering process is considered to be instantaneous, while the connection process has
a duration of one time step. In mathematical notation, these processes are:
nfl 
= tin
(4.6)	 tvn+l ... ç nvTt
where S and . are the scattering and connection matrices of the TLM node, tVTh and 1Th
are column vectors of the amplitude of the incident and reflected pulses respectively, and
1.Vn+l is a column vector of the amplitude of the incident pulses on the adjacent nodes
at the next time step due to the reflection at the node. The integer ii. denotes any time
instant multiple of Lt. In Figure 4.2, this process is depicted for the first two iterations
in a 2D TLM network. The initial excitation of the network is a voltage pulse of unit
amplitude incident on one of the branches of a TLM node (Al-Mukhtar, 1980). These
scattering and connection processes directly relate TLM to the Huygens' model of wave
propagation. According to Huygens (Balanis, 1989)
"Each point on a primary wavefront can be considered to be a new source of a
secondary spherical wave and that a secondary wavefront can be constructed
as the envelope of these spherical waves."
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Scattered pulsesInitial Excitation	
after 1st Iteration
Scattered pulses
after 2nd Iteration
Figure 4.2: Two consecutive scattering events in a 2]J TLM network. The initial excitation is a
voltage pulse of unit amplitude.
The relation between TLM and Huygens' model was demonstrated, shortly after the
introduction of the TLM method, by Johns (1974b). The use of an electrical network
analogy and the relation of TLM to Huygens' model of wave propagation are the two
main reasons of TLM being generally described in the relevant literature as a physical
model (Hoefer, 1991).
For the simulation of two dimensional electromagnetic problems - where Maxwell's equa-
tions reduce to two uncoupled sets - there are two possible TLM network configurations.
These TLM networks result from the different interconnection mechanisms of their trans-
mission lines which leads to different 2D TLM nodes:
• The series TLM node, used to simulate TE modes.
• The shunt TLM node, used to simulate TM modes.
The TLM network used in this work, in view of the structure of the governing equations
for the 2D GPR case, is that comprised of shunt nodes.
To preserve synchronism in the numerical implementation of the scattering and connecting
processes pulses in the TLM network propagate with constant velocity. This is achieved
LdAJJ2
LdMI2
2CdW
IJ2	 /
/
y
Ed
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2D TLM shunt node
	
equivalent circuit
v4
Figure 4.3: A 2D TLM shunt node as a junction of transmission lines and its equivalent circuit
representation.
by considering the transmission lines which form the TLM network as loss-free and having
a constant impedance. This results in a TLM network modelling a homogeneous and loss
free medium which is called the "background medium". Regions of different constitutive
parameters are modelled by introducing additional elements to the appropriate nodes in
the form of transmission line stubs.
4.4 The 2D TIM shunt node
A 2D TLM shunt node is a junction of two shunted transmission lines which are part of a
TLM network in the (x-z) plane (Figure 4.3). Regarding the length d of the lines between
adjacent nodes as infinitesimal, the node can be represented as an equivalent circuit (see
Figure 4.3) where the capacitance (C d) and inductance (L d ) are distributed quantities of
the lines. The equations governing the behaviour of voltages and currents at the node are
(Ramo et al. 1984):
At.-Y- =
(4.8)	 = —(Ldfl
(.g)	 +
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Uncoupling the voltage and currents from (4.8)—(4.g) results in a 2D wave equation for
the voltage Vr in the TLM network.
2v1J	 2vlJ	 2v1J(4.10)	 +	 :=Ld(2Cd)
Equations (4.8), (.7) and	 are isomorphic with (4.1), (4.2) and	 when the term
involving the conductivity a is ignored in	 (loss-free medium). Therefore, the follow-
ing equivalences could be established:
	
- vtJ	 H—( .ii )	 E=_W	 H=
W(4.12)	 Ld	 Cd
Where the subscript b denotes a parameter of the homogeneous background medium which
the TLM network models, and W is the separation between the wires of the transmission
lines in the y direction. The value of W could be arbitrarily adjusted, but as is evident
from (4.12), the value W = z1. is the most suitable and simplifies the equivalences of
distributed inductance with permeability and distributed capacitance with permittivity.
The choice of the properties of the background medium depend on the TLM model. The
best choice is to set the constitutive parameters of the background medium to be the
minimum values expected for the various media presumed present. This is the best choice
because with the addition of stubs at the appropriate nodes any other media can be
modelled. Since free-space is always present in a GPR model, the constitutive parameters
of the TLM background medium are hence chosen to be those of free-space. Therefore
equation (4.12) becomes
£0
	(4.13)	 LdEIt3	 Cd-2-
with this choice of parameters, as is evident from equation 4.10, waves propagate in the
2D TLM network with a velocity
1	 1
	
(4.14)	
= V2CdLd =
	
= c
However, the velocity of propagation in the individual transmission lines and their
impedance are:
	
(4.15)	 ut= ____ = 2c\/Ld Cd
	
(4.16)	 Zj=vZo
and the time step with which the TLM solution advances is
Al.(4.17)	 At
=7;
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Another approach to constructing a TLM model is to adjust the parameters of the indi-
vidual transmission lines to those of the background medium (Chen and Ney, 1994; Hoefer
and So, 1991). However, with such an approach, it is apparent from (.g) that the TLM
network will model a medium which has twice the required value of permittivity. Follow-
ing this approach, appropriate scaling of the output field quantities is necessary (Chen
and Ney, 1994). It is believed that the first approach is easier from a conceptual point of
view.
4.4.1 The 20 stub loaded TIM shunt node
As was demonstrated in the previous section, the 2D TLM network can model a ho-
mogeneous and loss-free medium with appropriate adjustment of the parameters of the
individual transmission lines. However, to include regions with different constitutive pa-
rameters the properties of the nodes corresponding to these regions have to be altered
accordingly. Changing the parameters of the lines which form the nodes will result in loss
of synchronization in the numerical calculation since pulses will propagate between nodes
with different velocities and will arrive at the nodes at different times (Akhtarzad and
Johns, 1975b).
The approach which is taken to overcome this problem (Johns, 1974; Akhtarzad and Johns,
1975b) is to initialize the TLM network to model free-space as a "background medium"
and to equip the nodes which should model regions of different constitutive parameters
with two additional elements. These elements will supply the extra capacitance and
conductance where required to model regions with different properties (permittivity and
conductivity). Therefore, the node is loaded with one "permittivity" and one "loss"
stub (Figure 4.4). The "permittivity" stub is a transmission line shunted at the node
which has an open circuit termination, and transit time t/2. The capacitance Cs of
the "permittivity" stub is related to the stub's admittance (Al-Mukhtar, 1980) by the
following:
(4.18)	 Cs = 4Ys
The "loss" stub is an infinitely long matched terminated line which is shunted at the node
and absorbs energy from it, simulating a shunt conductance. The admittance Y05 of this
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2D TLM stub loaded shunt node	 equivalent circuit
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Figure 4.4: 21) TLM stub loaded shunt node and its equivalent circuit.
stub is equal to the conductance G 5
 which simulates.
(4.19)	 G=
In Figure 4.4, the equivalent circuit of the stub loaded node is presented. Analyzing that
circuit reveals that equation 	 is modified as
(4.20)	 +	 = 2(Cd i) h - Cih - G5V
Moreover, with the presence of these stubs equation (4.10) becomes
a2v a2v	 c a2v	 G av(4.21)	
ax2 +	 = Ld(2Cd +	 at2 +
which is a two dimensional wave equation for the voltage V in the TL1M network. Equa-
tions (4.20) and (4.21) are isomorphic with equations (4.3) and (jj3, and the equivalences
in equation (4.13) are modified as
(4.22) CLd LJ	 2Cd +e	 _ff
in order for the TLM model to describe a general inhomogeneous and lossy medium.
4.4.2 The Scattering Matrix
The scattering matrix for the 2D TLM stub loaded shunt node can be calculated using
transmission line theory. Designating the branches of the node as 1,2,3,4 and 5 (Figure
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4.4) we could calculate the reflected pulses from the node at a time step n from the known
incident pulses and the scattering matrix as follows:
p	 'r 'r 'r
'r p
	 'r 'r
(4.23)	 = T T p T s
T	 T p Ts
	
1V4
	
T T T Ps	 V5
where 'r, p, are the transmission and reflection coefficients for the four main branches (1-
4) and 'r, Ps are the reflection and transmission coefficients for the "permittivity" stub.
Note that there are reflections and transmission coefficients defined for the "loss" stub
since there is no need to explicitly calculate the voltage pulse associated with it. The
stub's effect is to extract energy from the node and no pulse returns from it to the node.
Moreover, if the node does not have any stubs (background medium), 'r5 and Ps are both
zero and V5 does not affect the calculations.
To calculate the reflection and transmission coefficients of the scattering matrix, it will
be more convenient to normalize the admittances of the "permittivity" and "loss" stubs
to the individual transmission line's admittance (liz 1). Therefore, from (4.13), (4.18),
(4.19) and (4.22) results
(4.24)	 Yl. =
	(4.25)	 = 4(ei_-1)
	
(4.26)	 = crLiZ1
Consider a voltage pulse incident on the node from one of its main branches (1-4). For
that pulse the rest of the transmission line branches and the stubs are seen to be connected
in parallel. Therefore, the reflection coefficient in terms of the admittances is:
(4.27)	
4+''+
denoting Y as
(4.28)	 =4++
then
(4.29)	 P= 2—i'
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from the relation T = 1 + p (Kraus, 1991) the transmission coefficient can be calculated
2
Y
(4.30)
Similarly, the reflection and transmission coefficients for the permittivity stub are:
2 ' - .ç;.(4 . 3')	 Ps
2'(4.32)	
= -;f;-
The effect of the "loss" stub has been taken into account in the derivation of the reflection
and transmission coefficients.
4.4.3 Output of field quantities and excitation of the 20 TLM model
In a TLM model, the amplitudes of the voltage pulses incident or reflected from the nodes
are available at any time step. To obtain the field quantities of interest, these voltages
pulses should be related to the total node voltage V,, and the currents I and I. This is
achieved by representing the TLM node as a Thevenin equivalent circuit (Christopoulos,
1995). This Thevenin equivalent circuit is constructed by replacing the transmission
line segment of the node by an appropriate voltage source connected in series with an
impedance. This equivalent circuit is valid for the duration of a time step, while no other
pulses are arriving at the node. The Thevenin equivalent circuit for the stub loaded
shunt node is illustrated in Figure 4.5. From an analysis of that circuit using the parallel
generator theorem (Benson and Harrison, 1975)
(.)	 v1J
LYk
gives for the stub loaded TLM node
2V1 +2V2+2tV3+2tV4+2tV5.5(.)	 v1
Moreover, from the circuits in Figure 4.5 the currents I, and I are obtained
	
i-ti	 i_.,	 t.%,
	
- 
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Excitation of the TLM model is provided at the source node which simulates the GPR
transmitting antenna. The direct simulation of the line source in a 2D TLM model is not
2'V3
ZI
2 'V4
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Thevenin equivalent circuit of the 2D stub loaded node
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Circuit for calculation of Ix Circuit for calculation of Iz
Figure 4.5: Thevenin equivalent circuits of the stub loaded shunt node for the calculation of node
voltage and currents.
possible (Bader et al., 1994). The excitation takes the form of introducing in the TLM
network voltage pulses of appropriate amplitude to simulate the presence of a current line
source. This is achieved by perturbing the total voltage of the node simulating the source
by
Iz
(4 . 35)	 vinc =
Y
where I is the function describing the current of the line source. As will be shown in the
latter part of this Chapter, by a comparison with an analytical solution and the FDTD
method, this excitation produces the correct fields of a current line source in the TLM
model.
4.5 The connection process
After the calculation of the reflected voltage pulses from a 2D TLM shunt node, the
connection process takes place. This involves the propagation of these reflected pulses
away from the node where they originated. These pulses propagate a distance 	 in the
network's transmission lines and they reach the surrounding nodes after an amount of time
equal to a single time step Lt. They then become the incident pulses on these surrounding
(4.36)
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nodes and the calculation proceeds with a new scattering process.
The scattering process is, in fact, an exchange of reflected pulses between the appropriate
branches of neighboring nodes. It can however be expressed mathematically as:
where (i, k) are the coordinates of a TLM node in the network.
4.6 Overview of the FDTD method
The FDTD approach is a numerical method which provides a solution to Maxwell's equa-
tions, expressed in differential form, in the time domain. The method, originated by Kane
Yee (1966), is based on the discretization of the partial derivatives in Maxwell's equations
using central differencing. The resulting difference equations are used in an time marching
iterative procedure to obtain the required solution.
Since the appearance of Yee's original paper, the FDTD method has been widely used
in the solution of a diverse range of electromagnetic field problems such as, radar cross
section estimations (Tafiove and Umashankar, 1989), EMP coupling to dielectric structures
(Holland et al., 1980), antenna modelling (Maloney, 1992; Jensen and Rahmat-Samii,
1995), electromagnetic field penetration (Taflove, 1980), and propagation in plasma and
biological applications (Luebbers et al. 1991; Sullivan, 1992). Fang (1989), attributes the
popularity of the FDTD method mainly for the following reasons:
. The solution is obtained with a sequential procedure and is very well suited for
computer implementation.
. The method is very general and simple in nature. The computer programme which
results from its implementation is very robust and could handle complex problems
with a very small amount of preprocessing.
. The formulation is entirely in the time domain and therefore is particularly suited
to transient problems. A frequency domain approach would require the solution
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procedure to be repeated for a large number of frequencies in order to be able to
perform a Fourier transformation.
Although one can easily establish that the above points apply equally well to TLM, the
TLM method has not received the attention that FDTD has. This could be due to the
fact that most scientists are more familiar with the concepts involved in FDTD modelling
than with the ones involved in constructing a TLM model, but that by no means suggests
that one method is better or more accurate than the other. However, in developing TLM
models, familiarity with transmission line theory is of the essence, and this is a subject
closely related only to electrical engineering, whereas the finite difference techniques are
employed commonly for a range of scientific problems in a wide range of disciplines.
Moreover, some computational advantages of the FDTD method play a decisive role when
its application in a small computational environment is essential, as will be discussed later
in this Chapter.
4.7 Central difference approximation of the partial derivatives
The use of finite differencing for the solution of partial differential equations is well es-
tablished (Potter, 1973; Rosenberg, 1969; Smith, 1978). The replacement of a partial
derivative by a difference equation follows from the definition of the derivative.
cN'	 .	 W(h.1)-'Y(h2)
( . 7')	 - = hmdh Lh-+O	 L\h.
where zh. = hi - h. However, in finite differencing, LTh. is finite rather than infinitesimal.
There are a number of different schemes for implementing a finite difference solution to a
partial differential equation. It is beyond the scope of this work to describe all of them,
and only the difference scheme employed by the FDTD method is presented.
The difference equations of the FDTD method are obtained by the use of central differences
to approximate the spatial and time partial derivatives of the magnetic and electric field
components in Maxwell's curl equations. Let '4'(x, ij, z, t) be a field component, using the
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Taylor series expansion for W(x + Ax, j, z, t) and W(x - Ax, ij, z, t) results:
(4.38)
'Y(x+Ax,ij,z,t) ='I'(x,ij,z,t) +Ax- !i).
 + 2!
+	 ö3'1'(xdJ,z,t) + O[(Ax)4]
(4.39)
1'(x,lJ,z,t)	 (Ax) 2 ö2'4'(x,1J,z,t)P(x—Ax,y,z,t)	 +
- (Ax) 3
 ö3'1'(x,j,z,t) + O[(Ax)4]
3!	 ax3
Subtracting (4.39) from (4.38)
(4.40) '1'(x +Ax,ij,z,t) —'1'(x —Ax,ij,z,t) 2Ax'(jZ)t) +
ax
(Ax) 3
 a3'1'(x,j,z,t) + O[(Ax)51
3
Dividing by Ax, truncating the series after the first order partial derivative and rearranging
terms results in:
(441)	 •W(x,ij,z,t) - 'I'(x+ Ax,ij,z,t) —'1'(x—Ax,y,z,t) + O[(Ax)2]
ox	 -	 2Ax
which is the central difference approximation to the partial derivative. The term 0 [(Ax)Th]
denotes the order of approximation of the difference equation to the actual derivative. 1 In
a similar manner the other temporal or time partial derivatives could be approximated.
4.8 Formulation of the FDTD equations - 20 Yee cell
To apply the FDTD method, the spatial and time domains are discretized. The space step
Al. and the time step At are the finite values which are used in the finite difference approx-
imation of the partial derivatives in the governing equations of the problem. Therefore,
the spatial and time domains are replaced by their discrete equivalents as:
(4.42)	 (x,z;t) = (lAx, kAz; ii.At)
At each of the points (t, k) of the discretized spatial domain a 2D Yee cell is introduced.
This 2D Yee cell is the building block of the 2D FDTD representation of the spatial
domain. Here, the electric and magnetic field components of the governing Maxwell's
'If f(x) is an approximation of F(x) it is of order it, with respect to some quantity ix, if a is the largest
possible real number such that IF -
	
as x -4 0 (Ames, 1977).
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Figure 4.6: A portion of a 2D FDTD lattice showing the placement of the electric and magnetic
field components.
equations are located in a manner suitable for the application of a finite difference ap-
proximation to their derivatives. Examining Figure 4.6, which represents a portion of the
F]JTD representation of the spatial domain of the problem, it is evident that the electric
and magnetic field components are not located at the same point, but are offset a half
spatial step from each other. This arrangement is necessary for the application of the
central difference approximation to the spatial derivatives. The modelling of regions with
different constitutive parameters is achieved by introducing appropriate values of permit-
tivity and conductivity at the locations of the electric field components which interact
with these regions. Since, in this work, all media in the GPR models are considered to
be non-magnetic, the value of the permeability of vacuum is assigned to all magnetic field
locations. Similarly to TLM, the FDTD algorithm proceeds in an iterative fashion: in its
iteration the values of electric and magnetic field components at each Yee cell are updated
using the FDTD equations. To compute these values a central difference approximation is
used to provide the time derivatives. Similarly to the staggered arrangement of the field
components in the FDTD lattice, the evaluation of their time derivatives is computed
in different instants located half a time step apart. Therefore, whereas the electric field
component is available at integer multiples of a time step, the magnetic ones are obtained
at an instant offset by a half time step.
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To formulate the FDTD equations equation (4.41) is applied to (4.1), (4.2) and
Therefore, (4.1) and (4.2) become
H,cl
it+i/2 
—H n.-1/2	 Tt	 lit( ,k_i/2 ) 	 X I(i,k-i/2) - 1 (E l(t,k) E1 (i.k_1))(4.43)	 At	 -
it	 it
	
1tZlRi/2,k) —H l(—i/2,k) -	 1 (E (,k)	ii l(_ik))(.4)	 At	
-	
Az
which after rearranging result in two of the 2D FDTD update equations:
I	 l(t,k-i/2)	 X l(i,k1/2) +	 Ax	 )
	
= H it1/2	 At	 _ ( ,k) —E _( i,k-1)
(__lit___tInit+i/2 
= H	 1"2	
At	 J (t,k) 'J (_ik))
(4.46)	 H l(i—i/2,k)	 Z (t-1/ ,k)
Applying, (4.41) to
it-i
E I(i,k) —E I(i,k)	 1	 IH It_h/2 —H
	
XI(j,k+i/2)	 X I(t,k-1/2)
=	 Az
it-i/2	 it-1/2"\H l(t+l/2,k ) _HzIt_1/2 -
o ft k) E , l(t,k) )Ax
which after rearranging and by using a semi-implicit (Tafiove, 1995) approximation for
n-i/2
the crftk)E1., l(i,k) term as
m-1/2	 F1 I(t,k)(4.48)	 o(t,k)E, (ik) = cr(i,k)	 2
becomes the FDTD update equation for the electric, field
72e(i,k) - a(,k)At'\ E n-iE I(i,k) = 2e(i,k) + a(t,k)At)	 l(t,k ) +
m-1/2	 n-i/2
2At	 / H l(i,k+i/2) —H I(t,k-1/2
(4 .49)	 (, k) + cr(t,k)At)	 Az	 -
n-1/2	 HH1 I(t+i/2,k - z (t_i/2))
Ax
By iterating equations (.ii), 	 and (4.46) the 2D FDTD solution is obtained.
4.8.1 Excitation of the 20 FDTD model
The excitation of the 2D FDTD model is achieved by introducing a source term in the
electric field update equation at the location of the source. This results from including
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the source current density term J1 in the governing equation (4.3) and then following the
procedures described in the previous section.
It can be easily shown that the electric field FDTD update equation for a 2D Yee cell in
free-space containing the source becomes:
H n—h/2
(4.50) E (t,k) 
=	 I(is,ks) +	
I(i5,k5+1/2) —H I(tk-1/2)
()(
H1
 J
n-1/2
(5+l/2k) —H1 J(is_1/2ks)) -
	 ____
L\X C) LXxLZ
where, I is the current on the line source.
4.8.2 Stability of the 20 FDTD method
One of the important differences between FDTD and TLM is that in an FDTD model there
is a stability condition which relates both to the time step and the spatial steps. There is
an upper bound for the value which the time step can take and any value greater than this
will lead to an instability of the numerical solution. The FDTD stability condition (known
as the CFL2 stability criterion) is obtained by a von Neumann (Chew, 1990, Tafiove and
Brodwin, 1975) analysis of the FDTD method. The analysis is based on the requirement
for the FDTD differentiation scheme to be stable for a Fourier mode propagating in the
FDTD lattice. For the 2D FDTD algorithm, the stability condition requires that (Tafiove,
1995)
1
(4.5')	 t <	 ___________
Um+
where u is the velocity of propagation in the medium being modelled by the FDTD
lattice. Since the stability criterion is derived for a homogeneous and loss-free medium,
urn is the phase velocity of electromagnetic waves in that medium. In practical situations
where the model contains regions with different properties and consequently different
phase velocities, Urn is considered to be the velocity of the "fastest" medium. Since free-
space is always present in GPR modelling in determining the time step, rn has the value
of the velocity of light. For the case of x = Az = Al the stability criterion becomes
(4.52)
	 Al
2 From the initials of Courand, Freidricha and Lewy.
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4.9 Errors in TLM and FDTD modelling
Both the TLM and FDTD techniques result from a series of approximations which have
to be made in order to obtain a numerical solution to an otherwise unsolvable or very
difficult problem. In both methods, although based on different modelling philosophies,
similar errors are introduced in the calculations. The major source of these errors is
discretization. This of course is an unavoidable consequence of the numerical nature of
the methods which have to be implemented within a digital computer, having a finite
number of memory cells and processor clock speed.
Truncation Error
This type of error is associated with the frequency domain response obtained via a discrete
Fourier transformation from the time domain response which TLM and FDTD provides.
Truncating the response in time affects the resolution in the frequency domain which
could lead to errors in calculating frequency domain parameters. A remedy for this error
is to run the TLM and FDTD models for a sufficient amount of iterations in order for the
calculated response to ring down. Alternatively, techniques like the Prony algorithm for
time extrapolation of the response can be used (Kunz and Luebbers,1993).
Coarseness Error
This is a modelling error directly related to the discretization of space in the numerical
model and the description of the problem's geometry in it. This error can be significant
if an inadequate amount of TLM nodes or Yee cells are used to describe the target in the
model and therefore, in essence, not simulating the "right" target. To minimize this error,
targets present in the model should be resolved by a sufficient amount of TLM nodes
or Yee cells. This could have an impact on the computational resources required when
a uniform grid is used and fine features are an essential part of the target's geometry.
For the GPR case, the representation of small features is not necessary. Fine geometrical
details (of a size much smaller than the wavelength of the centre frequency of the GPR
antenna) of the targets sought in actual GPR surveys are not usually resolved.
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Staircasing Error
The staircasing error is a consequence of the use of a Cartesian coordinate system to
describe a TLM network or FDTD lattice and therefore the geometry of the TLM nodes
and Yee cells. Targets whose geometry does not conform to this coordinate system will be
modelled with a staircase approximation to their real boundary. For example, a cylindrical
target will be modelled as a collection of rectangular nodes or cells in both TLM and FDTD
models. The induced currents circulating a staircased surface are the source of this error.
The path of these currents is not smooth, as it should be. However, for the 2D TM, case
of interest here it has been shown (Cangellaris and Wright, 1991) that staircase errors are
not particularly significant since, from the governing equations, it is apparent that such
currents are not induced on targets.3
However, for the general 3D case and the 2D 1T 1 , one, this error has received much
attention especially for the FDTD method. The approaches described in the literature are
usually too complicated to implement and moreover require the use of "mesh generation"
software packages which are not readily available. The essence of these approaches is to
conform locally the FDTD lattice (Jurgens et al., 1992) to model the geometry of a target
or to use an unstructured mesh (Madsen and Ziolkowski, 1988; Fusco, 1990).
Velocity Error
The most significant of the errors introduced in the numerical calculations in TLM and
FIJTD is the velocity error, which introduces an artificial dispersion of the electromagnetic
pulses propagating in the models. Whereas, in a loss-free medium, all frequency modes of
a pulse propagate with the same phase velocity, that is not the case for propagation of the
same pulse in the TLM and FDTD models of such medium. The numerical phase velocity
of propagation in the model deviates from the one in the actual medium by an amount
which depends on the size of the wavelength of the electromagnetic wave compared to
the spatial step l , and on the direction of propagation in the model. Controlling the
velocity error imposes restrictions on the modelling procedure. In the following section
this artificial numerical dispersion in 2D TLM and 2D FDTD is examined.
3The electric field vector has only one component in the strike (invariance) direction of the targets.
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4.10 Numerical Dispersion in 2D TLM and 2D FDTD and equivalence of
their propagation characteristics
The fact that wave propagation in a TLM network suffers from numerical dispersion was
first examined in the paper introducing the TLM method by Johns and Beurle (1971).
Although a complete analysis of wave propagation in a 2D shunt TLM network is not
presented in that paper, using a procedure called "propagation analysis" (which was based
on transmission line theory) two key observations were made. Firstly, that the numerical
phase velocity of waves propagating in a TLM network is a function both of direction
and of the ratio of wavelength to the spatial step. Secondly, it is demonstrated that the
worst case of numerical dispersion is for propagation in the axial direction of the network
whereas there is no dispersion for waves of any wavelength propagating along the diagonal
of it.
The dispersion relations for both FDTD and TLM are obtained by considering the prop-
agation of a Fourier mode in the models. This Fourier mode is
= 1'o & WTLtyxLXYzIZ
where '1! is a field component and 
-y, and Yz are the components of the complex propagation
vector.
A complete analysis and derivation of the dispersion relation for the 2D shunt TLM
network has been obtained since using either a direct approach via the scattering matrix
(Nielsen and Hoefer, 1993) or by transmission line theory (Simons and Bridges, 1991).
Either derivation of the dispersion relation leads to the same result. The dispersion
relation of the 2D shunt TLM network is (Simons and Bridges, 1991):
(.4)
2 ____	 . 2 YzA1	 .G	 . 2 (3I41smh	 2	 + sinh (-i--) = j---- sin(f3l) - 2(1 + 	 sin (-----)
where (3 = wAt is the phase constant of the individual transmission lines.
The dispersion analysis of the 2D FDTD method due to the more mathematical nature
of the method is more straightforward to derive and has been reported by a number of
authors (Chew, 1990; Tafiove, 1995). When Ax = Az = Al this relation is
____	
t0AL2	 AL2 . 2 wATsinh2(") + sinh2()	 4AT sin(wAT) -	 2
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where the use of capital L and T has been introduced to distinguish between the spatial
step and time step in TLM and FDTD.
Simons and Bridges (1991) have shown that equations (.) and 	 are equivalent
when At = AT and Al. = AL because then
oioAL2
 -(4.56)	 4AT - 4
AL2(4.57)
This means that the 2D shunt node TLM network and the 2D FDTD model have equivalent
propagation characteristics when the FDTD simulation is performed with a time step set
by the limit of its stability criterion. Therefore, when AT = At and AL = Al. the two
methods should provide identical results since wave propagation in the models is governed
by the same relation and the same discretization is used. In actual GPR models, however,
the responses obtained by 2D TLM and 2D FDTD are not exactly the same due to the
differences in the excitation of the models and in the different performance of absorbing
boundary conditions when applied to the two methods.
The amount of numerical dispersion which a wave suffers propagating in 2D TLM or 2D
FDTD can be obtained for a given discretization from the dispersion relations. Consider
a 2D FDTD model simulating free-space and with the time step AT set by the limit of
the stability criterion. 4
 Because there are no losses in the model Yx it3 and Yz = (3z
and equation (4.55) reduces to
I3 XAL	 . I3ZAL	 AL2 . 2 wAT(4 . 5 )
	 2	 sin	 2	 - c2AT2	 2
Moreover, (3w, 13z are given by
13 = (3cos(e)
(4.60)	 (3 = l3sin(0)
where 0 is the angle between the direction of propagation and the x axis. Equation (4.58)
can be solved to obtain the value of (3 in the model using an iterative root finding method
such as Newton-Raphsori. (Press et al. ,1992; Tafiove, 1995)
(4.61)
13
i.+i = (3t - 52(1Lcos(0) (3d + sin2( 1Li(3) - k sin2(I)
4 Equivalently a 2D TLM model with the same discretization.
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Figure 4.7: Percentage velocity error vs angle of propagation for different ratios of al/A.
Moreover, it is convenient to normalize the spatial step AL to the free space wavelength.
From the computed value of (3, the ratio of the numerical phase velocity to the real free-
space velocity could be estimated by
	
u,.	 2ir
	
(4.62)	 -	 = -
	
C	 13
and the percentage of velocity error from
(4.63)	 (1 -	 * be
C
In Figure 4.7 the percentage of velocity error vs the angle of propagation for waves propa-
gating in a 2D FDTD model - or equivalently a 2D TLM network - simulating free-space,
is presented for different ratios of It can be seen that the error depends on the direc-
tion of propagation, becoming worse for the case of 0 = 0 or 0 = as it was reported
by Johns and Beurle (1971) for the TLM case. For a discretization where the highest
frequency of interest has a wavelength of 1 0A the error is less than 1 % for the worst case
of axial propagation. This level of velocity error has been considered to be acceptable in
the numerical calculations for the GPR models. Therefore, in all numerical calculations
the pulse used to simulate the current of the line source in the models did not contain
significant power for frequencies with wavelengths shorter than 1 OAL This has important
consequences in a 2D TLM or 2D FDTD GPR model since the shortest wavelength in the
models is determined as the one in the medium having the highest value of permittivity.
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This wavelength is related to the free-space wavelength by
(4.64)	 A	 A0
where Am is the wavelength in a medium of relative permittivity e'-.
4.11 Overview of Absorbing Boundary Conditions (ABC) and their application
in FDTD and TIM
One of the most important issues in GPR modeffing using TLM and FDTD is the trun-
cation of the computational domain (i.e. the TLM network and the FDTD lattice). This
is a result of the "open nature" of the GPR forward problem. The natural boundary
condition which should be satisfied is:
(4.65)	 E(JrI - oo) = 0
which the physical interpretation that the electromagnetic fields should decay while prop-
agating away from their sources. Obviously, this condition can not be accommodated in
either TLM or FDTD since it requires an infinite computational domain. One approach
to approximate this boundary condition is to implement it at the edges of a very large
computational domain. This clearly results in a waste of computational resources, since
most of the model will represent a space devoid of targets. Another approach will be to
use a graded mesh with larger elements used further from the area of interest (Liu and
Shen, 1991) to simulate a large "physical" space. Although this approach has been used
to model time-independent geophysical problems (Oristaglio and Hohmann, 1984), it has
not been pursued in this work mainly for two reasons. First, it increases unnecessarily
the complexity of the model construction and secondly (and most importantly) it lowers
the frequency range of the validity of the model since numerical dispersion will affect the
propagation in regions where large spatial steps are used. The use of a graded mesh has to
be considered when small features should be represented in the model and the largest di-
mension of a cell in the model is in accordance with the requirements posed for controlling
the numerical dispersion error.
The approach followed in this work and commonly employed for the study of general open
boundary electromagnetic problems is the application of artificial boundary conditions
5 This is known as the Sommerfeld radiation condition (Chew, 1990)
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Figure 4.8: Use of ABCs to truncate a finite computational domain used to solve the GPR open
boundary problem.
which are imposed on the truncation boundaries. These artificial boundary conditions are
used to close (Figure 4.8) the computational domain and to absorb waves impinging on
them, therefore simulating an unbounded space. In essence, an ABC is used to predict
field values which are required but can not be calculated directly by the FDTD and TLM
algorithms. In general, ABCs can be characterized either as local or global depending on
the nature of their formulation. Local ABCs are applied individually on distinct points
of the truncation boundary whereas global ones operate on the entire periphery of the
computational domain. The output of local ABCs depend on information available inside
the computational domain and around the point where the ABC is applied. The output of
global ABCs is obtained from information available usually at one spatial step inside the
periphery of the computational domain and the values predicted depend on all the points
of the periphery of the model. Most of the ABCs developed and used in several DE based
models are local ones. A global ABC has been reported for the FDTD method based on
the surface equivalence theorem (Olivier, 1992), but its computational requirements are
excessive when compared with the application of a local ABC. Further, formulations of
global ABCs assume that the outwardly radiating fields are produced by targets or sources
located within a homogeneous medium (usually free-space). This however, is not the case
for GPR models.
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The theoretical formulation of ABCs is not, in general, restricted to a particular numerical
method. However, they have been developed mainly to be used with finite difference
models due to their popularity for the solution of wave propagation problems. Because
of the generality of the formulation of ABCs, the incorporation of the ABCs (as proposed
by Higdon (1986) and Liao et a!. (1984) and used in FDTD) into the TLM algorithm was
considered here for the modelling of GPR by TLM. Finally, because the development of
ABCs is a field of on-going research there will be no attempt to describe in detail recent
advances in ABC technology. Moreover, only the basic principles of the ABCs used in
this work are reviewed while their application and performance in TLM is examined in
particular.
Application of ABCs in FDTD
Several formulations of ABCs have been introduced for the FDTD method, aiming to
minimize the reflection of outgoing waves at the truncation boundaries of the FDTD
lattice. Formulations exist for FDTD algorithms in spherical and cylindrical coordinate
systems (Bayliss and Turkel, 1980), but most of them have been developed for the standard
formulation of the FDTD algorithm in Cartesian coordinates. Although there are many
different formulations, the starting point for most of them is the one-way wave equation
(Enguist and Majda, 1977) and the differences between the various formulations arise
mainly from the different approximations used in the discretization process of this equation
for its implementation in the FDTD algorithm.
In FDTD an ABC is most commonly applied at the electric field components where a
truncation boundary is located. As is illustrated in Figure 4.9 the ABC is applied in order
to supply the required values for the electric field components which, due to the central
difference approximation, can not be calculated directly from the FDTIJ algorithm.
Application of ABCs in TIM
In comparison to the FDTD method, the application of ABCs in TLM has not received
the same attention. Traditionally, in TLM the absorbing boundary condition used for
simulations of open boundary problems is to terminate the transmission lines forming
the TLM network with a load having the characteristic impedance of the medium being
modeled. This ABC is known as a matched termination ABC (Figure 4.10). However,
as will be shown later, its performance is far from optimal, especially when the boundaries
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Figure 4.9: Application of an ABC to the 2D FDTD method. The ABC is used to predict the
values of the electric field at the grey colored cells in order for the FDTD calculation
to continue.
are located relatively close to the radiating targets and sources in the model. The poor
performance of the matched termination ABC is a result of its formulation, which allow
only waves incident normally on the boundary to be adequately absorbed. This, however,
is rarely the case in actual simulations. An attempt to improve the performance of this
ABC resulted in the variable impedance ABC introduced by Simmons and Bridges
(1990). This ABC was based on an algorithm used to predict the angle of incidence of
waves on the truncation boundary. This information was then used to make an appro-
priate adjustment to the terminating impedance of the transmission lines. Although an
improvement in performance has been achieved with this technique it is not significant
enough to render it suitable as a general solution for the TLM ABC problem.
As a number of ABCs have already been developed for the FDTD method, their intro-
duction to TLM have been investigated for the modelling of GPR. Similar work has been
carried out independently by Chen et al. (1993) for the Higdon's ABC. Although the
theoretical concepts from which the various ABCs (e.g. the one-way wave equation) have
been developed do not change, the incorporation of these ABCs in the TLM method is
rather different from their standard use in FDTD. The formulation of the TLM method
allows the ABC to be incorporated in different ways (see Figure 4.10) (Giannopoulos and
X=Max
Match termination
R=_Zfll-Zl
Zm+Z1
S
S
S
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I _	 TLM pulse incident onthe truncation boundary- Required TLM pulse
TLM BOUNDARY NODE A
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--	 • TLM boundary node	 • Dummy node for ABC application
z
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Figure 4.10: Application of ABCs to 2D TLM. The grey nodes are used in the (DN) ABC and the
black nodes are used for the (NV) ABC. Finally, the required voltage pulses incident
on a boundary can be obtained directly with the (PV) ABC.
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Tealby, 1995):
A. At the center of the TLM nodes located just inside of the truncation boundaries.
This formulation is in principle equivalent to the application of an ABC in the
electric field component as in FDTD. From the predicted value of the total voltage
(V) of the boundary node for the next time step, the voltage pulse, which should
be incident on the node from the line which is directed towards the node from the
truncation boundary, is estimated and passed to the TLM algorithm. This approach
will be referred to henceforth as the "node voltage" (NV) ABC. For example, at
the X = Xmcix(I, k) truncation boundary the voltage pulse required by the TLM
algorithm is tVl (I, k) and can be calculated by
(4.66)
Vr1(I,k) =2V 1 (I,k) _iVl(I,k) _Vrl(I,k)1Vrl(I,k)
where the value of V' (I, k) is predicted by an ABC. Other truncation boundaries
can be treated in a similar way. Although this approach corresponds in principle
to the application of an ABC in FDTD (use of the electric field component), it
introduces an ambiguity in the calculation of the required TLM pulses at the corner
nodes of the network where there are two unknowns (in (4.66)). However, numerical
experiments showed that the performance of the ABCs with this approach is very
similar to their performance in FDTD (Giannopoulos and Tealby, 1995).
B. An approach equivalent to FDTD can be formulated for the application of an ABC
to TLM using a new concept. As is illustrated in Figure 4.10, a dummy node is
introduced outside the TLM network and an ABC is used to predict the total node
voltage on this node at the current time step. Consider the application of the ABC
to the x = Xutax boundary. The reflected pulse TV (I + 1, k) from this dummy
node will be the incident pulse on the TLM boundary node at the next time step.
Therefore, the required pulse is:
	
(4.67)	 tVl(I,k) =tVjD(I+1,k)
If the value of the reflected pulse can be calculated, the required pulse is obtained.
In any 2D TLM node the sum of the incident and reflected pulses on every branch
is equal to the total node voltage
	
(4.68)	 jz=1,2...5
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this can be verified using the scattering matrix. Therefore, the pulse scattered from
the dummy TLM node - and hence the required incident pulse to the boundary
node - can be obtained if the incident pulse to the dummy node is known. This
pulse is available since it is just the scattered pulse from the boundary node (directed
towards the boundary) at the previous time step.
(4.69)	 tVjD(I + 1, k) = V' 1 (I, k)
Therefore, an application of an ABC directly equivalent to FDTD (as is illustrated
in Figure 4.9) is possible. Further, there is no problem at the corner TLM nodes.
However, this ABC requires the storage of the scattered pulse from the TLM bound-
ary node for the previous time step. This is not a significant drawback, considering
that it resolves the ambiguity at the corner nodes and involves only the addition of
one storage location for the boundary point. This application of an ABC to TLM
will be referred to henceforth the "dummy node" (DN) approach.
C. Following the general description of boundaries in TLM, which is to place them mid-
way between TLM nodes (Chen et al., 1993), the ABC could be applied directly on
the individual voltage pulses on the transmission lines of the TLM network. This
approach - called the "port voltage" (PV) ABC - is more consistent with the
description of boundaries in TLM and, most importantly, the ABC is applied to both
the magnetic and electric fields simultaneously, since the individual voltage pulses
are associated directly with them (Giannopoulos and Tealby, 1995 ; Eswarappa and
Hoefer, 1994).
From a comparison of the performance of the Higdon and Liao et al. ABCs when applied
to TLM with the traditional "matched termination" ABC, their superior performance
is demonstrated in particular when higher orders of the boundary conditions are used.
Moreover, as will be presented later, these ABCs have been found to perform better when
applied to TL1M (using the PV approach) than with their typical application in FDTIJ.
4.12 One-way wave equation ABC - Higdon operator
The one-way wave equation is a partial differential equation which permits wave propa-
gation only in certain directions. This equation results from factoring the wave equation
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(Fang ) 1989). The 2D scalar wave equation is:
(4.70)
	 2u
where u is the wave velocity. 6 Equation (4.70) could be compactly written as
(4.7')
	
LU=O
where L is a differential operator defined as
and the following equivalences are used:
()	 =	 =	 D =
further, equation (4.71) could be factored as
(.J)
	
LU=LLU=O
where the operators L+ and L are
( . m)	 L=D_.P!/1_S2	 L+=D+P!Vi-1:
and S is given by
(4.76)
	
s=p
Application of LU = 0 to the boundary at x = 0 and of LU = 0 to the boundary at
X Xmax will absorb a plane wave propagating towards these boundaries at any angle.
However, the presence of the radical in equation (4.75) renders L+ and L as pseudo-
differential operators (Tafiove, 1995). Therefore, the application of these operators can
not be directly implemented in any numerical scheme. A range of approximations for the
radical in equation (4.75) results in several ABCs (Enguist and Majda, 1977; Mur 1981;
Moore et al., 1988). These approximations result in schemes which can be used to predict
the value of the electric field at the truncation boundary from its current and past values
available in the computational domain. For example, the popular Mur ABC results from
the following approximations to the radical.
(.')	 - S2 1	 First order Mur ABC
(4.78)	 52 1 - S2
	Second order Mur ABC
6 U is the scalax field. For example in 2D FDTD U=E
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The presence of the D operator in S makes the implementation of ABCs based on such
approximations to the radical cumbersome, since spatial derivatives parallel to the direc-
tion of the boundary should be discretized. These derivatives can not be easily calculated
at the corners of the computational domain, and lower order approximations are usually
used at these locations (Mur, 1981).
The Higdon Operator
Based on the one-way wave equation Higdon (1986; 1987) and Keys (1985) have developed,
independently, an ABC which is defined by the operator
N	
cos(Oj)a10
where Sj is the angle of incidence to the x = Xmax boundary. 7 Higdon showed that this
operator will completely absorb any waves incident on the boundary with angles 0,. The
relation between the Higdon's operator and ABCs developed from direct approximations
to the radical in equation 4.75 is simple to establish since:
j-'2 22	 ___	 2(4.80)	 1—S	 1—	 2 = 1—sin (0) =cos (0)
From the above, it is easy to show that the first order Mur ABC corresponds to the first
order Higdon ABC when the angle 0 = n/2 is used in the Higdon operator. Moreover
Higdon (1987) showed that:
"[The operator in (4.79) provides] a general representation of absorbing bound-
ary conditions, in the following sense. If an absorbing boundary condition is
based on a symmetric rational approximation to the portion of the dispersion
relation corresponding to outgoing waves, then it is either:
A. equivalent to
	
for suitable ELj
 satisfying ' O s' < ; or
B. unstable; or
C. not optimal, in the sense that the reflection coefficients in the boundary
condition can be modified so as to reduce the magnitude of the reflec-
tion coefficient for all Fourier modes corresponding to non-tangential in-
cidence.
7Similar operators could be defined for all truncation boundaries.
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The important difference between the Higdon's operator and the ABCs based on a direct
approximation to the radical in (
.
m) is that using the Higdon's ABC operator provides
the choice of optimizing its performance for certain angles of incidence - if required -
whereas when using the other ABCs this optimization is inherent in the approximation
of the radical in and there is no option for specific angular optimization from the
end user of the model. Further, one important characteristic of the Higdon's ABC is
that it does not require the discretization of spatial derivatives parallel to the boundary
and therefore its implementation is more straightforward. Because of the use of such
a one-dimensional stencil there is no need for special treatment at the corners of the
computational domain which are handled with the same accuracy as any other point on
the truncation boundary. The general discretization scheme for the Higdon's ABC is
(Higdon, 1986):
(4.81)
N
—b--K	 )((1 —a)I+aZ1)]U=0
3=1
where I, K, Z are defined as:
(4.82)	 IU = U	 KUk = U'	 ZUk = U1k
and the coefficients a, b are weighted space- and time- averages of the space and time
derivatives. Higdon examined some specific approximations to (4.81) which are:
A. Forward Euler: a = 0 and b = 1
B. Backward Euler: a = 0 and b = 0
C. Box scheme: a = 0.5 and b = 0.5
From the above, the most popular (and the one used here) is the box scheme discretiza-
tion. The first order (N = 1) Higdon ABC as applied to the x = Xax boundary of the
2D FDTD lattice is:
E i	 =ti IU:i,k)	 (I_1,k)(I,k))I	(4.83)	 I(I,k)
where
,	 uAt—cos(8)A1.
	
(4.84)	
uit+cos(8)A
(4.89) UCA =
cos (B)
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4.13 The Liao et al. ABC
Liao et al. (1984) introduced an alternative ABC which they called the "multi-transmitting
formula" for the truncation of finite difference models used for the simulation of near-field
seismograms. However, the application of the ABC is not restricted only to this type of
problem and has been previously used for simulation of electromagnetic problems (Omick
et al., 1993). The value of a field component at the truncation boundary is given for the
next time step by the Liao et ai. ABC according to:
	
(4.85)	 U(x, t + t) =
	
( )+1 CU(x - inCAAt, t - (in - 1)t)
where C is the binomial coefficient
N	 N!
	(4.86)	 Cm = (N —in)hn!
and CA 15 called the "unified artificial transmitting velocity". The Liao et al. ABC is in
essence a space-time extrapolation along the line
(4.87)	 X - CAt = constant
As has been pointed out by Wagner and Chew (1995) and Taflove (1995) Liao et al.(1984)
used a Newton backward difference interpolation to extrapolate for the required field
value using information already available in the computational domain. Using the multi-
transmitting formula (4.85) for N = 2 the value of the electric field predicted at the
X = Xmax (I, k) boundary in FDTD is:
-,	 n—i	 n-2(4.88)	 J 1(1k) = LE I(I-CALt,k) —E1, I(1-2cAit,k)
The value of CA could be conveniently adjusted to:
optimizing the ABC for a specific angle of incidence. Inspecting equation (4.85), it is
evident that the field values required by the ABC do not necessarily correspond to locations
in which field values are available from the numerical algorithm. 8 Consequently, Liao et
al. (1984) introduced a quadratic interpolation to obtain the required field values from
8 For example in a F]DTD model when the time step is related to the spatial step by the Couiant
stability criterion, electric field values are located y'ci\t apart which may be different than the required
CAIt
(4.93)
(.g)
(4.95)
(2—s)(1 —s)
11,1 = 2
11,2 = s(2 - s)
s(s-1)
11,3 = 2
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the available information stored in the numerical grid. With this modification the ABC
becomes (Liao et al., 1984, Chew, 1990):
N
(4.90)	 U(x,t+it)	 (_1)m+lCITmcDlii- -ut
iii.=1
where Tm is a row matrix of (2m + 1) elements,
(4.9')
	 Tm 
=	 Tm,2 ... -r,2+1]
and it can be calculated by the following recursion relations:
(4.92)
T_i,i T_l,2
ImTl	 0	 Tm-1,2
0	 0	 T_i, Tm_l,2
for in. ^ 2 and the three elements of T 1
 are:
Tm_i ,2nt-1
	 0	 0
Tin-1,2ut--1	 0
T_
where s CAAt/Al,	 is a column matrix with elements:
11,m.1
(4.96)	 =	 2,m
[2m+1 ,m]
in which
t,m = U(t,xt)
where
X	 X,	 (i.	 1).1.
t1
 =t— (in- 1)At
and Xa is the coordinate of the required field value. Similarly to the Higdon ABC, the
Liao et al. ABC uses a one dimensional stencil and its implementation is straightforward.
An interesting difference of the formulation of the Liao et al. ABC from the Higdon ABC
is that it uses only field values calculated at past time steps, whereas the Higdon ABC
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uses field values calculated at the current time step (when the required value should be
predicted) located inside the computational domain. From the above formulation of the
Liao et a!. ABC, it is not clear how it could be optimized for different angles of incidence,
as the Higdon ABC can be. Wagner and Chew (1995) proved that the Liao et al. ABC is
consistent with the one-way wave equation and introduced a new more compact notation.
Using the shift operators K and Z defined in (4.82) and the identity operator I they
showed that the Liao et al. ABC can be written as (Wagner and Chew, 1995):
N
(.g'')
and A is a backward spatial shift of CAAt obtained via the quadratic interpolation:
(4.98)	 A = Iii + T12Z 1 + T13Z2
Using (4.97) the optimization of the ABC is straightforward.
4.14 Generation of higher orders of Higdon and Liao ABCs
Steich and Luebbers (1994) have introduced a simple and effective way to calculate higher
orders of the Higdon and Liao ABCs using a matrix representation. This facilitates the
computation of any order ABC from their first order coefficients. Both the Higdon and
Liao ABCs provide an approximation for the required field value at the boundary using
field values from the interior of the computational domain located along a line normal
to the boundary (one-dimensional stencil). Moreover, they require field values not only
of the current time step but of previous time steps as well. This information can be
organized neatly in a matrix form. Consider the IC = Xmax boundary of a 2D FDTD or
TLM computational domain. Denote the required value which should be predicted by
the ABC as Ui'jk). Then in matrix form the required information by the ABC could be
written as:
li	 lilt	 lilt
I,k)	 I-1,k)	 '(I-2,k)
un-i un_i	 un-1
F =	 ( 1k)	 (1-1,k)	 (1-2,k)
1 i n-2 1 1 n-2	 lilt-2(I,k)	 '(I—i,k)	 I-2,k)
In the above matrix each row stores information about a particular time step and each
column stores information about a particular location along the one dimensional space
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stencil of the ABC. Similarly, the coefficients of an ABC can be represented as a matrix
(A). For example, the Higdon and Liao first order ABCs are simply:
—1K
	
(4.100)	 AH1 =	 Higdon first order ABC
—K 1
—1 0
	 0
	
(4.101)	 ALl =	 Liao first order ABC
Iii 112 113
The required value is obtained by solving the following equation for the unknown field
value:
pQ
(4.102)	 F(p,q)A(p,q) =0
p=0 q=0
Moreover, a general coefficient matrix for a higher order ABC can expressed as
a0,0 ao,i	 ao,Q
a1,0 ai,	 al 
,Q
(4.103)	 ap,q
ap,0 api	 ap,Q
and its elements are calculated using the formula (Steich and Luebbers, 1994):
(4.104)
P1 Qi P2 Q2
(p,q)	 >	 I E I	 pi+pzpqi+q2q1(P1,q1)A2(P2,q2)
P1 =0 q i =0 q2=0 q2=0
where A and A2 are the coefficient matrices of the ABCs generating the higher order one
(A). The range of p and q are [0, P 1
 + P2] and [0, Qi + Q2] respectively, and is defined
as
Jo ifvLw
1 ifv=w
As an example, to construct a coefficient matrix for the second order Higdon ABC both
A1 and A2 in 4.104 are matrices of the first order Higdon ABC. Using equation (4.104)
the matrix for the second order Higdon has the form:
—1	 Ki+K2	 —K1K2
AH2 —K 1 - K2 2 + 2K1 K2 —K1 - K2
—K1 K2
	K2 +K1	—1
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The above result can be verified easily by performing the calculations in (4.81). Similarly,
higher orders of the Liao's ABC can be generated. The above procedure makes the imple-
mentation of higher orders of ABC easier in the FDTD and TLM algorithms. It should
be noted that the traditional formulation of Liao's ABC (4.90) does not require such an
algorithm for its efficient implementation. However, from an algorithmic point of view it
is advantageous to use this general approach.
4.15 Theoretical reflection coefficients of the Higdon and Liao et al. ABC
The theoretical reflection coefficients of an ABC are used to obtain an estimate of their
performance. Consider the x = Xax (I, k) boundary and assume a plane wave incident
on this boundary, from a homogeneous and loss-free medium, of the form
(4.105)	 U1 = e3'	 - 13IA— f3kM)
a reflected wave will originate from the boundary
(4.106)	 U = Re3(wTht+ 13,jt- (3kz)
where R is the reflection coefficient. The total field at which a boundary operator Q
(Higdon or Liao) is applied is
(4.107)	 U = U + U
and
(4.108)	 QU = QU + QU =0
Using (4.105) and (4.106) in (4.108) the reflection coefficient is obtained as:
-
f3li— (3kT)
(4.109)	 R = Q CJ( WTtLt + 13I1M— t3kAt)
It is easy to show that R can be calculated for a specific ABC using the coefficient matrix
described previously from the relation
PQ
i	 (p,q)e)(WPt— I3cos(0)qzXl.)
p=O q=O(4.110)	 R=--------_-____
A(p,q)e)( WP1t + (3cos(0)qAt)
p=O q=O
1E+0
1E-1
1E-2
IE-3
1E-4
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-1E-6
- IE-7
1E8
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Figure 4.11: Magnitude of the theoretical reflection coefficient for the first, second and third or-
ders of the Higdon ABC as a function of the incident angle. The wavelength of the
electromagnetic waves is considered to be equal to 1OL
In Figure 4.11, the magnitude of the reflection coefficients of the Higdon ABC for the
first, second and third orders are presented as a function of the angle of incidence (0).
Similarly, the reflection coefficients for the three first orders of the Liao et al. ABC are
illustrated in Figure 4.12.
For both ABCs, the optimization angles are 0 = 0. From these Figures it is evident that
by increasing the order of the ABC its reflection coefficients are decreased, and hence
better performance is expected. The effects of using different optimization angles Oj on
the reflection coefficients R are presented in Figure 4.13 for the second order (N = 2) of
Higdon and Liao et al. ABCs, respectively.
From the decrease in magnitude of the reflection coefficients with increasing order of an
ABC, it is natural to assume that their performance will be similarly improved. However,
this is not strictly true in practical simulations. Applying the Liao and Higdon ABCs of the
third order (or greater) to an FDTD model using single precision arithmetic does not result
in stable solutions. Similar observations of instabilities introduced by higher order ABCs
have been reported by Fang (1989) and Moghaddam and Chew (1991). Moreover, the
effects of the different numerical velocities (numerical dispersion) for waves propagating
at different angles in a FDTD or TLM model limit the reduction of the error reflected
1E-FO
1E-1
1E-2
IE-3
1E-4
1E-5
1E-6
1E-7
IE-8
1E-9
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Figure 4.12: Magnitude of the theoretical reflection coefficient for the first, second and third orders
of the Liao et al. ABC as a function of the incident angle. The wavelength of the
electromagnetic waves is considered to be equal to 101.
waves to a certain level which can not be reduced by increasing the order of an ABC
Tafiove (1995).
4.16 Stability of the Higdon and Liao et al. ABC applied in FDTD and TIM
The cause of instabilities when the Higdon ABC is applied has been pointed out by Higdon
(1986; 1987) and is related to the marginal stability of the ABC when the frequency of
the incident wave to the truncation boundary approaches zero. Wagner and Chew (1995)
reached a similar conclusion in an analysis of the Liao et al. ABC. At zero frequency the
reflection coefficient of both Higdon and Liao ABCs have a marginally stable pole located
on the unit circle RI = 1 irrespective of the angle of incidence. The instabilities in the
numerical implementation of these ABCs arise from the unavoidable use of finite precision
arithmetic in the numerical algorithms. Therefore, numerical noise can render the schemes
unstable. A verification of this conclusion is that stable solutions have been obtained, for
example, with the third order Liao et at ABC using double precision arithmetic in the
numerical calculations (Fang, 1989). A remedy for the instabilities caused by numerical
noise without increasing the numerical precision of the calculations 9 is to use stabilizing
9 Changing the numerical precision of the calculation results in a substantial increase (doubles the
amount of computer memory) of the required computer resources.
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Figure 4.13: Magnitude of the theoretical reflection coefficients of the Higdon and Liao et al. ABC
of the second order optimized for angles of incidence e 1 = 17.0 and U i = 42.0.
factors (i.e perturb the ABC coefficients), which introduces losses in the calculation of the
fields predicted by the ABC and therefore keeps the solution stable. The introduction
of these loss factors to the Higdon ABC was included in the original formulation of the
ABC by Higdon. For the Liao ABC the introduction of loss factors has been reported by
Moghaddam and Chew (1991) and more recently by Wagner and Chew (1995).
The main conclusion of these investigations as well as evidence from numerical experiments
(Giannopoulos and Tealby, 1995) is that loss factors should be introduced in ABCs of the
third and higher orders in FDTD to maintain stability. Usually, stabilizing higher orders
than the third does not result in an appreciable increase in accuracy. Experimentally, it
was found that the third order ABCs performed very well for GPR simulations when used
in FDTD and the use of a higher order ABC is not required.
The stability of the Higdon and Liao ABC in TLM follows the same pattern as for the
FDTD method when the NV and DN approaches are used. However, it has been found by
numerical experiments (Giannopoulos and Tealby, 1995) that when the ABCs are applied
to TLM using the PV approach their sensitivity to numerical noise increases. It has been
observed that even the first order Higdon and Liao et al. ABC will lead to instabilities
when the number of iterations is substantially high. 1°
 The same approach is followed
'°An exact number could not be calculated because the amount of iterations which should be performed
for the solution to start diverging depends on the size of the TLM network used. For the number of
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in stabilizing the ABCs as for the FDT]) case described above and from the analysis
presented in the following sections, it is evident that the accuracy of the ABCs is not
compromised by the introduction of the stabilizing factors.
For the Higdon ABC the stabilizing factors are included as loss terms in the general Higdon
operator as (Higdon, 1985):
(4.111)
	 N	
cos(9)
where e3 < 1. For the Liao et al. ABC stabilization involves the perturbation of the
parameters I , 112 and 113 and often only of T11 by a factor —1(111 < 1) (Wagner
and Chew, 1995). Eswarrapa and Hoefer, (1994) suggested values for e 3 in the range
of [0.01/Al, 0.5/Al]. Steich and Luebbers (1994) suggested the subtraction of the value
1 = 0.0075 from T11 of the Liao ABC to maintain stability. This value has also been
recommended by Moghaddam and Chew (1991). In general, the only way of obtaining an
acceptable stabilized ABC is by trial and error.
The procedure used in this work to obtain stable Liao and Higdon ABCs in both TLM and
FDTD is to test the ABC in a small computational domain (50 x 50) for a great number
of iterations compared to the ones required usually by GPR models (around 5000). To
stabilize the Liao ABC all the three basic coefficients (T 11 ,
 112, T13) were perturbed by a
percentage of their original value. The following values found to give optimal results for
the Higdon and Liao ABCs.
• For application in FDTD and TLM with the NV and DN approaches only the third
order Liao ABC had to be stabilized by perturbing (decrease) 111,112,113 by 1.5%,
and the inclusion of a loss factor e 0.027/Al was necessary to obtain a stable
Higdon ABC.
• For applications in TLM with the PV approach the coefficients had to be perturbed
by 0.17% for the second order Liao ABC and 3.38% for the third order one. The
application of a third order Liao ABC did not result in an overall improvement in
accuracy when compared to the second order ABC. Similarly for the Higdon ABC,
the factors e = 0.005 for a second order ABC and e = 0.075 for a third order, had
to be incorporated in the ABC.
iterations performed usually for GPR simulations no instabilities were observed for the first order Higdon
and Liao ABCs.
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Figure 4.14: Effect of stabilizing factors introduced to the third order Liao et al. ABC when applied
to TLM with the DN approach.
In Figure 4.14 the effect of introducing stabilizing factors to the Liao et al. ABC applied
to TL1M with the PV approach is compared with the unstable original application of the
ABC. Further, the reflection coefficients of stabilized Higdon and Liao ABCs are presented
in Figure 4.15. The effect of the stabilizing factors is to smooth-out the deep nulls observed
in the reflection coefficient curves of the unstabilized ABCs. In the following discussion it
is implied that the stabilized forms of the ABCs are used as described above.
4.17 Comparison of the performance of ABC when applied to FDTD and
TLM
To assess the performance of an ABC applied to TLM and FDTD methods a numerical
experiment using the same configuration for both methods was performed. The FDTD
algorithm was operated at the maximum of its stability limit in order for the solution to
be directly equivalent with the TLM solution. The numerical experiment consisted of a
line source with a Gaussian current distribution located at the centre of a small domain of
50 x 50 nodes (Dl) radiating in free-space. The output signal (E u ) was recorded at every
node, except the source one, for 300 time steps. A reference solution was obtained using
a 400 x 400 domain (D2). The two solutions will differ for those time steps for which
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Figure 4.15: Theoretical reflection coefficients of the second and third order Liao ABC when sta-
bilizing factors are used. The wavelength is considered to be 1 OLL
the application of the ABC will have affected the solution in the smaller domain. The
configuration is illustrated in Figure 4.16. Moreover, a global error measure is defined by
(Giannopoulos and Tealby, 1995)
(4.112)	 error(n) =	 -
where ri. is the time step and x,z are the coordinates of a node relative to the source.
The same experimental setup has been used in the comparison presented by Giannopoulos
and Tealby (1995). This investigation showed that an ABC applied to TLM with the
(NV) approach performs similarly as when is applied in FDTD. However, a significant
improvement in performance is obtained when the PV approach is employed in TLM.
Even a first order ABC performs better than a second order one applied to FDTD. In
Figure 4.17 and 4.18 the global errors for the Higdon and Liao ABCs when applied to
TLM with the PV approach are compared with the global errors of the same ABCs when
applied to FDTD. This substantial improvement in performance of an ABC when applied
using the PV approach is a result of the formulation of the TLM method. The application
of an ABC directly to the TLM voltage impulse of a boundary node is equivalent to its
application to both the electric and magnetic fields simultaneously (Eswarrapa and Hoefer,
1994; Giannopoulos and Tealby, 1995). In FDTD the usual application of an ABC is only
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Figure 4.16: The configuration of the numerical experiment used to evaluate and compare the
performance of ABCs in TLM and FDTD.
to the electric field.1'
The performance of the ABCs when the DN approach is used in TLM is nearly identical
to the corresponding performance of the ABCs in FDTD; supporting the argument that
the use of a dummy node in TLM is an "equivalent formulation" to FDTD with the
application of ABCs.
From the results of this comparison it is evident that TLM could provide more accurate
results than FDTD, when the same discretization and ABCs are used in a model. However,
recent advances in ABC technology make possible the application of a more efficient ABC
in FDTD than the ones of Higdon and Liao. This ABC is the "perfectly matched layer"
ABC introduced by Berenger (1994). This new ABC is currently the subject of validation
and research.
"Applying the ABC to both the electric and magnetic field components results in a formulation called
'superabsorbtion" (Mci and Fang, 1992). With this approach an improvement in performance similar to
the TLM (PV) approach can be achieved. However, it was not pursued here since it involves the application
of the boundary operator twice. Moreover, tests using this approach in FDTD show that it is preferable
to use a third order boundary condition instead of 'superabsorbtion" with an ABC of smaller order.
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Figure 4.17: Comparison of the error measure of the Higdon ABC when applied to FDTD arid
TLM using the PV approach.
4.18 Comparison of the performance of Higdon and Liao ABC when applied
to TLM with the "matched termination" ABC
The successful implementation of the Liao and Higdon ABC in 2D TLM results in a sig-
nificant improvement in the responses obtained by a TLM model when compared with the
same responses calculated using the "matched termination" ABC customarily employed
in TLM models. The magnitude of this improvement is demonstrated by considering
the difference between the benchmark solution obtained in the same manner, as was de-
scribed in the previous section, and the solutions in the smaller domain (50 x 50) using
the matched termination and the third order Liao ABC applied using the DN approach.
In Figures 4.19 and 4.20, the waves reflected inside the TLM network are ifiustrated as
surface plots over the small network at iteration ii. = 85 using the same scaling for both
the "matched termination" case and the Liao et a!. ABC (note the amplitude difference of
these error waves). It is evident that using the ABCs proposed, here the simulation space
is substantially clearer from artificial reflections generated by the truncation boundaries.
A comparison of the error measures of the Higdon and Liao ABCs revealed that they have
a similar performance, with the Liao ABC performing slightly better, especially when a
third order is used with the DN approach. The comparison of the error measures (4.112)
between the first order Higdon ABC applied in TLM using the DN approach and the
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Figure 4.18: Comparison of the error measure of the Liao et al. ABC when applied to FDTD and
TLM using the PV approach.
"matched termination", revealed that they produce identical responses (the numerical
values of the error measures agree to the fourth decimal place). This suggests that there
is possibly a relation between the "matched termination" ABC and the Higdon ABC, the
former being equivalent to the first order of the latter.
The successful incorporation of the Higdon and Liao ABCs in TLM has important impli-
cations for a GPR model because the use of very large networks is avoided, rendering the
method as an attractive alternative to FDTD.
4.19 Special considerations for the application of ABCs in 20 GPR models
The application of the Higdon and Liao et al. ABCs has been described assuming that the
medium in which waves are propagated towards a truncation boundary is homogeneous
and, in particular, free-space. However, in GPR simulations this is not the case and
the ABCs should cope with waves impinging on them propagating in media with different
constitutive parameters. For example, waves will propagate with different velocities in the
portion of the model representing free-space and in the one representing the subsurface.
Both Higdon and Liao et al. ABC should be used with an adjustment in the velocity u
used in their derivation. From numerical tests it was found that u = c//( where e is
the relative permittivity of the medium adjacent to the ABC. Numerical tests have shown
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Figure 4.19: Snapshot of the error reflected waves at 11. = 85 of the small TLM network using the
"matched termination" ABC.
that there is no need to modify the ABCs to account for any losses. This can be explained
by considering that for small values of conductivity the mismatch will be negligible and
that for large values the medium quickly attenuates any reflections.
This requirement to adjust the velocity of an ABC according to the medium adjacent to
the truncation boundary is the main reason that simpler ABCs such as those examined
by Morente et a!. (1992), are not applicable for a GPR model. Moreover, Taflove (1995)
suggested an adjustment of both CA and of the Courant stability criterion in FDTD in such
a way that the need for quadratic interpolation in Liao et a!. ABC will be eliminated. This
suggestion is not applicable for a GPR model and, if adopted, will result in substantial
errors caused by the mismatched ABC. As an example, Figure 4.21 presents a comparison
between responses obtained using the same Liao et a!. ABC (second order), applied to
truncate a model simulating a homogeneous medium of e. = 3 and o = 0.01 with and
without the proper velocity adjustment, and with a benchmark solution obtained using a
large computational domain which truncation boundaries did not affect the solution for
the required simulated time window. The configuration used for this numerical experiment
is the same as that depicted in Figure 4.16, with the only difference being the constitutive
parameters of the simulated medium.
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Figure 4.20: Snapshot of the error reflected waves at it = 85 of the small TLM network using the
Liao et al. ABC of the third order and the DN approach.
4.20 Numerical implementation of 20 GPR models using TLM and FDTD
The implementation of the TLM and FDTD methodology described above into a computer
program is considered in this section. The flow-charts for the TLM and FDTD GPR
modelling programs are presented in Figures 4.22 and 4.23 respectively. Both algorithms
are structured similarly and they have been constructed in a way that the same input file
describing the geometry and parameters of a GPR model can be used for both the TLM
and FDTD programs.
In evaluating the requirements in computer resources, the main concern considering a small
computational environment (e.g Personal Computer) is the amount of physical memory
that the programs require for the same GPR model. This is dominated by the storage
requirements for the voltage pulses of the TLM nodes in the TLM network and the field
quantities in the FDTD lattice. The following relations give an estimate of the amount of
physical memory in bytes for a TLM and FDTD GPR model:
(4.113)	 bjtes = N x N x 5 x precision	 TLM
(4.114)	 bjtes = N x N x 3 x precision	 FDTD
where N and N are the number of TLM nodes or FDTD cells in the x and z directions
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Figure 4.21: Effect of using the "wrong" velocity in the calculation of the ABC parameters. The
simulated medium has parameters e,. = 3 and if = 0.01 S/rn. The response of a
free-space Liao ABC is compared with the velocity adjusted ABC and a benchmark
solution. The observation point is located at (1 0t, 1 0i) with reference to the source.
respectively, and preciston. is the number of bytes required for the storage of a single real
number. As is evident from (4.113) and (4.114), the FDTD model requires less computer
memory than the TLM model.
4.21 Validation of the 20 TLM and FDTD algorithms for GPR modelling
The validation of the 2D TLM and FDTD algorithms is an important step of the modelling
procedure. First, as will be examined in the next Chapter where results from the 2D GPR
modelling are presented, the output of the numerical models is examined for physical
reasonableness. Moreover, comparing the responses obtained with both models is another
way of validating their correctness since they are based on different modelling concepts and
their implementation leads to different algorithms. However, formally, the validation of
the algorithms is performed by comparing the solution which they provide with available
simple closed-form solutions.
The electromagnetic fields radiated by a line source located in free-space can be easily cal-
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Figure 4.22: Flow-chart of the 2D TLM algorithm used for 2D GPR modelling.
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Figure 4.23: Flow-chart of the 2D FDTD algorithm used for 2D GPR. modelling.
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Figure 4.24: Comparison of the responses obtained by TLM and FDTD with a closed-form solution
for a line source radiating in free-space.
culated using the corresponding scalar Greens function (Chew, 1990; Ward and Hohmann,
1987)
where s0
 = 1/c is the inverse of the velocity of light, p is the radial distance between the
observation point and the source and H(t - so p ) is the Heaviside step function. Moreover,
the Greens function for a line source radiating in a uniform lossy medium is (Chew, 1990;
Sezginer and Chew, 1984)
(4.116)	 g(t, p) = cH(ct— p)e_t/2 osh(/ct - p2/2cT)
27ts/C2-t2 - p2
where 'r = e/o and c is the velocity of light. In Figures 4.24 and 4.25 the responses
obtained from 2D TLM and 2D FDTD are compared with the closed-form solutions is
very good. The agreement between the numerical models and the analytical solutions.
Although the TLM and FDTD models have the same propagation characteristics, the
responses are not identical because of the different excitations of the two models. The
current 1(t) of the line source is assumed to have the form of a Gaussian pulse as:
(4.117)	 1(t) =
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Figure 4.25: Comparison of TLM and FDTD responses with the closed-form solution of a line
source radiating in a homogeneous medium with constitutive parameters e. = 3 and
a = 0.01 S/rn.
where (= (4/(EAt)2). Although any time function can be employed, a Gaussian pulse
has been used because the energy which it contains above a certain frequency can be
controlled easily by an appropriate choice of the parameter E and therefore the numerical
dispersion error can be kept small.
Further, for responses in a uniform medium, the scattered electromagnetic field from a
loss-free half-space due to a line source located above it has been obtained in closed-form
by (Chew, 1990) using the Garniard-de Hoop method (de Hoop, 1960). In Figure 4.26,
the response obtained from 2D TLM and 2D FDTD models for a line source located over
a dielectric half-space are compared with the closed-form solution given in (Chew, 1990)
and is evident that the agreement between these solutions is very good.
4.22 Discussion
In this Chapter, the methodology of 2D GPR modeling using the TLM and FDTD methods
was presented. The basic concepts of the two methods were illustrated and the errors and
limitations of the algorithms were examined. From the dispersion relation the similarities
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Figure 4.26: Comparison of the scattered electric field obtained by TLM and FDTD with the
closed-form solution for the scattered electric field of a line source located over a loss-
free half-space of e = 3. The source is located at 1O1. above the interface and the
observation point is located at the same height and 1OLd away from the source.
of the two methods were discussed. The application of ABCs in FDTD was examined and
their incorporation in TLM was introduced. A comparison of the performance of ABCs
applied to TLM and FDTD was presented which revealed that in TLM the performance
of ABCs is superior when compared with FDTD. Further, results from numerical exper-
iments suggest that the "matched termination" ABC should be equivalent with the first
order Higdon ABC when the latter is applied using the DN approach. By introducing
better ABCs than the "matched termination" to the TLM method, its application to the
GPR forward problem is possible without the need to introduce significant "white space"
between the targets and the truncation boundaries. Issues of ABC stability and the proce-
dures followed to overcome this problem were examined for both FDTD and TLM models.
Finally, the numerical requirements of the two algorithms were presented and validation
of the models using simple closed-form solutions was presented.
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5.1 Introduction
The results from the application of the 2D TLM and FDTD methods to the modelling
of GPR is the subject of this Chapter. Although the generality of the two methods does
not put significant constraints on the composition or shape of the GPR targets that can
be examined, there is an obvious need to limit the scope of this presentation. Therefore,
an attempt has been made to restrict the models presented to simple cases of which the
GPR responses are known either by measurements or by intuitive analysis. This serves to
illustrate the modelling procedure as well as to examine some fundamental issues of GPR
using numerical modelling. These include the attenuation and dispersion of GPR signals
and the GPR resolution.
The influence of the constitutive parameters of the subsurface media has been the subject
of several investigations (Arcone 1981, Turner, 1994). However, these works are mainly
restricted by the assumptions of a one dimensional model and are concerned only with the
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propagation of GPR signals in a given medium and not on the actual GPR response from a
realistic GPR target which, however, can be easily obtained with the 2D TLM and FDTD
models. Further, by incorporating a Debye relaxation model in the FDTD algorithm, the
attenuation and dispersion of the GPR signal when the constitutive parameters of the
subsurface media are frequency dependent are investigated.
In examining attenuation and dispersion, it is adequate to consider only a single trace
obtained by one source and receiver pair, but the simulation of GPR signatures obtained
as a set of synthetic GPR scans is more important in examining resolution and more
complex models. Finally, a comparison between real GPR data measured over a culvert
at the archaeological site of Fountains Abbey (England) are compared with the response
obtained from a 2D model.
In the interest of minimizing repetition in the description of the models some common
features of the modelling procedure are presented here. Following the usual notation in
GPR work, the source and receiver are denoted as Tx and Rx respectively. For most of
the results presented, the current of the line source is chosen to be the second derivative
of a Gaussian pulse normalized to unit amplitude given by the following formula:
(5.1)	 1(t) = Vt[e_t_t0)2]
where ( = 2t2f, f is the peak frequency of the pulse's amplitude spectrum and to = l/f
is a time delay introduced in order for the pulse to start smoothly at zero time. This source
function has been chosen because of its smoothness in both the time and frequency do-
mains. In Figure 5.1, the source waveform is illustrated as well as its normalized amplitude
spectrum for a peak frequency of f = 600 MHz. Although any other waveform can be
used, it is essential to employ pulses which do not contain significant energy at wave-
lengths where numerical dispersion will significantly affect the solution obtained from the
models. For simplicity, this type of excitation will subsequently be referred to as "ricker
source" since it produces a propagating ricker wavelet commonly used in seismic modelling
(Sherrif, 1991). As is evident from Figure 5.1, the pulse used to simulate the current of
the line source smoothly rises from zero, attaining its first maximum at a later time. To
facilitate the measurement of time intervals between events in GPR signatures it is easier
to set as a time reference point the instant when the source pulse attains its positive
maximum value instead of the actual "zero time" of the initiation of the source. Another
simple process used to compensate for the finite distance between the source and receiver
is a static time-shift, which can be introduced to the simulated data and is calculated as
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Figure 5.1: Normalized amplitude spectrum (Up) and time waveform (Bottom) of the "ricker
source" when f = 600 MHz.
the time taken by the direct air wave to reach the receiver. This process henceforth is
referred to as time-zero adjustment.
Since modelled GPR responses resemble real ones, the initial part of the response which
is due to the direct waves from the source to the receiver has a significantly greater
amplitude than the actual reflections recorded from the subsurface targets. Therefore,
to facilitate the presentation of the simulated data without using "gain functions", as
commonly employed in actual GPR data presentation, in some cases the direct waves are
suppressed either by "thresholding" or by subtracting the response of the model without
the target (half-space response). Thus presenting only the simulated response due to the
target(s) (scattered field).
There will be no attempt to assign specific geological descriptions to the various media
used in the models. Although there are few types of media encountered in GPR surveying
where a set of constitutive parameters are commonly used to describe them (e.g. dry sand),
the GPR models developed for this work are applicable to a wide range of different media
and it will be rather restrictive to use specific media descriptions, since that could easily
be accomplished if needed in any particular application. Finally, details of the technical
characteristics of the models used to obtain the synthetic responses are presented in Table
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5.1 at the end of the Chapter.
5.2 Line source over a half-space
The fields of a line source, which represents the Tx GPR antenna in the 2D models,
located in close proximity to a half-space, are of interest in order to examine how the
models simulate the propagation of GPR pulses in the subsurface. This can be achieved
by examining the spatial distribution of the electric field in the model at a particular time
instant using a monochromatic source. Therefore, for this case, the current of the line
source has a continuous sinusoidal variation in time with a frequency of 600 MHz. The
time instant when the observation is made is chosen at 10 cycles of the source's frequency
in order for the initial transient field to exit the computational domain. Further, it is
assumed that there are no losses (o = 0) in the half-space.
The 2D TLM model (A in Table 5.1) used, comprised of 100 x 100 nodes simulating a
physical space of 1m2 , was divided in two halves. The upper half simulates free space
and the lower half simulates the dielectric medium representing the half-space. The TLM
network was truncated using a second order Liao et al. ABC as was discussed in the
previous Chapter. The results are presented in the form of snapshot images taken over
the entire TLM network to illustrate the spatial distribution of the fields in the model and
are obtained by sampling the electric field at every node of the TLM network when the
simulated time reaches 10 cycles of the source excitation function. Further, the electric
field for each snapshot is normalized to unity.
In Figures 5.2 and 5.3 these snapshot images are presented. The snapshots in Figure
5.2 are obtained with the source located on the interface between air and the half-space.
The values of the relative permittivity (er) for the three snapshots are 3, 6 and 9. The
snapshots in Figure 5.3 are obtained when the source is located at a height d = 0.1A0
above the interface for the same model configuration (values of the relative permittivity)
as the ones in Figure 5.2. A0 is the free space wavelength of the 600 MHz sine wave (0.5
metres). Considering these snapshots, some useful conclusions about the propagation of
GPR pulses in the 2D model can be reached:
A. There are two distinct regions of cylindrical wave propagation above and below the
E C,
C
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Figure 5.2: Snapshot images of the normalized electric field in a TLM half-space model for three
different values of permittivity. The source is located on the interface and is a CW
with frequency of 600 MHz. The snapshots are obtained after 10 cycles of the source's
excitation.
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Figure 5.3: Snapshot images of the normalized electric field in a TLM half-space model for three
different values of permittivity. The source is located at a height d = 5 centimetres
above the interface and is a CW of 600 MHz. The snapshots are obtained after 10
cycles of the source's excitation.
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interface. Propagation in the half-space results in shorter wavelengths as the value
of relative permittivity is increased.
B. Since waves propagate in the dielectric half-space with a shorter wavelength than he
ones in air, close to the interface the phases of the cylindrical waves do not match
with each other. To compensate for this, lateral waves are generated in each region
(Chew, 1990; Annan, 1973). The lateral wave in the dielectric half-space is known
as the head or flank wave.
C. Raising the source above the interface has an effect on the spatial shrinking of the
region of cylindrical propagating fields in the half-space. Further, the relative am-
plitude of the fields in the air, when compared with one of the fields in the half
space, is increasing as the source is raised above the half-space. Therefore, situating
the source at the interface results in a more efficient coupling of the GPR pulse
into the subsurface. However, the spatial distribution of the field indicates that the
directionality is reduced. Therefore, it is evident that the model is, at least quali-
tatively, in agreement with the observations of Smith (1984) regarding the directive
properties of dipole antennas located over a dielectric half-space (see Chapter 3)
Finally, another important observation concerning the modelling procedure is that no ar-
tificial reflections are observed in the snapshots demonstrating the very good performance
of the Liao et al. ABC introduced in the previous Chapter in 2D TLM.
5.3 20 GPR models of common-source gathers (CSG)
Under the assumption of a horizontally stratified earth, CSG' and common mid-point
(CMP) sections are used in GPR surveying to obtain information about the variation of
velocity with depth for the GPR signals. Theoretically, CSG and CMP sections are iden-
tical for a horizontally stratified model (Yilmaz, 1987). Therefore, in an idealized model
the one which requires the least computational effort can be used. The obvious choice
is the CSG since it involves only one source position, and therefore the complete gather
can be obtained with a single computation. Although the assumption for a horizontally
stratified earth is often not valid in real situations, useful results can still be obtained
from CSG or CMP sections (Telford et al., 1990). The procedure for the estimation of the
distribution of velocities of the GPR signals using a CSG or a CDP section is analogous
1 the term common source gather (CSG) is used here instead of CDP or WARR
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to the one used in seismics and will not be repeated here since it can be found in standard
seismic texts (Telford et al., 1990).
Consider a 2D FDTD model (B in Table 5.1) illustrated in Figure 5.4 which comprises one
horizontal layer and a semi-infinite one. The layer has a thickness of 0.5 metres, relative
permittivity ( e = 4) and conductivity (cr = 0.01) (S/m). The semi-infinite layer has
constitutive parameters e. =9 and o =0.01 (S/rn). A CSG is obtained by situating the
source at the left end of the model at a distance of 0.3rn (30 cells) from the truncation
boundary where a third order stabilized Liao et a!. ABC is applied. The current of the
line source is a 600 MHz ricker source and is located at a height d = 0.1A 0 (5 centimetres)
above the air-earth interface. The receivers (Rx) are located evenly on a line 4.2 metres
long on the air-earth interface. The separation between the receivers is 0.1 metres and the
first receiver is located 0.25 metres away from Tx.
The synthetic CSG section is obtained by sampling the electric field on the receivers. Its
trace in the synthetic CSG is normalized to its maximum amplitude to aid the presenta-
tion. Observing the signals in the CSG, different types of waves can be distinguished. As
they are marked on the CSG in Figure 5.4:
A) These signals correspond to the direct air wave traveUing at the speed of light.
B) These signals are due to the direct ground wave travelling at a speed determined by
the constitutive parameters of the first layer. It has a different polarity from the direct
wave (180 degrees phase shift) which is consistent with observations in measured GPR
CDP sections (Annan, 1985).
C) These signals are associated with the reflected waves from the interface between the
two layers and form a semi-hyperbola.
D) These signals correspond to air waves propagating close to the air-earth interface and
are the result of reflections close to the critical angle of waves incident from the subsurface,
and have first been reflected from the interface between the two layers.
M) These signals are due to secondary (multiple) reflections between the air-earth inter-
face and the semi-infinite layer.
The analysis of these responses can provide information about the velocity of propagation
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Figure 5.4: Synthetic GPR CSG consisting of 43 traces (bottom) and schematic of the 2D FDTD
model used (top). The Tx is located at a height of 5 centimetres above the air-earth
interface and the line of receivers has a length of 4.2 metres with the first one located
25 centimetres away from Tx. (Explanation of the labels on the CSG is given in the
text)
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in the subsurface using a (t2—z2) (time squared—offset squared) plot of the arrival time of
these signals ('Ièlford et a!., 1990). Further, the velocity of the direct ground wave which
gives an estimate of the velocity for the first layer can be obtained irrespective of the
assumption of a horizontally layered model ) provided that strong, lateral variations in the
constitutive parameters of the top layer are not encountered.
In Figure 5.5, the CSG of a 2D FDTD model is shown using the same configuration as
the one described above but with the constitutive parameters of the layers interchanged.
The relative permittivity of the top layer is now r = 9 and of the semi-infinite layer is
= 4. In the CSG the events are marked as in the previous case. Reflections from the
interface between the two layers are registered at a later time as expected. However ) in
this CSG there are events which are not observed in the previous model. These events
marked as E correspond to the arrivals of waves which are incident from the first to the
second layer with an angle close to the critical angle (between the two layers) propagate
along their interface with the velocity of the second layer and arrive earlier at the surface
than direct reflected waves.
5.4 Modelling attenuation and dispersion in GPR signals
Examining the propagation of GPR signals in a loss free dielectric environment provides
an insight into the detection mechanism of GPR albeit for an ideal case. A realistic
model should include the effects of attenuation and dispersion of the GPR signals as
they propagate into the subsurface. In examining these phenomena, it is of interest to
distinguish between the effects on GPR signals when the subsurface medium is described
with frequency independent constitutive parameters and when these are a function of
frequency. Although in practice, the constitutive parameters of media encountered in
GPR surveying exhibit a dependence on frequency, this dependence may not be strong
over the specific frequency range or "window" of interest in GPR. As was discussed in
Chapter 3, for the GPR frequency range is it usually safe to assume that the real part of
the complex permittivity is independent of frequency and that the imaginary part is, in
many cases, a linear function of it. Further, it has been suggested that a Debye relaxation
model can describe such variations of the complex permittivity. This type of variation
of the constitutive parameters has been ascribed mainly to the presence of water (see
Chapter 3).
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Figure 5.5: Synthetic GPR CSG consisting of 43 traces (bottom) and schematic of the 2D FDTD
model used (top). The Tx is located at a height of 5 centimetresm above the air-earth
interface and the line of receivers has a length of 4.2 metres with the first one located
25 centimetres away from Tx. (The explanation of the labels on the CSG is given in
the text)
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5.4.1 Frequency independent constitutive parameters
When the constitutive parameters are considered to be frequency independent, the effects
of attenuation and dispersion can be examined by considering the loss tangent for the
frequency independent constitutive parameters e and a
a
tans = -
we
the best scenario for CPR is when the loss tangent is << 1, as wave propagation prevails
over diffusion and both the attenuation and velocity are essentially frequency independent.
Further, the GPR signals will not suffer from dispersion. When the loss tangent is >> 1
diffusion of the electromagnetic energy is the most pronounced phenomenon and GPR is
not generally applicable. However, in the intermediate range when the loss tangent 1 it
is not safe to assume that attenuation and velocity are frequency independent and, as well
as attenuation, dispersion, will affect the GPR signals. An important parameter which
represents the extent to which dispersion will affect the GPR signals is the frequency for
which the loss tangent is equal to unity for a particular set of constitutive parameters.
This transition frequency (Keller, 1987) is
a(5.2)	 =
27re
The variation of the attenuation constant, phase velocity and loss tangent with frequency
in a medium with constant frequency independent relative permittivity (e = 4) for dif-
ferent values of conductivity (a = 0.001,0.01,0.1 (S/m)) is illustrated in Figure 5.6. If
in a model the amplitude spectrum of the source's excitation 2 contains significant energy
around the transition frequency then, apart from signal attenuation, dispersion should be
apparent in the received signal. The effects of attenuation and dispersion of the GPR
signal for the set of constitutive parameters used in Figure 5.6 are presented in Figure 5.7
using a 2]J TLM model (C in Table 5.1) of a perfectly conducting metal cylinder of radius
= 15 centimetres, buried at a depth of 0.5 metre. The simulated responses from the
cylinder to a 600 MHz ricker source have been obtained with a separation between Rx and
Tx of 0.25 centimetres, both located 5 centimetres above the interface and with the Tx—Rx
pair centered above the target. The constitutive parameters of the subsurface medium
where the cylinder is located are varied as in Figure 5.6 ( e = 4, a = 0.001, 0.01, 0.1
(S/rn)). The first simulated response corresponds to the response from the cylinder when
a = 0 and serves as a reference for the ideal loss-free case. The following three simulated
2 1n an actual GPR system the system's bandwidth should be considered instead
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Figure 5.6: Variation of attenuation constant, phase velocity and loss tangent with frequency for
a medium with frequency independent relative permittivity e. = 4 and conductivity
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Figure 5.7: Simulated responses (reflected field only) from a perfectly conducting metal cylinder
buried at a depth of 0.5 m. The relative permittivity of the host medium is set to
= 4 and the conductivity (a) is varied. (Note the varying axis scales.)
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responses are obtained for the three different values of conductivity (o = 0.001,0.01,0.1
(S/rn)). In examining the simulated responses for a = 0.001 and 0.01 (S/rn), a reduction
in the amplitude in the received response is observed but the shape of the pulse has not
been changed, which indicates that there are no effects associated with dispersion. The
last response, obtained when a = 0.1 (S/rn), however, is significantly different from the
rest since as well as the strong signal attenuation the shape of the pulse has been altered.
This is the effect of dispersion due to the variations of attenuation and phase velocity with
frequency. The transition frequency for this case is f 450 MHz.
5.4.2 20 GPR model with frequency dependent constitutive parameters
As was examined in the previous section, dispersion effects can occur even if the constitu-
tive parameters are assumed to be frequency independent, and will depend on the value
of the transition frequency for a given set of medium parameters. From the discussion in
Chapter 3, it is suggested that the frequency dependence of the constitutive parameters
of media often encountered in GPR surveys can be described by a Debye relaxation model
for permittivity which, repeated here for convenience, is:
e(w) =e+ 1 +JWT
where e(w) is the complex permittivity; a function of frequency, 'r is the relaxation time,
e is the value of permittivity when w —f oo, and e is the value of permittivity when
w -4 0. In the following, the modifications required to incorporate a Debye relaxation
model into the FDTD algorithm are discussed. The incorporation of such a model in 2D
TLM has been recently described by Menezes and Hoefer (1994; 1996). However, since
the FDTD formulation is more straightforward, this has been chosen in this work.
Equation, (5.3) could be written as:
(w) = eoe + eoX(w)
where x(w) is the frequency domain electric susceptibility (Kunz and Luebbers, 1993).
In the time domain the relation between the electric flux density and the electric field
intensity becomes (Elliot, 1966):
It
D =eoeE+e0 I E(tA)X(A)dA
Jo
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where (A) is the time domain electric susceptibility. The direct implementation of (5.5)
in a time domain model is very difficult since it involves storing the time history of the
electric field intensity at every FDTD cell which is part of the Debye medium. However,
for a class of relaxation mechanisms there are efficient ways to overcome this problem
(Luebbers et al., 1991; Bui et aL, 1991;, Luebbers and Hunsberger, 1992). There are two
different approaches of incorporating a Debye relaxation in the FDTD algorithm. The first,
introduced by Luebbers et a!. (1991) is the recursive convolution (RC) method and the
second is the auxiliary differential equation (ADE) method (Kashiwa and Fukai, 1990;
Gandhi et al., 1993).
The RC method is based on the functional form of the time domain electric susceptibility
for a medium with a Debye relaxation. This is obtained as the Fourier transform of x(w)
and is (Kunz and Luebbers, 1993)
- €100(5.6)	 X(t) =	 e
where Uft) is the Heaviside step function. Luebbers et a!. (1991) noticed that the con-
volution required by (5.5) could be done recursively because of the exponential function
in (5.6) which requires only the additional storage of one variable per FDTD cell for the
Debye medium.
The ADE method is based on the frequency domain relation (Gandhi et al., 1993)
(5.7)
	 V =
The basic principle of the ADE approach is to formulate an FDTD update equation for
D from Maxwell's curl equation
VxH=-
ot
and the required values of E can be obtained by using 5.7 and the definition of (w)
(e.g)
multiplying both sides of equation (5.9) by (1 +JwT) and transforming in the time domain
results in a differential equation relating D and E
(5.10)	 D +
	
=	 + €5E
which can be conveniently discretized using central differences as described in the previous
Chapter to obtain the required value of E. The only additional storage requirement is
(5.8)
(5.14) = -_€006
1 +JWT
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for the value of D in each FDTD cell part of the Debye medium. However, the above
formulation does not take into account the presence of a conduction current term due to
a static (DC) conductivity. Incorporation of such a term (oE) in (5.8) obviously results
in an FDTD update equation with two unknowns, which is not desirable. One way to
circumvent this difficulty is to incorporate the DC conductivity in the relation describing
the complex permittivity in the frequency domain. This is straightforward for the Debye
medium but the differential equation which results using the same procedure as described
above is of a higher order (second), so that its discretization for implementation in the
FDTD algorithm results in the requirement for storage of two values for D and E for
each FDTD cell part of the Debye medium. This makes the original ADE approach less
attractive than RC. However, with a simple modification (Young, 1995) this requirement
for increased storage is alleviated without departing from the ADE basic concept.
Equation (5.7), using (5.4) and the definition of the polarization vector P = ex(w)S
(EUlot, 1966; Ealanis, 1989), becomes
(5.11)	 D=ee+p
Maxwell's curl equation (5.8) including the conduction current term due to DC conduc-
tivity is:
(5.12)	 V xfl=jwD+cr
Using (5.11) in (5.12) and transforming it to the time domain
OE oP(5.13)	 VxH=e+--+oE
Further using the definition of P and x(w) results in
(5.15)	 = ( e —e)6
which can directly be transformed in the time domain resulting in:
op
 i
	
(5.16)	 -- =
	
- e00 )E - P1
Using (5.16) in (5.13) results in:
OE 1
	
(5.17)	 V xH =	 + 
— [( e s - e00 )E - P1 + oE
The above equation can be discretized using the procedures described in the previous
Chapter where the required value of P is obtained by a similar discretization of the
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differential equation (5.16). The modified FDTD update equation for the electric field
and the update equation for the polarization vector are:3
(5.18)	 ETt c 1 E 1
 + c2Lt[V x HY 12 +
C41t(5.19)	 pn+l/2 = c3P 1 "2 + —(es -
where
2e'r - At(e - e ) - At'ro
	
(5.20)	
c1 = 2er + At(e - e) + t'ro
2'r
	
(5.21)	 C2 = 2ci + Lt(€ 5
 - 
€) + L\tTcY5
2T - Lt
	(5.22)	
= 2'r+At
2T
	
(5.23)	 C421
the magnetic field update equations remain unchanged. Figure 5.8 presents a comparison
of the normal-incidence plane wave reflection coefficient calculated by a 1D FDTD model
with the theoretical reflection coefficient for an electromagnetic wave incident from air on
a water half-space. The theoretical reflection coefficient is given by the formula
2)
since it is assumed that there is no variation in the magnetic permeability. The parameters
of the Debye model for water are e = 1.8, Ers = 81 and r= 9.4 x 10' 2 (sec). This test
is the same as the one reported in Kunz and Luebbers (1993) for the RC approach. As is
evident from Figure 5.8, the agreement between the analytical and the FDTD solutions
is very good.
5.4.3 20 GPR response from a perfectly conducting metal cylinder buried in
a medium with a Debye relaxation
One significant problem in using a Debye relaxation to describe the variation of permit-
tivity in subsurface media encountered in GPR surveying is that this type of variation
has been determined experimentally by fitting a Debye model to measured values of per-
mittivity. But detailed material information is not always available in common practical
3 Since the equations axe the same for any electric field component a vector form of the update equations
is given without showing the discretization of the spatial derivatives, which is the same as described in
the previous Chapter
Two dimensional numerical modelling of GPR - PART II: Results
	
129
0.85
0.80
	
- 0.75	 •4
	0.70	 dosed-fo
+	 FDTD with debye relaxation
0.65
0	 5	 10	 15 20 25 30 35 40 45
	 50 55
frequency (GHz)
Figure 5.8: Comparison between the amplitude of the reflection coefficient of a normal incident
plane wave on a water half-space calculated by the modified FDTD algorithm and
analytically.
applications of GPR. Further, although the main reason for such a variation of permit-
tivity is the presence of water, the relaxation times which have been reported in the
literature are even orders of magnitude greater than the theoretical relaxation time of
water (9.4 x 10-12 seconds). For example, Hoekestra and Delaney (1974) reported relax-
ation frequencies ('rl) in the range ito 4 GHz. Moreover, values of and e are not
readily available. Wang (1980) suggests the following empirical formula for e and e
in soil-water mixtures
(5.25)	 e(1 
—p ) + (p —w) +4w
(5.26)	 E =3.14-i-23.83w+91.58w2
where w is the water content expressed in a volumetric basis and p 0.5 is the porosity
of the soil. The relative permittivity of rocks varies, but the value e 5 is suggested
by the same author. However, it should be noted that the above formulae are empirical.
Other formulae for wet soils based on a semi-empirical model are given in Dobson et al.
(1985). Moreover, Hoekestra and Delaney (1974) found values for e and e of 7.0 and
14.6 respectively, and 7.0 and 3.0 when they used two Debye relaxation mechanisms to
describe the variation of permittivity in a particular type of clay.
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In general, because of the wide variation of soil types and soil-water mixtures the simple
Debye relaxation model for permittivity is used in this work in a qualitative way to
model attenuation and dispersion in GPR. Thus, the parameters of the Debye medium
are adjusted according to the requirement for an almost constant real part of permittivity
over the frequency range of interest and a linear variation of the imaginary part over the
same frequency interval.
In Figure 5.9, the variation of attenuation constant, phase velocity and loss tangent for a
Debye medium where e- = 2, = 4 and 'r = 30 x 10-11 (sec) is illustrated for the same
values of DC conductivity used in Figure 5.6 (o = 0.001, 0.01, 0.1 (S/rn)). The important
difference in comparing Figures 5.9 and 5.6 is the difference in the frequency dependence
of the attenuation constant. For the Debye medium, there is an almost linear increase
in the attenuation constant with frequency over the frequency range of interest (25-1000
MHz). In increasing the value of DC conductivity, the effect of the Debye relaxation
becomes less pronounced. Figure 5.10 presents the same variation of attenuation constant,
phase velocity and loss tangent for a Debye medium as in Figure 5.9 but with a smaller
relaxation time of 'r = 30 x 10-12 (sec) or, equivalently, with a high relaxation frequency
(f = 'r (Hz)). In this medium the overall effect of the Debye relaxation mechanism is
less significant, especially for the frequency range of interest (25-1000 MHz).
To examine the effects of the Debye relaxation model on the simulated GPR signals, the
same model configuration is used as was presented for the case of frequency independent
parameters (D in Table 5.1). The response of a perfectly conducting metal cylinder is
obtained when the permittivity of the subsurface medium is assumed to be described by
the Debye relaxation models discussed above. In Figures 5.11 and 5.12, the simulated
responses from the cylinder are presented for the two Debye media of Figures 5.9 and 5.10
respectively, and for the three different values of DC conductivity (a = 0.001, 0.01, 0.1
(S/m)). The first simulated trace in Figures 5.11 and 5.12 corresponds to the ideal loss-
free case described by a frequency independent relative permittivity e = 4. Examining
the responses in Figures 5.11 and 5.12 is evident that even when the DC conductivity is
small dispersion of the GPR signals can occur if the permittivity is described by a Debye
relaxation model and the relaxation frequency is not very high compared to the frequency
range of the GPR pulse. When the relaxation frequency ('r) is much greater than the
highest frequency of interest, the influence of the Debye model is much reduced. Moreover,
in both cases, when the DC conductivity is high the presence of a Debye relaxation just
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Figure 5.11: Simulated responses (reflected field only) from a perfectly conducting metal cylinder
buried at a depth of 0.5 m. The relative permittivity of the host medium is described
by the Debye model of Figure 5.9.
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Figure 5.12: Simulated responses (reflected field only) from a perfectly conducting metal cylinder
buried at a depth of 0.5 m. The relative permittivity of the host medium is described
by the Debye model of Figure 5.10.
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accentuates the attenuation and dispersion effects, in a similar fashion to the case of
frequency independent constitutive parameters. Therefore, the use, when possible, of
other geophysical methods (e.g. resistivity) to obtain information about the variation of
DC conductivity in the area of interest can provide important information concerning the
applicability of GPR.
5.5 Vertical and lateral resolution using 2D GPR models
Vertical and lateral resolution are measures of how close two targets can be, and yet
still be distinguished as individual entities in the GPR data. Vertical resolution is the
minimum depth separation between two targets when one is located above the other and
lateral resolution is their minimum horizontal separation when they are located at the
same depth.
Resolution primarily depends on the bandwidth of the GPR wavelet, but also varies with
the constitutive parameters of the subsurface media. Propagation in the subsurface results,
as was examined earlier in this Chapter, in shorter wavelengths which improves the general
resolution. However, the stronger attenuation of high frequencies has, as a consequence,
the effect of broadening the GPR wavelet and hence a reduction of its bandwidth which
in turn reduces resolution. Therefore, for example, the resolution in subsurface media
with high values of real effective relative permittivity could be theoretically very high but
usually in this media attenuation is very strong, therefore limiting the exploration depth.
Resolution can be examined using the 2D TLM and FDTD GPR models (Giannopoulos
et al., 1994; Giannopoulos et al., 1995; Millard et al., 1996). For both vertical and lateral
resolution the best scenario is when the propagating pulse does not suffer from dispersion
which will alter its bandwidth. Giannopoulos et al. (1995) examined the deterioration
in vertical resolution, using a 2D TLM model of two vertically aligned targets when their
depth separation is reduced. The targets can not be resolved when their separation was
less than a quarter of wavelength, defined as the wavelength of the dominant frequency of
the GPR wavelet in the subsurface medium.
To illustrate the application of the 2D GPR models in examining vertical resolution the
following numerical experiment is used. Two cylindrical voids of the same radius (r = 5
centimetres) are located one above the other in a medium of relative permittivity of (CT =
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(not to scale)
Figure 5.13: Schematic drawing of the 2D TLM model of vertically aligned cylindrical voids.
3) and conductivity (o = 0.001) (S/rn). Their vertical separation (S) is 10 centimetres
(20 centimetres from the centre of the voids). A schematic thawing of the 2D TLM model
(E in Table 5.1) used is illustrated in Figure 5.13. Two synthetic GPR scans, comprised
of 57 traces, have been calculated using different richer sources: one with f = 600 MHz
with Tx—Rx separation of 25 centimetres, both located at a height of 5 centimetres above
the interface; and the other with f5 = 300 MHz with Tx—Rx separation of 50 centimetres,
both located at a height of 10 centimetres. Using the good dielectric approximation,
the wavelengths in the subsurface medium for these two frequencies are ? 600 = 0.28
centimetres and A300 = 0.57 centimetres respectively. In Figure 5.14 the synthetic GPR
scans obtained for the two different excitations are illustrated. When f is 600 MHz, the
targets are resolved and two distinct hyperbolic responses are recorded, with the one from
the deeper void being broader, as is expected, since for this case A6 00/4 > S. However,
when f5 is 300 MHz the two targets produce a combined response because A300/4 < S.
Horizontal resolution can be examined using a similar model. The constitutive parameters
are kept the same and the targets have been replaced by two perfectly conducting metal
cylinders of the same radius (r = 5 centimetres) buried at the same depth (0.5 metre) with
a horizontal separation (S) of 10 centimetres. A schematic thawing of the 2D TLM model
(F in Table 5.1) is illustrated in Figure 5.15. Synthetic GPR scans calculated for two
different richer sources with f5 = 600 MHz and f5 = 300 MHz respectively are illustrated
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Figure 5.14: Synthetic GPR scans obtained from the 2D TLM model of vertically aligned voids for
different source excitations f5 = 600 MHz (top) and f5 = 300 MHz (bottom).
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(not to scale)
Figure 5.15: Schematic drawing of the 2D FDTD model of horizontally aligned perfectly conducting
metal cylinders.
in Figure 5.16. It is clear that the effect of lowering the frequency is to reduce resolution.
Moreover, horizontal resolution depends on depth as well. These results are analogous to
those obtained in the seismic method and are related to the radius of the Fresnel zone
(Yilmaz, 1987, Sheriff, 1991) which increases with depth. The radius (r) of the Fresnel
zone is given by the formula (Yilmaz, 1987):
where d is depth (meters) and Am is the wavelength of the dominant frequency of the
propagating pulse in the medium. Targets separated by a distance less than the radius of
the Fresnel zone can not be resolved. In Figure 5.17 the responses of the two perfectly
conducting cylinders for burial depths of 0.25 and 1 metre when f = 600 MHz are
presented. The horizontal separation is kept the same as in Figure 5.16 and the parameters
of the model are otherwise unchanged. As it is evident from these responses, the horizontal
resolution improves when the targets are located at a depth of 0.25 metre and deteriorates
when the depth becomes 1 metre in comparison with the 0.5 metre case.
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Figure 5.16: Synthetic GPR scans obtained from the 2D FDTD model of horizontally aligned
perfectly conducting metal cylinders for different souice excitations f = 600 MHz
(top) and f = 300 MHz (bottom).
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Figure 5.17: Synthetic GPR scans obtained from the 2D FDTD model of horizontally aligned
perfectly conducting metal cylinders for different depths d = 0.25 metre (top) and
d = 1 .0 metre (bottom) and the same excitation f = 600 MHz.
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(not to scale)
Figure 5.18: Schematic drawing of the 2D FDTD model of V-shaped syncline (ditch).
5.6 20 GPR models of a syncline and a fault
The use of 2D models to obtain synthetic GPR responses from simple targets provides
the means to examine the influence of the medium parameters of the GPR signals and to
examine the resolving ability of GPR. However, when the underground structure is more
complicated the GPR signatures are more important in facilitating interpretation of GPR
data. The generality of the modelling approach lends itself as a very important tool since
it can provide synthetic GPR responses in these more complicated environments.
In Figure 5.18, a schematic drawing of a 2D FDTD model of a V-shaped syncine (ditch)
is presented (G in Table 5.1). The synthetic GPR section was obtained using a ricker
source with f = 600 MHz and a Tx—Rx separation of 25 centimetres, with both Tx—Rx
being located at a height of 5 centimetres above the air interface. The section (shown
in Figure 5.19) is comprised of 57 traces. This response is characteristic of these type of
targets and is referred to as a "bow tie".
In Figure 5.20, a schematic drawing of a 2D FDTD model of a normal fault is illustrated
(H in Table 5.1). The excitation of the model is the same with the syncine model. The
synthetic GPR section using a = 600 MHz ricker source, with a Tx—Rx separation of
25 centimetres (both located at a height of 5 centimetres above the air interface) is pre-
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Figure 5.19: Synthetic GPR scan obtained from the 2D FDTD V-shaped syncine model.
sented in Figure 5.21. The important characteristic of this type of target is the diffraction
hyperbolas due to the sharp discontinuities in the target's geometry. The two branches of
the diffraction hyperbola have opposite polarity (Telford et aL, 1990). It should be noted
that these type of responses are not obtained when simpler approaches are used for GPR
modelling such as ray-tracing (Zeng et aL, 1995).
5.7 Comparison of a 20 GPR model and real GPR data
In this section a comparison between real GPR data and a 2D model (Giannopoulos et
al., 1995b) is presented. The real data were obtained from a GPR survey contacted in the
archaeological site of Fountains Abbey (England) (Szymanski et al., 1992; Coppack et al.,
1992) and the section presented in Figure 5.23 (top) is from a GPR scan over a culvert
located under the Cellarium of the Abbey. The underground tunnel can clearly be seen in
the GPR data which were acquired with an ERA Technology GPR system using 500 MHz
antennas in a parallel mode configuration. The culvert is almost rectangular in shape and
is constructed of the same material (limestone) as the building under which is located.
The constitutive parameters for the host material used in the model were set to e = 5 and
a = 0.01 (S/m). Finally, a layer of a material with higher relative permittivity (e = 10)
and increased conductivity (a = 0.1) (S/rn) has been used to simulate the wet soil at the
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(not to scale)
Figure 5.20: Schematic drawing of the 2D FDTD model of a normal fault.
base of the culvert. The excitation used in the model was a ricker source with f5 = 500
MHz and an Tx–Rx separation of 0.3 metres (both located very close to the interface —2
centimetres). The synthetic scan is comprised of 65 traces. The measured data (Figure
5.23) were not subjected to any processing apart from a time-zero adjustment as the
modelled data. A schematic drawing of the 2D FDTD model (I in Table 5.1), used to
obtain the modelled response is illustrated in Figure 5.22 and the result of the simulation
is presented in Figure 5.23 (bottom). The parameters (size and shape of the target) were
only estimates since access inside the culvert was not possible. Comparing the real data
and the result of the simulation the signature of the target is adequately predicted by the
model, taking into account that the data are not from a clinical clutter-free environment.
5.8 Comparison between 2D TLM and 20 FDTD GPR models
The results obtained using 2D TLM and FDTD models when the constitutive parameters
of the subsurface media are considered frequency independent are almost identical. As
was discussed in the previous Chapter, although the two methods are based on different
modelling philosophies, their dispersion relations are equivalent under the condition that
the same time step is used in both 2D TLM and FDTD. The use of efficient absorbing
boundary conditions in 2D TLM and their improved performance in comparison to FDTD
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Figure 5.21: Synthetic GPR scan obtained from the 2D FDTD model of a normal fault.
makes TLM more attractive when the size of the computational domain is relatively small.
However, the FDTD models are more computationally efficient, since less storage space
is needed, and the computation of the required field values using the update equations
involves less calculations than the scattering and connect procedures in TLM. The ad-
vantages of TLM over FDTD are the finer boundary description and the calculation of
all field quantities at the same spatial locations. This, however, is more important in the
3D models (Chapters 6-7) than in the 2D ones. Moreover, the TLM algorithm is always
operated with a time-step which corresponds to the stability limit of the FDTD algo-
rithm. Conceptually, this is an advantage of TLM, but no instabilities have been observed
here for GPR simulations using the FDTD model with the time step corresponding to its
stability limit.
Considering the use of a Debye relaxation model to describe the variation of permittivity
with frequency, the FDTD formulation described in this Chapter does not increase the
computational load significantly. Although a Debye relaxation can be incorporated into
2D TLM, this will lead to a further increase in its computational requirements. The FDTD
model with a Debye relaxation requires less storage space than the ordinary TLM model
with frequency independent constitutive parameters and its run-time is found to be less.
In conclusion, the choice between TLM and FDTD for 2D GPR modelling is mostly
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Figure 5.22: Schematic drawing of the 2D FDTD model of the underground culvert.
influenced by one's preference in the modelling philosophy on which the two methods
are based. However, when computational resources have to be considered FDTD has a
distinct advantage.
5.9 Discussion
In this Chapter results from the application of the 21J TLM and FDTD methods to the
GPR forward problem were presented. From the examination of simple modelling scenar-
ios the effects of the media properties on the GPR responses were examined. A Debye
relaxation model was introduced in the modelling procedure to provide a more realistic
model for the frequency dependence of the constitutive parameters. The effects of atten-
uation and dispersion in GPR signals and the resolving ability of GPR were examined.
Results from more complicated modelling scenarios were presented, illustrating the po-
tential and usefulness of the modelling approach. Finally, a comparison with real GPR
data was presented.
As was presented in this Chapter, the time-domain GPR models based on TLM and FDTD
are well suited for the study of a number of GPR problems. Apart from the assumptions
involved in reducing the 3D GPR problem to a 2D one, there are no other simplifica-
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Figure 5.23: Measured GPR data (top) over a culvert located under the Cellariuin of Fountains
Abbey (England) and the synthetic GPR scan obtained from the 2D FDTD model of
the same target.
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MODEL Type Size (nodes) AL(nt) At(ps)	 ABC
A	 TLM	 100 x 100	 0.01	 23.58	 Liao 2nd
B	 FDTD	 500 x 150	 0.01	 23.58	 Liao 3rd
C	 TLM	 100 x 200	 0.01	 23.58	 Liao 2nd
D	 FDTD	 100 x 200	 0.01	 23.58 Higdon 3rd
E	 TLM	 400 x 140	 0.01	 23.58	 Liao 2nd
F	 TLM	 400 x 185	 0.01	 23.58	 Liao 2nd
G	 FDTD 400 x 185	 0.01	 23.58 Higdon 3rd
H	 FDTD 400 x 250	 0.01	 23.58 Higdon 3rd
I	 FDTD	 400 x 220	 0.01	 23.58	 Liao 3rd
Table 5.1: Technical characteristics of 2D GPR models used in this Chapter
tions involved in the modelling procedure. Therefore, ail electromagnetic phenomena are
taken into account by the models. The applicability of the models is mainly restricted
by the available computational resources. In general, single GPR trace simulations can
be performed in reasonable time (minutes) on a personal computer. However, simulations
of GPR scans are by far more computationally intensive and more powerful mainframe
computers have to be used in order to obtain results in reasonable time. The main con-
straint of the models is the need for small spatial increments in order to control numerical
dispersion errors, especially when high values of permittivity are used. This in essence,
restricts the applicability of the models in a modest, in terms of resources, computational
environment.
6
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numerical modelling
of GPR	 PART I:
Methodology
6.1 Introduction
In Chapter 5 results from the application of the 2D approach to the forward GPR problem
were presented which demonstrated the usefulness of this type of models in obtaining GPR
signatures from targets which could be safely assumed to be "two dimensional". However,
the inadequacies of a 2D model are obvious when 3D effects are important, especially from
small localized targets. Moreover, information which is obtained by exploiting different
transmitting and receiving antenna configurations is not available from a 2D model. The
extension to the full 3D case is the only way of obtaining a complete simulation of the
GPR response. This, however, results in increasing the complexity of the models and,
most importantly, leads to a substantial increase in the required computational resources.
Although the fundamental concepts on which the three dimensional FDTD and TLM
models are based do not differ from the respective two dimensional ones, there are impor-
tant differences in the formulation of the models. In the case of FDTD, these differences
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are a consequence of the more complicated structure of the 3D Yee cell and are related to
the process of incorporating different media in the model. More subtle differences exist
between the formulation of two and three dimensional TLM models. These are the result
of different TLM nodes that can be used for 3D modelling.
6.2 3D FDTD method
The application of FDTD to three dimensional electromagnetic problems is completely
analogous to the 2D case. 1 The governing equations for the GPR forward problem, when
no assumptions about the dimensionality of the sources and targets are introduced, are
Maxwell's curl equations. Performing the curl operation and using the constitutive rela-
tions - assuming that the constitutive parameters are independent of frequency - results
in a system of six coupled first order partial differential equations:
(6.i) - oE
öt	 öij	 öz
(6.2)	 =	 -
t
-a-- ----cE1,
(6.3)	 -
- 
x ----aE
(6.4)
	
	
-
kt
(6.5)	 - öE,
(6.6)	 - öE	 öE,,
------
As in the 2D FDTD formulation the same procedures are followed in obtaining the dis-
cretized version of the governing equations by applying central differences to their spatial
and time derivatives. Moreover, the resulting FDTD update equations are used in an iden-
tical iterative procedure to provide the required solution. The placement of electric and
magnetic field components in the 3D FDTD lattice is analogous to the 2D case, although
a more complicated structure results.
'The 2D FDTD algorithm is directly obtainable from the 3D one. However, the approach followed here
is to use the simpler 2D case for a discussion of the fundamental concepts of the method which do not
depend on the dimensionality of the problem.
x(ij+1,k)
(ij,k
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Figure 6.1: The Yee cell.
6.2.1 The 3D Yee cell and the 3D update equations
In a similar fashion to the 2D FDTD model the space and time continua are discretized
as:
(6.7)	 (x,y,z;t)	 (i.ix,jAij,kAz;nit)
In this discretized form the staggered placement of the components of the electromagnetic
fields required to implement the central difference approximation to the spatial derivatives
of the governing equations results in a structure referred to as the 3D Yee cell (Yee, 1966),
illustrated in Figure 6.1. The electric field components are positioned at the edges of
the cell and the magnetic field ones are located at the centre of the cell's faces. This
definition of the 3D Yee cell is not unique. The positions of the electric and magnetic
components can be interchanged without affecting the formulation of the method. In
examining the 3D Yee cell which is the building block of the 3D FDTD lattice it is apparent
that the placement of the electric and magnetic field components in the FDTD lattice
could be interpreted as forming orthogonal interlinked loops of electric and magnetic field
components representing a discrete version of the integral forms of Maxwell's equations
(Tafiove, 1995). These loops (called Faraday and Ampere contours) lead to a better
understanding of the FDTD method and to useful modifications of it for the modelling
of problems where an integral representation of Maxwell's equations is more helpful (e.g.
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thin wire formulations (Umashankar et aL, 1987)).
Placing the components of the magnetic and electric fields as described above in the 3D
Yee cell, the governing equations (6.i)—(6.6) can be easily discretized to obtain the 3D
FDTD update equations. For example, the 3D FDTD update equations which result from
(6.i) and (6.3) are:
- cr(t+1/2jk)t\
2E(i+1/2,j,kT 
'I E(6.8) E% I(t+1/2,j,k) =
	
+ (i+1/2,j,k)	 I X (i+1/2,j,k) +2e(i+1/2,j,kF J
c(t+/2,jk)	 \ "H In- 1 /2	n-1/2
( 1 (. 
Z I(i+1/2,j+1/2,k) —Hi (i-f-1/2j_1/2,k)
a(i+1/2,Lk)it I	 -
+ 2e(i+1/2,jk) J
ITt-1/2	 In_li2
I R+l/2,j,k+1/2) -4I(i+1/2ik_1/2))
LZ
(6.g) HxIThtl/2	 u-l/2	 Lt 
E	 E In
t,j+1/2,k+l/2 = Hx l+l,2k+/2 +	 (_ ,j+l/2,k+1 -LZ
EZj+lk+l/Z_EZ
LJ	
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As is apparent from (6.8) and (6.9), the electric field components are updated at integer
multiples of the time step (zt) and the magnetic ones at a latter time of half time step.
A complete list of the 3D FDTD equations is given in Appendix A.
6.2.2 Building an object in FDTD
The FDTD lattice is a construction which represents locations of electromagnetic field
components. Therefore, building an object in 3D FDTD involves the assignment of con-
stitutive parameters at appropriate locations of electric and magnetic field components
rather than filling Yee cells with material (Kunz and Luebbers, 1993). Because in GPR
models it is assumed that the magnetic permeability does not vary, the procedure of
building an object is simplified. A cube which has its three dimensions equal to one
spatial step is easily constructed by assigning its constitutive parameters to the twelve
electric field locations associated with it. At interfaces between different media there is
however ambiguity about which value of constitutive parameters should be assigned to
the corresponding electric field components located on the interface. This is easier to
illustrate by considering the extreme case of an FDTD lattice comprised of two Yee cells
EThree dimensional numerical modelling of GPR - PART I: Methodology
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zx
Figure 6.2: Two Yee cells simulating media of different properties. The field components on the
interface (ij—z plane) shown with white arrow heads should merge into one.
each representing a different dielectric medium (ei ,oi) and (€2,o2). These two cells share
five electromagnetic field components, shown separated in Figure 6.2. In the FDTD al-
gorithm the set of electrical parameters assigned to the electric field components at the
interface depends on the order in which the two blocks of different media are introduced
into the lattice - hence there are two possible models. Using such an extreme exam-
ple, it is evident that the order in which materials are introduced into the FDTD model
produce different modelling scenarios. In real situations, objects modelled in FDTD are
resolved with many Yee cells, and therefore the difference in the order in which media are
introduced in the lattice results in minor discrepancies in the values of the constitutive
parameters at the interfaces. A way to remedy this is to use values of constitutive param-
eters on the boundary between different media which are influenced by both media either
side of the interface. This results in the use of weighted-average constitutive parameters
at an interface. Further, this procedure is used in the generalized Yee method (Taflove,
1995) of which FDTD is a special case. Th obtain the weighted-average model, Maxwell's
equation in integral form
(6.io)
is applied around each tangential electric field component at the interface. Using the
notation in Figure 6.3 equation (6.io) is discretized as:
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Figure 6.3: The generalized Yee approach to compute values for permittivity and conductivity
assigned to the electric field component at an interface. The field components shown
with white arrow heads are complementary to aid the calculation and do not exist in
the FDTD lattice.
4	 4
(6.11)	 (fH.di) =(J[ciE.cl+JJott.d)
t=1	 j=1	 Si	 Si
Performing the integrations in each of the four small surface patches, with the assumption
that the electric flux is constant through each of these patches and invoking the bound-
ary condition that the tangential electric field be continuous on the interface (centre of
the patch), the normal FDTD update equation is obtained with the permittivity and
conductivity values replaced with:
(6.12)	 6av = I=i L1S
(6.13)	 =	
crS
As is evident, by using such an approach the same model configuration will result irre-
spectively of the order in which regions of different constitutive parameters are defined in
the FDTD lattice.
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6.2.3 Modelling of sources in 3D FDTD for GPR modelling
In general, the incorporation of the actual GPR antenna structure in the FDTD model is
possible and no modification of the general 3D FDTD algorithm is required. However, due
to the computational costs of such a model, the approach followed here in constructing
GPR models was to incorporate of a theoretical source current density term in the gov-
erning Maxwell's curl equations. This current density term represents a Hertzian dipole
source for the 3D case in the same fashion as the line source used in the 2D model. Modi-
fying the electric field update equations to incorporate the source terms at the location of
the GPR transmitting antenna within the model is exactly equivalent to the 2D case. For
example, for a x-directed dipole the E, update equation will be affected at the source's
position (i,j 5 ,k) and will be:
(6.14)
1n-1/2
I n 	 in—i	 fAt\ (Hz (s+V2js+1/2,ks) —H I(^1/2,j5—v2,k5)
E I(t+1/2,j5,k5) = E, I(i5+1/2,j,k) + (-)	 '	 Aij
1TL-1/2	 n-1/2H I(i5+1/2,j5,k+1/2) —H I(ts+1/2isks_1/2))	 At	 n-1/2(€3Az	 - - )s (+1/2,j5,k)
for other dipole orientations the relevant update equations are modified in the same way.
The value of J can be related to the infinitesimal current element representing the source
as (Buechler et al., 1995)
Is 1.(6.15)	 = AxAjAz
6.2.4 Stability of the FDTD method
By analogy with the 2D case, the time increment with which the FDTD solution is ad-
vanced in time can not be assigned arbitrarily. There is an upper bound which is related
to the spatial increment used in the model. The stability (CFL) criterion for the 3D
FDTD method is (Tafiove and Brodwin, 1975; Fang, 1989):
(6.16)	 At^	
1	
1	
1
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x
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Figure 6.4: The 3D TLM expanded node.
6.3 3D TLM method
The extension of the TLM method to modelling 3D electromagnetic problems is based
on the same modelling concepts and procedures as the original 2D models. Therefore,
the fundamental concepts of using transmission lines to model the spatial domain, the
equivalences of voltage and current with the electric and magnetic fields and the use of
circuit parameters to model the constitutive parameters of media are the same for 3D TLM
models as for the 2D ones. Most importantly, the scattering and connect processes are
present in the 3D algorithms and the method retains the same relationship with Huygen's
models of wave propagation.
Through the course of development of 3D TLM, several different algorithms have been
proposed and used. The differences among these algorithms arise from the topology and
interconnection of the basic transmission lines which form the various 3D TLM nodes.
The first 3D TLM node to appear with the introduction of the TLM method for 3D
problems, was the expanded node (Akhtarzad and Johns, 1975). This node is a combi-
nation of three 2D shunt nodes and three 2D series nodes. Each of the shunt nodes (as
discussed in Chapter 4) models TM modes and each of the series nodes models TE modes
(Christopoulos, 1995). Combining these 2D nodes in three dimensional space results in
the expanded node illustrated in Figure 6.4. In this node electric field components are
py
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r, 1 V
Figure 6.5: The 3D TLM symmetrical condensed node.
modelled by the shunt nodes and magnetic field ones by the series nodes. Comparing the
topology of the expanded node with the Yee cell it is apparent that they are very similar.
The 3D expanded node TLM model and the 3D FDTD have the same dispersion relation
when the time step used in the FDTD algorithm is the same as the time step used in the
3D expanded node TLM (Choi, 1989).
An attempt to remedy the modeffing of field components at separate locations resulted
in the construction of the asymmetrical condensed node (Saguet and Pic, 1982). Al-
though this node models all field components at the same location, the first connection
to the node will be either a shunt or a series, hence the characterization of it as asymmet-
rical. Finally, Johns (1987) introduced the symmetrical condensed node (SCN) (see
Figure 6.5) which solved the problem of modeffing different field components at separate
locations without being asymmetrical. However, for the development of the SON the no-
tion of TLM as a physical realizable network had to be abandoned. The node is not a
structure that could be analyzed using an equivalent circuit as, for example, the 2D shunt
node. Later developments of the SCN are the hybrid symmetrical condensed node
(Scaramuza and Lowery, 1990; Berini and Wu, 1994) which has been developed to reduce
the computational requirements of the model when modelling inhomogeneous media and
TLM networks with variable spatial increment, and recently the super-condensed sym-
metrical node (Trenkic et al., 1994; 1995) which does not need the use of any stubs for
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modelling media of different constitutive parameters.
One can immediately identify the advantages of condensed nodes (SON, HSCN, SSCN)
over expanded ones, since all electromagnetic field components are available at a single
spatial location in the computational domain and without a time offset and the modelling
of different media is simplified both from an algorithmic and conceptual point of view.
In addition, early investigations (Choi, 1989), especially for the SON, have shown that
numerical dispersion is less in the symmetrical nodes than in the expanded ones. How-
ever, more recent analyses of symmetrical nodes (Nielsen and Hoefer, 1991; Nielsen, 1991;
Nielsen and Hoefer, 1993; Krumpholz and Russer, 1994; Trenkic, 1995) have revealed
that they can support spurious modes which potentially can contaminate the solution
(Morente et al., 1994; Krumpholz et al., 1995). Since much evidence exists in the liter-
ature for the successful application of TLM using the SCN, its application for the GPR
problem was investigated.2
6.3.1 The Symmetrical Condensed Node (SNC)
The original formulation of the SON (Johns, 1987; Christopoulos, 1995) is based on a
scattering matrix which in the usual TLM modelling process is used to determine the
reflected voltage pulses from the node as a combination of incident ones, and a connection
matrix which determines the interchange of voltage pulses between neighboring nodes.
Symbolically, the process can be described in the same fashion as in the 2D case
(6.17)	 r,rn. = s 1v11
(6.i8)
	
i.VTL+l = C T\TTh
However, the derivation of the SON scattering matrix S is not based on the use of transmis-
sion line theory since equivalent circuits can not be used to describe the SON. Therefore,
the derivation of S involves assigning elements of the scattering matrix in a symbolic
form using as a guide the interrelations of electromagnetic field components described by
Maxwell's equations and their association with voltage pulses on the transmission lines of
the SON (Christopoulos, 1995). Numerical values for the elements of the scattering matrix
2Although the HSCN offers significant advantages over the SCN when variable spatial increments are
used the difficulties encountered in applying ABCs to 3D TLIM led to the use of the more simple regular
SON.
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are obtained by invoking principles of energy and charge conservation. This procedure
has been used to derive the SON with stubs (Naylor and Desai, 1989).
It is not known if this "abstract" nature of the SCN has prompted research into alternative
derivations. However, it is not apparent in the literature that such works exist for other
"realizable" TLM networks. Krumpholz and Russer (1994b) described a derivation of the
SON directly from Maxwell's equations using concepts from the method of moments and
LoVetri and Simons (1993) by expressing Maxwell's equations in conservation law form.
Both Ohen et al. (1991) and 3m and Vahidieck (1994) derived the 3D SON TLM using
finite difference procedures and concepts. However, in Ohen et al. (1991) the concept
of energy conservation has been used. All the above works involve derivations of the
3D SON TLM which are more complicated than the original formalism. However, they
demonstrated from a theoretical and conceptual point of view the relation of 3D SON TLM
with Maxwell's equations. As 3m and Vahldieck (1994) pointed out, the TLM method:
"... can be considered as either a physical model of the transmission line
network (Huygen's principle) or a mathematical model of the finite difference
method (Maxwell's equations), depending on which concept one feels more
comfortable with..."
In addition to direct derivations of the method from Maxwell's equations, (Herring, 1993;
Trenkic et aL, 1993) have introduced a new methodology to determine the scattering
procedure of 3D TLM symmetrical condensed nodes without using a scattering matrix
but instead via scattering equations which relate the reflected voltages from the node
to the incident ones. To derive these scattering equations the principles of conservation
of charge and magnetic fiux are used, complemented by the requirement for electric
and magnetic field continuity at the centre of the node. However, the principle of
energy conservation is not used although the original scattering matrix can be obtained if
required. It should be noted that the same scattering equations have been first introduced
as empirical relations by Naylor and Ait-Sadi (1992). Their use was suggested as a more
efficient and simple way to determine the scattering process in a symmetrical condensed
node compared to the algorithm proposed by Tong and Fujino (1991). However, in their
derivation Naylor and Ait-Sadi (1992) used non-realizable equivalent circuits for the SON
to aid the calculations (Naylor and Ait-Sadi, 1993).
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The procedure of obtaining the scattering equations as introduced by (Herring, 1993)
has been improved recently by (Trenkic, 1995). The modifications introduced allow the
description of the scattering process of all existing condensed nodes including the new
SSCN. The main difference between the two derivations is in the application of the electric
and magnetic field continuity principle.
In the following, a short description of the derivation of the scattering equations for a
regular (Ax = Aj = Az = At) SCN node with open circuit and loss stubs is presented
which is based on both the works of Herring (1993) and Trenkic (1995). The scattering and
connection matrices for this node as well as for the regular SCN without stubs are given
in Appendix B. In addition, a recently introduced notation for the ports of SCM (Herring,
1993) is used instead of the traditional numbering scheme (see Figure 6.5). Using this
notation, its port of the SCN and the associated pulses are described by three subscripts.
The first subscript denotes the direction of the line. The second, the position relevant to
the centre of the node (positive or negative) and the third, the polarization of the voltage
pulse. For example, V1 in the original notation is denoted as
Consider a TLM SCM (Figure 6.5) representing an elementary volume of space At 3 . Similar
to 2D TLM the electromagnetic field components at the centre of the node are obtained
with the following equivalences:
Vx(6.ig)
-i
Ix(6.20)	 H
F-	 _VAt	 At
H 1	H-Z_At
where V, V, V are the total node voltages and I,, I, I are the total circulating cur-
rents at the node. Further, the total capacitance, inductance and conductance in each of
the principal directions of the node are associated to the constitutive parameters of the
modelled medium
(6.21)	 C, = C = C	 eAt
(6.22)	 = L =	 At
(6.23)	 Gx =	 =	 ifAt
With the constraint that all the main transmission lines of the SCN have the same Ca-
pacitance and inductance and that the node without stubs should represent the TLM
background medium - chosen to be free-space - the distributed capacitance and induc-
(6.27) At2c
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tance of the main transmission lines are:
(6.24)	 =
(6.25)
and their impedance Z is equal to the one of free-space (Z 1 = Zo). Thus the velocity of
propagation for pulses in the transmission lines is easily deduced to be
(6.26)	 Ut = 2c
and hence the time-step with which the TLM solution advances is defined by
With the parameters of the main transmission lines defined, the normalized admittances
of the open circuit and loss stubs introduced to model a medium of given e- and if can
be easily calculated and are
(6.28)
(6.29)	 =	 =	 = = aAl.Z0
Since the parameters of the main transmission lines and of the open circuit and loss stubs
have been established, the scattering equations are obtained by applying the principles of
charge and magnetic flux conservation and by enforcing field continuity relations at the
centre of the node.
Electric field continuity
For each electric field component there are two associated transmission lines. For example,
considering the E component, the lines contributing are the ti-directed and i-directed,
ij-polarized ones. Electric field continuity is expressed as the requirement that the field
calculated by the tj-directed lines be equal to the field obtained by the z-directed ones.
Thus, in terms of the total voltage in each segment of these lines the condition of field
continuity is expressed as
(6.30)	 Vrnx + Vijpx = VZT X + VZpX
The modification introduced by ('ftenkic, 1995) is to require that the flow of charge along
the segments of the same line to be continuous at the centre of the node, equating the
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sum of charges on the line segments to the charge at the center
	
(6.31)	 2	 =
c1
	(6.32)	 C1V
were V is the total node voltage at the centre of the node thus (6.30) becomes
(6.33)	 + V 1
 = V1
 +	 2V
Using the same procedure for the remaining electric field components and noting that the
total voltage on a line is v = v+ Tv the following equatjx1s result:
	
(6.34)	 V = ( tV + rv +	 + rV)
	(6.35)	 V = (V1 + TVz + tV +
	(6.36)	 V
	(6.37)	 V = (tVzn +
	
+ tV + rV)
	(6.38)	 Vz = Vxn+TVxz+tVxpz+TVz)
	
(6.39)	 V1 = (tV 1 +	 + tv + rVpz)
Magnetic field continuity
Similarly to the electric field components, for each magnetic field one there are two associ-
ated transmission lines. For example, considering the H component the lines contributing
to it are the ij-directed, z-polarized and the z-directed, y-po1arized ones. Magnetic field
continuity is expressed by the requirement that the field calculated by the ij-directed lines
to be equal to the field obtained from the z-directed ones. Hence, the continuity condition
is expressed as (Christopoulos, 1995)
(6.40)	 'y1LZ - PZ 1ZpJ - 1Zfl
Further to the above condition , the magnetic flux across a line must be continuous.
Therefore the sum of total flux linkages on the two segments of a line must be equal to
that in the centre of the node (Trenkic, 1995)
	
(6.41)	 -	 = LtI
	
(6.42)	
-i(Izpii -	 = LI
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Hence (6.40) becomes
(6.43)	 'ynz - Iijpz Izpj 'zrnj = 2I
Applying the same procedure for the remaining magnetic field components and replacing
currents with voltages using
tv—rv
(6.44)
the following equations result
(6.45)
(6.46)
(6.47)
(6.48)
(6.49)
(6.50)
=
I, =	 -	 -	 +
2Z
=	 ( tv p
 - 'Vzpx - Vzmx -I-- /ThX)
= - 
(t\f -
	
- 
tVXPZ + rV%PZ)
=
2Z
=
2Z
Charge conservation
The principle of charge conservation applied to the lines contributing to electric field
components requires that the charge associated with the incident voltage pulses to be
equal to the charge associated with the reflected voltage pulses. For example, considering
the E, component, charge conservation on the lines contributing to it is expressed as
(6.51) -
-
and since I = QL\t, the above is equivalent to Kirchboff's current law for the lines con-
tributing to the E component
(6.52)	 1=0
which in terms of voltage pulses can be written as
(6.53) Y(tV - TV) + YiVijpx -	 +	 tV) + Yi.( tVzpx -
- Gs TVgx = 0
The total voltage V, at the node can be obtained as the voltage across the total capacitance
C at the node from the relation
(6.54)	 V,=
(6. 6o) tA	 TAIt,( -
(6.6i)
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Further, Q can be expressed as the sum of the total charge on the transmission lines and
the open circuit stub contributing to V, (Christopoulos, 1995). Therefore,
C 1 	 1	 C1.	 C1	 L\t(6.55)	 Q = --V + --V + --V + --V + Y--V0,
Since, C1. = YAt and C	 2C1. + YAt/2 the total voltage V is
(6.56)
= t\f +
	
+ tV +	 +	 + ry +Vzpx + TVzpx + tVox +Ys TV0x
Using (6.53) the reflected voltage pulses in the above equation can be expressed only in
terms of incident ones and by noting that Vgx = V, the total voltage V for the SON with
open-circuit and loss stubs is
(6.57)	 =	 2
4+Y+G
By repeating the same procedure the total voltages V, and V are obtained as
2
	
(6.58)	
= 4+ + G
2
	
(6.59)	 Vz =
4+Y+ G
Magnetic flux conservation
Conservation of the magnetic flux applied to the lines contributing to magnetic field
components is expressed as the requirement that the magnetic flux linkage of the incident
pulses be equal to the one of the reflected pulses. For example, considering H, magnetic
flux conservation is expressed as
and since A = Vt the above is equivalent to Kirchhoff's voltage law for the lines con-
tributing to the H component
which in terms of voltage pulses can be written as
(6.62)
(1./	 VU	 ('./	 V'./	 (t%f	 i (Vf	 I	 —Vypz+ VJpz) - I. Vzp+ V zpij) — I. V1J1z) T VlrJflZJ T YzrnjT vnij -
The total current I at the node can be obtained from the total flux linkage as
- A(6.63)	 Ix
Three dimensional numerical modelling of GPR - PART I: Methodology
	 165
Further, A is the sum of the total flux linkages in the transmission lines contributing to
Ix
L(6.64)	 -	
- IljflZ + Izrnj)
Expressing current in terms of voltage pulses using (6.44) and with L = ZtAt and L = 2L
the total current I, is
(6.65)
tv	
- 
(tV_ TV) -
	 + -V — TVZTUJ	 ZTtj,ijpz	 ijp)
4Z
Using (6.62) the reflected voltage pulses in (6.65) can be expressed in terms of incident
ones and I, can be obtained as
(6.66)	 I,, =	 (tVpztVzp
Similarly, the other total currents I and I can be calculated
	
(6.67)	 I = - (V -	 - tV +
	
(6.68)	 I = -	 -	 -	 +
The scattering equations
The scattering equations are easily obtained by combinations (addition, subtraction) of
one equation from (6.34)—(6.39) with an equation from (6.45)—(6.5o). For example,
subtracting (6.50) from (6.34)
1_Jnx = vx - Izzt - tvijpx(6 6g)	 Tv
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The remaining 11 equations are	
Chapter c
(6 70)
+ Izz(6.71)
	
(6.72)	 TV	 zpx
x—IJZ'—iV
z1Lx
	(6.73)	
V_IxziV
zp
	
(6.74)	
V + rz
Ty
	(6.75)	
+ ' z
TV _
	
(6.76)	
- rz -
	
(6.77)	 TXrLz V— rz -
Tv	(6.78)	 XPZ V+ IZ -
(6 79)	 rv
(68o)	 Tv PZVZIxZttVlgTLz
the reflected voltages into the open-circuit stubs are easily obtained from the total voltages
V, V, V as
(6.81)	 Tv -v tV0ox — x
(6.82)	 TV0 =V,—W0
(6.83)	 TV0 = V -
The scattering process is completely described by equations (6.7o)—(6.8o) and (6.8i)-
(6.83). This can be easily verified using the scattering matrix of the node (see Appendix
A)
6.3.2 Excitation and output of field quantities
The electromagnetic fields are directly obtained at the centre of the SCN using equations
(6.57)—(6.59) and (6.66)—(6.68) and the equivalences between total node voltages and
currents established by (6.20). The requirement to excite the TLM network using a
small Hertzian dipole, which arises for GPR modelling, has not been accounted for in
the original derivation of the method. It is possible however to introduce an infinitesimal
current element by including its effect when the principle of charge conservation is applied.
For example, if an x-directed infinitesimal current element (I61.) is introduced in the SCN,
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the charge conservation equation (6.53) is modified as
(6.84) Yt(1V fl.x - TV) +	 - rV) +	 - TV) + Y(tV -
+Y5 (tV0 —TV0 ) - G TV9 +I,, —0
and the total voltage V, is then given by
(6.85)
2	 .	 .
4 + +
	
+ 
Y .(4 + +
Therefore, in obtaining the reflected voltage pulses from the SON where the source is
located (6.85) should be used instead of (6.57).
6.4 Numerical dispersion in 3D FDTD and 3D SCN TLM
The process of discretization unavoidably introduces errors in the modelling process.
These errors are similar in nature to the ones discussed in Chapter 4 for 2D TLM and
FDTD. Although staircasing and coarseness errors both affect the 3D TLM and FDTD
in a similar fashion, the velocity error (numerical dispersion) differs significantly. An
estimate of the velocity error can be obtained from dispersion relations of FDTD and
TLM. As in the 2D case, these relations are obtained by examining the propagation of a
monochromatic plane wave in the two models. The dispersion relation of 3D FDTD for a
homogeneous and lossless medium is well known and can be easily derived from either the
FDTD update equations (Fang, 1989) or from an equivalent finite difference disrcetization
of the scalar wave equation (Chew, 1990)
(6.86)
sjn()] =
	
sin( 13 XLX 2 +	 sin( 
13 IJ L1j )]2 
+	 sin(
From the above relation it is clear that for propagation along the main diagonal of the
FDTD lattice and when tx = = L\z there is no dispersion at all when the FDTD
algorithm is operated with the time step set at the limit of its stability criterion. Moreover,
for propagating modes that are resolved well by the FDTD lattice using the small argument
approximation for the sine functions in (6.86), the dispersion relation of 3D FDTD reduces
to the ideal dispersion relation obtained from Maxwell's equations for a homogeneous loss-
free medium:
(6.87)	 W22z2
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The dispersion relation of the 3D SCN TLM is more difficult to obtain. In its general form
it is given as a solution to an eigenvalue problem (Nielsen, 1991; Trenkic et al., 1995)
(6.88)	 detLS— e3tI] = 0
where S is the scattering matrix and is the propagation (connection) matrix of the 3D
SCN TLM. For a regular SCN the non zero entries of P are (Nielsen, 1991; Morente et
al., 1994):
(6.89)	 P3,11 = P6,10 = e 13 "	 P10,6 = Pu,3
(6.90)	 P1,12 = P5,7 = e3t t	 P7,5 = P 12,1 = e_3t
(6.91)	 P2,9 P4,8 =	 Pg,4 = P9,2
the characteristic polynomial of the determinant in (6.88) relates w with f3,13 and f3.
However, due to the size of the scattering and connection matrices such an expression
has only been obtained for the regular SCN for which (with a different arrangement of
the rows and columns of the scattering and connection matrices) it is possible to reduce
the original eigenvalue problem described by equation (6.88) involving 12 x 12 matrices
to an equivalent one using only 6 x 6 ones (Trenkic et a!., 1995). Therefore, the closed-
form expression of (6.88) has been obtained by (Krumpholz and Russer, 1994; Trenkic
et a!., 1995) only recently, whereas the eigenvalues of PS have been studied numerically
by (Nielsen and Hoefer, 1991; Nielsen, 1991; Nielsen and Hoefer, 1993). The closed-form
expression for the dispersion relation of the regular SON is (Trenkic et a!., 1995):
(6.92)
cos(wLt)2 = [ cos(,t) cos(f3Al) + cos(i) cos(f3l) + cos( 1 l)
 cos(l) + 1]
In examining this relation, it is clear that there is no dispersion for propagation along the
axis of the SON. Further, using the small argument approximation to the cosine functions
(cos(0)	 1 - 02/2) it is simple to arrive at (6.87) for a propagating mode in 3D SCN
TLM.
A closer examination of (6.92) reveals that there are, however, other possible solutions to
the SON dispersion relation. These solutions do not correspond to the ideal dispersion
relation and hence they are called spurious (Nielsen, 1991) or unphysical (Krumpholz
and Russer, 1994) solutions. The existence of such solutions to the SON dispersion relation
can be seen by noting that all the cosine terms in (6.92) appear in products. Therefore,
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since cos(7t ± 0) = - cos(0) it follows that the SCN dispersion relation can be written as:
(6.93) cos(7t + wAt) 2 = [ cos(n ± Al) cos(7T ± Al) +
cos(n ± 3l) cos(7r + 13l) + cos(n ± (3t) cos(7r ± i3At) + 1]
Hence, if a physical solution is (w,13 ,f3 1 ,13) then the SCN can support spurious solutions
of the form:
(6.94)	 71/At± w,7r/Lt± 13,7T/Al± 13,7r/A± (3
Further studies of the SCN dispersion relation reached similar conclusions for the SON
with stubs (Morente et al., 1995; Huber et al., 1995; Berini and Wu, 1995). However,
the dispersion relation for this type of node has not been obtained in closed form. From
the possible spurious solutions the most troublesome is the one described as (w,7t/Ai. ±
13 w, n/A± (3 , n/Al± (3 2 ). Spurious solutions involving a high temporal frequency (ir/At±
w) can be suppressed by using low frequency excitations in the TLM model (Nielsen and
Hoefer, 1993). However, spurious solutions with high wavenumbers and low temporal
frequency can not yet be suppressed if excited.
The fact that the SON can support spurious modes does not necessarily means that any
solution obtained by a SON TLM model is not accurate. A significant amount of com-
parisons can be found in the literature between solutions obtained by 3D SON TLM and
analytical or experimental results (e.g. (Allen et al., 1987; Duffy et al., 1993; Ohristopou-
los and Herring, 1993)) which suggests that if such spurious modes do exist they are not
necessarily contaminating the TLM solutions. However, as will be examined in the fol-
lowing section, instabilities introduced by the application of ABOs in 3D TLM have been
attributed to the amplification of spurious modes.
When only propagating physical modes are considered, a comparison can be made be-
tween the numerical dispersion in 3D FDTD and 3D SON TLM. The equivalence of their
dispersion relations for 2D models, obviously, does not hold for the 3D ones. Using the,
same as in the 2D case, root finding iterative Newton-Raphson procedure (Press et al.,
1992), the variations of the numerical phase velocity in 3D FDTD and TLM have been
obtained as a function of normalized frequency (al/A) for three principal directions of
propagation denoted as
[1 00] for axial propagation 1 =
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Figure 6.6: Numerical phase velocity as percentage of the free-space velocity for different discretiza-
tions () in 3D TLM and FDTD.
[1 1 0] for diagonal propagation with the wavevector lying on the x—i,j plane with (3 =
*(3+(3, and (3=f3
[1 1 1] for diagonal propagation with (3 = I(3, + j (3 + 243 and (3 = (3	 (3
From the results presented in Figure 6.6, is evident that for both methods there is a direc-
tion of zero numerical dispersion which are not the same. Further, the overall dispersion
for propagating modes is less in TLM than in FDTD. Numerical dispersion in FDTD will
be further increased if the time step is set to be the same with the time-step of the TLM
model, which is less than that allowed by its stability criterion.
6.5 Application of ABCs in 3D FDTD and 3D TLM
The truncation of the computational domain of the 3D GPR models has to be addressed
with the application of ABCs. In addition, good ABC performance is very important in
a 3D model because the use of "white space" between the truncation boundaries and the
source and targets leads to a substantial increase in the required computational resources.
Because of their good performance in the 2D models the ABCs of Higdon and Liao et al.
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have been investigated for the 3D models. Their implementation is analogous to the 2D
case. The only difference is that since the truncation boundary is a plane in a 3D model
they have to be applied to two tangential electric field components and to two voltage
pulses at each truncation plane of a 3D FDTD and TLM model respectively.
Application of high order ABCs in the 3D FDTD model resulted in instabilities which were
easily controlled by the introduction of loss factors (see Chapter 4). Since the performance
of a third order Higdon ABC was found to be almost identical to the one of the third order
Liao, the Higdon ABC was employed for the 3D FDTD GPR model because it required
less computer storage.3
The application of the ABCs in the 3D SCN TLM model resulted in instabilities which
unfortunately can not be controlled by the introduction of loss factors without degrading
their performance to the point that their application is useless. The fact that even a first
order ABC (which usually does not introduce instabilities even for simulations involving
thousands of iterations) was found to be unstable clearly indicates that the instabilities
of the ABCs are not due only to numerical noise as in the FDTD and 2D TLM models.
In order to ascertain if this problem occurs in general 3D TLM models and not only when
symmetrical condensed nodes are used, a 3D TLM algorithm based on the expanded node
(Akhtarzad and Johns, 1975) was developed. Both the Higdon's and Liao's ABCs were
tested and found to have a similar performance as in the 2D TLM models examined
in Chapter 4. Figure 6.7 presents a comparison between 3D FDTD and TLM (expanded
node) from a numerical test. This consisted of a small (30t x 3O x 30A) computational
domain excited at its centre by a z-directed Hertzian dipole. A stabilized third order
Higdon ABC is used in both models. The z component of the electric field obtained at
point [25,254,25] is compared with the closed-form solution (Ziollcowski et al., 1983). The
current element used to represent the source had a time variation as
(6.95)	 I.i. =	 et_E4t)2)
where (= (4/(&At) 2 ) and = 64.0. The agreement between the closed-form solution and
the response of FDTD and TLM models is very good.
3 The Higdon ABC uses field components at the current time-step but the Liao ABC uses field com-
ponents only of past time-steps. The overall number of field components required by both ABCs is the
same. However, the components at the current time-step required by the Higdon ABC do not need to be
stored in separate arrays.
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Figure 6.7: Comparison between the closed-form solution and 3D FDTD (top) and 3D expanded
node TLM (bottom) of the E 1 component radiated from a small z-directed dipole.
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Figure 6.8: Magnitude of theoretical reflection coefficients of the second order Higdon ABC for a
possible spurious mode.
In considering that stable ABCs can be implemented in 3D TLM using the expanded
node, their unstable behaviour should be related to specific features of symmetrical con-
densed nodes. Chen et al. (1993) attributed the instabilities to the possible existence of
low amplitude spurious modes which, although do not appear to have a significant effect
on the solution where a "matched termination" ABC was used, are amplified by a higher
order ABC and introduce instabilities. To verify that claim, Chen et a!. (1993) calculated
the magnitude of the theoretical reflection coefficients of the Higdon's ABC for a possible
propagating spurious mode and showed that they are greater than 1. These theoretical
reflection coefficients for a second order Higdon ABC are illustrated in Figure 6.8 (Chen et
al., 1993). Further, in order to remedy the problem of ABC related instabilities Chen et a!.
(1993) proposed the use of two ABCs; one for normal modes and one for spurious modes.
The ABC for spurious modes was constructed by considering that there is a phase differ-
ence of 180 degrees between a normal mode and a spurious one (reverse polarity). Further,
a reduction in the temporal sampling rate was introduced from At to 2At. According to
Chen et a!. (1993), this reduction was introduced because for an incident pulse at one
port of a SCN a reflected pulse appears (due to this incident pulse) after one time-step.
The combination of the modified "normal" and "spurious" modes ABC appears to have
a magnitude of theoretical reflection coefficients less than 1 for both modes. However,
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instabilities were still caused by the modified ABC which were attributed to numerical
noise or to the small "white space" between the ABCs and the radiating target (Chen et
al. 1993).
Numerical experiments performed in this work with the modified ABC proposed by Chen
et al. (1993) did not result in a stable performance. Further, the introduction of loss factors
did not increase the stability of the ABC without degrading its performance significantly.
In an earlier investigation of the application of ABCs to the TLM method, Morente et
al. (1992) observed that the simple first order "average" ABC as proposed by Higdon
(1987) proved to be stable in 3D SCN TLM simulations. Numerical experiments verified
the findings of Morente et al. (1992) in terms of stability for this ABC. However, the
magnitude of the theoretical reflection coefficients of this ABC for a possible propagating
spurious mode are similar to the unmodified general Higdon ABC and therefore the ABC
should amplify these type of modes instead of absorbing them. From this contradictory
result it is suggested that conclusions can not be drawn about the stability of an ABC
based solely on its theoretical reflection coefficients as suggested by Chen et al. (1993).
The formulation of the "average" ABC as reported by Morente et al. (1992) can not
be used when the medium adjacent to it is different than free-space. Using the general
formula given by Higdon (1987) for this ABC this adjustment is possible. However, the
ABC did not exhibit the same stable performance. Moreover, higher orders of this ABC
were found to be unstable even for simulations involving only free-space (Morente et al.,
1992).
In a more recent investigation concerning the application of ABCs in SCN TLM for mod-
elling planar structures, Eswarappa and Hoefer (1994) suggested that to overcome the
problem of ABC instabilities in 3D SCN TLM simulations the mixing parameters in the
Higdon ABC have to be reduced from their customary values of 0.5 to 0.25. This was
suggested following the remark in Higdon's paper (Higdon, 1987) that the 0.5 value for
the mixing parameters correspond to the stability limit of the ABC. Further, the authors
remark that the introduction of loss factors to the ABC did not have an effect on its
performance. Numerical tests using a small computational domain excited by Hertzian
dipoles were carried out and verified partly the claim of Eswarappa and Hoefer (1994).
The resultant Higdon ABCs were found to be stable for a greater number of iterations than
the original ones. However, instabilities finally occurred which could not be successfully
Three dimensional numerical modelling of GPR - PART I: Methodology
	 175
controlled by the introduction of loss factors in the ABCs.
It is clear from the above discussion that the successful application of ABCs in 3D TLM
is still an unsolved problem and the subject of current research. Since a detailed investi-
gation is beyond the scope of this work, an empirical approach was followed and different
discretizations of the Higdon ABC were tested. As a result of this investigation a new
modification of the Higdon ABC was found to be stable in 3D TLM simulations for both
the first and second order. In the following section the modified Higdon ABC will be
discussed.
6.6 A stable form of the Higdon ABC for 3D SCN TLM
From the discussion in the previous section it is evident that the discretization of a Hig-
don's ABC affects its performance and stability when applied to 3D SCN TLM. A stable
form for this ABC was found by introducing the following modifications to its original
formulation (see Chapter 4):
A. a reduction in the mixing parameters from a = b = 0.5 to 0.25
B. an increase in both the spatial and temporal sampling interval or field components
from A, At to 2A1., 2At
The magnitude of the theoretical reflection coefficients of the modified second order ABC
for both normal and spurious modes are illustrated in Figure 6.9. Although the reflection
coefficients of the modified ABC appear to be greater than the original second order
Higdon ABC (see Chapter 4), the ABC still exhibited good performance, as verified by
numerical tests.
The stability of this ABC was examined by means of numerical tests using a small 3D
SCN TLM network (30A1 x 30A1 x 30A) excited by Hertzian dipoles at its center. Even
for very long runs (20000 iterations) no instabilities where observed when the first order
of this ABC was used and the introduction of any loss factors was not necessary. Similar
tests using the second order of the ABC were found to lead to instabilities which could,
however, be suppressed by introducing a small loss factor in the formulation (e = 0.43/At).
With the introduction of this loss factor the ABC did not introduce any instabilities for
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Figure 6.9: Magnitude of theoretical reflection coefficients of the modified ABC for both normal
and spurious modes (i = 0.1A).
tests involving thousands of iterations, as in the first order case.
To illustrate the stability of this ABC the first 2500 iterations of the calculated E field
component of a z-directed Hertzian dipole located at the centre of the small 3D TLM
network used for the numerical tests is presented in Figure 6.10, with the output point
located at [25,25,25]. The time variation of the source is described by equation (6.95) and,
in order to compare the SCN response with the one obtained by 3D FDTD and expanded
node TLM, the same parameters were used. The improvement in accuracy can be seen
by comparing the same response with the one obtained when the "matched termination"
ABC was used. This is illustrated in Figure 6.11 where the TLM responses are compared
with the closed-form solution. The comparison clearly indicates the superior performance
of the modified ABC.
In order to apply an ABC to a GPR model, the variations in the constitutive parameters of
the media adjacent to the ABC have to be taken into account. As demonstrated in Chapter
4, adjusting the velocity of propagation in the ABC formulation to reflect the deviation
of permittivity from that of free-space was adequate. Attempting such an adjustment
to the modified ABC, however, did not result in the same performance as in the free-
space case. Although no instabilities occurred, there were small reflections from the ABC.
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Figure 6.10: First 2500 iterations of the E 1 field component radiated from a z-directed dipole
calculated by SCN TLM.
For example, results from the same numerical test used to examine the stability of the
ABC with a medium with relative permittivity of e = 3 clearly indicated the problem.
This is illustrated in Figure 6.12, where the SON TLM response is compared with an
identical test using the 3D expanded node TL,M model. The reasons for this reduction
in performance are not yet clearly established. One possible explanation can be based on
the results of recent investigations on the numerical dispersion in 3D SCN TLM. Nielsen
and Hoefer (1991) and, more recently Morente et al. (1994), have showed that in a regular
SON without stubs, both the normal and any possible spurious modes propagate with the
same velocity in the TLM network. However, when open-circuit stubs are used this is not
the case (Huber et al., 1995; Trenkic, 1995). When an open-circuit stub is introduced,
it appears that any well-resolved normal modes propagate with a velocity determined by
the constitutive parameters of the simulated medium, but any possible spurious modes
will still propagate with the velocity of light (free-space).
As the modified ABC does not exhibit a very good performance for media other than
free-space, it can not be used without caution in a 3D GPR model based on the SON.
However, its use in other electromagnetic field problems involving targets located in free-
space will be of benefit, as is suggested by the improvement in the TLM solution off the
Hertzian dipole. This improvement has been further verified by examining TLM solutions
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Figure 6.11: Comparison between the closed-form solution and 3D SCN TLM using the "matched
termination" ABC (top) and the second order modified Higdon (bottom) of the E
component radiated from a small z-directed dipole.
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Figure 6.12: Comparison between the responses obtained by 3D expanded node and SCN TLM of
the E component radiated from a small z-directed dipole located within a homoge-
neous medium of e. = 3.
obtained from various targets located in free-space and illuminated by plane waves. For
example, in Figure 6.13 the backscatter electric field from a perfectly conducting sphere
of radius r = 1 OiM illuminated by a z-polarized Gaussian pulse plane wave of the form
(6.96)	 e_t_t)2)
((= (4/(E,At)) and = 64.0), is presented and the improvement of the solution over that
obtained using the "matched termination" ABC is evident when both are compared to a
reference solution obtained using an (100Ax lOOAlx 100Ll) TLM network truncated with
the second order modified ABC. The wave-vector of the incident field lies in the x—y plane
and forms an angle of 45 degrees with the x axis. A schematic drawing of the TLM model
is presented in Figure 6.14. Further, the poor performance that the matched termination
ABC exhibits can be seen in Figure 6.13 where the reference solution is compared with that
obtained from an identical model using the matched termination ABC. Even when a large
computational domain is used, there are still observable reflections from the truncation
boundaries.
In order to apply the ABC only to outgoing scattered fields, for these type of numerical
experiments a new scattered field TLM formulation has been used. In this formulation
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Figure 6.13: Comparison of the back-scattered electric field from a perfectly conducting sphere
using different ABCs. [top]: Comparison with the reference solution. [middle]: Differ-
ence from the reference solution. [bottom]: Comparison with the reference solution of
the back-scattered electric field from the same target using the same size model as the
one used to calculate the reference solution but with a "matched termination" ABC.
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Figure 6.14: Schematic cross section (x—ij plane) of the 3D SCN TLM model of the perfectly con-
ducting sphere.
the TLM algorithm is used to simulate only scattered fields, since the incident ones (plane
waves) can be specified analytically. This approach, known as the separate field formal-
ism, has been used in the FDTD method (Kunz and Luebbers, 1993). However, it appears
that such a formulation did not exist for the TLM method. The necessary modifications
to the TLM algorithm are described in Appendix B.
6.7 3D FDTD versus 3D SCN TLM
A comparison between 3D SCN TLM and 3D FDTD is appropriate, considering the rele-
vant merits and limitations of the two models. The advantages of the TLM model are the
modeffing of all six electromagnetic field components at the same point in the computa-
tional domain. With the use of stubs to model different dielectric media, the modelling
of objects is straightforward, both from algorithmic and conceptual point of view. An-
other significant advantage of TLM is the finer and easier description of boundaries by
placing them between the TLM nodes. There, known conditions affecting the electric and
magnetic fields can be introduced (e.g. perfect electric or magnetic conducting surfaces).
These conditions are easily incorporated because in TLM electric and magnetic fields are
available at the same spatial location. The staggered placement of field components in the
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Yee cell introduces a "fuzziness" in the description of such boundaries in FDTD. However,
such an advantage is not of great importance in GPR modelling in which one is usually
concerned with the modelling of volumetric targets.
The major drawbacks of TLM are the computational requirements of the algorithm. For
the SCN without the incorporation of permeability stubs, the total number of variables
which should be stored per node are 15, whereas FDTD requires only 6 variables. More-
over, the problem of instabilities when ABCs are incorporated in the TLM algorithm
restricts its applicability further since the use of a low order ABC requires that both
source and targets are located at a sufficient distance away from the truncation boundary
(not less than 20 nodes). The modified Higdon ABC introduced in this Chapter can be
used to relax this requirement albeit for models involving targets located in free-space.
The main advantages of the 3D FDTD model are the very good performance of ABCs and
the moderate computational requirements (compared to 3D TLM). However, the stag-
gered placement of field components in the Yee cell presents some conceptual difficulties
in modelling regions of different constitutive parameters in the computational domain es-
pecially if a very fine description of boundaries is required. This will be more apparent
when both the permittivity and permeability are varied.
Comparing the propagation characteristics of the two methods TL1M exhibits less numer-
ical dispersion than FDTD (Morente et al., 1994). However, such an advantage has to
be weighted by the fact that SCN TLM can support unphysical solutions. It has not yet
been established if such unphysical solutions contaminate the responses obtained by TLM
models and further work is required to establish their significance in TLM analysis.
6.8 Discussion
In this Chapter the methodology on which three dimensional models GPR models are
based was presented. From the different TLM formulations which exist that employ-
ing the symmetrical condensed node is examined. However, this node supports spurious
modes which, although do not appear to contaminate the solution, are suggested to be
related to the unstable performance of ABCs in 3D SCN TLM. Because the good perfor-
mance of ABCs is very important for GPR models, where the increase of "white space"
leads to a substantial increase of the required computer resources, a stable formulation
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for the Higdon ABC was found by following an empirical approach. The stability and
very good performance of this modified ABC was examined by means of numerical ex-
periments and comparisons with FDTD and a 3D TLM model based on the expanded
node. However, the good performance of this ABC does not extrapolate to the case when
it is located adjacent to media other than free-space. A possible explanation in view of
recent analyses of numerical dispersion in a stub loaded SCN, is that any possible small
amplitude spurious modes - if excited - will still propagate with the velocity of light in
this node instead of the one determined by the properties of the simulated medium (as the
physical modes will). Hence, the ABC will be mismatched to these type of modes. The
good performance of the modified ABC demonstrated using numerical experiments when
the TL1M network was excited by a small Hertzian dipole was demonstrated when plane
wave scattering from targets located in free-space was considered. This has been studied
using a new modification to the TLM algorithm which allows the simulation of scattered
electromagnetic fields only, since the known incident field can be specified analytically.
7
Three dimensional
numerical modelling
of GPR -PART II:
Results
7.1 Introduction
In this Chapter, results of 3D GPR modelling using the FDTD and TLM methods are
presented. A major advantage of these models is the ability to include in the analysis the
effects of the three dimensional nature of targets on GPR scans. Further, they allow the
investigation of alternative survey procedures which can possibly enhance the detection
of small localized targets which are those mainly sought in shallow-depth applications
of GPR. Hence, simulated responses of simple targets such as the perfectly conducting
cylinder, circular disk and the rectangular and cylindrical voids are considered here. In a
similar fashion to the 2D case, the near-field radiation patterns of the source when located
over a half-space are examined first.
For all the simulated responses presented here a ricker wavelet (see Chapter 5) is used
to describe the time variation of the current element simulating the GPR transmitting
antenna. In addition, GPR scans are presented in a gray-scale image format which is more
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advantageous when small amplitude signals are present. Because of the unsatisfactory
performance of ABCs in 3D SCN TLM, the FDTD model has been mainly used to obtain
synthetic GPR signatures. However, simulated responses obtained by TLM are shown to
be in good agreement with the FDTD ones when the effects of the ABCs are kept to a
minimum.
7.2 Simulated field patterns of a horizontal dipole over a half-space
The radiation patterns of a dipole antenna located over a half-space is of interest in GPR
surveying. Formulas to calculate the radiation patterns of a Hertzian dipole over a half-
space have been reported by Smith (1984) and Engheta et al. (1982). These formulas
obtained using asymptotic techniques are strictly valid for far-field calculations (Smith,
1984). Calculating numerically these far-field antenna patterns using FDTD or TLM is
not a straightforward procedure since the near-field solution from either FDTD or TLM
has to be transformed to a far-field one if the use of an unrealistically large computational
domain is to be avoided. When the antenna is located within a homogeneous medium a
transformation of the near-fields obtained by the numerical simulation to the analogous
far-fields is possible and procedures to do so have been reported for FDTD (Ta.fiove, 1995)
and TLM (German, 1990). Unfortunately, when the antenna is located close to a half-
space such a transformation requires the use of a Greens function which is not available
in closed-form (see Chapter 3). However, field patterns obtained using 3D FDTD or TLM
when the observation point is not very close to the source should at least exhibit similar
characteristics to the far-field ones. In addition, such patterns are of interest since targets
are not always located in the far-field region of the GPR antennas.
Most commonly field patterns are obtained in the two principal E- and H-planes (Balanis,
1982). Assuming that the dipole source is oriented in the x direction, these principal
planes are illustrated in Figure 7.1. The time domain formulation of the models allows the
calculation of a number of field patterns with a single computation. These are obtained
by transforming the time domain fields into the frequency domain by means of a fast
Fourier transform (FFT) and considering field patterns for different frequency components.
Different patterns are obtained since the electrical height of the source from the interface
increases with frequency. Further, a similar increase of the electrical distance' between the
'The electrical distance and height are the distance to the observation point and the height of the
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Figure 7.1: Principal H- and E- planes of a horizontal Hertzian dipole located over a half-space.
observation point and the source means that patterns at high frequencies will resemble the
theoretical far-field ones. However, numerical dispersion in the model prohibits the use of
very high frequency components because then the velocity error becomes significant and
distortions in the amplitude and phase of the fields significantly affect the calculations.
Another characteristic of far-field patterns is that they do not depend on the distance
between the observation point and the source (which in any case is assumed to be signif-
icant). However, this is not true for patterns calculated using a numerical model and are
based on observations at a relatively small distance from the source. Because the electri-
cal distance to observation points within the air and the half-space regions in the models
differs and is not necessarily long, it was found that it is beneficial to scale the amplitude
of the fields by their respective wavelength in both regions. This scaling does not affect
the shape of the field patterns but does reduce the effect of the amplitude variation with
distance in the two different regions.
antenna normalized with respect to the wavelength.
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7.2.1 H-plane patterns
The H-plane patterns of an x-directed dipole have been obtained using an FDTD model
comprised of (30,170,170) Yee cells by sampling the E —E field component every two
degrees on a circle of radius r = 0.6 metre with its center located at the reference point
[15 85 86] on the interface. The source is located 5 centimetres above the interface (5
FDTD cells above the reference point at [15 85 91]), and a ricker wavelet with = 600
MHz is used to describe the time variation of the current element. In the model the three
principal spatial increments are set to tsi. = 0.01 metre and the time-step to t = A1./(2c).
The H-plane field patterns obtained at a range of frequencies for two different lossless
media ( e = 3 and c - = 6) are presented in Figures 7.2 and 7.3.
Considering the field patterns for low frequencies, both the observation points and the
height of the dipole are small in terms of their wavelength. Therefore, as can be observed
in Figure 7.2, the patterns show that the fields are not confined in a small area within the
half-space (small directivity) and, in addition, the source radiates preferably within the
half-space since the back-lobe (radiation in air) appears to be small. This is in agreement
with the observations and the conclusions of Smith, (1984) (see Chapter 2). As the
frequency is increased and the electrical height of the source becomes a significant portion
of the wavelength, the fields become more directive in the half-space and form a main-
lobe with an angular extent, approaching the theoretical far-field one, of 2O where O =
sin 1 (1/,/() is the critical angle (see Figure 7.3). However, the back-lobe increases.
This is consistent with the theoretical far-field patterns (Smith, 1984).
7.2.2 E-plane field patterns
In GPR surveying the H-plane patterns are most important since the scan line lies in that
plane. E-plane patterns are easily obtained, however, with the same model configuration
employed for the calculation of H-plane ones, using a ij-directed dipole instead. The E0
field component is obtained from the Cartesian components E, and E available in the
model on the E-plane as (Kraus, 1991)
(7. ')	 E8	 2+z2 EZ22
where -y,z are the coordinates of the observation points on the circle of radius r = 0.6 metre
with respect to the reference point on the interface. The E-plane patterns calculated by
f= 60"
h=0.
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Figure 7.2: H-plane field patterns (I E I) of a horizontal dipole over a lossless half-space for two
different values of permittivity c = 3 (left) and 6 (right) (Linear scale).
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Figure 7.3: H-plane field patterns (I E I) of a horizontal dipole over a lossless half-space for two
different values of permittivity e. = 3 (left) and 6 (right) (Linear scale)
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the FDTD model at different frequencies are presented in Figures 7.4 and 7.5 and they
exhibit similar characteristics as the H-plane ones. However, they appear to be more
directive, even for low frequencies.
The most significant differences between the calculated H- and F- plane patterns and the
theoretical far-field ones (see Chapter 2) are:
A. Sharp details as the nulls in the theoretical F-plane patterns are not present
B. The calculated patterns by FDTD appear to be less directive within the half space
especially for lower frequencies.
Both differences can be attributed to the small distance between the observation points
and the source and the limited resolution in recording the fields in the FDTD model.
Further, for low frequencies the significant contribution of surface waves near the source
and interface is not taken into account in the theoretical far-field patterns.
7.3 Comparison of FDTD and SCN TLM simulated GPR responses
Results from FDTD and TLM simulations for the same models are shown to be in good
agreement when the differences between the two methods are taken into account and
reflections from the truncation boundaries in TLM 2 are kept to a minimum.
The main difference in the formulation of the two methods, which affect the comparisons,
is the location of interfaces separating different media in TLM half-way between nodes.
Hence, the distance from the source to the air-earth interface in TLM is A1/2 less than
an equivalent FDTD model. Although such a difference will be of little importance when
both the source and receiver are located at sufficient distance from the interface, it affects
the direct arrivals recorded when they are located close to it. Therefore, small differences
in the early parts of TLM simulated responses with the FDTD ones are expected.
Most important however in using a TLM model - as comparisons with FDTD have shown
- is the reflections from the truncation boundaries due to the poor ABC performance.
These reflections influence the solution even when a relatively large computational domain
2 A "matched termination" ABC has been used for all TLM simulations.
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Figure 7.4: E-plane field patterns (JEI) of a horizontal dipole over a lossless half-space for two
different values of permittivity e ',- = 3 (left) and 6 (right) (Linear scale).
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Figure 7.5: E-plane field patterns (IEI) of a horizontal dipole over a lossless half-space for two
different values of permittivity € = 3 (left) and 6 (right) (Linear scale).
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is used. For example, in Figure 7.6 presents H-plane patterns obtained by a TLM model
using an identical configuration to the FDTD one discussed above. Although they exhibit
similar characteristics to the FDTD ones, they are not as smooth and irregularities appear
especially within the half-space. Since numerical dispersion is less in the TLM model than
in FDTD and the patterns calculated by the later for the same frequencies do not appear,
to be affected, the reason for these irregularities in the TLM patterns is the reflections
from the truncation boundaries. This is further demonstrated by considering the H-plane
patterns in Figure 7.6 which have been calculated by discarding the late part of the TLM
responses and the use instead of zero-padding in the FFT. These patterns appear to be
similar to the FDTD and no irregularities are observed.
The reason for the irregularities in the original TLM patterns is that reflected waves from
the truncation boundaries constitute the only signal in the model after the main part of
the transmitted pulse has left the computational domain. Since there are no losses in the
model (o = 0) these waves will be further influencing the result, appearing periodically
through the observation points.
Similar problems due to the poor performance of ABCs in TLM are encountered when
GPR responses from small targets are considered and compared with FDTD simulations.
Figure 7.7 presents a comparison between FDTD and TLM simulated responses from a
small (1OA1 x 1OA1 x 1OA1) rectangular void located at a depth of 15 centimetres (Al = 1
centimetre) for different values of relative permittivity of the half-space ( e = 3,4,5, 6) and
constant conductivity (o = 0.01 (S/m)). Both TLM and FDTD models were comprised of
(60,60,60) TLM nodes and Yee cells respectively. The source is a ricker wavelet of f = 600
MHz and the Tx—Rx separation is 25 centimetres. Further, the midpoint between Tx and
Rx is located directly over the centre of the void.
In general, the responses appear very similar, but it is apparent that the TLM ones are
affected by reflections from the truncation boundaries. This is clearly demonstrated (see
Figure 7.8) by considering only the scattered electric field from the void obtained by
subtracting the response of the models without the presence of the target. When a large
(100A1 x 100A1 x 100AL) but otherwise identical TLM model is used the agreement with
the smaller FDTD model is very good.
Three dimensional numerical modelling of GPR - PART II: Results	 195
0
	
	 0
1=1200MHz
h=0.2?
	
H-'90	 Air9Ø
Earth	 27
180
	
	 180
f=1500 MHz
h=0.25X
	
r 90	 Air9O
Earth	 270	 Earth
180	 180
0
	
	
0
1=1800MHz
h=0.3?
_____	 :Air9O	 Air90
270	 Earth	 270	 Earth
180	 180
Figure 7.6: H-plane field patterns (IEI) of a horizontal dipole over a lossless half-space ( e = 6)
obtained from a TLM model using the entire TLM response (left) and zero-padding
(right) (Linear scale).
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Figure 7.7: Comparison between simulated GPR responses from a small rectangular void located
at a depth of 15 centimetres in different media, obtained by FDTD and TLM models.
150
100
50
-50
-100
Three dimensional numerical modelling of GPR - PART II: Results 	 197
0	 1	 2	 3	 4	 5	 6	 7	 8	 9
time (ns)
0	 1	 2	 3	 4	 5	 6	 7	 8	 9
time (ns)
Figure 7.8: Comparison of the scattered electric field from a small rectangular void, located in a
half-space of e
.
 = 3 and cr 0.01 (S/rn), obtained by FDTD and two different size
(60,60,60) nodes (top) and (100,100,100) nodes (bottom) TLM models.
7.4 Modelling GPR signatures of near-surface small targets
The 3D FDTD models are particularly suited for modelling the GPR responses of small
targets located close to the air-earth interface. The computational requirements for such
models are moderate and they can be obtained in reasonable time without having to resort
to a supercomputer.
The signatures of these type of targets for the parallel Tx—Rx configuration are in principal
localized hyperbolic responses and, when the scan-line is located directly over the target,
are very similar to those obtained by a 2D model. This is evident from the synthetic
GPR scans presented in Figure 7.9 obtained over four small targets (perfectly conducting
cylinder and box, and rectangular and cylindrical voids). The particulars of the FDTD
models used for these simulations are presented in Figures 7.10, 7.11, 7.12, 7.13 where
schematic drawings of the models are shown.
The use, however, of a 3D model allows the investigation of off-line effects and different
Tx—Rx orientations or even different types of GPR antennas.
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Figure 7.9: Synthetic GPR scans obtained by F]JTD over four small targets using a parallel Tx—Rx
configuration.
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Figure 7.10: Schematic drawing of the FIJTD model of a cylindrical void.
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Figure 7.11: Schematic drawing of the FDTD model of a perfectly conducting cylinder.
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Figure 7.12: Schematic drawing of the FDTD model of a perfectly conducting circular disk.
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Figure 7.13: Schematic drawing of the FDTD model of a rectangular void.
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7.4.1 Off-line effects on GPR signatures
To delineate the position and extent of small near-surface targets a number of parallel
GPR scans have to be conducted. The distance between these successive scan lines is a
critical factor in the design of a GPR survey and targets can be missed if its not chosen
appropriately. Simulated GPR scans at an offset from the centre of a small target can
be used to assist in determining the appropriate distance between successive scan lines
in order to detect a given target. For example, in Figure 7.14, synthetic GPR scans
obtained from an FDTD model of a small perfectly conducting box, with dimensions
(10A x 15L1. x 10A1) located in a homogeneous half-space at a depth of d = 2OAt, are
illustrated when the simulated scan lines are at different offsets from the target's centre.
Details of the FDTD model used are presented in Figure 7.15.
It is evident from these results that a minimum distance of 20 centimetre between succes-
sive scans will be required if a significant response is to be obtained from the target. In
addition, responses from off-line targets play an important role in interpreting GPR data.
Most often data are treated as a two dimensional image with reflections being considered
to originate only from the plane of the scan-line. Further data processing, such as the
application of gain functions which equalizes the amplitude of both small and big events
in the GPR record, enhances the possibility of misinterpretation.
The problem of determining responses from off-line targets is not a simple one since it
depends on a range of different parameters. For example, when the depth to the target
considered in the previous example is increased to d = 30l, the simulated GPR responses
are shown in Figure 7.16. Comparing these with the ones obtained from the shallower
location of the target (Figure 7.14) it appears that they are very similar with an apparent
reduction in amplitude due to the increased influence of the loss mechanisms. However,
the conclusion that off-line effects will decrease with depth is not entirely correct. Figure
7.17 presents a comparison of the variation of maximum received signal from the target
normalized to the target's response when the scan line is directly over it for the two
different depths. It is apparent that the amplitude drops faster with distance for the
shallower location. This is a consequence of the source's radiation pattern. The region
illuminated by it increases with depth and when amplitude variations in a GPR section
are compensated with the application of gain functions, off-line effects from deeper targets
will be more pronounced than from shallower ones.
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Figure 7.14: Synthetic GPR scans obtained by FDTD over a perfectly conducting box at different
offsets from its center. Target's depth is 20 centimetres.
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Figure 7.15: Schematic drawing of the FDTD model of a perfectly conducting box.
Other more complicated scenarios can arise where the use of a 3D model will assist in-
terpretation. Consider the model of two perfectly conducting cylinders, as illustrated in
Figure 7.18. The synthetic GPR scan shown in Figure 7.19 directly over the centre of one
of the targets illustrates the effect of the off-line cylinder in the GPR record. In particular,
the semi-hyperbolic responses from the edges of the off-line target are clearly observed.
To determine the position of the off-line target and interpret the GPR data additional
scans in a direction normal to the axis of the off-line cylinder have to be performed.
7.4.2 Orientation of GPR antennas
The orientation of the GPR receiving antenna relative to the transmitting one has been
used in GPR surveying as a means to enhance the returns of a specific class of targets and
to minimize the direct arrivals which potentially can mask short range targets. The most
common antenna orientation is the parallel mode as used in the GPR models presented
earlier. However, using the parallel mode isolation between the transmitting and receiving
antenna is difficult to achieve, and the early part of the received signal is affected by the
strong direct arrivals from the transmitting antenna (Daniels et al., 1988). The process of
subtracting the "average" GPR trace from the data is used to reduce the effect, but it does
suppress the returns from targets whose response does not span over only a few waveforms.
As an alternative to the parallel mode configuration, the cross configuration has been used,
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Figure 7.16: Synthetic GPR scans obtained by FDTD over a perfectly conducting box located at
different offsets from its center. Target's depth is 30 centimetres.
Three dimensional numerical modelling of GPR - PART II: Results
	 205
0
-5
-10
-15
-20
-25-1	 ____
30	 target's depth 10
-35	 target's depth 2)
-50	 I
0	 5
	
10	 15	 20	 25	 30
distance from target (cm)
Figure 7.17: Variation with scan line offset of the maximum amplitude received from the rectan-
gular conducting box normalized to the maximum response over the target's centre.
especially for the location of long targets such as pipes, cables, etc. (Chan et al., 1979).
Although, theoretically, the isolation between the transmitting and the receiving antennas
is much greater than in the parallel configuration because of the polarization mismatch
of the two antennas (Ivlott, 1986) in practice it has been found that this configuration
produces less but more irregular clutter which is not as easily suppressed as in the parallel
configuration (Daniels et al., 1988). This clutter is caused by uneven ground and/or
misalignment of the receiving and transmitting antennas.
An interesting characteristic of the response obtained using a cross configuration of the
receiving and transmitting antennas is the sinusoidal variation of the amplitude of the
received signal when the antennas are rotated around their electrical centre (Daniels et
al., 1988). This effect is illustrated using a 3D SCM TLM model which offers the flexibility
of obtaining all the field components at the same spatial location simulating the most
commonly used cross configuration of GPR antennas. The source in the TLM model is
an x-directed dipole with f = 500 MHz located directly over the centre of a perfectly
conducting rectangular cylinder located at a depth of 30A1 in a half-space with e 1. = 4.0
and o = 0.01 (S/m). The long axis of the cylinder of length (30i) is oriented along
the direction of the source (x axis). The orthogonal field component to the direction
of the source (E) obtained when the long axis of the cylinder and the direction of the
I
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Figure 7.18: Schematic drawing of FDTD model of two perfectly conducting cylinders located at
different depths and orientations in respect to the scan line.
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Figure 7.19: Synthetic GPR scan over the model of two perfectly conducting cylinders presented
in gray-scale and wiggle-trace formats.
source coincide is zero in the TLM model. By rotating the target in the horizontal plane
around the source point and monitoring the maximum amplitude of the received signal its
sinusoidal variation is deduced. This is illustrated in Figure 7.20. The maximum response
occurs when the angle between the x axis (direction of the source) and the axis of the
cylinder is 45 degrees. In Figure 7.20 the response obtained at 45 degrees is compared to
the one calculated at a smaller angle.
An alternative orientation of the receiving GPR antenna relative to the transmitting one is
the collinear and end-fire configurations. The end-fire configuration has been used in early
applications in GPR with very poor results and as noted in (Arcone, 1984). However, the
collinear configuration has not been in general exploited in GPR surveying although it
has distinct advantages over the most used parallel one (Lee et al., 1995). The advantages
of the coliinear configuration can be examined when the synthetic GPR scans obtained
with the parallel one (Figure 7.9) are compared with the ones obtained over the same
targets using a collinear configuration presented in Figure 7.21. The FDTD models used
for the simulation of these scans are identical to the parallel configuration ones with the
only difference being the arrangement of the receiving and transmitting antennas. In both
cases - collinear and parallel - the midpoint between the Rx and Tx is kept the same.
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Figure 7.21: Synthetic GPR scans obtained by FDTD over four small targets using a collinear
Tx—Rx conguration.
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Figure 7.22: Comparison of simulated responses over the centre of a perfectly conducting cylinder
using the parallel and collinear coiñguiaton.
near-field zone (King et al. 1992). However )
 this is not of any consequence in using the
collinear configuration in GPR since the receiving antenna Is located very close to tue
transmitting one.
7.4.3 Use of magnetic field sensors in GPR
In all applications of GPR the transducers which are used to transmit and receive the
electromagnetic signals are all of the electric type and )
 specifically, dipole antennas. Mag-
netic field sensors (loop antennas) have not been employed. One possible explanation as
reported in Balanis (1982) is that loop antennas are poor transmitters due to their low
radiation resistance. However ) according to the same author, the use of loop antennas
as receivers has certain advantages compared to electric dipoles - especially lower noise
levels. Although the actual physical structures of the antennas are not included in the 3D
models by monitoring the received magnetic field components an indication is obtained of
the GPR signatures received when appropriate magnetic field transducers are used. The
modelled GPR signatures obtained by monitoring the magnetic field components instead
of the electric ones have additional characteristics that can assist in the detection of GPR
targets.
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Figure 7.23: Collinear and parallel configurations with respect to scan line direction and principal
field components affecting the direct arrivals to the receivers.
This can be observed in Figure 7.24, where the GPR signatures obtained by monitoring
the normal to the interface magnetic field component (H i), for the four targets used to
obtain the parallel configuration synthetic GPR scans are presented. In the modelled
target signatures of Figure 7.24 there is a null in the received signal and a change in
its polarity either side of it. In addition this null does not occur at the apex of the
otherwise hyperbolic response (as for example the maximum in the signatures of Figure
7.9). Further, examining the GPR signatures in Figure 7.25, obtained by recording the
horizontal component of the magnetic field orthogonal to the transmitting dipole (H)
although no null is observed, as in the previous case, the maximum of the response is not
attained at the apex of the hyperbola.
An explanation of these signatures can be obtained by considering a simplification of the
mechanism of basic scattering from the perfectly conducting cylinder. As is illustrated in
Figure 7.26, the radiated electric field from the cylinder is polarized in the direction of its
long axis, which is the direction of the source in the model. The magnetic field associated
with this scattered electric field is ip-polarized. When this magnetic field is recorded at
the surface using a finite separation between transmitter and receiver H = H when
the receiver is directly over the target and then H = 0. Hence the null in the synthetic
signature obtained when sampling the vertical magnetic component actually denotes the
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Figure 7.24: Synthetic GPR scans calculated by FDTIJ over four small targets obtained by moth-
toring the vertical magnetic field component.
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Cylindrical void	 Perfectl y conducting cylinder
Figure 7.25: Synthetic GPR scans calculated by FDTD over four small targets obtained by moni-
toring the horizontal magnetic field component.
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Figure 7.26: Simplified representation of scattering from a perfectly conducting cylinder.
location of the target, which is directly beneath the receiver. The change in polarity either
side of this null is easily explained when the H component is decomposed into the two
rectangular ones H, and H either side of the target's centre.
The asymmetry in the strength of the hyperbolic response in the synthetic signature ob-
tained by monitoring the magnetic field components is easily understood considering that
the induced current on the target is due to the incident field, which in turn suffers more
attenuation as the transmitter is located further away from the target. If the amplitude
of the H field obtained by
(7.2)	 H=
is plotted as a GPR scan a perfect hyperbolic response will result.
The signatures obtained monitoring the magnetic field components when a coffinear ar-
rangement with the transmitting dipole is used are illustrated in Figures 7.27 and 7.28.
The responses of the vertical magnetic field component are stronger than when a parallel
configuration is used mainly because the direct arrivals are minimum. Further, the null in
these signatures is observed at the apex of the hyperbolic response. Another, consequence
from using a magnetic field sensor to receive the vertical magnetic field component is
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Figure 7.27: Synthetic GPR scans calculated by FDTD over four small targets obtained by moth-
toring the vertical magnetic field component (collinear configuration).
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Figure 7.28: Synthetic GPR scans calculated by FDTD over four small targets obtained by mom-
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Figure 7.29: Schematic drawing of the FDTD model of a perfectly conducting cylinder located in
a two-layer half-space.
that its sensitivity to planar interfaces should be very small especially when a coffinear
configuration is used. This is demonstrated by considering the synthetic GPR response
from a perfectly conducting cylinder using the FDTD model of Figure 7.29. Comparing
the signatures from the standard parallel configuration and the collinear one using the
vertical magnetic component, illustrated in Figure 7.30, the insensitivity of the later to
planar interfaces is apparent. Since, in practice, the detection of a null will be difficult, a
magnetic field receiver operating in a differential mode along the scan line will be more
appropriate.
7.5 Discussion
In this Chapter results from the application of 3D FDTD and TLM models for the simu-
lation of GPR were presented. Due to the significant computational requirements of the
models only small simple targets have been considered. However, these types of targets
are of interest in shallow-depth applications of GPR. Field patterns of the sources used in
the models were discussed and comparisons between TLM and FDTD models have shown
that both models are in good agreement, although care should be exercised to reduce
the effects of poor ABC performance in TLM. Off-line effects of targets in GPR records
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Parallel configuration - Ex	 Collinear configuration- Hz
Figure 7.30: Synthetic GPR scans from a perfectly conducting cylinder located in a two-layer half-
space using the parallel configuration (left) and the collinear vertical magnetic field
(right).
were considered and their relation to the radiation patterns of the transmitting antennas
discussed. Alternative GPR survey procedures such as the use of a collinear configura-
tion and the use of magnetic field sensors have been investigated and, from the modelling
results, it is suggested that their incorporation in GPR wifi enhance its detection capa-
bilities. In particular, using magnetic eJd sensors, reflections Iron] planar targets can be
suppressed if desired, which can enhance the detection of a wide range of small targets in
GPR. The fact that magnetic field transducers could be of benefit in GPR is not surprising
considering their wide range of application in other electromagnetic geophysical methods
(Nabighian, 1987).
8
Concluding remarks and
lines of research
The aim of this thesis was to investigate the application of the transmission line matrix
and the finite-difference time-domain methods to the GPR forward problem. In reporting
the findings of this project a discussion at the end of every Chapter has been included as
a summary of its main points. Here, a short unified description of each is presented.
The basic principles of GPR have been reviewed and discussed in Chapter 2 where GPR
has been presented both as a radar system and as a geophysical technique. Its differences
and similarities with other methods in exploration geophysics and, in particular, the
seismic method were discussed and a short account of data acquisition schemes, processing
procedures and guidelines for interpretation was provided.
In Chapter 3 the fundamental laws which govern the forward GPR problem have been
discussed on a more formal basis and the factors which mainly influence the GPR signals
were examined. The difficulties associated with the rigorous treatment of the problem
leads clearly to the requirement of a numerical approach. Examining the pros and cons
of different existing formulations for numerical modelling, the suitability of time-domain
differential equation models for GPR simulation is demonstrated.
Chapter 4 presented the methodology of the 2D GPR models with particular emphasis
219
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on the application of more efficient absorbing boundary conditions to the TLM method
than the existing "matched termination" ABC. In particular, the formulations developed
by Higdon and Liao et al. were considered. Different implementation techniques of these
ABCs into the TLM algorithm were examined and their performance evaluated and com-
pared, both with the FDTD method and the "matched termination". The problems of
instabilities encountered when higher order formulations of the ABCs are used were ex-
amined and the necessary procedures to overcome them without sacrificing performance
were discussed. Using numerical experiments, comparisons between TLM and FDTD sug-
gest that ABCs have a superior performance in the former. Further, it was shown that
an equivalent to FDTD application of an ABC into the TLM algorithm ("Dummy node"
approach) is possible and, when a first order Higdon ABC is used, it was found as well to
be equivalent to the "matched termination" one in terms of performance.
In Chapter 5 results from the application of 2D TLM and FDTD to the GPR forward
problem were presented. An analysis of the influence that the constitutive parameters of
the subsurface have to the GPR signal was presented whether or not these parameters are
dependent on the frequency of the electromagnetic fields. From this analysis the effects of
the frequency dependence of permittivity described by a Debye model were found to be
important only when significant energy is contained in the spectrum of the incident pulse
at frequencies close to the relaxation frequencies of the Debye model. Using models of
simple cylindrical targets, commonly sought in GPR surveys, both horizontal and vertical
resolution were examined and the dependence of the latter to the depth of the targets
was demonstrated. Synthetic GPR signatures of geological targets were then discussed
which verified the physical reasonableness of the models. Finally, real GPR data obtained
over an underground culvert at an archaeological site were compared with the synthetic
responses from a model of the same target.
Chapter 6 presented the extension of the methodology of the two dimensional models
for three dimensional modelling of GPR. Emphasis was given to the different existing
TLM formulations and the advantages of symmetrical condensed nodes were illustrated.
However, this node supports spurious modes which, although do not appear to contam-
inate the solution, are suggested to relate to the unstable performance of ABCs in 3D
SCN TLM. Since good ABC performance is very important in three dimensional models,
where the increase of "white space" leads to a substantial increase of the required com-
puter resources, an empirical approach was followed and a stable ABC was reported which
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is a result of a modification introduced to the Higdon's formulation. The stability and
very good performance of this modified ABC was examined by means of numerical exper-
iments and comparisons with FDTD and a 3D TLM model based on the expanded node.
However, the good performance of this ABC does not extrapolate to the case when it is
located adjacent to media other than free-space. A possible explanation in view of recent
analyses of numerical dispersion in a stub loaded SCN is that any possible small ampli-
tude spurious modes will still propagate with the velocity of light in this node instead of
that determined by the properties of the simulated medium (as the physical modes will).
Hence, the ABC will be mismatched to these type of modes. The good performance of
the modified ABC demonstrated when the TLM network was excited by a small Hertzian
dipole was also shown when plane wave scattering from targets located in free-space was
considered. This has been studied using a new modification to the TLM algorithm which
allows the simulation only of scattered electromagnetic fields since the known incident
field can specified analytically.
In Chapter 7 the results of the application of 3D models to GPR were presented. The
FDTD model has been used mainly in view of the shortcomings of the ABC performance in
the TLM GPR models. However, comparisons of responses obtained by TLM (allowing for
sufficient distance to the truncation boundaries) showed good agreement with the FDTD
results. The models were used to investigate the signatures of small localized targets and
in particular 3D effects on the GPR scans, which have to be considered in interpreting
GPR data. Further, by examining different orientations of the transmitting and receiving
GPR antennas, the benefits of using a collinear configuration are illustrated. The use of
such orientations of the GPR antennas will be more beneficial when targets are located
close to the interface and their responses can be obscured by the direct returns from the
transmitting antenna when the parallel configuration is used. Examining the synthetic
signatures obtained when the magnetic field components are monitored instead of the
electric field ones revealed that they can be of benefit in denoting the location of targets.
In addition, when the normal to the interface magnetic field component is used, returns
from planar interfaces can be suppressed, hence enhancing the response of other targets
of interest. This effect, in particular, is more pronounced when a collinear arrangement
of the transmitting dipole and a magnetic field sensor is used.
To compare FDTD and TLM models one should make the distinction between two and
three dimensional formulations. For the 2D models the methods have been shown to
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have identical propagation characteristics. The advantage of using a TLM model is the
better performance of ABCs than in the equivalent FDTD one, as has been shown in
Chapter 4 which will be important if a small computational domain has to be used. The
FDTD model has distinct advantages in terms of the computer resources required by
its formulation. However, in view of the constant increase in computing power which is
available to the average user, this advantage of the FDTD method may not be as important
in the near future. Further, TLM has the ability to model all field components at the
same spatial location in the computational domain, and the description of boundaries is
more straightforward than FDTD.
In 3D models, when SCN TLM is considered, there are differences in the numerical dis-
persion exhibited by the two models. Overall this is less in TLM (see Chapter 6) which
is an advantage of the method. However, FDTD can be operated using higher time-steps
than TLM which are allowed by its stability condition and hence will require fewer itera-
tions than TLM to advance the solution to a set simulated time. The SCN TLM offers a
more accurate representation of media into the computational domain and the modeffing
of all field components in a single location in the network. The staggered placement of
field components in FDTD makes the representation of boundaries more difficult and, if
variations in magnetic permeability have to be included in the model, the representation
of volumetric targets becomes conceptually more obscure.
On the other hand, in FDTD the performance of ABCs is very good irrespective of the
parameters of the media adjacent to it. In addition, the savings which iesn\t from t'ne
use of an FDTD model instead of an SON TLM one are quite substantial. This is a
consequence of the increase in the dimensionality of the models which makes the TLM
model rather more demanding in terms of computer resources. As for the 2D models, the
constant increase in computing power will eventually make this advantage of FDTD less
appealing, but, we are still far from the stage that the average user of a GPR could have
access to such increased computing power.
In conclusion, as has been shown in this thesis, both TLM and FDTD can be used suc-
cessfully for GPR modelling and their use will benefit the process of data interpretation.
Concluding remarks and lines of research
	 223
8.1 Lines of research
This report is by no means a complete and final investigation of the subject. There is
much left to be done. Some suggestions of future work are:
• An investigation into the application of higher order approximations to the partial
derivatives of Maxwell's equations which form the basis of the FDTD method. The
use of more accurate difference equations will benefit the modelling process by re-
ducing the numerical dispersion thus allowing for coarser discretizations. Hence,
larger physical space will be able to be simulated by the GPR models. Although,
that is currently possible for homogeneous media the longer finite-difference stencil
which will result using a higher order approximation will make the treatment of
interfaces more difficult and this has to be addressed.
• Research towards a stable and general ABC for 3D SCN TLM is required and other
ABC formulations than the ones discussed here should be considered. Further, the
application of the modified ABC, introduced in this work, to general electromag-
netic scattering problems should be considered and its performance has to be more
carefully examined in relation to these type of problems. In addition, its application
in TLM models based on the HSCN and SSCN has to be examined.
The application of the new "perfectly matched layer" (PML) ABC in the FDTD
GPR models has to be studied. Further, the possibility of incorporating this type of
ABC into the 3D SCN TLM method should be examined. A problem which will have
to be addressed incorporating this ABC into the TLM algorithm is the simulation
of an unphysical medium ( such a PML absorber) by a "physical" model like TLM.
The significance of spurious modes in TLM has to be investigated further and in
particular their relation with the problem of ABC instabilities.
• The computational efficiency of both TLM and FDTD GPR models can be substan-
tially improved by examining their implementation in parallel computing environ-
ments. Such implementations will allow for more realistic simulations since it will
be possible to obtain results from large GPR models in reasonable time.
• Experimental verification of the efficiency of alternative arrangements of the GPR
transmitting and receiving antennas and of the use of magnetic field sensors is re-
quired.
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• Further study on the application of the TLM and FDTD GPR models to more
specific geophysical and engineering problems is required. Currently, work has begun
in examining using the FDTD model the signatures of closely spaced rebars in
concrete.
• The investigation of procedures for automated reconstruction of the subsurface tar-
gets (data inversion) using as a basis the modelling approaches described here.
A
3D FDTD update
equations
and SCN TLM scattering
and connection matrices
The update equations of 3D FDTD for all six electromagnetic field components are:
( 1 - cT(t+1/2,j,k)2t\IT.	 2€(i.+i/2,j,k)	 n—i(A.1) E I(i+1/2,j,k) =
	 a(i+1/2ik)t) E (t+i/2,j,k) +1 + 2e(t+i/2,j,k)
c(t+1 /2,j ,k)	 _________________________________________
(	
I
2c(i+i/2,j,k) )
	
	
I(i+i/2,+i/2,k) —H (t+1/2,j-1/2,k)
L 1J1 + a(i+1/2j,k)t
in—i/2
- H I (t+1 /2,j,k+1 /2) —H _( t+1 /2,j_k—i /2))
LZ
( 1 - ____________i n	 2c(i,j+1/2,k)	 n-i(A.2) E I(i,j+i/2,k)	 1 + a(t+1/2t) J (+1/2,k) +2c(t,j+i /2,k)
__________	
In—i /2
e(t,j+1/2,k)	 ( _j+i/2_k+
(	
) (i_iIh/2___1/2)—H I(tj+1/2,k—i/2)
2e(t,j+i/2,k)	 Az1 
+ ojt,j+i/2,k)t
n-1/2
- H _( t+i/2,j+i /2,k) —H _(t—i /2,j+i /2k))
Ax
225
226	 Appendix A
"1 - Ttj,ki1/2 )
	
Tt-(A.3) E l,j,k+1/2) =
	
+ 
(i j 1/2T	 Z l(tj k+1/2) +
TJ,k+ 72f /
(	 Lt	 H	 1/2	 m-i/2£(i,j,k+1/2)	 (i+1/2 j k+1/2) H	 (i1/2,j,k+1/2)
AX1 + 2e(i,j,k+1/2f
it-1/2
/2) —H I (ti—i /2,k+1 /2))
Aj
/	 it	 lit
(A.4) Hx lj)+i/2k+l/2 = Hx Iij+i/2k+l/2 +
At (E'i Ii,j+i/2,k+1 - E Ii,j+i/2k
Mo	 Az
'it	 In
Ez Iti+ik+l/2 -
Eltm	
'it
m-1/2	 At 
(_
Z i+1,jk+1/2 - EZ Ijjk+i/2(A.5) H Ij+i/2jk+i/2 = HL+l/2,k+l/2 +	
-	 Ax
'it
- 'cL+v2ik)
Az
Eltm	
'it
it-1/2	 At (_X t+1/2,j+1,k—E%Ij+i/2j,k(A.6) Hz
Il',,2.+i/2k = HXIj+i/2j+l/2k +	 A
EJ Ii+lj+l/2k - ttdt1i+1/2k)
Ax
The scattering procedure in matrix notation for a regular SCN TLM with open circuit
and loss stubs is (Christopoulos, 1995)
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where the elements a, b, c ,d, e, g and 11. are
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The connection procedure is described by
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denoting the location of the SCN where the reflected pulses originate as (i, s, k) the
locations of the adjacent SONs on which these voltage pulses are incident are obtained by
an increment of 1 in the direction denoted by the first subscript of the voltage pulse if the
second is n and by a decrement of -1 in the same direction if the second subscript is p.
The pulses on the open circuit stubs are incident on the same node.
B
Scattered field formulation
for the SCN TLM
A scattered field formulation for a regular SCN TLM node can be derived using the
same procedures outlined in Chapter 6. Such a formulation is based on expressing the
electromagnetic fields as
(3.1)	 Et = E+Es
(3.2)	 Ht	 Ht+H5
where the total electromagnetic fields are given as the sum of the incident fields plus the
scattered fields which arise on and within the object in response to the incident field.
Both incident and scattered fields satisfy Maxwell's equations (assuming linear media)
independently (Kunz and Luebbers, 1993). The form of Maxwell's equations that govern
only the propagation of scattered fields is obtained by subtracting Maxwell's equations
for the incident fields from the ones describing the total fields. Therefore, in free-space
the scattered fields satisfy
(B.3) V x Es =	 HS
(B.4) V x	 =
	 ES
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and in non-magnetic media different than free-space
HS(B.5)
ES(B.6) VxHs=e___+crEs+[(e_co)__-+cYE
Examining equations (B.3)—(B.6) and assuming that all voltage pulses in a SCN TLM
node are associated only with scattered fields, it is evident that the regular SON without
stubs simulates the propagation of scattered fields in free-space since they satisfy the same
equations as the total fields assumed in the derivation of the node. However, in regions
with different properties than free space the SCN with stubs simulates the propagation of
total fields described by equations (B.5) and (B.6), where the terms in brackets are not
present. If it is to be assumed that the SCN models only the propagation of scattered
fields, the terms in brackets of equation (B.6) should be taken into account. These terms
can be easily identified as representing polarization and conduction currents induced on
the object by the incident fields. In TLM notation, these can be simulated by introducing
fictitious open circuit and loss stubs on the node. According to equation (B.5), the voltage
pulses on these stubs are to be determined from and depend only on the incident fields.
The polarization (i_n) and conduction (is) currents in TLM notation' are
(B.7) i_p =5(V0_rV0)
(B.8) i.g = — g r9
The admittance of the open circuit and loss stubs are
- 2(€eo)t
us - ________
(Rio)	 =
The presence of these currents have to be taken into account when the charge conservation
principle is applied. Therefore, considering the E, component charge conservation requires
(	 ii \	 V	 _i_ V f i. ti	 T.,	 ' _i_ V ('tf	 1tf
	 _i_ V (1./	 T\fy..I..L.L) u1 Yynx	 ViJnxJm I	 Vp	 Vypx)m • U V zi	 vzlix)m I	 Vzpx	 "zpx
+Ys ( iVox _ TVo ) - Gs TVgx+tp +ig = 0
The total node voltage V, at the SON (assumed to be associated only with scattered fields)
is obtained from the SON lines contributing to it as described in Chapter 6. However, in
order to express it only in terms of incident voltage pulses, equation (B.11) has to be used
'Lowercase symbols are use here to denote quantities associated only with incident fields in the SON
(R9)
(3.14) t	 _TTh+1 vox - TLvox
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instead of (6.53). Therefore, the total node voltage V, is given by
(3.12)
4+ + (tv + Vpx + Vzux +	 +s tVox) + (-)- Tv9)
where Js and g have been normalized with respect to the admittance of the SON lines.
The voltage pulses on the stubs are easily obtained from the known incident fields and
no additional storage is required. The pulses associated with t can be calculated by
considering conditions at the open circuit termination of the stub at time level 11. + 1/2.
Then
(3.13)	 Tt+/2'X =:1.+ivO+;,yO
and the current on the open circuit termination should be zero hence
combining the above two equations the voltage pulses on the open stub required in (3.12)
at time level it are
n—i /2"X
	(3.15)	 =
2
n+1 /2'"
	(3.16)	
2
The voltage pulse associated with i is simply
(B.17)
Finally, the total voltage v is obtained by the established equivalence between voltage
and electric field in TLM
(3.18)	 = - Ft
The other electric field components can be treated in a similar fashion.
Scattering in a short circuit SON, simulating a perfect conductor, can be determined by
considering the appropriate boundary condition which requires the total electric field to
be zero. In a scattered field formulation this condition becomes
(3.19)	 V=—v
Hence, considering (B.19), the reflected voltage pulses from a short circuit SON can be
estimated. For example, rV1 is
(3.20)	 ry....._v - ivx	 xnj
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This condition can be applied when a perfect conducting boundary is placed between to
SCN nodes.
The modifications required in the TLM algorithm to obtain only scattered fields are min-
imal. The scattering equations are used as in the total field TLM and scattering into the
SCN stubs proceeds in the same way. The only difference is the use of (3.12) instead
of that derived in Chapter 6. In addition, if total fields are required, they are obtained
simply by adding the known incident fields to the scattered fields calculated by TLM.
To verify the accuracy of this formulation, the scattered fields from various dielectric and
perfectly conducting objects illuminated by plane waves have been obtained both with
this formulation and the formulation based on separating the TLM network in total and
scattered field regions as presented by (Simons et al.,1991, Chen et al., 1993, German,
1994). The agreement between the solutions is very good. As an example, Figure B.1
presents the backscatter electric field from a dielectric sphere of radius r = 1 0A and 6r =
3, a = 0.01 (S/rn) and from a perfectly conducting box with dimensions 1 0il x 1 0 x 1 0
illuminated by a z-polarized Gaussian plane wave of the form
(3.21)	 e_t_t)2)
where (
	 (4/(&At) 2 ) and = 64.0. The wave-vector of the incident field lies in the
x - ij plane and forms an angle of 45 degrees with the x axis. In both cases a matched
termination ABC is used to truncate the 40A1 x 40t x 40A TLM network.
The main advantage of the scattered field formulation over the separation of the TLM
network in total and scattered field regions is that the conditions applied at the interface
separating the two regions of the later formulation are not exact due to numerical disper-
sion (Chen et al., 1993). Therefore, when the scattered fields are of a small amplitude,
numerical noise can render the solution in the scattered region useless. In a pure scattered
formulation such a problem does not exist. In Figure 3.2 this is illustrated by considering
scattering from a dielectric sphere in an identical configuration to the previous example
but with the electrical parameters of the sphere set to e = 1.001 and a = 0 (S/rn). The
contamination of the solution by numerical noise when the total field formulation is used
is apparent whereas such a problem does not appear in the solution obtained using the
scattered field formulation.
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Figure B1: Backscatter electric field from a dielectric sphere (e3, a = 0.01(S/m)) (top) and
from a perfectly conducting box (bottom) obtained with the scattered and total field
formulations -
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Figure B.2: Backscatter electric field from a dielectric sphere ( e = 1.001) obtained using the
scattered and total field formulations.
List of Symbols and
Abbreviations
	
E
	
electric field intensity vector (volts/metre)
	
H	 magnetic field intensity vector (amperes/meter)
	
D
	
electric flux density vector (coulombs/square metre)
	
B
	
magnetic flux density vector (webers/square metre)
	
Js	 source electric current density vector (amperes/square metre)
	
Jc	 conduction electric current density vector (amperes/square metre)
	
£
	 dielectric permittivity (farad/metre)
magnetic permeability (henry/metre)
	
0•	 conductivity (siemens/metre)
	
C
	
speed of light (metre/second)
	
U
	
wave velocity (metre/second)
	
Ui.	 pulse velocity on transmission lines
	
V
	
voltage (volts)
	
I
	
current (amperes)
	
C
	
capacitance (farad)
	
L
	
inductance (henry)
	
Cd
	 distributed capacitance (farad/metre)
	
Ld
	 distributed inductance (henry/metre)
	
G
	
conductance (mho)
	
z
	
impedance (ohms)
	
Y
	
admittance (mhos)
	
ZI.	 transmission line impedance
	
Yl.	 transmission line admittance
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236	 Symbols and Abbreviations
(t,j,k;m)
(x,ij,z;t)
At
Al
y
13
w
0
ABC
ADE
CSG
CMP
CDP
CFL
Cw
DC
DE
DN
FD
FDTD
FFT
FM-CW
GPR
HED
HSCN
IE
NV
PML
PRF
PV
RC
RCS
spatial and time indices
space and time coordinates
time increment
space increment
propagation constant
attenuation constant (Nepers/metre)
phase constant (rad/metre)
angular frequency (rad/second)
angle (degrees)
Absorbing boundary condition
Auxiliary differential equation
Common source gather
Common mid point
Common depth point
Courand-Freidrichs-Lewy (stability condition)
Continuous wave
Direct current
Differential equation
Dummy node
Frequency domain
Finite difference time domain
Fast Fourier transform
Frequency modulated continuous wave
Ground probing radar
Horizontal electric dipole
Hybrid symmetrical condensed node
Integral equation
Node voltage
Perfectly matched layer
Pulse repetition frequency
Port voltage
Recursive convolution
Radar cross section
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Rx
SCN
SSCN
SNR
TE
TEM
TD
TM
TLM
Tx
WARR
Receiver
Symmetrical condensed node
Symmetrical super-condensed node
Signal to noise ratio
Transverse electric mode
Transverse electromagnetic mode
Time domain
Transverse magnetic mode
Transmission line matrix
Transmitter
Wide angle reflection refraction
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