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Abstract 
 Solar irradiation forecasting is essential for PV connected electrical grids to maintain 
reliability, stability, and effective matching of real-time demand to power distribution. This 
research paper develops and evaluates proposed forecasting methods using wireless sensor 
networks. Each node of the network is capable of monitoring illuminance data and communicate 
it through RF and/or WiFi. The nodes are calibrated with respect to irradiance data from an 
industry-standard pyranometer. Power consumption of each node type is also collected at 
different operating states. The proposed sensor network can estimate a cloud motion vector or a 
cloud shadow’s speed and direction from the data collected. By processing the collected data 
further, a forecasted solar irradiance ramp-down time-of-arrival is possible. The results are 
evaluated for both artificial and on-site cloud shadows.   
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Chapter 1 
Introduction 
 Solar forecasting plays an essential role for the growing renewable energy adoption. 
Countries like China, Germany, India, Japan, and the United States have steadily been increasing 
its photovoltaic (PV) system deployment. The PV installations are projected to double to 460 
GW for 2018-2021 as compared to the current installed capacity [1]. As more PV systems are 
tied to the electric grid, the more susceptible the power system is to transient stability concerns. 
 PV management methods have been proposed to sustain the demand while retaining 
reliability in solar energy generation. Load shedding and power shifting are proposed to offset 
energy usage to match solar generation [2]. These approaches rely on past energy demand and 
generation data. However, current weather conditions can alter the PV energy generation 
drastically. Electrical grid operations can react accordingly but not instantaneously. This 
deficiency to react can lead to service disruption, if not complete system failure. For example, 
the University of Nevada, Las Vegas (UNLV) has a discrete energy system capable of operating 
independently or parallel to the electrical grid, called a microgrid. The microgrid has a 12kW PV 
system with a supplementary 14kW diesel generator. To meet utility requirements and demands, 
the microgrid needs to switch to the diesel generator when a cloud event occurs. This transition 
is not instantaneous and requires a four to five-minute delay before the system reaches a stable or 
steady state. Even with a smart inverter regulating the system under IEEE 1547, IEEE 1547a, 
and CPUC R21 standards [3], a disruption of power can occur if the switch is not achieved 
within 90 seconds. A solar forecasting method paired to a PV control system can accommodate 
for this delay and prevent potential problems to occur. 
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 Statistical methods that combine meteorological and Numerical Weather Prediction 
(NWP) are currently being used to forecast day-to-day solar irradiation values. These methods 
excel in day-ahead forecasts but have trouble in temporal resolutions less than 6 hours [4-5]. For 
sub-hour forecasts, alternate methods like image-based sensors from satellites and ground 
imagers have been proposed [6-7]. There are also distributed sensor networks and light sensor 
arrays that excel in short-term forecasting [8-10]. The sensors consist of either illuminance, 
irradiance, or direct power output from PV panels to extract the cloud motion vector (CMV) or 
the cloud shadow speed and direction. This predicts the ramp down of the solar energy generated 
that gives the PV system operators time to compensate for the event.  
 This paper delves further into the sensor arrays as an alternate solution to cloud motion 
vector estimation. The proposed network gathers irradiance data with respect to illuminance 
using multiple sensor nodes to assist with short-term solar forecasting. Once the proposed 
network is developed, it is hypothesized that the cloud motion vector can be determined and used 
to predict short-term PV array power output. The following chapters discuss the theory, 
methodology, and the implementation of the proposed network. Chapter 2 reviews solar 
forecasting methods, their implementation, and discusses their capabilities as a foundation for 
building the sensor network. The system is then broken down into hardware and software 
components in Chapter 3. Chapter 4 and 5 discusses the datasets collected and the calibration 
techniques applied. Finally, the datasets are analyzed, and the results are discussed in Chapter 6 
and 7.    
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Chapter 2 
Literature Review 
2.1 Solar Energy Variability 
 Irradiance is a measure of power density of sunlight, which is denoted as power per 
square area (W/m2), while illuminance is the visible light density (lux). The direct relationship 
between illuminance, irradiance and a solar panel’s power output brings the necessity to discuss 
sunlight in detail. Sunlight comes in through the atmosphere, then undergoes absorption and 
scattering. For example, the ozone layer absorbs most of the irradiance in the ultraviolet 
spectrum of light. The sunlight that does penetrate the atmosphere can be decomposed into three 
components: direct, diffuse, and reflected radiation [1]. The combination of all these components 
equate to the Global Horizontal Irradiance (GHI). The relationship can be expressed in the 
equation: 
 𝐺𝐻𝐼 = 𝐷𝑁𝐼 ∙ cos 𝜃 + 𝐷𝐻𝐼 (2.1) 
where DNI is Direct Normal Irradiance, DHI is the Diffuse Horizontal Irradiance, and 𝜃 is the 
zenith angle. A visual representation of this relationship can be seen on Figure 2.1. 
 Despite the hours of sunlight being the same for every point on Earth, the difference in 
GHI still varies depending on the season and location. For example, daylight is 22 hours long in 
Fairbanks, Alaska. For a typical day in June at Las Vegas, Nevada, one can expect sensor outputs 
shown in Figure 2.2. The data collected is from one of National Renewable Energy Laboratory’s 
(NREL) several irradiance sensors at UNLV. This type of variability however, can be calculated. 
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 A photovoltaic (PV) system’s energy output is highly dependent on solar cell 
performance and weather conditions. An increase in ambient temperature decreases the power 
output of a solar panel [2]. Humidity has the same detrimental effects. As humidity increases, 
current and voltage output decreases [3]. The presence of clouds directly affects the irradiance 
received by the solar panel. This decrease in irradiance results to a lower power output. The 
phenomenon is often called shading in photovoltaic modules. This can be seen in Figure 2.3 
where the irradiance drops, between 12pm to 2pm, due to a cloud event. The result of the 
shading is seen on Figure 2.4 where UNLV Science and Engineering Building’s (SEB) PV 
system power output drops down to less than 10% of the nominal value. This type of variability 
has adverse effects to the PV system and the electric grid that is connected to it [4]. The variable 
energy output from PV systems cause various electric grid problems to occur, such as 
transmission shedding and critical clearing time faults [5]. To avoid these negative effects, solar 
irradiation forecasting is a necessity. 
Figure 2.1: Components of solar irradiation 
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Figure 2.2: Clear day output of a pyranometer as Global Horizontal Irradiance (GHI), 
Direct Normal Irradiance (DNI), and Diffuse Horizontal Irradiance (DHI) 
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Figure 2.3: Clear day with cloud event effect on GHI, DNI, and DHI 
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2.2 Current Solar Forecasting Models 
 Several forecasting models have been proposed and can be categorized with respect to 
resolution in the spatial and temporal range. Spatial range can be classified into micro-scale, 
meso-scale, and regional/global scale. Micro-scale is attributed to distances less than 1km. Meso-
scale accounts for distances less than 10km. Regional/global scale is for distances more than 
100km. For temporal range, it can be grouped into intra-hour, intra-day, and day ahead 
resolution.  
2.2.1 Statistical and Numerical Models 
 Forecasting methods that use statistical models like autoregressive moving average 
(ARMA), autoregressive integrative moving average (ARIMA), and exponential smoothing rely 
Figure 2.4: UNLV Science & Engineering Building's (SEB) Photovoltaic System power output 
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on historical irradiance data. These models have a temporal range of 5 minutes to 7 days ahead. 
For example, Huang et al [6] realized the ARMA method on their laboratory-level microgrid. 
Historical data is collected and simulated using System Advisor Model (SAM). The SAM can 
output solar generation by a given PV system design. The output is then used to evaluate 1 hour-
ahead predictions using ARMA and persistence methods. Results show both methods’ 
performance degrades as the hour-ahead prediction increases. The error can be as high as 600W 
difference with respect to expected power output.  
 Numerical Weather Prediction (NWP) models, on the other hand, uses mathematical 
models of both the ocean and the atmosphere to create a weather forecast. These models have 
temporal range of 6 hours to 15 days ahead [7], and a spatial range of 15 to 50 kms. Statistical 
models and NWP models can be combined to improve accuracy and resolution. Bacher et al [8] 
investigates this by combining the autoregression (AR) with the NWP model. The study 
compares the results of short-term forecasts of 1 to 6 hours and day-ahead predictions between 
the proposed hybrid method and AR. The improvements are 12% to 23% with respect to the root 
mean square error (RMSE). 
2.2.2 Satellite and Ground-based Sky Image Processing 
 Satellite image processing extracts cloud motion vectors from meteorological 
geostationary satellite visible images and combines it with cloud index maps to forecast 
irradiance. In Cros et al’s research [9], Meteosat-9 time-series images are taken, and the phase 
correlation algorithm is used. Two subsequent images are processed such that a correlation 
surface is found. This correlation surface consists of peaks that account for motion and cloud 
size. The derived cloud motion vectors are then combined with cloud optical depth calculations 
 10 
 
to create an irradiance forecast. This method is accurate from within the 6-hour range and has 
coarse spatial range from meso to global scale. However, the accuracy and resolution can differ 
depending on the satellite’s image acquisition and processing time.   
 Sky image-based models use ground-based imagers to derive the cloud motion vector and 
irradiance values. Several techniques such as optical flow and cloud tracking are proposed. 
Dissawa et al [10] uses feature extraction, masking, and cross-correlation to identify a cloud’s 
velocity vector then forecasts the irradiance. In their experimental setup, a fish-eye lens camera 
is used as their sensor and collects images within the minute. The images are then subject to 
Windfield-Extraction algorithm where motion vectors are found through three dimensional 
spatial patterns. Then, the motion vectors are superimposed on the next frames wherein the cloud 
motion vector estimation is found. This approach estimates single-layer and multi-layer cloud 
motion. However, this method can produce inaccurate results due to assumed spatial 
homogeneity [10]. This means that errors occur if multiple clouds are present.  
2.2.3 Sensor Network  
 Alternative methods to estimate cloud motion vectors that use distributed networks 
sensor networks and clusters have been proposed. Major works done by Bosch et al [11-13] use 
multiple solar irradiance sensors within a single system. One of the methods described is the 
Linear Cloud Edge (LCE) method [12]. The experimenters use a triplet of ground sensors, and in 
their case, solar panels. The inverter output from the solar panels are used as data to estimate the 
cloud speed and direction. This approach is discussed in detail in a later chapter. Another 
proposed approach by Bosch et al [13] uses analog light sensors arranged in a semi-circular 
formation called the Cloud Shadow Speed (CSS) sensor. The method finds the direction of the 
 11 
 
cloud shadow by finding a pair of sensors that are most correlated to each other. The speed can 
then be found by dividing the distance between the pair by the time lag between each minima of 
the said pair. The methods mentioned above have an intra-minute temporal range with a flexible 
spatial range dependent on the number of sensors used within the network. 
2.3 Summarization of Literature Review 
 The models and methods for solar irradiation forecasting discussed in this chapter are all 
capable of forecasting solar irradiation at different spatio-temporal ranges. Statistical and 
numerical models are suitable for short-term and long-term temporal forecasting; however, the 
spatial range is restricted to meso to regional scale. It does not react to instantaneous change in 
irradiance and requires preprocessing the data to include solar geometry to improve accuracy.   
 Image-based techniques have a better resolution in the spatial range and outperforms 
numerical weather predictions [14]. These are capable of forecasting irradiance by estimating 
cloud motion vectors. There are some disadvantages with using these techniques. For example, 
satellite image processing is highly limited to satellite availability, location, and coarse spatial 
resolution. It excels in longer term forecasts but is inappropriate for short-term solar forecasting. 
Ground-based sky imagers eliminates most of these problems, but cloud size and speed 
calibration are needed. Direct irradiance conversion is also not possible for these methods. 
 The LCE and CSS satisfy the direct conversion of data to irradiance. Both methods also 
have the scalability for both spatial and temporal ranges. The only drawback is the cost and ease 
to scale the hardware. Nevertheless, having the performance of these methods thoroughly 
compared and analyzed makes it a good foundation for this research.  
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Chapter 3 
Hardware Architecture and Software Framework 
3.1 Hardware Architecture 
The application for this research builds upon past works on solar irradiance forecasting 
and the internet-of-things approach. The effort is to create a comparable and affordable solar 
irradiance measuring device as well as aggregate the data collected as a vector that has the speed 
and direction of a cloud shadow. The main design of each device utilizes an off-the-shelf 
illuminance sensor correlated to pyranometer data. Several sensor nodes have been made while 
pursuing this study.  
The sensor network consists of the following: 
1. Beaglebone Black Host System – measures irradiance using pyranometer and collects 
illuminance data using TSL2591. 
2. ESP8266 Node – a stand-alone node that captures illuminance data using the TSL2561 
sensor and sends the data cloud server on Thingspeak.com. 
3. Triple LoRa System – measures illuminance data at 3 different locations using TSL2561 
sensors and is sent to the same online server. 
4. Quad Illuminance Comparison System – uses an ESP8266, 3 variations of TSL2561 and 
MAX44009 sensors then sends the data to an online server with higher resolution (per 
minute) with myDevices Cayenne. 
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5. Cloud Motion Vector (CMV) System – uses 9 TSL2561 sensors connected to 
TM4C123G, which collects data with millisecond resolution. The data is then logged on 
a Beaglebone Black and Thingspeak for data processing. 
The next subsections discuss the components and connections for each node in detail. Design 
choices are also explained, and possible improvements are mentioned. 
3.1.1 BeagleBone Black Host System 
The BeagleBone Black Host System measures the solar irradiance as well as the 
illuminance in the plane of the array (POA). The system consists of several components: 
BeagleBone Black Rev. C Single-Board Computer, Apogee SP-110 pyranometer, Ambient Light 
Sensor – TSL2591, 4GB MicroSD card, and a weatherproof enclosure with a clear top. The 
board has an ARM Cortex A8 processor operating at 1GHz. It has 65 GPIOs that can be used as 
PWM, timer, UART, ADC, I2C, and SPI ports [1]. Debian 8.7 is chosen as the operating system 
within the microSD card. This is chosen instead of the built-in embedded Multi-Media Controller 
(eMMC)  
 
 
 
 
 
Figure 3.1: (Left) BeagleBone Black Pinout. (Right) Assembled BeagleBone Black System 
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due to the ease of creating backup copies, adding firmware updates, and replacing when broken. 
The board is programmed using C/C++. The code enables the Analog to Digital Converter 
(ADC) and the Inter-Integrated Circuit (I2C) ports. The BeagleBone Black has 7 ADC ports, 
where AIN5 and AIN6 is used for the pyranometer.  As for the I2C, there are 4 pairs of ports 
available, where I2C1_SCL and I2C1_SDA is used. The table below shows the direct pinout of 
each sensor.  
Table 3.1: BeagleBone Black to Sensors Pinout 
Sensor Ports Pins 
Pyranometer AIN5, AIN6, AGND, VADC 36, 35, 34, 32 
TSL2591 I2C2_SCL, I2C2_SDA, VDD_5V, GND 19, 20, 05, 01 
 
 The chosen pyranometer is the Apogee-SP110. It is a self-powered device that provides 
millivolt signals from 0 to 400 [2]. It has a spectral range of 360 to 1120nm as seen on Figure 
3.2. It also has less than 2% drift per year. These qualities make this pyranometer robust and 
ideal for collecting GHI data.  
 
 
 
 
 
Figure 3.2: Apogee SP-110 Spectral Responsivity [2] 
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 The illuminance sensor for the host system is the TSL2591. It has an effective range of 
188 microlux to 88000 lux [3]. It also has programmable gain and integration time. The gain can 
be low (1x), medium (x25), high (x428), and max (x9876). The integration time has a 
configurable range of 100 - 600ms in 100 millisecond increments. Using a higher integration 
time increases the precision of the lux measurement at the cost of a slower device response time. 
Changing these parameters affect the calculation of the lux value.  
 The lux calculation is performed on two values taken from the device’s full-spectrum 
photodiode (Channel 0) and infrared photodiode (Channel 1). Channel 0 is sensitive to both 
visible and infrared light while Channel 1 is sensitive to infrared light alone. The equations are as 
follows: 
 
𝐶𝑃𝐿 =  
𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒 ∗ 𝑔𝑎𝑖𝑛
408
, 
 
(3.1) 
 
𝑙𝑢𝑥1 =
𝐶𝐻0 − (1.64 ∗ 𝐶𝐻1)
𝐶𝑃𝐿
, 
 
(3.2) 
 
𝑙𝑢𝑥2 =
(0.59 ∗ 𝐶𝐻0) − (0.86 ∗ 𝐶𝐻1)
𝐶𝑃𝐿
, 
 
(3.3) 
 
𝑙𝑢𝑥 = {
𝑙𝑢𝑥1, 𝑖𝑓 𝑙𝑢𝑥1 > 𝑙𝑢𝑥2
𝑙𝑢𝑥2, 𝑖𝑓 𝑙𝑢𝑥2 > 𝑙𝑢𝑥1
0, 𝑖𝑓 𝑙𝑢𝑥1 AND 𝑙𝑢𝑥2 < 0 
. 
(3.4) 
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These equations are derived from the datasheet in [4]. CPL stands for counts per lux, which is 
commonly used coefficient for light sensors. Since the gain and integration time are kept 
constant, CPL can be treated as a constant. 408 is determined by multiplying the glass 
attenuation of the packaging by 53, 1.64 is the ratio of irradiance responsivity, 0.59 and 0.86 are 
simplified channel coefficients.  
 
 
 
 
 
 
The data taken from both the pyranometer and illuminance sensor are sent to a cloud server 
(Thingspeak) after placing the system on the UNLV Thomas T. Beam Engineering (TBE) 
Building’s rooftop. The figure below shows the setup.  
 
 
 
 
Figure 3.3: TSL2591 Spectral Responsivity for full-spectrum (CH0) and infrared (CH1) photodiodes [3] 
Figure 3.4: BeagleBone Black Host System mounted on the photovoltaic array at TBE 
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3.1.2 ESP8266 Node 
 To supplement the BeagleBone Black Host System’s data collection, the ESP8266 node 
is made. The node is a WiFi connected illuminance sensor. The node is composed of the 
following: NodeMCU development module, TSL2561 sensor, JST-PH 2-pin SMT Right Angle 
breakout board, 3.7V 2000mAh Lithium Ion Polymer battery, and a weatherproof with clear top 
enclosure.  
 
 
 
 
 
 
The ESP8266 node is assembled using multiple breakout boards. The off-the-shelf design gives 
ease for scalability. The chosen microcontroller is the NodeMCU development board which has 
the ESP-12E WiFi module and headers to access GPIOs acting as PWM, I2C, SPI, UART, 
and/or ADC ports [5]. It also a CP2102 USB Serial Communication interface module that makes 
programming the device straightforward. The illuminance sensor, TSL2561, is mounted onto the 
main board and communicates using I2C as shown on Table 3.2.  
Figure 3.5: (Left) Initial ESP8266 build. (Right) Revised ESP8266 node 
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Table 3.2: NodeMCU to Sensor Pinout 
Sensor Ports Pins 
TSL2561 SCL, SDA, GND, VDC D1, D2, GND, 3v3 
 
 The TSL2561 is similar to the TSL2591 illuminance sensor used for the BeagleBone 
Black Host System. It has two ADCs that integrate the currents of two photodiodes. Channel 0 is 
full-spectrum photodiode measurement that combines the visible spectrum and infrared, and 
Channel 1 is an infrared-only photodiode measurement. The device can communicate using I2C 
which is more resistant to noise compared to using a direct ADC measurement. It also has 3 
configurable addresses, which is useful for attaching multiples of the same device without the 
need of a multiplexer or similar hardware. It has an effective range of 0.1 to 40000 lux. The 
TSL2561 can generate data faster than the TSL2591 due to its 13.7ms integration time. This can 
also be programmed to 101 or 402ms depending on the measurement precision needed. There are 
two gain modes, low (x1) and high (x16) [6]. For the ESP8266 node, the device is configured to 
a low gain and the fastest integration time. Calculating the lux follows the simplified two 
segment equation: 
 
𝐶𝑃𝐿 =
𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒 ∗ 𝑔𝑎𝑖𝑛
200
, 
 
(3.5) 
 
𝑙𝑢𝑥1 =
𝐶𝐻0 − 1.5 ∗ 𝐶𝐻1
𝐶𝑃𝐿
, 
 
(3.6) 
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𝑙𝑢𝑥2 =
0.4 ∗ 𝐶𝐻0 − 0.48 ∗ 𝐶𝐻1
𝐶𝑃𝐿
, 
 
(3.7) 
 
𝑙𝑢𝑥 = {
𝑙𝑢𝑥1, 𝑖𝑓 𝑙𝑢𝑥1 > 𝑙𝑢𝑥2
𝑙𝑢𝑥2, 𝑖𝑓 𝑙𝑢𝑥2 > 𝑙𝑢𝑥1
0, 𝑖𝑓 𝑙𝑢𝑥1 AND 𝑙𝑢𝑥2 < 0 
. 
(3.4) 
 
CPL is still the product of integration time in milliseconds and the gain except it is divided by 
200 because of a different glass attenuation. Other coefficients also differ from the TSL2591 
equations because of the packaging and the sensor’s spectral responsivity as seen on the figure 
below. The selection of which lux value remains the same as shown on Equation 3.4. 
 
 
 
 
 
 
The ESP8266 node is placed alongside the BeagleBone Black Host System on top of the TBE 
building. The board is programmed using Arduino IDE such that it collects illuminance data 
from the sensor, sends the data to a cloud server, goes to sleep, and wakes up to do the process 
Figure 3.6: TSL2561 Spectral Responsivity [6] 
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again in 1-minute intervals. Illuminance data is recorded concurrently on a different channel on 
Thingspeak. 
3.1.3 Triple LoRa System 
 The system is a wireless sensor network that collects lux data from 3 different locations. 
The system is composed of a head node and two sensor nodes. The head node is considered the 
gateway which receives broadcasts from other devices and sends the data to a network server. 
The sensor nodes are the end nodes that gathers data and sends it back to the gateway. All the 
nodes consist of an ATSAMD21 ARM Cortex M0 microcontroller, SX1276 Long-Range (LoRa) 
RF module, ATWINC1500 WiFi module, TSL2561 sensor, 3.7V 2000mAh Lithium Ion 
Polymer battery, and weatherproof enclosure with a clear top. The respective parts each node use 
can be seen on the table below. 
Table 3.3: Triple LoRa System Component Distribution 
 
 The ATSAMD21 is a 32-bit arm-based microcontroller with an operating frequency of 
48MHz and 3.3V logic. It has general purpose input-output pins capable of PWM, UART, I2C, 
SPI, ADC, and DAC [7]. It is also low-power with deep sleep modes which is ideal for remote 
sensing applications. The components are assembled and connected according to Table 3.4.  
Type of Node 
ATSAMD21 
Microcontroller 
SX1276 LoRa 
RF Module 
ATWINC1500 
WiFi Module 
TSL2561 
Head 
    
Sensor 
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Table 3.4: ATSAMD21 to Component Pinout 
Modules Ports Pins 
SX1276 LoRa RF  IRQ, CS, RST, MISO, MOSI, SCK 6(D), 10(B), 11(A), 22, 23, 24 
ATWINC1500 EN, RST, IRQ, CS, MISO, MOSI, SCK 2, 4, 7, 8, 22, 23, 24 
TSL2561 SCL, SDA, Vin, GND 21, 20, 3V, GND 
 
 All the nodes in the system have an SX1276 transceiver for machine-to-machine (M2M) 
communication. The SX1276 is a low-power LoRa long range modem with a high sensitivity. It 
can receive signals as low as -148dBm and receive up to 256 bytes with cyclic redundancy 
check. It also has a +14dBm power amplifier to boost transmission signals [8]. These 
specifications make the nodes robust when it communicates with each other. Pairing the module 
with the SMA Tilt Swivel ½ Wave Whip antenna provides a 2km line-of-sight communication 
range. The module is set to operate at 915MHz to satisfy North America’s frequency band 
restriction of 902-928MHz. There is less interference in this frequency and the spatial range can 
be increased to 2km before data packet loss occurs. The module can last for several days on a 
single battery due to its 9.9mA current RX consumption. This is beneficial when the device goes 
to sleep where the goal is to consume as little energy as possible. 
 The head node has an additional module, the ATWINC1500, to communicate with the 
cloud server. The ATWINC1500 is a low power 802.11 b/g/n WiFi module. It has programmable 
sleep modes, 4uA Deep Power Down and 850uA Doze mode [9].  This contributes to the 
device’s overall low power design. Since the module uses IEEE 802.11 standard, packaging data 
and sending it to a cloud server is straightforward.  
 The modules are combined with the TSL2561 and packaged with 2000mAh battery as 
seen on the Figure 3.7. The sensor nodes collect illuminance data, sends a message containing its 
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device ID or node number with the data it collected, and goes to sleep for a minute. The head 
node is programmed such that it listens to incoming messages, stores the lux data with respect to 
the node, collects lux data from its own sensor, then sends the data to Thingspeak.  
 
 
 
 
 
3.1.4 Quad Illuminance Comparison System 
 The Quad Illuminance Comparison System is created to get a quantitative comparison 
between different lux sensor filters, configurations, and devices. The following components are 
used to build the system: ESP8266 WiFi module, three TSL2561 sensors, MAX44009 lux 
sensor, and 3D printed weatherproof enclosures. Each TSL2561 sensor is outfitted with a 
combination of Polytetrafluoroethylene (PTFE) also known as Teflon and a visible light 
transmission filter (VLT-20%). The MAX44009 sensor is left as is with a clear top. The sensors 
are then arranged as seen on Figure 3.8.  
 Adding PTFE on top of a photodiode has been proposed by Martinez et al. [10] to create 
an inexpensive pyranometer. The research finds that the using the Teflon as a diffuser gives an 
absolute error of 2.31% throughout the whole year of 2008. This result is a good premise to 
Figure 3.7: Triple LoRa System 
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consider as a stand-alone TSL2561 configuration. The VLT, normally used as window tint, 
attenuates the incoming light that aids sensor saturation reduction. The filter is paired with a 
TSL2561 sensor by itself and the other configuration combines both PTFE and VLT.  
 
 
 
 
 
 
 The MAX44009 lux sensor has a dynamic range of 0.045 to 188000 lux [11]. This is an 
improvement compared to the TSL2561’s 40000 maximum lux. A wide range of integration 
times can be programmed from 6.25ms to 800ms. It has a narrower spectral responsivity which 
cuts off parts of the infrared spectrum as seen on Figure 3.9. Consequently, the light captured 
and overall lux calculated are lower compared to that of TSL2561. The MAX44009 uses a single 
photodiode which makes the lux calculation simpler. 
 𝑙𝑢𝑥 = 2𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡 ∗ 𝑚𝑎𝑛𝑡𝑖𝑠𝑠𝑎 ∗ 0.045 (3.8) 
The exponent has a range of 0-14 while the mantissa is 0-240. Both variables are dependent on 
the current data’s least significant bit (LSB) and most significant bit (MSB). The LSB-MSB 
conditions and their respective coefficients are tabulated on [11]. 
Figure 3.8: Quad Illuminance Comparison System Block Diagram 
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. 
 
 
 
 
 
 
The enclosures are designed and modeled using OpenSCAD and MeshLab. The top enclosure is 
scaled to fit the TSL2561 breakout boards. The bottom half is designed to hold coins and provide 
weight to an individual enclosure. This prevents measurement errors due to wind conditions and 
vibrations. The models are rendered and sliced using CURA. Figure 3.10 shows a 3D rendering 
of the design. 
 
 
 
 
Figure 3.9: MAX44009 Spectral Responsivity [11] 
Figure 3.10: Enclosure 3D Render 
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All enclosures are printed using polylactic acid (PLA) filament and reinforced using hot melt 
glue. Once assembled, the system is programmed to collect data from all four illuminance 
sensors using I2C. The data is then sent to an online server, myDevices Cayenne, every second. 
The data is stored locally and processed using MATLAB. The results from the analysis is used 
for calibrating future sensors.  
3.1.5 Cloud Motion Vector System 
 The Cloud Motion Vector System is an array of illuminance sensors arranged in circular 
formation to estimate the cloud shadow speed and direction. The system is composed of the 
following: a BeagleBone Black Single-Board Computer, TM4C123G microcontroller, TSL2561 
sensors, USB to Ethernet interconnects, and weatherproof enclosures. The TM4C123G is a 32-
bit ARM Cortex M4 microcontroller with an operating frequency of 80MHz. It has an In-Circuit 
Debug Interface (ICDI) and 35 programmable GPIOs ports that can be used as UART, PWM, 
I2C, and SPI [12]. Three I2C buses are used from the microcontroller to communicate with the 
TSL2561 illuminance sensors. The TSL2561 has 3 programmable addresses, which is 
convenient for interfacing all 9 sensors in a single board. The 9 sensors are split up into 3 groups 
and connected into the microcontroller as seen on the table below 
Table 3.5: TM4C123G to Sensors Pinout 
Sensor Group Ports Pins 
1 SCL(0), SDA(0) 19, 38 
2 SCL(1), SDA(1) 9, 10 
3 SCL(2), SDA(2) 5, 6 
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The hardware configuration lowers the latency between each measurement due to the omitted 
external hardware like multiplexers or I2C splitters. Each sensor is 1 meter  and 45º apart from 
the center, creating a circular formation. The sensors are enclosed in weatherproof cases with a 
PTFE+VLT filter.  
 Data from the sensor cluster is sampled at 67Hz. The data is then transferred from the 
microcontroller’s ICDI to the BeagleBone Black Host System using USB. Since the CMV 
System is farther away from the host, a USB to Ethernet module is used to extend the 
communication and power line. Using these interconnects increases reliability and lowers cost 
compared to buying a single long USB cable. The data that goes through the interconnects is 
stored locally as a CSV file and online on Thingspeak. A block diagram of the system can be 
seen in Figure 3.11. 
 
 
 
 
 
 
 
Figure 3.11: Cloud Motion Vector System Block Diagram 
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The system is placed on UNLV’s TBE rooftop as seen on Figure 3.12. The system is left to 
collect data throughout the beginning of April 2018 to May 2018. 
 
 
 
 
 
 
 
 
 
 
 
Several considerations are made to collect quality on-site data. First, the system is facing true 
north or geodetic north. This helps in correlating the CMV estimation to wind direction forecasts 
that are based on geodetic north and not magnetic north. It is also important to level each sensor 
to decrease the GHI discrepancies. Not aligning them properly results in peak irradiance values 
Figure 3.12: CMV System Setup on UNLV TBE Rooftop 
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occurring at different times of the day. Misaligned sensors also skew the estimation of cloud 
shadow speed and direction.  
3.2 Software Framework 
 The rise of the internet-of-things and wireless sensor networks have given an 
overabundance of data. Collecting data from the systems discussed in the previous subchapter is 
an example of the amount of data and information that needs to be sorted and analyzed. Creating 
an ideal flow to filter and make sense of this data is necessary to find a good estimate of the 
cloud motion vector. The following steps are implemented to estimate the cloud shadow speed 
and direction when a cloud event occurs: 
1. Estimate the cloud shadow direction using Linear Cloud Edge (LCE) and Gradient 
Matrix (GM) method. 
2. Estimate the cloud shadow speed using LCE and Peak Matching method. 
3. Predict cloud shadow time of arrival and solar power loss at PV site. 
3.2.1 Cloud Shadow Direction Estimation 
 The data collected from the CMV System is analyzed using two approaches to determine 
the cloud shadow direction: Linear Cloud Edge method and Gradient Matrix method. The LCE 
method is proposed by Bosch et al [13] where a triplet of sensors can determine the direction of a 
cloud shadow. The approach requires the lux values sensors A, B, and c. As seen on Figure 
3.13a, c is the center or reference sensor. The direction of the could shadow is denoted as 𝛼 with 
respect to the reference sensor and can be expressed as: 
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𝛼 = tan−1 [−
𝑑𝑐𝐵 sin 𝜃 (𝑡𝑐𝐴2 − 𝑡𝑐𝐴1)
𝑑𝑐𝐴(𝑡𝑐𝐵2 − 𝑡𝑐𝐵1) − 𝑑𝑐𝐵 cos 𝜃 (𝑡𝑐𝐴2 − 𝑡𝑐𝐴1)
] 
(3.9) 
where 𝑡𝑐𝐴 and 𝑡𝑐𝐵 are the time lag between c-A and c-B respectively. 𝑑𝑐𝐴 and 𝑑𝑐𝐵 are distances 
between c-A and c-B respectively. This equation can be simplified for orthogonal sensors where 
𝜃 is equal to 90º or  
𝜋
2
: 
 
𝛼 = tan−1 [−
𝑑𝑐𝐵(𝑡𝑐𝐴2 − 𝑡𝑐𝐴1)
𝑑𝑐𝐴(𝑡𝑐𝐵2 − 𝑡𝑐𝐵1)
] 
(3.10) 
The method needs two successive cloud edges or cloud passes to obtain the angle of the cloud 
direction. The indices 1 and 2 denote the first and second cloud pass respectively. The method 
also needs to fulfill the condition of having a different cloud edge angle or 𝛽 on the second pass: 
 
𝛽 = tan−1[−
𝑡𝑐𝐴
𝑡𝑐𝐵
] 
(3.11) 
 
 
 
 
 
 
 
Figure 3.13: Cloud Motion Vector System Sensor Pattern 
(b) (a) 
z y 
x 
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The sensor triplet can be set as x, y, and z as well. This configuration can be used as a check or 
verification of 𝛼. The algorithm is outlined below. 
 
 The second approach to estimate the cloud shadow direction is the Gradient Matrix 
method.  For a given time window when a cloud event occurs, the data is smoothened, averaged, 
and normalized. A Savitzky-Golay filter is first used to remove sensor noise from the data. The 
Savitzky-Golay filter is a finite impulse response (FIR) that can smoothen high frequency noise 
while retaining important data features, in this case, the individual dips or cloud events. Its 
performance is dependent on the polynomial order and the frame size used. Each sensor output is 
treated as a pixel value in a 3-by-3 grid as shown in Figure 3.13b. The pixel values, 𝑙1 to 𝑙9, are 
then evaluated as a matrix convolved with the Sobel Filter. 
 
[
𝑙1 𝑙2 𝑙3
𝑙4 𝑙5 𝑙6
𝑙7 𝑙8 𝑙9
] ∗ [
1 2 1
0 0 0
−1 −2 −1
]  𝑎𝑛𝑑 [
1 0 −1
2 0 −2
1 0 −1
] 
(3.12) 
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The gradient matrices resulting from the operations, 𝑀𝑥 and 𝑀𝑦, can then be decomposed into 
magnitudes, 𝐺𝑥 and 𝐺𝑦. The angle is resolved using the equation: 
 
𝜃 = tan−1[
𝐺𝑦
𝐺𝑥
] 
(3.13) 
The angles are then averaged if its vector’s magnitude is equal or greater than the set threshold 
value. A histogram is set up to determine the most occurring angle for the duration of the cloud 
event. The final cloud shadow direction estimate, 𝛼, is set as the most occurring angle.  
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3.2.2 Cloud Shadow Speed Estimation 
 Once the cloud shadow direction is determined, the speed of the cloud shadow can be 
estimated. The methods applied in the study is the continuation of the LCE method and the Peak 
Matching method. Applying the LCE method to find the cloud shadow speed estimate is initially 
done by finding the time lags between c-A and c-B by cross correlation. The approach is highly 
dependent on the window size, which in turn fails to resolve a correlation value. Therefore, an 
alternate method of matching local minima and maxima in a given time window is adopted. A 
prominent maxima and minima often occur during a cloud event due to cloud opacity variability. 
Figure 3.14, for example, shows the data for the sensor triplet of interest. The time lags, 𝑡𝑐𝐴 and 
𝑡𝑐𝐵, are obtained by finding the differences for c-A and c-B at their respective minima and 
maxima. The velocity of the cloud shadow is expressed as: 
 
𝑣 =
𝐷
𝑡𝑐𝐵 sin 𝛼 + 𝑡𝑐𝐴 cos 𝛼
 
(3.14) 
where 𝐷 is the distance from sensor c to sensor A and B. The algorithm is outlined below. 
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 The Peak Matching method uses the premise that speed can be derived when distance and 
time are known. For a pair of sensors, 𝐴 and 𝐵, aligned to a cloud direction, their data are highly 
correlated. Therefore, dividing the distance 𝐷 between the sensors by the time lag between the 
peaks and valleys for the said pair, 𝑡𝐴𝐵, yields the speed of the cloud shadow. 
 
𝑣𝐴𝐵 =
𝐷
𝑡𝐴𝐵
 
(3.15) 
For example, the Origin-North sensor pair is chosen if the estimated cloud direction is around 
90º. Since the distance between sensors is 1m, the velocity is simply 𝑡𝑂𝑟𝑖𝑔𝑖𝑛−𝑁𝑜𝑟𝑡ℎ
−1 . There are at 
least 3 pairs of sensors can be used for a given discrete direction. Averaging the speeds of all 
relevant sensor pairs yields the cloud shadow speed.  
 Algorithm 4 has a list of possible sensor pairs given the cloud shadow direction. More 
pairs can be used to increase accuracy, but this is still limited by the discrete nature of CMV 
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Figure 3.14: Cloud Shadow Speed Estimation Example 
Unix Time 
(ms) 
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system architecture. Increasing the sensor array to a 4-by-4 or 5-by-5 should increase the 
accuracy and precision of the speed estimation. This due to more angles that can be chosen 
besides angles divisible by 45 degrees. 
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3.2.3 Forecasting 
 Obtaining the cloud motion vector is essential in forecasting solar irradiance in the intra-
minute temporal range. When a cloud event occurs, the time of arrival and solar power 
decrease/increase can be derived from the CMV. The time-of-arrival can be found given that the 
cloud shadow speed and location of the PV system is known. Dividing the distance between the 
CMV System and the PV system by the speed gives an estimate for the cloud’s time-of-arrival. 
The CMV also carries the necessary lux information that can be converted to irradiance using the 
scaling factor found during calibration. Finally, the irradiance can be converted to the power with 
respect to the PV system.  
  
 
 
 
 
 
 
 The UNLV Microgrid, for example, has a PV system with SolarWorld SW4270 modules 
configured into 4 parallel strings with 11 modules each as seen on Figure 3.15. The system is 
capable of outputting a peak power of 12kW as seen in Figure 3.16. The initial model is based on 
Figure 3.15: UNLV Microgrid 
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a 100kW grid-connected PV array MATLAB model. The PV model is tweaked to resemble that 
of UNLV Microgrid’s PV array. Having the model of the PV array makes it possible to forecast 
the power ramp-up or ramp-down by using the derived irradiance data as input to the model. The 
model then yields a DC power output as seen in the figure below. Detailed energy losses such as 
inverter, cable, temperature have not been accounted for in this model.  A sample output can be 
seen on Appendix E and F. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.16: UNLV Microgrid 12kW PV System Model and Output 
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Chapter 4 
Calibration 
 Forecasting irradiance requires the sensors are properly calibrated. The process involves 
collecting preliminary data, analysis, and making the hardware and software adjustments. The 
BeagleBone Black Host System, ESP8266 Node, and the Triple LoRa System have provided the 
data to find an optimal sensor configuration. The data is collected from February 2017 to 
October 2017 using the setup seen on Figure 4.1. First, the TSL2591 and TSL2561 sensors have 
been implemented and deployed in their respective systems as-is to collect lux data. The data 
collected from the BeagleBone Black Host system’s TSL2591 sensor can be seen on Figure 4.2.  
  
 
 
 
 
 
 Leaving the sensors without filters results in illuminance collected during solar noon to 
saturate for both TSL2591 and TSL2561. Figure 4.4a shows an example of the TSL2591 lux data 
saturation. The data collected from the ESP8266 node shows the TSL2561 sensor also saturating 
in April 2017 on Figure 4.3. 
Figure 4.1: BeagleBone Black Host System TSL2591 Configurations 
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Figure 4.2: BeagleBone Black TSL2591 Sensor Data for 2017 before VLT-20% filter (a) and after (b) 
(a) 
(b) 
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Figure 4.3: ESP8266 Node TSL2561 Sensor Data for 2017 
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(c) 
Figure 4.4: TSL2591 and Pyranometer Data Comparison 
(b) (a) 
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 Software changes to lower the gain and integration time have been made to compensate 
for the saturation, but non-linearities in the data deemed the fix unusable. The non-linearities can 
be seen on Figure 4.4b. Several filters have been tested with a more exhaustive experiment using 
the Quad Illuminance Comparison System. A sample opaque dome filter is implemented and 
tested which introduced more non-linearities in the lux measurement. Adding a VLT filter 
removes the saturation, but overshoots like on Figure 4.4c are still present. The VLT filter is 
categorized by the percent of light it allows to pass through. A VLT-5% filter has been tested 
which attenuated the illuminance to almost zero. A VLT-20% filter is then used to get a more 
desirable illuminance measurement. Decreasing the exposed sensor area reduces the 
measurement error. This follows Lambert’s Cosine Law wherein the radiant intensity collected is 
directly proportional to the cosine of the angle between the incident light and the surface.  
 Figure 4.5 shows the subtle misalignment of Triple LoRa system’s TSL2561 sensors. 
Due to the enclosures lying flat, the angle the sensor is facing is dependent on the surface. This is 
problematic because the timestamps for the maxima and minima is highly affected by the angle 
variance. This is taken into consideration for the Quad Illuminance Comparison System and 
CMV System. 
 
 
 
 
Figure 4.5: Triple LoRa System TSL2561 Sensor Data 
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 The next set of experiments have been conducted using the TSL2561 due to it having a 
faster integration time and a comparable spectral responsivity to that of TSL2591. As discussed 
in Chapter 3.1.4, three different filter configurations are implemented using PTFE and VLT. 
Irradiance and illuminance data are taken from February 1, 2018 to March 10, 2018. The 
irradiance data is from the UNLV National Renewable Energy Laboratory’s (NREL) 
pyranometer located at the vicinity of the test site. The data is plotted on Figure 4.6. The data is 
compared to the scaled lux data from Quad Illuminance Comparison System as seen on Figure 
4.7. This is done by splitting 80% of the data into a training dataset and 20% as the test dataset. 
The training dataset is used to find the coefficient or scaling factor of each configuration. The 
test dataset is then transformed using the scaling factor. The scaled dataset is finally compared to 
the irradiance data from the pyranometer. The Root-Mean-Square-Error (RMSE) is used as a 
metric for closeness of fit. This is given in the table below. 
Table 4.1: Comparison of Illuminance Sensors and Filters 
Sensor RMSE 
TSL2561 + PTFE 48.4427 
TSL2561 + VLT 24.0382 
TSL2561 + PTFE + VLT 2.99487 
MAX44009 0.3827 
 
The TSL2561 sensor with PTFE+VLT filter is favored data due to the configuration’s low 
RMSE, low cost, and high availability. A visual comparison of the pyranometer data and the 
light sensors can be seen on Figure 4.8. Figure 4.9 shows a more detailed view of the comparison 
between the pyranometer and light sensors on March 7, 2018. The results of these experiments 
are used as the sensor calibration process for the CMV System and other sensor nodes. 
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Figure 4.6: UNLV NREL Pyranometer Irradiance Data 
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Figure 4.7: Quad Illuminance Comparison System Data 
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Figure 4.8: Pyranometer vs Light Sensors 
Figure 4.9: March 7, 2018 - Pyranometer vs Light Sensors 
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Chapter 5 
Data Collection 
 Throughout the study, several datasets have been recorded to test the cloud shadow 
direction and speed estimation methods: Linear Cloud Edge, Gradient Matrix, and Peak 
Matching. The systems are deployed in the field to acquire lux data and its power consumption. 
PV system power output data are also collected for simulation and comparison. The data are 
individually sorted and converted into arrays in MATLAB for processing. The datasets are 
categorized as synthetic, actual, PV system power generation, and device power consumption.  
5.1 Synthetic Cloud Shadow Data 
 Synthetic cloud shadow data has been collected to compare true values to the 
experimental results. The experimental setup uses the CMV System and a carboard with varying 
VLT filters. A VLT-5% filter packed in between VLT-20% filters is mounted on cardboard to 
simulate a cloud with varying opacity. The process involves the carboard or the artificial cloud 
shadow to be passed over the CMV system as it collects illuminance data. To collect the true 
speed, a timer is setup to determine the time for the artificial cloud cover to reach the beginning 
and the end of the CMV system. The true artificial cloud shadow direction is recorded using a 
mounted Android smartphone. The AndroSensor app is kept running to collect the phone’s 
orientation during the duration of an artificial cloud shadow test. Ten individual tests are done 
with varying directions. A drop in the illuminance data is considered as a synthetic cloud event 
as seen on Figure 5.1. Each TSL2561 sensor is labeled as a cardinal direction to avoid confusion 
due to sensor placement. The only exception is the center sensor labeled as the ‘Origin.’  
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Figure 5.1: Synthetic Cloud Shadow Data 
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5.2 Actual Cloud Shadow Data 
 Actual cloud shadow data uses the natural occurring cloud shadow collected by the CMV 
system. The dataset is collected from April 2018 until May 2018. During these months, clear 
skies and overcast days are omitted as these conditions do not necessitate cloud event 
forecasting. It is also important to take note that alignment and calibration issues appeared during 
the beginning and the end of data collection. The sensors within the CMV system needed to be 
releveled to acquire accurate data. Not doing so results in skewed illuminance peaks as seen on 
Figure 5.2. The sensor naming convention is repeated from the synthetic dataset.  
 
Figure 5: Misaligned CMV System sensors. 
 
 
 
 
 
 
 
 
 Several cloud events are considered where the conditions for LCE hold true. First, there 
should be two subsequent cloud events to resolve the cloud shadow direction. Second, the cloud 
shadow edge should be different for both events. The quality of the data is also assessed such 
that the intensity of each sensor does not deviate. This limits the usable data as the algorithms are 
to be compared. Figure 5.3 shows the data that qualify for analysis. 
Figure 5.2: Misaligned CMV System 
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April 11, 2018 April 19, 2018 
April 5, 2018 April 6, 2018 
April 22, 2018 April 25, 2018 
Figure 5.3: Natural Cloud Shadow Data 
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5.3 PV System Power Generation Data 
 PV system data has been collected from Nevada Regional Test Center (NVRTC) site and 
UNLV’s Science and Engineering Building (SEB) PV system. The NVRTC PV data is collected 
from April 2014 to August 2016. Each data point is taken every minute. The SEB PV data, on 
the other hand, is collected from May 2014 to June 2018. It has a 15-minute interval for each 
data point. These data are used to verify model power outputs with actual values. The figure 
below shows some sample PV power output taken from NVRTC and SEB PV datasets.  
 
 
 
 
 
 
 
 
 
 
NVRTC December 11, 2016 SEB April 05, 2018 
NVRTC November 29, 2015 SEB August 22, 2017 
Figure 5.4: PV Site Power Outputs 
 
 
Figure 5.4: PV Site Power Outputs. 
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5.4 Power Consumption Data 
 The systems are evaluated according to their power consumption. The devices 
investigated and analyzed are the ESP8266 node and the RF and WiFi nodes found in the Triple 
LoRa system. The remaining systems’ power consumption are not recorded as they are 
constantly connected to a power outlet.  
 The ESP8266 node’s power consumption is portrayed in Figure 5.5. The voltage (blue) is 
constant at 4.8V while the current consumption (red) drops down to 10mA every minute due to 
the sleep time being set to 1-minute intervals.  
 
 
 
 
 
 
 
Figure 5.6a shows the Triple LoRa System’s head node’s power consumption as it goes 
through different operations. The node consumes constant power because it is programmed to 
always listen to incoming messages from both sensor nodes. The sharp drop in current 
Figure 5.5: ESP8266 Node Voltage and Current Consumption 
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consumption is due to the WiFi disconnecting and reconnecting to the router. The operations are 
then repeated shortly after. The sensor node’s power consumption can be seen on Figure 5.6b. 
The spike in current consumption is caused by the message transmit. The node is programmed to 
send data every minute in the field, but the frequency is increased in this case to capture the TX 
events.  
 
 
  
 
 
 
 
 
 
 
 
 
3. 
5. 
(a) 
(b) 
Figure 5.6: Triple LoRa System Power Consumption 
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Chapter 6 
Data Analysis and Results 
 The datasets collected in the previous chapter are analyzed to estimate the cloud shadow 
speed and direction in this chapter. Each method is applied using custom functions in MATLAB 
to accommodate for the different dataset formats.  
6.1 Data Analysis 
 The Linear Cloud Edge (LCE), Gradient Matrix (GM), and the Peak Matching (PM) 
method are highly dependent on the smoothing. Since the datasets collected have noise 
components, a lower order of Savitzky-Golay filter has been used. This retains the data features 
while removing higher frequency noise. The cloud events are enclosed in a time frame and 
processed for Cloud Motion Vector (CMV) estimation. A sample intermediary result after 
processing the synthetic cloud shadow dataset is shown in Figure 6.1.  
 
 
 
 
 
Figure 6.1: Cloud Motion Vector graphs for direction (a) and speed (b) derivation 
(a) 
 
(a) 
 
Fig
ure 
6.1
(b) 
 
(b) 
 
(b) 
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 As mentioned, the CMV direction is determined by the average of the angles within the 
bin with the highest number of vectors as seen on Figure 6.1a. The CMV speed is then calculated 
based on the local minima found within the cloud event’s time frame depicted on Figure 6.1b. 
These processes are done for the synthetic and actual cloud shadow datasets. 
 Appendix A shows the synthetic cloud shadow experimental results for the CMV 
direction estimations while a summary for the CMV speeds for the synthetic dataset are seen in 
Appendix B. Both tables contain the results for varying average windows. Individual 
experimental outputs from the synthetic data are compiled in Appendix C. The Gradient Matrix 
(GM) method is evaluated where the threshold condition is applied during (GM-1) and after 
(GM-2) the vector calculation. The error margins for the CMV direction vary within ±15% on 
the averaging window size. The exception can be found in synthetic cloud event 7 (True Angle = 
135º). The error margin is more than 70% due to possible conditions:  
• Brightness is not constant because of sensor offset. 
• A point is not moving along with its neighbors because of large averaging windows. 
• Non-linear movement of the artificial cloud shadow during detection.  
Corrective measures such as offset removal and smoothing can relieve these errors in direction 
estimation but has yet to be exhaustively explored.  
 The speed estimations derived from GM-1 and GM-2 are named PM-1 and PM-2 
respectively. The analysis contains ‘NaN’ or not-a-number values due to the algorithm 
calculating a value of zero or infinite. The occurrence of these values normally indicate that the 
time frame chosen is too small or the cloud shadow is moving faster than system can detect. In 
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this experiment, the NaN results are caused by the discrete nature of the test. Even though the 
fabricated artificial cloud has varying opacity to match a real cloud, the fabricated artificial cloud 
does not completely mimic complete yet gradual shading.  
 The actual cloud shadow dataset is also analyzed with a given time frame prior to 
filtering. The LCE method is applied to get the CMV estimate by locating the local minima and 
maxima as seen on Figure 6.2. The selection of local minima to be analyzed is chosen according 
to the set peak/valley distance, prominence, and width. More detailed figures for subsequent 
steps can be found in Appendix D. The LCE values are compared to both GM-1 and GM-2 and 
their respective speed estimates, PM-1 and PM-2, as seen in Table 6.1.  
Table 6.1: Cloud Motion Vector Analysis for Actual Cloud Shadow Dataset 
Date x_start x_end 
GM-1 
(degrees) 
GM-2 
(degrees) 
PM-1 
(m/s) 
PM-2 
(m/s) 
LCE 
Direction 
(degrees) 
LCE 
Speed 
(m/s) 
5-Apr 453000 463000 64 141 4.81 4.42 76 6.48 
5-Apr 406500 410000 313 197 4.60 2.02 304 4.37 
5-Apr 345000 355000 293 265 1.60 5.37 353 3.80 
6-Apr 137100 137600 322 323 8.05 8.05 315 13.33 
6-Apr 91000 94000 323 359 0.16 0.01 300 0.49 
6-Apr 133000 135000 276 264 4.71 4.71 304 11.00 
6-Apr 140000 142000 290 281 9.02 9.02 315 13.00 
11-Apr 19500 20100 33 51 3.27 3.27 315 4.44 
19-Apr 247000 248500 282 207 4.32 1.85 302 6.84 
22-Apr 233500 238000 293 249 0.75 0.35 87 1.61 
25-Apr 348200 349600 100 220 7.77 8.24 63 2.64 
  
It is important to identify that a local maximum exists before a local minimum. This ensures that 
the next local minimum is not part of a single cloud event. However, there are still instances 
when a selected time frame contains two distinct cloud events. This uncertainty can cause a 
discrepancy between the GM and LCE results. To determine the accuracy and relationship 
 61 
 
between the experimental and the on-site real values, the results need to be compared with 
meteorological data. This requires a more in-depth collection and analysis of on-site cloud 
shadow data, ground wind speed, and Meteorological Terminal Aviation Routine Weather 
Report (METAR). Finding this relationship allows direct comparisons with other CMV 
approaches such as satellite or ground-based sky image processing methods. 
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Figure 6.2: Linear Cloud Edge local minima (top) and maxima (bottom) identification 
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6.2 Results 
 The best estimated CMV directions for the synthetic cloud shadow dataset are seen on 
Table 6.2. The GM method yields good results with an average error of 11.68%. It can be 
observed that most of the values are within ±5% margin of error. 
Table 6.2: Gradient Matrix Angle Estimates 
True Angle 
(degrees) 
Gradient Matrix 
Angle (degrees) 
% Error 
90 90.03 0.04 
270 271.64 0.61 
180 211.02 17.23 
360 342.88 4.76 
225 270.25 20.11 
45 29.15 35.21 
135 133.56 1.07 
320 321.28 0.40 
135 185.33 37.28 
320 320.26 0.08 
 
Table 6.3 compiles the optimal CMV speed estimates. Despite the 71% error for the first test 
result, the overall results are still comparable with a percent deviation of ±16%.  
Table 6.3: Peak Matching Speed Estimates 
True Speed  
(m/s) 
Peak Matching Speed 
(m/s) 
% Error 
3.89 6.67 71.19 
3.12 3.33 6.97 
3.30 3.33 1.15 
2.74 2.90 6.16 
2.02 1.86 8.26 
2.15 2.12 1.23 
2.36 2.85 20.32 
2.89 2.74 5.28 
0.95 0.79 15.94 
1.01 0.76 25.11 
 63 
 
Table 6.4: Comparison of CMV Estimations for Actual Cloud Shadow Data 
GM Angle 
(degrees) 
LCE Angle 
(degrees) 
PM Speed 
(m/s) 
LCE Speed 
(m/s) 
64 76 4.81 6.48 
313 304 4.60 4.37 
293 353 5.37 3.80 
322 315 8.05 13.33 
323 300 0.16 0.49 
276 304 4.71 11.00 
290 315 9.02 13.00 
33 315 3.27 4.44 
282 302 4.32 6.84 
249 87 0.75 1.61 
100 63 7.77 2.64 
 
 There are some discrepancies between the LCE and GM angles as well as the PM speeds 
as seen on Table 6.4. As discussed, the actual cloud shadow data can only be evaluated between 
methods. The accuracy of the results compared to true direction and speed values require further 
collection and analysis of on-site meteorological data.     
Table 6.5: Comparison of Power Consumption of Node Types 
Category Sensor Node Head Node 
Voltage (V) 4.69 4.67 
Average RF TX/RX Current (mA) 22.25 18.30 
Average WiFi TX/RX Current (mA) - 106.45 
Average Node Current (mA) 1.38 106.35 
Average Standby Current (mA) 0.50 103.87 
 
 Finally, the voltage and current consumption of the sensor and head nodes are compiled 
in Table 6.5. It can be observed that sensor node consumes less power due to the sleep function 
implementation. However, the sensor node’s average current consumption during RF operations 
is greater than the head node. This is because the transmit function requires the use of the 
device’s power amplifier. 
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Chapter 7 
Conclusion 
 This research paper lays the foundation to reproduce the results for continuation or 
expansion of the work. The systems that have been built are essential to find calibration 
procedures and methods to acquire the cloud motion vector or cloud shadow direction and speed. 
It is found that the results from both the Gradient Matrix and Peak Matching methods are 
sensitive to the smoothing function or filter. Despite this constraint, the Gradient Matrix method 
can give a CMV direction estimate as low as 0.04% error, while the Peak Matching method 
yields a CMV speed estimates close to 1% of actual values. These results are verified through 
synthetic experiments and actual data is compared to a well-proven technique, the Linear Cloud 
Edge method. 
 A short-term forecast can be derived from the CMV and the correlated illuminance, 
irradiance, and PV system output. To thoroughly examine the results, a more detailed PV system 
model and minute-resolution from actual PV system output are necessary. 
 The CMV system's accuracy can be improved by thoroughly experimenting for the best 
smoothing filter for these datasets. Fine-tuning the algorithms further and adding more sensors to 
the system improves the accuracy as well as its sensitivity. The network can be expanded 
spatially as individual arrays or as a cluster of single sensor nodes spread throughout a city. In 
this way, the local electrical grid can timely react to shading from cloud events within a city's PV 
system. 
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Appendix A 
Cloud Motion Vector Angle Estimation 
True Angle (degrees) 
Window 
Size 
GM-1 
(degrees) 
% Error 
GM-2 
(degrees) 
% Error 
90 1 90.0333 0.04% 83.1904 7.57% 
2 89.6955 0.34% 82.2136 8.65% 
3 88.6944 1.45% 80.2614 10.82% 
4 88.2548 1.94% 79.6696 11.48% 
5 88.0352 2.18% 78.6487 12.61% 
270 1 271.6355 0.61% 277.2805 2.70% 
2 273.0285 1.12% 283.1704 4.88% 
3 273.7854 1.40% 277.8964 2.92% 
4 273.3056 1.22% 277.296 2.70% 
5 273.4182 1.27% 277.5617 2.80% 
180 1 270.2524 50.14% 216.2039 20.11% 
2 318.4866 76.94% 225.5716 25.32% 
3 319.8093 77.67% 214.093 18.94% 
4 327.0697 81.71% 212.594 18.11% 
5 328.4402 82.47% 211.0155 17.23% 
360 1 304.9819 15.28% 342.8773 4.76% 
2 327.632 8.99% 342.5135 4.86% 
3 315.2525 12.43% 318.4596 11.54% 
4 304.8124 15.33% 316.8339 11.99% 
5 304.7459 15.35% 315.9793 12.23% 
225 1 270.2523 20.11% 274.709 22.09% 
2 270.4217 20.19% 320.3388 42.37% 
3 270.8002 20.36% 275.5836 22.48% 
4 272.945 21.31% 276.2212 22.76% 
5 271.6329 20.73% 275.4304 22.41% 
45 1 27.891 38.02% 9.2977 79.34% 
2 29.1538 35.21% 10.5116 76.64% 
3 27.3723 39.17% 12.3808 72.49% 
4 24.6004 45.33% 14.7226 67.28% 
5 28.1968 37.34% 14.843 67.02% 
135 1 133.5598 1.07% 273.5362 102.62% 
2 25.4806 81.13% 182.0835 34.88% 
3 25.8602 80.84% 173.1275 28.24% 
4 117.6221 12.87% 152.801 13.19% 
5 27.2218 79.84% 153.4427 13.66% 
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320 1 321.2752 0.40% 310.3973 3.00% 
2 315.3812 1.44% 269.6339 15.74% 
3 313.0413 2.17% 308.647 3.55% 
4 310.8838 2.85% 309.296 3.35% 
5 312.2233 2.43% 306.8303 4.12% 
135 1 313.3976 132.15% 185.3326 37.28% 
2 312.8989 131.78% 185.3026 37.26% 
3 311.8938 131.03% 185.5194 37.42% 
4 311.4505 130.70% 186.7696 38.35% 
5 312.0926 131.18% 187.0475 38.55% 
320 1 321.3249 0.41% 318.7325 0.40% 
2 320.2596 0.08% 319.6119 0.12% 
3 318.2176 0.56% 318.9399 0.33% 
4 319.2194 0.24% 319.542 0.14% 
5 317.8203 0.68% 319.121 0.27% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 67 
 
Appendix B 
Cloud Motion Vector Speed Estimation 
True Speed (m/s) 
Window 
Size 
PM-1 (m/s) % Error PM-2 (m/s) % Error 
3.894304 1 6.6667 71% 6.6667 71% 
2 6.6667 71% 6.6667 71% 
3 6.6667 71% 6.6667 71% 
4 6.6667 71% 6.6667 71% 
5 6.6667 71% 6.6667 71% 
3.115979 1 3.3333 7% 3.3333 7% 
2 3.3333 7% 3.3333 7% 
3 3.3333 7% 3.3333 7% 
4 3.3333 7% 3.3333 7% 
5 3.3333 7% 3.3333 7% 
3.29546 1 1.5321 54% 1.8666 43% 
2 0.8806 73% 0.9832 70% 
3 1.5333 53% 1.8666 43% 
4 6.6667 102% 3.3333 1% 
5 1.5333 53% 1.8666 43% 
2.736026 1 2.5118 8% 3.238 18% 
2 2.0539 25% 2.9047 6% 
3 2.5118 8% 2.5118 8% 
4 6.6667 144% 6.6667 144% 
5 2.5118 8% 2.5118 8% 
2.024268 1 1.8571 8% 1.8571 8% 
2 1.3809 32% 1.1448 43% 
3 1.8571 8% 1.8571 8% 
4 NaN - NaN - 
5 1.3809 32% 1.3809 32% 
2.153409 1 2.9047 35% NaN - 
2 2.5237 17% NaN - 
3 3.238 50% NaN - 
4 3.1427 46% NaN - 
5 2.1269 1% NaN - 
2.364733 1 2.8452 20% NaN - 
2 1.102 53% NaN - 
3 1.102 53% 1.2259 48% 
4 3.6448 54% 3.6448 54% 
5 1.102 53% 2.8452 20% 
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2.893447 1 1.9226 34% 1.9226 34% 
2 1.7619 39% NaN - 
3 1.9226 34% 1.9226 34% 
4 2.7407 5% 2.7407 5% 
5 1.696 41% 1.696 41% 
0.945257 1 0.3333 65% NaN - 
2 0.6952 26% 0.7946 16% 
3 1.119 18% 1.3468 42% 
4 3.3333 253% NaN - 
5 0.6952 26% 0.7946 16% 
1.011989 1 0.7579 25% 0.7579 25% 
2 0.7579 25% 0.7579 25% 
3 0.7579 25% 0.7579 25% 
4 0.6852 32% 0.6852 32% 
5 0.7579 25% 0.7579 25% 
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Appendix C  
 
 
 
 
 
 
 
 
 
 
Synthetic Cloud Shadow Test 1 
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Synthetic Cloud Shadow Test 4 
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Synthetic Cloud Shadow Test 6 
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Synthetic Cloud Shadow Test 7 
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Synthetic Cloud Shadow Test 8 
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Synthetic Cloud Shadow Test 9 
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Synthetic Cloud Shadow Test 10 
 88 
 
 
 
 
 
 
 
 
 
 
Window Size 
1 2 3 4 5 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
Gradient Matrix - 2 
 
Gradient Matrix - 2 
 
Gradient Matrix - 2 
 
Gradient Matrix - 2 
 89 
 
Appendix D  
 
 
Actual Cloud Shadow Test 1 
 90 
 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
Gradient Matrix - 2 
 
Gradient Matrix - 2 
 
Gradient Matrix - 2 
 91 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
N
o
r
m
a
li
ze
d
 I
ll
u
m
in
a
n
ce
 
Timestamp 
N
o
r
m
a
li
ze
d
 I
ll
u
m
in
a
n
ce
 
Timestamp 
 92 
 
 
Actual Cloud Shadow Test 2 
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Actual Cloud Shadow Test 3 
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Actual Cloud Shadow Test 4 
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Actual Cloud Shadow Test 5 
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Actual Cloud Shadow Test 6 
 105 
 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
 
Gradient Matrix - 1 
Gradient Matrix - 2 
 
Gradient Matrix - 2 
 
Gradient Matrix - 2 
 106 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
N
o
r
m
a
li
ze
d
 I
ll
u
m
in
a
n
ce
 
Timestamp 
 
Timestamp 
 
Timestamp 
 
Timestamp 
 
Timestamp 
 
Timestamp 
 
Timestamp 
 
Timestamp 
N
o
r
m
a
li
ze
d
 I
ll
u
m
in
a
n
ce
 
Timestamp 
 
Timestamp 
 
 107 
 
 
 
Actual Cloud Shadow Test 7 
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Actual Cloud Shadow Test 8 
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Actual Cloud Shadow Test 9 
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Actual Cloud Shadow Test 10 
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Actual Cloud Shadow Test 11 
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