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a b s t r a c t
This study makes the first attempt to apply the Kansa method in the solution of the time
fractional diffusion equations, in which the MultiQuadrics and thin plate spline serve as
the radial basis function. In the discretization formulation, the finite difference scheme and
the Kansa method are respectively used to discretize time fractional derivative and spatial
derivative terms. The numerical solutions of one- and two-dimensional cases are presented
and discussed, which agree well with the corresponding analytical solution.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Anomalous diffusion has been found in a broad variety of engineering and physics fields, such as electron transportation
[1], dissipation [2], heat conduction, seepage [3],magnetic plasma [4], and turbulence [5,6]. Comparedwith normal diffusion
phenomena, anomalous diffusion exhibits the striking characteristics of the long-range interaction and history dependency.
The standard integer-order differential equation model cannot describe well such anomalous behaviours. Instead, the
fractional derivative has been found to be an effective alternative modelling approach to depict such anomalous diffusion
phenomena [3,7,8]. In recent years, the study of the fractional derivative anomalous diffusion equation has attracted intense
attention [9–13].
However, the analytical solution of fractional derivative diffusion equation is largely not available, except for simple
initial and boundary conditions [14,15]. Hence the numerical solution approach plays a vital role in the realworld application
of the fractional derivative diffusion equation. Gorenflo et al. [16] consider a discrete random walk approach to solve
the time fractional diffusion equation. Meerschaert et al. [17,18] propose a finite difference approximation of fractional
advection–dispersion flow equation and two-sided space fractional partial differential equation. The convergence, accuracy
and stability of these numerical investigations have been discussed extensively [19–21]. Diethelm et al. [22] make a
summary of numerical algorithms for fractional derivative equations.
On the other hand, Kansa [23,24] firstly introduced the radial basis function (RBF) collocationmethod to solve the partial
differential equations, which is now called the Kansa method. This method is meshless, easy-to-use and has been used to
handle a broad range of partial differential equationmodels. For instance, Zerroukat et al. [25,26] proposed theMultiQuadrics
(MQ) to solve the heat transfer problem and employed this method to solve linear advection–diffusion equations by using
the thin pate splines (TPS) and gave the proof of stability. In this study, we will use the Kansa method to solve fractional
diffusion equations.
This paper is organized as follows. In Section 2,we introduce the time fractional diffusion equation and the corresponding
numerical discretization formulation, followed by numerical results and discussions in Section 3. Section 4 concludes this
study with some remarks.
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2. Numerical scheme
2.1. Time fractional diffusion equation
We consider the time fractional diffusion equation
∂αu/∂tα + u = κ∇2u+ f (x, t), 0 < α < 1, x ∈ Ω, t > 0, (1)
with boundary condition
u(x, t) = g(x, t), x ∈ ∂Ω, t > 0, (2)
and initial condition
u(x, 0) = w(x), t = 0, (3)
where u(x, t) represents the solute concentration, f (x, t) is the source term, g(x, t) the boundary solute concentration,
w(x) the initial solute concentration, α the order of the time derivative, ∂αu(x, t)/∂tα the Caputo fractional derivative, κ
the diffusion coefficient, x = [x, y, z],∇2 represents the Laplacian operator.Ω denotes a bounded domain, ∂Ω its boundary.
2.2. Time fractional derivative discretization
In Eq. (1), ∂αu(x, t)/∂tα is the Caputo fractional derivative of u(x, t) [19], which can be written as below
∂αu(x, t)
∂tα
=

1
0(1− α)
∫ t
0
∂u(x, ξ)
∂ξ
1
(t − ξ)α dξ, 0 < α < 1
∂u(x, t)
∂t
, α = 1.
(4)
In this study, u(x, tn) = u(x, y, z, tn), tn = nτ , n = 0, 1, 2, . . . ,N , the time step τ , and the time length Nτ . In this study,
we use the finite difference scheme to analogize the time fractional derivative term
∂αu(x, tn+1)
∂tα
= 1
0(1− α)
∫ tn+1
0
∂u(x, ξ)
∂ξ
1
(tn+1 − ξ)α dξ
= 1
0(1− α)
n∑
k=0
∫ (k+1)τ
kτ
∂u(x,ξ)
∂ξ
dξ
(tk+1 − ξ)α
≈ 1
0(1− α)
n∑
k=0
∫ (k+1)τ
kτ
∂u(x,ξk)
∂ξ
· dξ
(tk+1 − ξ)α , (5)
where the first-order time derivative is approximated by
∂u(x, ξk)
∂ξ
= u(x, ξk+1)− u(x, ξk)
ξ
+ o(τ ). (6)
Then
∂αu(x, tn+1)
∂tα
≈ 1
0(1− α)
n∑
k=0
u(x, tk+1)− u(x, tk)
τ
∫ (k+1)τ
kτ
dξ
(tk+1 − ξ)α
= 1
0(1− α)
n∑
k=0
u(x, tn+1−k)− u(x, tn−k)
τ
∫ (k+1)τ
kτ
dr
rα
=

τ−α
0(2− α)(u
n+1 − un)+ τ
−α
0(2− α)
n∑
k=1
(un+1−k − un−k)[(k+ 1)1−α − k1−α], n ≥ 1
τ−α
0(2− α)(u
1 − u0), n = 0
=
a0(u
n+1 − un)+ a0
n∑
k=1
bk(un+1−k − un−k), n ≥ 1
a0(u1 − u0), n = 0,
(7)
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where a0 = τ−α0(2−α) , bk = (k+1)1−α− k1−α, (k = 0, 1, 2, . . . , n), u0 = u(x, t = 0) = w(x). Substituting (7) into (1), we get
a0un+1 + un+1 − κ∇2un+1 =
a0
{
un −
n∑
k=1
bk(un+1−k − un−k)
}
+ f n+1, n ≥ 1
a0u0 + f 1, n = 0,
(8)
where f n+1 = f (x, tn+1), n = 0, 1, . . . ,N .
As for the convergence issue of the time derivative discretization, Lin and Xu [20] proved that the numerical solution
converges to the analytical solution with order o(τ 2−α). But Murio [21] showed that the convergence order should be o(τ ).
In the Section 3, we will test the convergence order in the temporal approximation by some numerical experiments.
2.3. Spatial derivative discretization by the Kansa method
According to the Kansa method, we collocate M different points {xj|j = 1, 2, . . . ,M}, where x1 and xM are boundary
points (x1, xM ∈ ∂Ω) and the other (M − 2) points are inner points ({xj ∈ Ω|j = 2, . . . ,M − 1}). The approximate
expansion of u(xi, tn+1) is as follows
u(xi, tn+1) =
M∑
j=1
λn+1j ϕ(‖xi − xj‖2)+
4∑
k=1
λn+1
M+kpk(xi)
=
M∑
j=1
λn+1j ϕ(rij)+ λn+1M+1xi + λn+1M+2yi + λn+1M+3zi + λn+1M+4, (9)
where xi = [xi, yi, zi], (i = 1, 2, . . . ,M), pk(xi), (k = 1, 2, 3, 4) is the additional polynomial, {λn+1j } are unknown
coefficients of the (n+ 1)th time layer ϕ(rij) radial basis function, the norm ‖ · ‖2 in Euclidean, rij = ‖xi − xj‖2.
Besides M equations resulting from collocating (9) at M points, additional four equations are required by the following
regularization conditions
M∑
j=1
λn+1j =
M∑
j=1
λn+1j xj =
M∑
j=1
λn+1j yj =
M∑
j=1
λn+1j zj = 0. (10)
Combining Eq. (9) with (10), we have the matrix equation
{u}n+1 = A{λ}n+1, (11)
where {u}n+1 = [un+11 · · · un+1M 0 0 0 0]T, {λ}n+1 = [λn+11 · · · λn+1M+4]T, the superscript T represents transpose, and the
matrix A = (aij)(M+4)×(M+4) is given by
A =

ϕ11 · · · ϕ1j · · · ϕ1M x1 y1 z1 1
...
. . .
...
...
...
...
...
...
...
ϕi1 · · · ϕii · · · ϕiM xi yi zi 1
...
...
...
. . .
...
...
...
...
...
ϕM1 · · · ϕMj · · · ϕMM xM yM zM 1
x1 · · · xj · · · xM 0 · · · · · · 0
y1 · · · yj · · · yM
...
. . .
...
z1 · · · zj · · · zM
...
. . .
...
1 · · · 1 · · · 1 0 · · · · · · 0

(M+4)×(M+4)
=
[
Φ P
PT O
]
,
(12)
where ϕij = ϕ(rij),Φ = A(1, 2, . . . ,M; 1, 2, . . . ,M), O represents a 4 × 4 matrix, and P = A(1, 2, . . . ,M;M + 1,M +
2, . . . ,M + 4).
Substituting Eq. (9) into Eq. (8) and considering Eq. (10) and the boundary condition, we get the following discretization
equation in the matrix form
B {λ}n+1 = bn+1 (13)
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in which
B =

L(ϕ11) · · · L(ϕ1j) · · · L(ϕ1M) L(x1) L(y1) L(z1) L(1)
...
. . .
...
...
...
...
...
...
...
L(ϕi1) · · · L(ϕii) · · · L(ϕiM) L(xi) L(yi) L(zi) L(1)
...
...
...
. . .
...
...
...
...
...
L(ϕM1) · · · L(ϕMj) · · · L(ϕMM) L(xM) L(yM) L(zM) L(1)
x1 · · · xj · · · xM 0 · · · · · · 0
y1 · · · yj · · · yM
...
. . .
...
z1 · · · zj · · · zM
...
. . .
...
1 · · · 1 · · · 1 0 · · · · · · 0

(M+4)×(M+4)
=
[
L(Φ) L(P)
PT O
]
,
(14)
where L represents an operator given by
L(∗) =
{
(a0 + 1− κ∇2)(∗), 1 < i < M
(∗), i = 1 or i = M , (15)
and bn+1 = [bn+11 , . . . , bn+1i , . . . , bn+1M , 0, 0, 0, 0]T,
bn+1i =

a0u0i + f 1i , n = 0, 1 < i < M
a0
{
uni −
n∑
k=1
bk(un+1−ki − un−ki )
}
+ f n+1i , n ≥ 1, 1 < i < M
g(xi, tn+1), i = 1 or i = M,
un+1i = u(xi, tn+1), f n+1i = f (xi, tn+1), and n = 0, 1, . . . ,N. (16)
The Laplacian operator expression under the polar coordinate is given by
∇2(ϕ(r)) = ∂ϕ(r)
∂r
(
∂2r
∂x2
+ ∂
2r
∂y2
+ ∂
2r
∂z2
)
+ ∂
2ϕ(r)
∂r2
[(
∂r
∂x
)2
+
(
∂r
∂y
)2
+
(
∂r
∂z
)2]
. (17)
Using Eq. (13), we can calculate the unknown coefficient {λ}n+1 and then u(xi, tn+1) by Eq. (9).
3. Numerical results and discussions
This section tests the above-mentioned numerical schemes to the one- and two-dimensional time fractional diffusion
equations. And numerical results are displayed and discussed.
3.1. One-dimensional case
We consider the following one-dimensional fractional diffusion equation
∂αu(x, t)
∂tα
+ u(x, t) = ∂
2u(x, t)
∂x2
+ f (x, t), 0 < α < 1, 0 ≤ x ≤ 2, t ≥ 0, (18)
with the initial condition
u(x, 0) = 0, 0 ≤ x ≤ 2, (19)
and the boundary condition
u(0, t) = u(2, t) = 0, t ≥ 0. (20)
Its analytical solution [27] is given by
u(x, t) = t2x(2− x), (21)
where
f (x, t) = 2
0(3− α)x(2− x)t
2−α + t2x(2− x)+ 2t2. (22)
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Fig. 1. Numerical solution of Eq. (18).
Fig. 2. Relative errors.
Firstly, we employ theMQ function φ(x) = (c2+r2)1/2, where c represents the shape parameter.M points are collocated
by {xj|xj = (j− 1)dx, j = 1, 2, . . . ,M}, where dx denotes internal distance between grids andM = [2/dx] + 1. Let τ = 0.1,
dx = 0.1, α = 0.7, and t ∈ [0, 10]. Fig. 1 shows the numerical solution of Eq. (18) usingMQwith c = 0.5, and Fig. 2 displays
its relative error, which shows that the numerical results agree well with the analytical solution. But the numerical accuracy
around the boundary knots is relatively poor comparedwith that around central region, due to the inaccurate approximation
of derivatives at boundary points [28].
As mentioned in Section 2.2, there are the two different estimate order of convergence of the present numerical scheme
regarding time step. Without loss of generality, we apply the method of Tadjeran [29] to test the convergence rate of our
scheme.
Table 1 shows the absolute error of the numerical solution. Based on detailed comparisons, we conclude that the
convergence order is o(τ 2−α) and agrees with Lin and Xu’s formula [20]. Fig. 3 shows the evolution of concentration with
time (when t = 3, 6, 9).
3.2. Two-dimensional case
The two-dimensional time fractional diffusion equation
∂αu(x, y, t)
∂tα
+ u(x, y, t) = ∂
2u
∂x2
+ ∂
2u
∂y2
+ f (x, y, t), 0 < α < 1, 0 ≤ x, y ≤ 2, t ≥ 0, (23)
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Table 1
Maximum errors of different time step by using the MQ with c = 0.1, dx = 0.01 when t = 1.0.
τ Maximum of error (t = 1.0) Error rate
0.1 8.3e−003 –
0.05 3.4e−003 2.44 ≈ (0.1/0.05)1.3
0.01 4.3e−004 8.10 ≈ (0.05/0.01)1.3
0.005 1.7e−004 2.52 ≈ (0.01/0.005)1.3
t=3
t=6
t=9
Fig. 3. The concentration at different time moments.
with initial condition
u(x, y, 0) = 0, 0 ≤ x, y ≤ 2, (24)
and boundary condition
u(0, y, t) = u(2, y, t) = t2y(2− y)
u(x, 0, t) = u(x, 2, t) = t2x(2− x). (25)
The analytical solution of the above problem is
u(x, t) = t2 [x(2− x)+ y(2− y)] , (26)
where
f (x, y, t) = 2
0(3− α) t
2−α[x(2− x)+ y(2− x)] + t2[x(2− x)+ y(2− y)] + 4t2. (27)
This study employs the TPS function as the radial basis function:
ϕ(r) = r2β log r. (28)
When t = 0.4, τ = 0.1, dx = dy = 0.1 and α = 0.7, we get results displayed in Fig. 4 by using TPS with β = 3.
According to numerical results presented in Section 3.1, it is found that the Kansamethod results in relatively larger error
around the boundary. Zhang et al. [28] proposed a Hermite type collocation method to remedy this drawback. In this study,
we will not further pursue this issue.
4. Conclusions
This study makes the first attempt to apply the Kansa method to solve the fractional diffusion equations in conjunction
with finite difference method in time. Numerical results verify the effectiveness and high accuracy of this method. A further
investigation into the solution of the space fractional diffusion equations is still under way and will be reported in a
subsequent paper.
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