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Let R be a real closed ﬁeld, Q ⊂ R[Y1, . . . , Y, X1, . . . , Xk], with
degY (Q )  2, degX (Q )  d, Q ∈ Q, #(Q) = m, and P ⊂
R[X1, . . . , Xk] with degX (P )  d, P ∈ P , #(P) = s. Let S ⊂ R+k
be a semi-algebraic set deﬁned by a Boolean formula without
negations, with atoms P = 0, P  0, P  0, P ∈ P ∪ Q. We
describe an algorithm for computing the Betti numbers of S
generalizing a similar algorithm described in [S. Basu, Comput-
ing the top few Betti numbers of semi-algebraic sets deﬁned by
quadratic inequalities in polynomial time, Found. Comput. Math.
8 (1) (2008) 45–80]. The complexity of the algorithm is bounded
by (( + 1)(s + 1)(m + 1)(d + 1))2O (m+k) . The complexity of the al-
gorithm interpolates between the doubly exponential time bounds
for the known algorithms in the general case, and the polynomial
complexity in case of semi-algebraic sets deﬁned by few quadratic
inequalities [S. Basu, Computing the top few Betti numbers of
semi-algebraic sets deﬁned by quadratic inequalities in polyno-
mial time, Found. Comput. Math. 8 (1) (2008) 45–80]. Moreover,
for ﬁxed m and k this algorithm has polynomial time complexity
in the remaining parameters.
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Let R be a real closed ﬁeld, P a ﬁnite subset of R[X1, . . . , Xk], and S ⊂ Rk a semi-algebraic set
deﬁned by a Boolean formula with atoms of the form P > 0, P < 0, P = 0 for P ∈ P . We call S a P-
semi-algebraic set and the Boolean formula deﬁning S a P-formula. If, instead, the Boolean formula
has atoms of the form P = 0, P  0, P  0, P ∈ P , and contains only disjunctions and conjunctions
(no negations or implications) then we will call S a P-closed semi-algebraic set, and the formula
deﬁning S a P-closed formula. Moreover, we call a P-closed semi-algebraic set S basic if the P-
closed formula deﬁning S is a conjunction of atoms of the form P = 0, P  0, P  0, P ∈ P .
For any closed semi-algebraic set X ⊂ Rk , we denote by bi(X) the dimension of the Q-vector
space, Hi(X,Q), which is the ith homology group of X with coeﬃcients in Q. We refer to [10] for the
deﬁnition of homology in the case of R being an arbitrary real closed ﬁeld, not necessarily the ﬁeld
of real numbers.
1.1. Brief history
Designing eﬃcient algorithms of computing the Betti numbers of semi-algebraic sets is an impor-
tant problem which has been considered by several authors. We give a brief description of the recent
advances and direct the reader to the survey article [5] for a more detailed exposition.
For general semi-algebraic sets the best known algorithm for computing all the Betti numbers is
via triangulation using cylindrical algebraic decomposition (see for example [10]) whose complexity
is doubly exponential in the number of variables. There have been some small advances in obtaining
singly exponential time algorithms for computing some of the Betti numbers, but we are still very
far from having an algorithm for computing all the Betti numbers of a given semi-algebraic set in
singly exponential time. Singly exponential time algorithms for computing the number of connected
components of a semi-algebraic set S (i.e. b0(S)) has been known for quite some time [13,15,17,18,20].
More recently, an algorithm with singly exponential complexity is given in [11] for computing the ﬁrst
Betti number of semi-algebraic sets. The above result is generalized in [12], where a singly exponential
time algorithm is given for computing the ﬁrst  Betti numbers of semi-algebraic sets, where  is
allowed to be any constant. Finally, note that singly exponential time algorithm is also known for
computing the Euler–Poincaré characteristic (which is the alternating sum of Betti numbers) of semi-
algebraic sets [4].
In another direction, several researchers have considered a special class of semi-algebraic sets—
namely, semi-algebraic sets deﬁned using quadratic polynomials. While the topology of such sets can
be arbitrarily complicated (since any semi-algebraic set can be deﬁned as the image under a linear
projection of a semi-algebraic deﬁned by quadratic inequalities), it is possible to prove bounds on
the Betti numbers of such sets which are polynomial in the number of variables and exponential in
only the number of inequalities [3,8]. (In contrast a semi-algebraic set deﬁned by a single polynomial
of degree > 2 can have exponentially large Betti numbers.) Polynomial time algorithms for testing
emptiness of such sets (where the number of inequalities is ﬁxed) were given in [2,19]. A polynomial
time algorithm (without any restriction on the number of inequalities) is given in [6] (see also [7]) for
computing a constant number of the top Betti numbers of semi-algebraic sets deﬁned by quadratic
inequalities. If moreover the number of inequalities is ﬁxed then the algorithm computes all the Betti
numbers in polynomial time. More precisely, an algorithm is described which takes as input a semi-
algebraic set S , deﬁned by Q 1  0, . . ., Qm  0, where each Q i ∈ R[Y1, . . . , Y] has degree  2, and
computes the top p Betti numbers of S , b−1(S), . . . ,b−p(S), in polynomial time. The complexity
of the algorithm is
∑p+2
i=0
(m
i
)
2
O (min(p,m))
. For ﬁxed m, we obtain by letting p = , an algorithm for
computing all the Betti numbers of S whose complexity is O (1) .
The goal of this paper is to design an algorithm for computing the Betti numbers of semi-algebraic
sets deﬁned in terms of partly quadratic systems of polynomials whose complexity interpolates be-
tween the doubly exponential time bounds for the known algorithms in the general case, and the
polynomial complexity in case of semi-algebraic sets deﬁned by few quadratic inequalities. Our algo-
rithm is partly based on techniques developed in [9], where we prove a quantitative result bounding
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stating this result we introduce some notation that we are going to ﬁx for the rest of the paper.
Notation 1. We denote by
• Q ⊂ R[Y1, . . . , Y, X1, . . . , Xk], a family of polynomials with
degY (Q ) 2, degX (Q ) d, Q ∈ Q, #(Q) =m,
and by
• P ⊂ R[X1, . . . , Xk] a family of polynomials with
degX (P ) d, P ∈ P, #(P) = s.
The following theorem is proved in [9].
Theorem 1.1. Let S ⊂ R+k be a (P ∪ Q)-closed semi-algebraic set. Then
b(S) 2
(
O (s + +m)d)k+2m.
In particular, for m , we have b(S) 2(O (s + )d)k+2m.
The above theorem interpolates previously known bounds on the Betti numbers of general semi-
algebraic sets (which are exponential in the number of variables) [4,16,21,22,24], and bounds on Betti
numbers of semi-algebraic sets deﬁned by quadratic inequalities (which are exponential only in the
number of inequalities and polynomial in the number of variables) [3,8]. Indeed we recover these
extreme cases by setting  and m (respectively s, d and k) to O (1) in the above bound.
1.2. Main results
The main result of this paper is algorithmic. We describe an algorithm (Algorithm 5 below) for
computing all the Betti numbers of a closed semi-algebraic set deﬁned by partly quadratic systems
of polynomials. The complexity of this algorithm interpolates the complexity of the best known al-
gorithms for computing the Betti numbers of general semi-algebraic sets on one hand, and those
described by quadratic inequalities on the other.
Deﬁnition 1.2 (Complexity). By complexity of an algorithm we will mean the number of arithmetic
operations and comparisons performed by the algorithm in R. We refer the reader to [10, Chapter 8]
for a full discussion about the various measures of complexity.
We prove the following theorem.
Theorem 1.3. There exists an algorithm that takes as input the description of a (P ∪Q)-closed semi-algebraic
set S (following the same notation as in Theorem 1.1) and outputs its Betti numbers b0(S), . . . ,b+k−1(S). The
complexity of this algorithm is bounded by ((+ 1)(s + 1)(m + 1)(d + 1))2O (m+k) .
The algorithm we describe is an adaptation of the algorithm in [6], to the case where there are
parameters, and the degrees with respect to these parameters could be larger than two. In addition,
in this paper we also treat the case of general P ∪ Q-closed sets, not just basic closed ones as was
done in [6]. We also provide more details and analyze the complexity of the algorithm more carefully,
in order to take into account the dependence on the additional parameters.
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The problem of computing the Betti numbers of semi-algebraic sets in general is a PSPACE-hard
problem. We refer the reader to [6] and the references contained therein, for a detailed discussion
of these hardness results. On the other hand, as shown in [6], the problem of computing the Betti
numbers of semi-algebraic sets deﬁned by a constant number of quadratic inequalities is solvable
in polynomial time. This result depends critically on the quadratic dependence of the variables, as
witnessed by the fact that the problem of computing the Betti numbers of a real algebraic variety
deﬁned by a single quartic equation is also PSPACE-hard. We show in this paper that the problem
of computing the Betti numbers of semi-algebraic sets deﬁned by a constant number of polynomial
inequalities is solvable in polynomial time, even if we allow a small (constant sized) subset of the
variables to occur with degrees larger than two in the polynomials deﬁning the given set. Note that
such a result is not obtainable directly from the results in [6] by the naive method of replacing the
monomials having degrees larger than two by a larger set of quadratic ones (introducing new variables
and equations in the process).
The rest of the paper is organized as follows. In Section 2 we describe some mathematical results
concerning the topology of sets deﬁned by quadratic inequalities. We often omit proofs if these appear
elsewhere and just provide appropriate pointers to literature. In Section 3 we describe our algorithm
for computing all the Betti numbers of semi-algebraic sets deﬁned by partly quadratic systems of
polynomials and prove its correctness and complexity bounds, thus proving Theorem 1.3.
2. Topology of sets deﬁned by partly quadratic systems of polynomials
In this section we recall a construction described in [9] that will be important for the algorithm
described later. We parametrize a construction introduced by Agrachev in [1] while studying the
topology of sets deﬁned by (purely) quadratic inequalities (that is without the parameters X1, . . . , Xk
in our notation). However, we do not make any non-degeneracy assumptions on our polynomials, and
we also avoid construction of Leray spectral sequences as done in [1].
We ﬁrst need to ﬁx some notation.
2.1. Mathematical preliminaries
2.1.1. Some notation
For all a ∈ R we deﬁne
sign(a) =
{
0 if a = 0,
1 if a > 0,
−1 if a < 0.
Let A be a ﬁnite subset of R[X1, . . . , Xk]. A sign condition on A is an element of {0,1,−1}A . The
realization of the sign condition σ , R(σ ,Rk), is the basic semi-algebraic set
{
x ∈ Rk
∣∣∣ ∧
P∈A
sign
(
P (x)
)= σ(P )}.
A weak sign condition on A is an element of {{0}, {0,1}, {0,−1}}A . The realization of the weak sign
condition ρ , R(ρ,Rk), is the basic semi-algebraic set
{
x ∈ Rk
∣∣∣ ∧
P∈A
sign
(
P (x)
) ∈ ρ(P )}.
We often abbreviate R(σ ,Rk) by R(σ ), and we denote by Sign(A) the set of realizable sign con-
ditions Sign(A) = {σ ∈ {0,1,−1}A | R(σ ) = ∅}.
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R(Φ), the semi-algebraic set deﬁned by Φ in Rk .
2.1.2. Use of inﬁnitesimals
Later in the paper, we extend the ground ﬁeld R by inﬁnitesimal elements. We denote by R〈ζ 〉
the real closed ﬁeld of algebraic Puiseux series in ζ with coeﬃcients in R (see [10] for more details).
The sign of a Puiseux series in R〈ζ 〉 agrees with the sign of the coeﬃcient of the lowest degree term
in ζ . This induces a unique order on R〈ζ 〉 which makes ζ inﬁnitesimal with respect to R, that is ζ
is positive and smaller than any positive element of R. When a ∈ R〈ζ 〉 is bounded from above and
below by some elements of R, limζ (a) is the constant term of a, obtained by substituting 0 for ζ in a.
We denote by R〈ζ1, . . . , ζn〉 the ﬁeld R〈ζ1〉 · · · 〈ζn〉, and in this case ζ1 is positive and inﬁnitesimally
small with respect to R, and for 1 i  n − 1, ζi+1 is positive and inﬁnitesimally small with respect
to R〈ζ1, . . . , ζi〉, which we abbreviate by writing 0< ζn 
 · · · 
 ζ1 
 1.
Let R′ be a real closed ﬁeld containing R. Given a semi-algebraic set S in Rk , the extension of
S to R′ , denoted Ext(S,R′), is the semi-algebraic subset of R′k deﬁned by the same quantiﬁer free
formula that deﬁnes S . The set Ext(S,R′) is well deﬁned (i.e. it only depends on the set S and not on
the quantiﬁer free formula chosen to describe it). This is an easy consequence of the transfer principle
(see for instance [10]).
2.2. Homogeneous case
Notation 2. We denote by
• Qh the family of polynomials obtained by homogenizing Q with respect to the variables Y , i.e.
Qh = {Q h ∣∣ Q ∈ Q}⊂ R[Y0, . . . , Y, X1, . . . , Xk],
where Q h = Y 20 Q (Y1/Y0, . . . , Y/Y0, X1, . . . , Xk).• Φ a formula deﬁning a P-closed semi-algebraic set V .
• Ah the semi-algebraic set
Ah =
⋃
Q ∈Qh
{
(y, x)
∣∣ |y| = 1∧ Q (y, x) 0∧Φ(x)}. (2.1)
• Wh the semi-algebraic set
Wh =
⋂
Q ∈Qh
{
(y, x)
∣∣ |y| = 1∧ Q (y, x) 0∧Φ(x)}. (2.2)
Let
Ω = {ω ∈ Rm ∣∣ |ω| = 1, ωi  0, 1 i m}. (2.3)
Let Q = {Q 1, . . . , Qm} and Qh = {Q h1 , . . . , Q hm}. For ω ∈ Ω we denote by 〈ω,Qh〉 ∈ R[Y0, . . . , Y,
X1, . . . , Xk] the polynomial deﬁned by
〈
ω,Qh〉= m∑
i=1
ωi Q
h
i . (2.4)
For (ω, x) ∈ Ω × V , we denote by 〈ω,Qh〉(·, x) the quadratic form in Y0, . . . , Y obtained from
〈ω,Qh〉 by specializing Xi = xi , 1 i  k.
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B = {(ω, y, x) ∣∣ω ∈ Ω, y ∈ S, x ∈ V , 〈ω,Qh〉(y, x) 0}. (2.5)
We denote by ϕ1 : B → F and ϕ2 : B → S × V the two projection maps (see diagram below where
the other three maps are the obvious projection maps).
The following key proposition was proved by Agrachev [1] in the unparameterized situation, but as
we see below it works in the parametrized case as well.
Proposition 2.1. The semi-algebraic set B is homotopy equivalent to Ah.
Proof. See [9]. 
We will use the following notation.
Notation 3. For a quadratic form Q ∈ R[Y0, . . . , Y], we denote by index(Q ) the number of negative
eigenvalues of the symmetric matrix of the corresponding bilinear form, i.e. of the matrix M such
that Q (y) = 〈My, y〉 for all y ∈ R+1 (here 〈· , ·〉 denotes the usual inner product). We also denote by
λi(Q ), 0 i   the eigenvalues of Q in non-decreasing order, i.e.
λ0(Q ) λ1(Q ) · · · λ(Q ).
For F = Ω × V as above we denote
F j =
{
(ω, x) ∈ F ∣∣ index(〈ω,Qh〉(·, x)) j}.
It is clear that each F j is a closed semi-algebraic subset of F and we get a ﬁltration of the space F
given by
F0 ⊂ F1 ⊂ · · · ⊂ F+1 = F .
Lemma 2.2. The ﬁbre of the map ϕ1 over a point (ω, x) ∈ F j \ F j−1 has the homotopy type of a sphere of
dimension − j.
Proof. See [9]. 
For each (ω, x) ∈ F j \ F j−1, let L+j (ω, x) ⊂ R+1 denote the sum of the non-negative eigenspaces
of 〈ω,Qh〉(·, x). Since index(〈ω,Qh〉(·, x)) = j stays invariant as (ω, x) varies over F j \ F j−1, L+j (ω, x)
varies continuously with (ω, x).
We denote by C the semi-algebraic set deﬁned by the following. We ﬁrst deﬁne for 0 j  + 1
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C j =
{
(ω, y, x)
∣∣ (ω, x) ∈ F j \ F j−1, y ∈ L+j (ω, x), |y| = 1}, (2.6)
and ﬁnally we deﬁne
C =
+1⋃
j=0
C j . (2.7)
The following proposition proved in [9] relates the homotopy type of B to that of C .
Proposition 2.3. The semi-algebraic set C deﬁned by (2.7) is homotopy equivalent to B.
The following example which also appears in [9] illustrates Proposition 2.3.
Example 2.4. In this example m = 2,  = 3, k = 0, and Qh = {Q h1 , Q h2 } with
Q h1 = −Y 20 − Y 21 − Y 22 ,
Q h2 = Y 20 + 2Y 21 + 3Y 22 .
The set Ω is the part of the unit circle in the third quadrant of the plane, and F = Ω in
this case (since k = 0). In the following Fig. 1, we display the ﬁbers of the map ϕ−11 (ω) ⊂ B
for a sequence of values of ω starting from (−1,0) and ending at (0,−1). We also show the
spheres C ∩ ϕ−11 (ω), of dimensions 0,1, and 2, that these ﬁbers retract to. At ω = (−1,0), it is
easy to verify that index(〈ω,Qh〉) = 3, and the ﬁber ϕ−11 (ω) ⊂ B is empty. Starting from ω =
(− cos(arctan(1)),− sin(arctan(1))) we have index(〈ω,Qh〉) = 2, and the ﬁber ϕ−11 (ω) consists of
the union of two spherical caps, homotopy equivalent to S0. Starting from ω = (− cos(arctan(1/2)),
− sin(arctan(1/2))) we have index(〈ω,Qh〉) = 1, and the ﬁber ϕ−11 (ω) is homotopy equivalent to S1.
Finally, starting from ω = (− cos(arctan(1/3)),− sin(arctan(1/3))), index(〈ω,Qh〉) = 0, and the ﬁber
ϕ−11 (ω) stays equal to S2.
Let Λ ∈ R[Z1, . . . , Zm, X1, . . . , Xk, T ] be the polynomial deﬁned by
Λ = det(T · Id+1 − MZ ·Qh ),= T +1 + CT  + · · · + C0,
where Z · Qh =∑mi=1 Zi Q hi , and each Ci ∈ R[Z1, . . . , Zm, X1, . . . , Xk].
Note that for (ω, x) ∈ Ω × Rk , the polynomial Λ(ω, x, T ), being the characteristic polynomial of
a real symmetric matrix, has all its roots real. It then follows from Descartes’ rule of signs (see for
instance [10]), that for each (ω, x) ∈ Ω × Rk , index(〈ω,Qh〉(·, x)) is determined by the sign vector
(
sign
(
C(ω, x)
)
, . . . , sign
(
C0(ω, x)
))
.
More precisely, the number of sign variations in the sequence
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(
C0(ω, x)
)
, . . . , (−1)i sign(Ci(ω, x)), . . . , (−1) sign(C(ω, x)),+1
is equal to index(〈ω,Qh〉(·, x)).
Hence, denoting
C = {C0, . . . ,C} ⊂ R[Z1, . . . , Zm, X1, . . . , Xk], (2.8)
we have
Lemma 2.5. F j is the intersection of F with a C-closed semi-algebraic set D j ⊂ Rm+k, for each 0 j  + 1.
3. Computing the Betti numbers
We now consider the algorithmic problem of computing all the Betti numbers of a semi-algebraic
set deﬁned by a partly quadratic system of polynomials.
3.1. Summary of the main idea
The main idea behind the algorithm can be summarized as follows. The ﬁrst step is to compute
the Betti numbers of Ah which is done in Section 3.3.
By virtue of Proposition 2.1, in order to compute the Betti numbers of Ah , it suﬃces to construct a
cell complex, K(B, V ), whose associated space is homotopy equivalent to the set B deﬁned by (2.5).
In order to do so, we ﬁrst compute a semi-algebraic triangulation, h : Δ → F , such that as (ω, x) varies
over the image of any simplex σ ∈ Δ, the index(〈ω,Qh〉(·, x)) stays ﬁxed, and we have a continuous
choice of an orthonormal basis,
{
e0(σ ,ω, x), . . . , e(σ ,ω, x)
}
consisting of eigenvectors of the symmetric matrix associated to the quadratic form 〈ω,Qh〉(·, x).
Moreover, if index(〈ω,Qh〉(·, x)) = j for (ω, x) ∈ h(σ ), then ϕ−11 (ω, x) can be retracted to
S ∩ span(e j(σ ,ω, x), . . . , e(σ ,ω, x)), and the ﬂag of subspaces deﬁned by the orthonormal ba-
sis, {e0(σ ,ω, x), . . . , e(σ ,ω, x)}, gives an eﬃcient regular cell decomposition of the sphere S ∩
span(e j(σ ,ω, x), . . . , e(σ ,ω, x)) into 2(− j + 1) cells, having two cells of each dimension from 0 to
− j (see Deﬁnition 3.3).
Now consider a pair of simplices, σ ,τ ∈ Δ, with σ ≺ τ . The orthonormal basis {e0(τ ,ω, x), . . . ,
e(τ ,ω, x)}, deﬁned for (ω, x) ∈ h(τ ) might not have a continuous extension to h(σ ) on the boundary
of h(τ ). In particular, the cell decompositions of the ﬁbers, S ∩ span(e j(σ ,ω, x), . . . , e(σ ,ω, x)), over
points in (ω, x) ∈ h(σ ) might not be compatible with those over neighboring points in h(τ ). In order
to obtain a proper cell complex we need to compute a common reﬁnement of the cell decomposition
of the sphere over each point in (ω, x) ∈ h(σ ) induced by the basis {e0(σ ,ω, x), . . . , e(σ ,ω, x)}, and
the one obtained as a limit of those over certain points in h(τ ) converging to (ω, x). We need to
further subdivide h(σ ) to ensure that over each cell of this subdivision the combinatorial type of the
above reﬁnements stays the same. Since a simplex σ ∈ Δ can be incident on many other simplices of
Δ, we might in the above procedure need to simultaneously reﬁne cell decompositions of the sphere
coming from many different simplices. In order to ensure (for complexity reasons) that we do not
have to simultaneously reﬁne cell decompositions coming from too many simplices, we thicken the
simplices inﬁnitesimally and as a result only need to reﬁne at most m + k cell decompositions at a
time.
Once we have an algorithm for computing the Betti numbers of Ah , we are able to compute
eﬃciently the Betti numbers of Wh as well, the main additional tool being the Mayer–Vietoris double
complex. The algorithm for computing Wh is described in Section 3.4. Finally, we are able to compute
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of Wh and again the Mayer–Vietoris double complex, and this is described in Section 3.5.
Before describing the algorithms for computing the Betti numbers we need some preliminaries on
triangulations.
3.2. Triangulations
We ﬁrst need to recall a fact from semi-algebraic geometry about triangulations of semi-algebraic
sets, and then we deﬁne the notion of an index invariant triangulation and give an algorithm for
computing it.
3.2.1. Triangulations of semi-algebraic sets
A triangulation of a closed and bounded semi-algebraic set S is a simplicial complex Δ together
with a semi-algebraic homeomorphism from |Δ| to S . We always assume that the simplices in Δ are
open. Given such a triangulation we will often identify the simplices in Δ with their images in S
under the given homeomorphism, and will refer to the triangulation by Δ.
Given a triangulation Δ, the cohomology groups Hi(S) are isomorphic to the simplicial cohomology
groups Hi(Δ) of the simplicial complex Δ and are in fact independent of the triangulation Δ (this fact
is classical over R; see for instance [10] for a self-contained proof in the category of semi-algebraic
sets).
We call a triangulation h1 : |Δ1| → S of a semi-algebraic set S , to be a reﬁnement of a triangulation
h2 : |Δ2| → S if for every simplex σ1 ∈ Δ1, there exists a simplex σ2 ∈ Δ2 such that h1(σ1) ⊂ h2(σ2).
Let S1 ⊂ S2 be two compact semi-algebraic subsets of Rk . We say that a semi-algebraic triangu-
lation h : |Δ| → S2 of S2, respects S1 if for every simplex σ ∈ Δ, h(σ ) ∩ S1 = h(σ ) or ∅. In this
case, h−1(S1) is identiﬁed with a sub-complex of Δ and h|h−1(S1) : h−1(S1) → S1 is a semi-algebraic
triangulation of S1. We will refer to this sub-complex by Δ|S1 .
We will need the following theorem which can be deduced from Section 9.2 in [14] (see also [10]).
Theorem 3.1. Let S1 ⊂ S2 ⊂ Rk be closed and bounded semi-algebraic sets, and let hi : Δi → Si , i = 1,2 be
semi-algebraic triangulations of S1 , S2 . Then there exists a semi-algebraic triangulation h : Δ → S2 of S2 ,
such that Δ respects S1 , Δ is a reﬁnement of Δ2 , and Δ|S1 is a reﬁnement of Δ1 .
Moreover, there exists an algorithm which computes such a triangulation with complexity bound (sd)O (1)
k
,
where s is the number of polynomials used in the deﬁnition of S1 and S2 , and d is a bound on their degrees.
3.2.2. Parametrized eigenvector basis
Let M(ω, x) be the symmetric matrix associated to the quadratic form 〈ω,Qh〉(·, x) deﬁned
by (2.4). When M(ω, x) has simple eigenvalues for all possible choice of ω, x in some domain, there is
a ﬁnite choice of orthonormal bases consisting of eigenvectors of M(ω, x). However, when M(ω, x) has
multiple eigenvalues, the number of choices of orthonormal basis of eigenvectors is inﬁnite. In order
to avoid the problem caused by the latter situation we are going to use an inﬁnitesimal deformation
as follows.
Let 0< ε 
 1 be an inﬁnitesimal and
Mε(ω, x) = (1− ε)M(ω, x)+ ε diag(0,1,2, . . . , ). (3.1)
Note that for every (ω, x) ∈ Ω × Rk the eigenvalues of Mε(ω, x) in R〈ε〉 are distinct and non-zero. In-
deed, replace ε by t in the deﬁnition of Mε(ω, x) and obtain Mt(ω, x). Observe that the statement is
true if t = 1, since the matrix M1(ω, x) has distinct eigenvalues. Thus, the set of t ’s in the algebraically
closed ﬁeld C= R[√−1] for which Mt(ω, x) has + 1 distinct eigenvalues is non-empty, constructible
and contains an open subset (in the Euclidean topology), since the condition of having distinct eigen-
values is a stable condition. Thus, there exists ε0 > 0, such that for all t ∈ (0, ε0), Mt(ω, x) has  + 1
distinct eigenvalues, and hence it is also the case for the inﬁnitesimal ε.
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Let A ⊂ R[Z1, . . . , Zm, X1, . . . , Xk] be a set of polynomials containing C (see (2.8)) and such that for
every sign condition ρ ∈ {0,1,−1}A and every (ω, x) ∈ R(ρ,Ω × Rk), the Thom encodings (see [10,
p. 43] for a deﬁnition) of the roots of Λ(Mε(ω, x), T ) stay ﬁxed, as well as the list of the non-singular
minors of size  in Mε(ω, x, T ) at each root of Λ(Mε(ω, x), T ).
Then choosing a non-vanishing minor and using Cramer’s rule, we ﬁnd (+ 1)2 rational functions
in the variables u,ω, x, T which give for every (u,ω, x) ∈ R(ρ,Ω ×Rk+1) the coordinates of an eigen-
vector vε(u,ω, x, tε) associated to the eigenvalue tε (where u denotes the co-ordinate left out in the
non-singular  ×  minor chosen for this eigenvalue in the application of Cramer’s rule). We denote
by eε(ω, x, tε) the unit eigenvector vε(1,ω, x, tε)/‖vε(1,ω, x, tε)‖ when tε is an eigenvalue.
If the eigenvalues λε,0 < · · · < λε, are in increasing order, we deﬁne
eε,i(ω, x) = eε(ω, x, λε,i).
Note that for every (ω, x) ∈ Ω × Rk
(
lim
ε
(
eε,0(ω, x)
)
, . . . , lim
ε
(
eε,(ω, x)
))
is an orthonormal basis consisting of eigenvectors of M(ω, x).
3.2.3. Index invariant triangulations
We now deﬁne a certain special kind of semi-algebraic triangulation of F that will play an impor-
tant role in our algorithm.
Deﬁnition 3.2 (Index invariant triangulation). An index invariant triangulation of F is a triangulation
h : Δ → F
of F , which respects all the realization of the weak sign conditions on P and A (see deﬁnition
in 3.2.2). As a consequence, h respects the subsets F I for every I ⊂ Q. Moreover, index(〈ω,Qh〉(·, x)),
stays invariant as (ω, x) varies over h(σ ), and the maps eε,0(σ ), . . . , eε, sending (ω, x) ∈ h(σ ) to the
orthonormal basis eε,0(ω, x), . . . , eε,(ω, x), are uniformly deﬁned. Note also that for every (ω, x) ∈
h(σ ),
{
e j(σ ,ω, x), . . . , e(σ ,ω, x)
}= {lim
ε
(
eε, j(ω, x)
)
, . . . , lim
ε
(
eε,(ω, x)
)}
is a basis for the linear subspace L+(ω, x) ⊂ R+1 (which is the orthogonal complement to the sum
of the eigenspaces corresponding to the ﬁrst j eigenvalues of 〈ω,Qh〉(·, x)).
We now describe an algorithm for computing index invariant triangulations.
Algorithm 1 (Index invariant triangulation).
Input
• A family of polynomials, Qh = {Q h1 , . . . , Q hm} ⊂ R[Y0, . . . , Y, X1, . . . , Xk], where each Q hi
is homogeneous of degree 2 in the variables Y0, . . . , Y , and of degree at most d in
X1, . . . , Xk .
• Another family of polynomials P ⊂ R[X1, . . . , Xk], with deg(P ) d, P ∈ P , #(P) = s.
• A P-closed formula Φ deﬁning a bounded P-closed semi-algebraic set V ⊂ Rk .
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h : Δ → F
of F and for each simplex σ of Δ, the rational functions eε,0(σ ), . . . , eε,(σ ).
Procedure
Step 1. Let ε > 0 be an inﬁnitesimal and let Z = (Z1, . . . , Zm). Let Mε be the symmetric matrix
corresponding to the quadratic form (in Y0, . . . , Y) deﬁned by
Mε(X, Z) = (1− ε)
(
Z1Q
h
1 + · · · + ZmQ hm
)+ ε Q¯ ,
where Q¯ =∑i=0 iY 2i . Compute the polynomials
Λ(Z , X, T ) = det(T · Id+1 − Mε) = T +1 + CT  + · · · + C0. (3.2)
Step 2. Using Algorithm 11.19 in [10] (Restricted Elimination), compute a family of polynomials
A′ ⊂ R[ε][Z1, . . . , Zm, X1, . . . , Xk] such that for each ρ ∈ Sign(A′), and (ω, x) ∈ R(ρ,Ω × Rk) ∩ F the
Thom encodings of the roots of Λ(ω, x, T ) in R〈ε〉 and the number of non-negative roots of Λ(ω, x, T )
in R〈ε〉 stay ﬁxed, as well as the list of the non-singular minors of size  in Mε(ω, x, T ) at each root
of Λ(Mε(ω, x), T ). Let A ⊂ R[Z1, . . . , Zm, X1, . . . , Xk] be the set of all coeﬃcients of the polynomials
in A′ , when each of them is written as a polynomial in ε.
Step 3. Using the algorithm implicit in Theorem 3.1 (triangulation), compute a semi-algebraic tri-
angulation
h : Δ → F ,
respecting all the realizations of the weak sign conditions on A ∪ P .
Step 4. For each simplex σ of Δ, output the maps eε,0(σ ), . . . , eε,(σ ).
Complexity analysis. The complexity of the algorithm is dominated by the complexity of Step 3,
which is ((+ 1)(s + 1)(m + 1)(d + 1))2O (m+k) .
Proof of correctness. It follows from the fact that the triangulation respects all weak sign conditions
on A that index(〈ω,Qh〉(·, x)) is constant for (ω, x) ∈ h(σ ) for any simplex σ of Δ,
Since eε,0(σ ,ω, x), . . . , eε,(σ ,ω, x) are orthonormal, so are e0(σ ,ω, x), . . . , e(σ ,ω, x) for every
(ω, x) ∈ h(σ ). Moreover, letting j = index(〈ω,Qh〉(·, x)) for (ω, x) ∈ h(σ ), we have that eε, j(σ ,ω, x),
. . . , eε,(σ ,ω, x) span the sum of the non-negative eigenspaces of Mε(ω, x), their images under the
limε map will span the sum of the non-negative eigenspaces of M(ω, x). 
3.3. Computing Betti numbers in the homogeneous union case
Now that we obtained an index invariant triangulation Δ, our next goal is to construct a cell
complex K(B, V ) homotopy equivalent to B (see Notation 2.5) that will be used to compute the Betti
numbers of Ah (see Notation 2). The cell complex K(B, V ) is obtained by gluing together certain
regular cell complexes, K(σ ), where σ ∈ Δ.
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3.3.1. Deﬁnition of C(Δ)
Let 1  ε0  ε1  · · ·  εm+k > 0 be inﬁnitesimals. For τ ∈ Δ, we denote by Dτ the subset of τ¯
deﬁned by
Dτ =
{
v ∈ τ¯ ∣∣ dist(v, θ) εdim(θ) for all θ ≺ σ },
where dist refers to the ordinary Euclidean distance and θ ≺ σ denotes that θ is a face of σ .
Now, let σ ≺ τ be two simplices of Δ. We denote by Dσ ,τ the subset of τ¯ deﬁned by
Dσ ,τ =
{
v ∈ τ¯ ∣∣ dist(v, σ ) εdim(σ ), and dist(v, θ) εdim(θ) for all θ ≺ σ }.
Note that
|Δ| =
⋃
σ∈Δ
Dσ ∪
⋃
σ ,τ∈Δ,σ≺τ
Dσ ,τ .
Also, observe that the various Dτ ’s and Dσ ,τ ’s are all homeomorphic to closed balls, and moreover
all non-empty intersections between them also have the same property. Thus, the union of the Dτ ’s
and Dσ ,τ ’s together with the non-empty intersections between them form a regular cell complex,
C(Δ), whose underlying topological space is |Δ| (see Figs. 2 and 3).
3.3.2. Deﬁnition of K(σ ) and K(σ , τ ) where σ ,τ are simplices of Δ
We now associate to each Dσ (respectively Dσ ,τ ) a regular cell complex, K(σ ), (respectively
K(σ , τ )) homotopy equivalent to ϕ−11 (h(Dσ )) (respectively ϕ−11 (h(Dσ ,τ ))).
For each σ ∈ Δ, and (ω, x) ∈ h(σ ), the orthonormal basis
{
e0(σ ,ω, x), . . . , e(σ ,ω, x)
}
determines a complete ﬂag of subspaces, F(σ ,ω, x), consisting of
F 0(σ ,ω, x) = 0,
F 1(σ ,ω, x) = span(e(σ ,ω, x)),
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F 2(σ ,ω, x) = span(e(σ ,ω, x), e−1(σ ,ω, x)),
.
.
.
F +1(σ ,ω, x) = R+1.
Deﬁnition 3.3. For 0 j  , let c+j (σ ,ω, x) (respectively c
−
j (σ ,ω, x)) denote the (− j)-dimensional
cell consisting of the intersection of the F − j+1(σ ,ω, x) with the unit hemisphere in R+1 deﬁned by
{
y ∈ S ∣∣ 〈y, e j(σ ,ω, x)〉 0} (respectively {y ∈ S ∣∣ 〈y, e j(σ ,ω, x)〉 0}).
The regular cell complex K(σ ) (as well as K(σ , τ )) is deﬁned as follows.
For each v ∈ |Δ| and σ ∈ Δ, let v(σ ) ∈ |σ | denote the point of |σ | closest to v .
The cells of K(σ ) are
{
(y,ω, x)
∣∣ y ∈ c±j (σ ,ω, x), (ω, x) ∈ h(c)},
where index(〈ω,Qh〉(·, x)) j  , and c ∈ C(Δ) is either Dσ itself, or a cell contained in the bound-
ary of Dσ .
Similarly, the cells of K(σ , τ ) are
{
(y,ω, x)
∣∣ y ∈ c±j (σ ,h(v(σ ))), v = h−1(ω, x) ∈ c},
where index(〈ω,Qh〉(·, x)) j  , c ∈ C(Δ) is either Dσ ,τ itself, or a cell contained in the boundary
of Dσ ,τ .
3.3.3. Deﬁnition of K(D), where D is a cell of C(Δ)
Our next step is to obtain cellular subdivisions of each non-empty intersection amongst the spaces
associated to the complexes constructed above, and thus obtain a regular cell complex, K(B, V ),
whose associated space, |K(B, V )|, will be shown to be homotopy equivalent to B (Proposition 3.6
below).
S. Basu et al. / Journal of Algebra 321 (2009) 2206–2229 2219First notice that |K(σ ′, τ ′)| (respectively |K(σ )|) has a non-empty intersection with |K(σ , τ )| only
if Dσ ′,τ ′ (respectively Dσ ′ ) intersects Dσ ,τ .
Let D be some non-empty intersection amongst the Dσ ’s and Dσ ,τ ’s, that is D is a cell of C(Δ).
Then D ⊂ |τ | for a unique simplex τ ∈ Δ, and
D = Dσ1,τ ∩ · · · ∩ Dσp ,τ ∩ Dτ ,
with σ1 ≺ σ2 ≺ · · · ≺ σp ≺ σp+1 = τ and p m+ k.
For each i, 1 i  p + 1, let { f0(σi, v), . . . , f(σi, v)} denote a orthonormal basis of R+1 where
f j(σi, v) = lim
t→0 e j
(
σi,h
(
tv(σi)+ (1− t)v(σ1)
))
, 0 j  ,
and let F(σi, v) denote the corresponding ﬂag, consisting of
F 0(σi, v) = 0,
F 1(σi, v) = span
(
f(σi, v)
)
,
F 2(σi, v) = span
(
f(σi, v), f−1(σi, v)
)
,
.
.
.
F +1(σi, v) = R+1.
We thus have p + 1 different ﬂags
F(σ1, v), . . . , F(σp+1, v),
and these give rise to p + 1 different regular cell decompositions of S .
There is a unique smallest regular cell complex, K′(D, v), that reﬁnes all these cell decompositions,
whose cells are the following. Let L ⊂ R+1 be any j-dimensional linear subspace, 0 j  +1, which
is an intersection of linear subspaces L1, . . . , Lp+1, where Li ∈ F(σi, v), 1  i  p + 1 m + k + 1.
The elements of the ﬂags, F(σ1, v), . . . ,F(σp+1, v) of dimensions j + 1, partition L into polyhedral
cones of various dimensions. The intersections of these cones with S , over all such subspaces L ⊂
R+1, are the cells of K′(D, v). Fig. 4 illustrates the reﬁnement described above in case of two ﬂags
in R3. We denote by K(D, v) the sub-complex of K′(D, v) consisting of only those cells included in
L+(σ1,h(v(σ1)))∩ S .
We now triangulate h(D) using the algorithm implicit in Theorem 3.1 (triangulation), so that the
combinatorial type of the arrangement of ﬂags,
F(σ1, v), . . . ,F(σp+1, v)
and hence the combinatorial type of the cell decomposition K′(D, v), stays invariant over the image
hD(θ) of each simplex θ of this triangulation.
Note that in case the eigenvalues of M(h(v)) are all distinct, we have that F(σ1, v) = · · · =
F(σp+1, v) since the vectors
f0(σi, v), . . . , f(σi, v)
is an orthonormal basis of eigen-vectors with each f j(σi, v) uniquely deﬁned up to sign. Thus the
cell decompositions of S induced by the ﬂags F(σ1, v) = · · · = F(σp+1, v) are identical to each other
and hence also to K′(D, v).
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However, if the eigenvalues of M(h(v)) are not all distinct then the reﬁnement K′(D, v) can be
non-trivial. For example suppose we have that λα(h(v)) = · · · = λβ(h(v)), 0  α < β  . Then in
general the sub-ﬂags consisting of subspaces F+1−β(σi, v) ⊂ · · · ⊂ F+1−α(σi, v) and F+1−β(σ j, v) ⊂
· · · ⊂ F+1−α(σ j, v) will in general not coincide for i = j.
In this case the combinatorial type of the reﬁnement K′(D, v) is determined by the dimensions of
the intersections amongst the subspaces
F+1−β(σi, v), . . . , F+1−α(σi, v), 1 i  p + 1.
The dimensions of these intersections are determined by the minimal linear dependencies amongst
the vectors f i(σ j, v), α  i  β , 1  j  p + 1, and these are in turn determined by the ranks of
matrices with at most  + 1 rows of the following form. The rows of the matrix consists of at most
p + 1 blocks, with the jth block of the shape fα(σ j, v), . . . , fα j (σ j, v), where α  α j  β . (Note that
every row of the above matrix consists of rational functions evaluated at a single root λα(h(v)) of
Λ(M(h(v)), T ), and this root is common to all the rows. This fact is important since in order to
perform algebraic computations on the entries of the matrix we need to eliminate just one variable
corresponding to this single root.)
Introducing an inﬁnitesimal δ such that 1 δ  ε > 0, we note that for each 0 j  ,
f j
(
σi,h
−1(ω, x)
) = lim
δ
eε, j
(
h
(
δv(σi)+ (1− δ)v(σ1)
))
= lim
t→0 e j
(
σi,h
(
tv(σi)+ (1− t)v(σ1)
))
.
We consider all matrices with at most + 1 rows consisting of blocks of the shape, fα(σ j, v), . . . ,
fα j (σ j, v), with 0  α  α j  β  , 0  j m + k, and λα(h(v)) = · · · = λβ(h(v)). The number of
such matrices is clearly bounded by O (m+k) .
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in [10] (for computing determinants over an arbitrary domain), we compute a family of polynomi-
als in R[Z1, . . . , Zm, X1, . . . , Xk] such that over each sign condition of this family the rank of the given
matrix stays ﬁxed.
Let
AD ⊂ R[Z1, . . . , Zm, X1, . . . , Xk]
be the union of all these sets of polynomials.
The combinatorial type of the cell decomposition K′(D, v) will stay invariant as (ω, x) varies over
each connected component of any realizable sign condition on AD ⊂ R[Z1, . . . , Zm, X1, . . . , Xk].
Given the degree bounds on the rational functions deﬁning {eε,0(σ ), . . . , eε,(σ )}, (ω, x) ∈ h(σ ),
and the complexity of Algorithm 8.16 in [10], it is clear that the number and degrees of the polyno-
mials in the family AD are bounded by ((+1)(s+1)(m+1)(d+1))2O (m+k) . We then use the algorithm
implicit in Theorem 3.1 (triangulation), with AD as input, to obtain the required triangulation.
The closures of the sets
{
(y,ω, x)
∣∣ y ∈ c ∈ K(D,h−1(ω, x)), (ω, x) ∈ h(hD(θ))}
form a regular cell complex which we denote by K(D).
The following proposition gives an upper bound on the size of the complex K(D). We use the
notation introduced in the previous paragraph.
Proposition 3.4. For each (ω, x) ∈ h(D), the number of cells in K(D,h−1(ω, x)) is bounded by O (m+k) .
Moreover, the number of cells in the complex K(D) is bounded by ((+ 1)(s + 1)(m + 1)(d + 1))2O (m+k) .
Proof. The ﬁrst part of the proposition follows from the fact that there are at most ( + 1)m+k+1
choices for the linear space L and the number of ( j − 1)-dimensional cells contained in L is bounded
by 2m+k (which is an upper bound on the number of full dimensional cells in an arrangement of
at most m + k hyperplanes). The second part is a consequence of the complexity estimate in The-
orem 3.1 (triangulation) and the bounds on number and degrees of polynomials in the family AD
stated above. 
3.3.4. Deﬁnition of K(B, V )
Note that there is a homeomorphism
iD,σi :
∣∣K(σi, τ )∣∣∩ ϕ−11 (h(D))→ ∣∣K(D)∣∣
which takes each cell of |K(σi, τ )| ∩ϕ−11 (h(D)) to a union of cells in K(D). We use these homeomor-
phisms to glue the cell complexes K(σi, τ ) together to form the cell complex K(B, V ).
Deﬁnition 3.5. The complex K(B, V ) is the union of all the complexes K(D) constructed above, where
we use the maps iD,σi to make the obvious identiﬁcations. It is clear that K(B, V ) so deﬁned is a
regular cell complex.
We have
Proposition 3.6. |K(B, V )| is homotopy equivalent to B.
Proof. We have from Proposition 2.3 that the semi-algebraic set C ⊂ B (see (2.7) for deﬁnition) is
homotopy equivalent to B . We now prove that |K(B, V )| is homotopy equivalent to C which will
prove the proposition.
2222 S. Basu et al. / Journal of Algebra 321 (2009) 2206–2229Let Xm+k = |K(B, V )| and for 0 j m+ k − 1, let X j = limε j X j+1.
It follows from an application of the Vietoris–Smale theorem [23] that for each j,0 j m+k−1,
Ext(X j,R〈ε0, . . . , ε j〉) is homotopy equivalent to X j+1. Also, by construction of K(B, V ), we have that
X0 = limε0 |K(B, V )| = C , which proves the proposition. 
We also have
Proposition 3.7. The number of cells in the cell complex K(B, V ) is bounded by (( + r1)(s + 1)(m + 1)×
(d + 1))2O (m+k) .
Proof. The proposition is a consequence of Proposition 3.4 and the fact that the number of cells in
the complex C(Δ) is bounded by ((+ 1)(s + 1)(m + 1)(d + 1))2O (m+k) . 
3.3.5. Algorithm for computing the Betti numbers in the homogeneous union case
We now describe formally an algorithm for computing the Betti numbers of Ah using the complex
K(B, V ) described above.
Algorithm 2 (Betti numbers, homogeneous union case).
Input
• A family of polynomials Qh ⊂ R[Y0, . . . , Y, X1, . . . , Xk], homogeneous of degree 2 in the
variables Y0, . . . , Y , degX (Q
h) d, Q h ∈ Qh , #(Qh) =m.
• Another family of polynomials P ⊂ R[X1, . . . , Xk], with degX (P ) d, P ∈ P , #(P) = s.
• a P-closed formula Φ(x) deﬁning a bounded P-closed semi-algebraic set V ⊂ Rk .
Output
• A description of the cell complex K(B, V ).
• The Betti numbers of Ah where the semi-algebraic set Ah is deﬁned by
Ah =
⋃
Q h∈Qh
{
(y, x)
∣∣ |y| = 1∧ Q (y, x) 0∧Φ(x)}.
Procedure
Step 1. Call Algorithm 1 (index invariant triangulation) with input Qh,P and Φ and compute h
and Δ.
Step 2. Construct the cell complex C(Δ) (following its deﬁnition given in Section 3.3).
Step 3. For each cell D ∈ C(Δ), compute, using the algorithm implicit in Theorem 3.1 (triangula-
tion), the cell complex K(D).
Step 4. Compute a description of K(B, V ), including the matrices corresponding to the differentials
in the complex C•(K(B, V )).
Step 5. Compute the Betti numbers of the complex C•(K(B, V )) using linear algebra. More pre-
cisely, we compute
bi
(
C•
(K(B, V )))= dim(Kerdi)− dim(Imdi+1),
where di,di+1 are differentials of the complex C•(K(B, V )).
Complexity analysis. The complexity of the algorithm is (( + 1)(s + 1)(m + 1)(d + 1))2O (m+k) , using
the complexity of Algorithm 1.
Proof of correctness. The correctness of the algorithm is a consequence of the correctness of Algo-
rithm 1 and Proposition 3.6. 
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3.4.1. Deﬁnition of K(B I , V )
We now deﬁne a sub-complex of K(B, V ) corresponding to a subset I ⊂ [m].
We ﬁrst extend a few deﬁnitions from Section 2.
For each subset I ⊂ [m], we denote by QhI the subset of Qh of polynomials with indices in I and
by ΩI the subset of
Ω = {ω ∈ Rm ∣∣ |ω| = 1, ωi  0, 1 i m},
obtained by setting the coordinates corresponding to the elements of [m] \ I to 0. More precisely,
ΩI =
{
ω ∈ Rm ∣∣ |ω| = 1, ωi  0, for i ∈ I, and ωi = 0 for i ∈ [m] \ I}.
Note that we have a natural inclusion ΩI ↪→ Ω[m] = Ω .
Similarly, we denote by F I ⊂ F = F [m] , the set ΩI × V , and denote by B I ⊂ ΩI × S × V the semi-
algebraic set deﬁned by
B I =
{
(ω, y, x)
∣∣ω ∈ ΩI , y ∈ S, x ∈ V , 〈ω,Qh〉(y, x) 0}.
We denote by ϕ1,I : B I → F I and ϕ2,I : B I → S × V the two projection maps.
Now we deﬁne K(B I , V ) for every I ⊂ [m].
Deﬁnition 3.8. The complex K(B I , V ) is the union of all the complexes K(D) in C(ΔI ), where C(ΔI )
is the sub-complex of C(Δ) consisting of cells contained in ΔI = h−1(F I ).
Using proofs similar to the ones give for K(B, V ), we have
Proposition 3.9. |K(B I , V )| is homotopy equivalent to B I .
Algorithm 3 (Computing the collection of K(B I , V ), I ⊂ [1 . . . ,m]).
Input
• Qh = {Q h1 , . . . , Q hm} ⊂ R[Y0, . . . , Y, X1, . . . , Xk], where each Q hi is homogeneous of de-
gree 2 in the variables Y0, . . . , Y , and of degree at most d in X1, . . . , Xk .
• P ⊂ R[X1, . . . , Xk], with deg(P ) d, P ∈ P .
• A P-closed formula Φ(x) deﬁning a bounded P-closed semi-algebraic set V ⊂ Rk .
Output
• For each subset I ⊂ [m], a description of the cell complex K(B I , V ).
• For each I ⊂ J ⊂ [m], a homomorphism
i I, J : C•(B I , V ) → C•(B J , V )
inducing the inclusion homomorphism i I, J∗ : H∗(B I , V ) → H∗(B J , V ).
Procedure
Step 1. Call Algorithm 2 to compute K(B, V ).
Step 2. Give a description of K(B I , V ) for each I ⊂ [m] and compute the matrices corresponding
to the differentials in the complex C•(K(B I , V )).
Step 3. For I ⊂ J ⊂ [m] with compute the matrices for the homomorphisms of complexes
i I, J : C•
(K(B I , V ))→ C•(K(B J , V ))
in the following way.
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inclusion homomorphism
i I, J : C•
(K(B I , V ))→ C•(K(B J , V )),
and output the matrix for the homomorphism.
Complexity analysis. The complexity of the algorithm is (( + 1)(s + 1)(m + 1)(d + 1))2O (m+k) , using
the complexity of Algorithm 1.
Proof of Correctness. The correctness of the algorithm is a consequence of the correctness of Algo-
rithm 1 and Proposition 3.6. 
3.4.2. Algorithm for computing the Betti numbers in the homogeneous intersection case
Let Wh ⊂ S × Rk be the semi-algebraic set deﬁned by
Wh =
⋂
Q ∈Qh
{
(y, x)
∣∣ |y| = 1∧ Q (y, x) 0∧Φ(x)},
using Notation 2.
Then
H∗
(
Wh
)∼= H∗(Tot•(N•,•(K(B, V )))), (3.3)
where N•,•(K(B, V )) is the bi-complex
Np,q
(K(B, V ))= ⊕
J⊂[m],#( J)=p+1
Cq
(K(B J , V )), (3.4)
with the horizontal and vertical differentials deﬁned as follows. The vertical differentials
dp,q : Np,q
(K(B, V ))→ Np,q−1(K(B, V )) (3.5)
are induced by the boundary homomorphisms
∂q : Cq
(K(B I , V ))→ Cq−1(K(B J , V )),
and the horizontal differentials
δp,q : Np,q
(K(B, V ))→ Np+1,q(K(B, V )) (3.6)
are deﬁned by
(
δp,q(ϕ)
)
J =
∑
j∈ J
i J\{ j}, J (ϕ J\{ j}),
where J ⊂ [m], #( J ) = p + 1,
ϕ ∈ Np,q
(K(B, V ))= ⊕
J⊂[m],#( J )=p+1
C•
(K(B J , V )),
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i I, J : C•
(K(B I , V ))→ C•(K(B J , V ))
denotes the homomorphism induced by inclusion.
For a proof of (3.3) see [6].
Using (3.3), we are able to compute the Betti numbers of Wh using only linear algebra, once
we have computed the various complexes K(B I , V ), as well as the homomorphisms i I, J for all I ⊂
J ⊂ [m] using Algorithm 3. Moreover, the complexity of this algorithm is asymptotically the same as
that of Algorithm 3.
We now formally describe this algorithm.
Algorithm 4 (Betti numbers, homogeneous intersection case).
Input
• A family of polynomials Qh = {Q h1 , . . . , Q hm} ⊂ R[Y0, . . . , Y, X1, . . . , Xk], homogeneous of
degree 2 with respect to Y0, . . . , Y , degX (Q
h) d, Q h ∈ Qh .
• Another family P ⊂ R[X1, . . . , Xk] with degX (P ) d, P ∈ P , #(P) = s.
• A formula Φ deﬁning a bounded P-closed semi-algebraic set V .
Output The Betti numbers bi(Wh), where Wh is the semi-algebraic set deﬁned by
Wh =
⋂
Q h∈Qh
{
(y, x)
∣∣ |y| = 1∧ Q h(y, x) 0∧Φ(x)}.
Procedure
Step 1. Call Algorithm 3 (Computing the collection of K(B I , V )) to compute for each I ⊂ J ⊂ [m],
the complex C•(K(B I , V )) using the natural basis consisting of the cells of K(B I , V ) of various di-
mensions, as well as the matrices in this basis for the inclusion homomorphisms
i I, J : C•
(K(B I , V ))→ C•(K(B J , V )).
Step 2. Using the data from the previous step, compute matrices corresponding to the differentials
in the complex Tot•(N•,•(K(B, V ))), where N•,•(K(B, V )) is the bi-complex described by (3.4)–(3.6).
Step 3. Compute, using linear algebra subroutines
bi
(
Wh
)= Hi((Tot•(N•,•(K(B, V ))))).
Complexity analysis. The complexity of the algorithm is dominated by the ﬁrst step, whose complex-
ity is ((+ 1)(s + 1)(m + 1)(d + 1))2O (m+k) , using the complexity of Algorithm 3.
Proof of correctness. The correctness of the algorithm is a consequence of the correctness of Algo-
rithm 3 and (3.3). 
3.5. Computing Betti numbers of general P ∪ Q-closed sets
Let S ⊂ R+k be a semi-algebraic set deﬁned by a P ∪ Q closed formula Φ .
Let Σ¯Q denote the set of all possible weak sign conditions on the family Q, i.e.
Σ¯Q =
{
0, {0,1}, {0,−1}}Q.
2226 S. Basu et al. / Journal of Algebra 321 (2009) 2206–2229In the last section we deﬁned a bi-complex N•,•(K(B, V )) whose total complex has homology
groups isomorphic to these of the semi-algebraic set Wh = R(ρh ∩ φ), where ρ ∈ Σ¯Q is given by
ρ(Q i) = {0,−1} for each i, 1  i m, and ρh is obtained from ρ by replacing each Q i ∈ Q by Qih .
We now generalize this deﬁnition to the case of multiple weak sign conditions. More precisely, given
a set Σ = {ρ1, . . . , ρN } ⊂ Σ¯Q , we deﬁne a corresponding bi-complex having properties similar to that
of N•,•(K(B, V )), but now with respect to Σ instead of a single weak sign condition ρ .
Without loss of generality we can write Φ in the form
Φ =
∨
ρ∈Σ¯Q
ρ ∧ φρ,
where each φρ is a P-closed formula.
Let
Wρ = R
(
ρ ∧ φρ,R+k
)
,
Vρ = R
(
φρ,R
k).
Let 1 ε > 0 be an inﬁnitesimal, and let
Q 0 = ε2
(
Y 21 + · · · + Y 2
)− 1,
P0 = ε2
(
X21 + · · · + X2k
)− 1,
and Sb ⊂ R〈ε〉+k be the semi-algebraic set deﬁned by
Sb =
m⋂
i=0
{
(y, x)
∣∣ Q 0(y) 0∧ P0(x) 0∧Φ(x)}.
We denote by Φb (respectively φρ,b) the formula (Q 0(y)  0) ∧ (P0(x)  0) ∧ Φ (respectively
(P0(x) 0)∧ φρ ).
Let Shb,W
h
ρ,b ⊂ S × R〈ε〉k be the sets deﬁned by Φb and ρ ∧ (Q h0  0) ∧ φρ,b respectively on
S × R〈ε〉k after replacing each Q i ∈ Q by Q hi in the formulas Φb and ρ .
Note that Shb is semi-algebraically homeomorphic to two disjoint copies of Sb , and Sb is semi-
algebraically homeomorphic to S .
Let
Vρ,b = R
(
φρ,b,R〈ε〉k
)
.
Let Qh± = {±Q h
∣∣ Q h ∈ Qh}, and let K(B, V ) denote the complex constructed by Algorithm 3, with
input the families of polynomials Qh± , Pb = P ∪ {P0}, and the semi-algebraic subset V = Bk(0,1/ε).
It follows from the correctness of Algorithm 4 that for each ρ ∈ Σ¯Q , there exist Jρ ⊂ Qh± and
a sub-complex K(B Jρ , Vρ,b) ⊂ K(B, V ), such that
H∗
(
Tot•
(N•,•(K(B Jρ , Vρ,b))))∼= H∗(Whρ,b).
More generally, for any Σ = {ρ1, . . . , ρN } ⊂ Σ¯Q , there exists a sub-complex K(B Jρ , Vρ1,b ∩· · · ∩ VρN ,b) ⊂ K(B, V ), such that the homology groups of the complex
CΣ,• = Tot•
(N•,•(K(B Jρ , Vρ1,b ∩ · · · ∩ VρN ,b))) (3.7)
S. Basu et al. / Journal of Algebra 321 (2009) 2206–2229 2227are naturally isomorphic to those of Whρ,b , where ρ is the common reﬁnement of ρ1, . . . , ρN deﬁned
by
ρ(P ) =
N⋂
i=0
ρi(P ) (3.8)
for each P ∈ A. Moreover, for Σ ⊂ Σ ′ ⊂ Σ¯Q , there exists a natural homomorphism,
iΣ,Σ ′ : CΣ ′,• → CΣ,•
such that the induced homomorphism,
iΣ,Σ ′,∗ : H∗(CΣ ′,•) → H∗(CΣ,•)
is the one induced by the inclusion
⋂
ρ∈Σ ′
Whρ,b ↪→
⋂
ρ∈Σ
Whρ,b.
Deﬁnition 3.10. Let C•(Φ) denote the complex deﬁned by
C•(Φ) = Tot•
(N•,•(Φ)), (3.9)
where
Np,q(Φ) =
⊕
Σ⊂Σ¯Q,#(Σ)=p+1
CΣ,q. (3.10)
The vertical and horizontal homomorphisms in the complex N•,•(Φ) are induced by the differentials
in the individual complexes CΣ,• and the inclusion homomorphisms iΣ,Σ ′ , respectively.
By the properties of the complexes CΣ,• stated above and the exactness of the generalized Mayer–
Vietoris sequence, we obtain
Theorem 3.11.
H∗
(
Shb
)∼= H∗(C•(Φ)).
We are now in a position to describe formally the algorithm for computing all the Betti numbers
of a given P ∪ Q-closed set S .
3.5.1. Description of the algorithm in the general case
Algorithm 5. Betti numbers, general case
Input
• A family of polynomials Q = {Q 1, . . . , Qm} ⊂ R[Y1, . . . , Y, X1, . . . , Xk], with degY (Q i) 2,
degX (Q i) d, 1 i  .
• Another family of polynomials P ⊂ R[X1, . . . , Xk] with deg(P ) d, P ∈ P .
• A Q ∪ P-closed semi-algebraic set S deﬁned by a Q ∪ P-closed formula Φ .
2228 S. Basu et al. / Journal of Algebra 321 (2009) 2206–2229Output The Betti numbers b0(S), . . . ,bk+−1(S).
Procedure
Step 1. Deﬁne Q 0 = ε20(Y 21 + · · · + Y 2 ) − 1, P0 = ε20(X21 + · · · + X2k ) − 1. Replace S by R(S,R〈ε〉) ∩
(R(P0 ≤ 0)× R(Q 0 ≤ 0)).
Step 2. Deﬁne Qh± = {±Q h | Q h ∈ Qh} ∪ {Q h0 }, and let K(B, V ) denote the complex constructed
by Algorithm 3, with input the families of polynomials Qh± , Pb , and the semi-algebraic set V =
Bk(0,1/ε) ⊂ R〈ε〉k .
Step 3. Compute, using the deﬁnitions given above, the matrices corresponding to the differentials
in the complex C•(Φ).
Step 4. Compute, using linear algebra subroutines, for each i, 0 i  k + − 1,
bi
(
Shb
)= Hi(C•(Φ)).
Step 5. Output for each i, 0 i  k + − 1,
bi(S) = 12bi
(
Shb
)
.
Proof of correctness. The correctness of the algorithm follows from Theorem 3.11 and the correctness
of Algorithm 3 and the fact that
bi(S) = bi(Sb) = 12bi
(
Shb
)
since as noted previously, Sb is semi-algebraically homeomorphic to S , and Shb is semi-algebraically
homeomorphic to two disjoint copies of Sb . 
Complexity analysis. Since #(Σ¯Q) = 3m , the number of subsets that enters in the deﬁnition of
N•,•(Φ) (cf. (3.10)) is at most 23m . The complexity of the algorithm is now seen to be ((+1)(s+1)×
(m + 1)(d + 1))2O (m+k) , using the complexity of Algorithm 3.
Proof of Theorem 1.3. The correctness and complexity analysis of Algorithm 5 also proves Theo-
rem 1.3. 
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