Abstract. Distributed denial of service (DDoS) attack becomes a rapidly growing problem with the fast development of the Internet. The existing DDoS attack detection methods have time-delay and low detection rate. This paper presents a DDoS attack detection method based on network abnormal behavior in a big data environment. Based on the characteristics of flood attack, the method filters the network flows to leave only the "many-to-one" network flows to reduce the interference from normal network flows and improve the detection accuracy. We define the network abnormal feature value (NAFV) to reflect the state changes of the old and new IP address of "many-to-one" network flows. Finally, the DDoS attack detection method based on NAFV real-time series is built to identify the abnormal network flow states caused by DDoS attacks. The experiments show that compared with similar methods, this method has higher detection rate, lower false alarm rate and missing rate.
Introduction
Distributed denial of service (DDoS) attacks aim to quickly drain the communication and computing power of network targets by injecting large amounts of malicious traffic into them [1] [2] [3] . In recent years, DDoS attacks show a trend of increasing attack traffic, which can reach tens of GB or even hundreds of GB of attack bandwidth per second. Traditional defense technologies and mechanisms have been difficult to cope with. According to the cisco vision network index, global IP traffic was 1.2ZB per year or 96 exabytes per month by 2016. By 2022, global IP will reach 3.3ZB per year or 278 exabytes per month [4] . Due to the explosive growth and high complexity of network traffic in the environment of big data, the detection of network abnormal behavior has brought severe challenges, and a single defense method is difficult to cope with large-scale flooding attacks. The explosive growth of network flow due to the large data environment and the characteristics of high complexity, abnormal behavior detection to the network has brought serious challenges, single defense method is difficult to deal with a massive flooding attack successful defense mechanism, must be able to effectively filter out malicious traffic, and as small as possible to reduce the impact on the legitimate user traffic, can continue to respond quickly to threats, and has a small delay costs.
In order to overcome the above shortcomings, this paper proposes a flooding attack detection method based on abnormal network behavior in the big data environment. This method defines the fusion feature values (NAFV) to the network to identify abnormal behavior, the integral autoregressive Moving
Average model is built based on NAFV (Auto Regressive Integrated Moving Average ARIMA) forecast classification model for real-time analysis of network traffic to identify the flood attacks, at the same time based on sliding window mechanism to NAFV sequence optimization computing resources, design the activation method based on threshold to reduce the computational overhead of attack detection.
Experimental results show that compared with similar methods, this method has higher detection rate, lower false alarm rate and failure rate, and consumes less resources.
The rest of this article is arranged as follows. Section 2 introduces the relevant work. Section 3 introduces the determination of network abnormal behavior in detail. Section 4 is the experimental part.
Section 5 is the conclusion.
Related Work
Software-defined networking (SDN) based DDoS attack detection technology detects anomalies through steps such as collecting network information, extracting analysis features and classification detection [5] [6] [7] . Yan et al. [8] discussed the new trends and characteristics of DDoS attacks in cloud computing, and comprehensively summarized the defense mechanism of DDoS attacks based on SDN, which is helpful to understand how to make full use of the advantages of SDN to overcome DDoS attacks in the cloud computing environment. Bawany et al. [9] studied and discussed in depth the detection and mitigation mechanism of DDoS attacks based on SDN, and classified them according to the detection technology.
Taking advantage of the characteristics of SDN in network security, an active DDoS defense framework based on SDN is proposed. Yang et al. [10] proposed a scheduling based SDN controller architecture to effectively limit attacks and protect networks in DoS attacks. Kang et al. [11] proposed and proposed an active DDoS defense framework based on SDN based on the characteristics of SDN network security.
More and more distributed denial-of-service attacks are migrating to the cloud, posing serious challenges to the controllability of cloud computing and the security of the entire network space [12] [13] [14] .
Li et al. [15] proposed and designed a DDoS attack source control method, PTrace (powerful trace), from the perspective of cloud service providers and in combination with the characteristics of cloud computing centers. PTrace controlled such attack sources from two aspects, packet filtering and malware tracing, to prevent the cloud from becoming a tool for DDoS attacks. Dick [16] used a combing method of security services called filter trees. The filter tree has five filters for detecting and resolving XML and HTTP DDoS attacks. Gao et al. [17] proposed a new classifier system for detecting and preventing DDoS TCP flooding attacks in public clouds（CS DDoS）. CS DDoS system provides a solution to protect stored records by classifying incoming packets and making decisions based on the classification results.
Borisenko et al. [18] proposed a self-learning method that allows the detection model to adapt to network changes, which can minimize the error detection rate and reduce the possibility of marking legitimate users as malicious.
Existing models focus on DDoS attacks and victim attributes, but do not focus on botnet attributes, and botnet becomes the main technology of DDoS organization and management [19] [20] [21] . The key goal of distributed denial of service is to compile multiple systems and form botnets using infected zombies/agents over the Internet. The purpose is to attack a specific target or network with different types of packets. The infected system is controlled remotely by an attacker or a self-installed Trojan. Saied et al. [22] used artificial neural network algorithm to detect TCP, UDP and ICMP DDoS attacks, distinguished real traffic from DDoS attacks, and conducted in-depth training on the algorithm by using real cases generated by existing popular DDoS tools and DDoS attack modes. Ramanauskait et al. [23] proposed a DDoS attack model. 
DDoS Attack Detection Method Based on Network Abnormal Behavior

Data Preprocessing
In order to eliminate the one-to-one and one-to-many network flow interference caused by normal flow and improve the detection rate of DDoS, the address correlation (The address correlation degree, ACD), Definition 1. Assume that the network flow U is < (t1, s1, d1, p1), (t2, s2, d2, p2), ..., (tn, sn, dn, pn) >, ti, si, in unit time t Di, pi respectively represent the time, source IP address, destination address, and port number of the i(i=1, 2, ..., n) packets. Classify the n data packets, that is, the data packets with the same source IP address and the destination IP address are grouped into the same class, and the class whose source IP address is Pi and the destination IP address is Pj is IPsd (Pi, Pj).
For the class formed above, perform the following delete rule:
If there are different destination IP addresses Pj and Pk such that the classes IPsd (Pi, Pj) and IPsd (Pi, Pk) are not empty, delete all classes in which the source IP is Pi.
If the class formed by all the packets whose destination IP address is Pj has only a unique class IPsd (Pi, Pj), delete the class of the packet whose destination IP address is Pj.
In order to process and compare a large number of IP addresses, this paper designs a database IPD that can quickly access IP addresses. This database can quickly mark, unmark and check whether a given IP is in the database in O (1) time. in hexadecimal. The offset of the bit is the method of modulo, and the result of the calculation here is 1.
Check the second bit of 0x092DEE4D. If set to 1, this IP address is marked as the old IP address, otherwise it is the new IP address.
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IPD is not only applicable to IPv4, but can also map 128-bit IPv6 addresses to 32-bit integers using appropriate hashing algorithms. Because even if 25% of the hash table is used as the storage limit, it can still store 2 30 different addresses.
Feature extraction
In unit time t, all IP packets of the network stream taken out from the normal network stream U are denoted as . is filtered according to the above rules. The filtered sample group is denoted as .
∀ ∈ ∈ if is Many-to-one network flow
Mark the IP address in as ′, all the IP addresses in ′ are old users. When k = 1, the maximum number of users is ′ = ( ′ , || ∩ ′||) . After each unit time t, is merged into O' to obtain the maximum number of old IP Numbers in the current unit time t [29] [30] .
The number of new users = || || − || ∩ ′||. The set ∩ ′ represents the old user, the set ∖ ′ represents the new user in the time period, and is the number of new users in the time period.
After processing the normal network flow U, which is a training sample ′ , the obtained indicates the degree of interest of external users to a particular hot topic: if ∈ (0, 1]it is a particular hot topic, it can imply that older users are more concerned with the topic; otherwise, it implies that new users are more concerned about the topic.
Classification Model Based on NAFV
After filtering the data set, only "many-to-one" network traffic is left, which improves the accuracy of prediction. Based on the noiseless data set and fused eigenvalues, the trained ARIMA model is applied to the trend prediction. After N times of unit time sampling and calculation of fused eigenvalues, the time series K=NAFV, i=1, 2, ... and N are obtained. By observing the autocorrelation coefficient and partial autocorrelation coefficient as shown in figure 3 and 4, according to the red pool Information Criterion (Akaike Information Criterion) ARIMA model parameters, this paper models should be ARIMA (2, 2, 1). In this paper, ARIMA model is set up in R language, because this article the source data is smooth, this article uses the second-order difference processing raw NAFV data, can see the forecast and actual data as shown in figure 4 high fitting degree, and smoothly passed the ADF test. In this paper, a network flow detector based on threshold was used. When the abnormal value of NAFV was detected, the trained ARIMA model was used for trend prediction. When continuous samples exceeded the threshold value a, the alarm would be triggered. According to the experimental observation, in this paper, the threshold value a=25, ß=2, that is, when there are 2 continuous abnormal sampling points. In the ARIMA trend prediction module, a sliding window mechanism is added, which contains the nearest w points. In the NAFV points predicted by the ARIMA model, the number of abnormal NAFV values is denoted as, and if exceeds a certain percentage, a DDoS warning will be activated. Otherwise, the current network stream is continuously detected until either is 0 or the criteria are met.
In the big data environment, it is required not only to detect DDoS attacks quickly and accurately, but also to consume computing resources as little as possible to avoid or minimize interference to the normal network flow. In this paper, we design a method to activate trend prediction. The ARIMA trend prediction module is inactive in normal flow, and it is triggered only after the detection of continuous abnormal points. Finally, when the ARIMA trend prediction module determines that there is a DDoS attack or that the stop condition is met, it is paused to save computing resources.
This paper uses normal network flows as training samples to generate an IP address database IPD, for recording the IP addresses of older users. The basic parameters of the algorithm and the parameters of the ARIMA model are generated at the same time, and the IPD is used to determine whether an IP address is an old user. After each unit of time t, the value of the fused feature NAFV is calculated and sent to the network flow recognizer as a sampling point. The recognizer has a preset threshold α. When the NAFV value of a sampling point exceeds the threshold α, the sampling point is marked as an outlier.
When there are continuous β outliers, The ARIMA module is started for trend prediction. The overall framework is shown in figure 7 . 
Experiment and Analysis of Results
Experimental Datasets and Evaluation
As described in the CAIDA DDoS attack 2007 dataset [30] , In the case of setting weights for variables, the false alarm rate and false alarm rate are greatly reduced, and the accuracy of prediction is improved. 
MR= FN TN+FN
3) False alarm Rate. Indicates the probability that a normal user is incorrectly labeled as an attacker by the classifier.
FR= FP TP+FP
Conclusion
In this paper, the network traffic is filtered according to the characteristics of flood network flow, which reduces the overhead of experimental operation and improves the accuracy of attack detection. The fusion eigenvalue NAFV is defined to describe the change characteristics of network IP address, and the network flow is classified. The fusion eigenvalue NAFV is defined to describe the change characteristics of network IP address, and the network flow is classified. Based on NAFV, ARIMA predictive classification model is established to identify DDoS attacks. Experimental results show that the proposed algorithm can detect DDoS attacks more accurately and efficiently than similar methods. In the following work, we will further study how to add reinforcement learning methods to the existing framework to further improve the detection accuracy. With the repaid development of cloud robotics [32] and smart cities [33] , the method will be widely used.
