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Abstract
For acyclic and unicyclic graphs we determine a necessary and sufficient condition for a graph G to be
singular. Further, it is shown that this characterization can be used to construct a basis for the null-space of
G.
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1. Introduction
Let G be a finite undirected graph without loops or multiple edges on vertices v1, v2, . . . , vn.
The adjacency matrix of G is defined as the n × n matrix A(G) = (aij ), with aij = 1 if {vi, vj }
is an edge and 0 otherwise. Since A(G) is a real symmetric matrix, all its eigenvalues are real and
their algebraic multiplicities are same as their respective geometric multiplicities. The graph G is
said to be singular (nonsingular) if A(G) is singular (nonsingular). It is clear that G is singular
if and only if G has a connected component which is singular. In particular, if G has an isolated
vertex, then G is singular.
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The multiplicity of 0 as an eigenvalue of A(G) is called the nullity of G and is denoted by
η(G). The eigenvectors of A(G) corresponding to the eigenvalue 0 of a singular graph G and the
null-space of A(G) are called the null-eigenvectors and the null-space of G, respectively.
The problem of characterizing a singular graph by its graph theoretic properties was first posed
by Collatz and Sinogowitz [1] almost 50 years back. The problem is relevant in many disciplines
of science (see [2,4]). Some recent discussions on singularity of graphs in specific situations can
be seen in [5,7].
A connected graph with a unique cycle is called a unicyclic graph. A matching M in a graph
G is a set of mutually nonadjacent edges in G. We denote the set of vertices of the edges in M by
V (M). A matching M in G is perfect, if every vertex of G is in V (M). The following well-known
results are helpful in computing η(G), particularly when G is acyclic or unicyclic.
Theorem 1.1 [3]. Let v be a pendent vertex of a graph G and u be the vertex in G adjacent
to v. Then, η(G) = η(G − u − v), where G − u − v is the induced subgraph of G obtained by
deleting u and v.
Theorem 1.2 [3]. If q is the maximum number of mutually nonadjacent edges in a tree T having
n vertices, then η(T ) = n − 2q. In particular, T is nonsingular if and only if T has a perfect
matching.
In Section 2 of this paper, we derive a necessary condition for a graph to be singular in terms of
its graph properties. We also give a sufficient condition for a graph to be singular. In Section 3, we
show that our necessary condition is also sufficient for acyclic and unicyclic graphs. In Section
4, we show how this characterization can be used to construct bases for the null-spaces of trees
and unicyclic graphs.
2. Singularity of a graph
LetV (G) andE(G) denote the vertex set {v1, v2, . . . , vn} and the edge set of a graphG, respec-
tively. The neighborhood of a vertex v ∈ V in G is defined to be N(v) = {u ∈ V (G)|{u, v} ∈
E(G)}.
A nonzero vector (α1, α2, . . . , αn)t is a null-eigenvector of G if and only if for each vi ∈ V (G)
we have
∑
vj∈N(vi) αj = 0.
Let A(G) = [C1, C2, . . . , Cn], where Cj is the j th column vector of A(G). If G is singular
and (α1, α2, . . . , αn)t is a null-eigenvector of A(G), then the relation
α1C1 + α2C2 + · · · + αnCn = 0
is called a kernel relation of G.
Definition 2.1. A pair V1, V2 of subsets of V (G) is said to satisfy the property (N) if (a) V1 and
V2 are nonempty and disjoint, and (b)⋃{N(v)|v ∈ V1} = ⋃{N(v)|v ∈ V2}. Further, such a pair
is said to be minimal satisfying the property (N) if for any pair U1, U2 of V (G) satisfying the
property (N ) with U1 ⊆ V1, U2 ⊆ V2, we have U1 = V1, U2 = V2.
Theorem 2.2. Let G be a connected graph on n  2 vertices. If G is singular, then V (G) has a
pair of subsets satisfying the property (N).
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Proof. Let G be singular and
α1C1 + α2C2 + · · · + αnCn = 0
be a kernel relation of G. Let V1 = {vj |αj > 0} and V2 = {vj |αj < 0}. Since A(G) is nonnegative
and has no zero columns, V1 and V2 are nonempty. Clearly, V1 ∩ V2 = ∅, and we have∑
vj∈V1
αjCj +
∑
vj∈V2
αjCj = 0. (2.1)
LetX = ⋃{N(v)|v ∈ V1} andY = ⋃{N(v)|v ∈ V2}. Let vk ∈ V1 and vi ∈ N(vk). Then aik = 1.
This implies that the ith entry of the vector
∑
vj∈V1 αjCj is positive. Therefore, in view of (2.1), the
ith entry of the vector
∑
vj∈V2 αjCj must be negative. Consequently, ail = 1, that is, vi ∈ N(vl)
for some vl ∈ V2. This shows that X ⊆ Y . Similarly, we have Y ⊆ X. 
Definition 2.3. A pair V1, V2 of subsets of V (G) is said to satisfy the property (S) if it satisfies
the property (N ) and for all pairs u, v in Vi, i = 1, 2, we have N(u) ∩ N(v) = ∅.
Theorem 2.4. Suppose that V (G) has a pair of subsets V1 and V2 satisfying the property (S).
Then G is singular.
Proof. Let X = ⋃{N(v)|v ∈ V1} = ⋃{N(v)|v ∈ V2}. For vi ∈ X we have a unique vj ∈ V1,
such that vi ∈ N(vj ). Consequently, aij = 1 and ait = 0 for all other vt ∈ V1. Similarly, there
exists a unique vk ∈ V2 such that aik = 1. On the other hand, if vi /∈ X, then ais = 0 for all
vs ∈ V1 ∪ V2. Consequently,∑
vj∈V1
Cj =
∑
vj∈V2
Cj , (2.2)
which shows that the columns of A(G) are linearly dependent. 
From the kernel relation (2.2) we have the following.
Corollary 2.5. Let V1, V2 be a pair in V (G) satisfying the property (S). Let αj be defined by
αj =
⎧⎨
⎩
1, if vj ∈ V1,
−1, if vj ∈ V2,
0, otherwise.
(2.3)
Then (α1, α2, . . . , αn)t is a null-eigenvector of G.
Theorem 2.2 gives a necessary condition for G to be singular. In general the condition is
not sufficient. For example, consider the complete graph K4 on the vertex set {1, 2, 3, 4}. Then
V1 = {1, 2}, V2 = {3, 4} is a minimal pair in V (K4) satisfying the property (N ), though K4 is
nonsingular. However, in the next section we will show that for acyclic and unicyclic graphs the
condition in Theorem 2.2 is also sufficient for the graph to be singular.
Theorem 2.4 gives a sufficient condition for G to be singular. However, a singular graph may
not satisfy the condition as can be seen from the following example.
Example 2.6. The graph G in Fig. 1 is singular, V1 = {2, 6}, V2 = {4, 7} is the only pair in V (G)
satisfying the property (N ). However, 1 ∈ N(2) ∩ N(6) and therefore G does not satisfy the
condition of Theorem 2.4.
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Fig. 1. A singular graph.
Before ending this section, we have two results which will be useful for the next section.
Proposition 2.7. Suppose V1, V2 be a minimal pair in V (G) satisfying the property (N). Let u
and v be distinct vertices in V1(or in V2) and x ∈ N(u) ∩ N(v). Then u, v and x lie on a cycle
in G.
Proof. Let u, v ∈ V1 and x ∈ N(u) ∩ N(v). Let w ∈ V2 such that x ∈ N(w). Clearly, u, v, w
and x are all distinct. Suppose, if possible, u, v and x do not lie on any cycle in G. Then u and
v are in different components of G − x. Without any loss of generality, we assume that w is
not a vertex of the component G1 containing u. Let U1 = V1 − V (G1) and U2 = V2 − V (G1).
Then U1 and U2 are disjoint and contain v and w, respectively. We set X = ⋃{N(z)|z ∈ U1} and
Y = ⋃{N(z)|z ∈ U2}.
Let u1 ∈ U1 and y ∈ N(u1). If y = x, then y ∈ N(w). Suppose that y /= x. Since u1 ∈ V1, we
have u2 ∈ V2 such that y ∈ N(u2). Since G1 is a component of G − x, we must have u2 ∈ U2,
otherwise both u1 and u2 would be vertices of G1 contrary to our choice of u1. Thus X ⊆ Y .
Similarly, Y ⊆ X. This shows that U1, U2 satisfy the property (N ), contradicting the minimality
of the pair V1, V2. 
Proposition 2.8. Let G be a unicyclic graph and V1, V2 be a minimal pair in V (G) satisfying the
property (N). If v is a vertex in V1 ∪ V2 not on the cycle of G, then N(v) and V1 ∪ V2 are disjoint.
Proof. Let, if possible, u ∈ N(v) ∩ (V1 ∪ V2). Assume that u ∈ V1 (the case u ∈ V2 is similar).
Because v ∈ N(u), there is u′ ∈ V2 (and therefore u′ ∈ V1 ∪ V2) such that v ∈ N(u′). As V1 and
V2 are disjoint, we have u /= u′. Since v is not on the cycle, at least one of u and u′ is not on the
cycle of G. Moreover, because u and u′ are distinct and adjacent to v, the unique path from v to
the cycle cannot have both u and u′ as its vertices. We choose one of them which does not lie on
the path and rename it as u1. Now, the vertices of the path P2 = [v = v0, u1] (of length one) are
in V1 ∪ V2 and none of them is on the cycle.
Suppose that vertices v = v0, u1, . . . , uk−1, k  2, are chosen in V1 ∪ V2 such that none of
them is on the cycle and they form a path Pk = [v = v0, u1, . . . , uk−1] (of length k − 1) in G.
Since uk−2 ∈ V1 ∪ V2 and uk−1 ∈ N(uk−2), there is a vertex uk different from uk−2 in V1 ∪ V2
such thatuk−1 ∈ N(uk). Since none of the vertices onPk is on the cycle,uk is not onPk . Moreover,
since the unique path from u1 to the cycle passes through v, uk is not on the cycle. Thus, the
vertices of the path Pk+1 = [v = v0, u1, . . . , uk] (of length k) are in V1 ∪ V2 and none of them
is on the cycle.
By induction, we get a path of arbitrary length n in G. However, this is not possible, since G
is finite. Hence the result follows. 
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3. On singularity of trees and unicyclic graphs
In this section, we show that the converse of Theorem 2.2 is true in case G is acyclic or
unicyclic. Thereby, we have a characterization of singular trees and singular unicyclic graphs.
By a trivial tree we mean a tree with a single vertex. Any other tree is nontrivial.
Theorem 3.1. Let T be a nontrivial tree. Then, the following statements are equivalent:
(a) T is singular.
(b) There exist subsets V1 and V2 of V (T ) satisfying the property (N).
(c) There exist subsets V1 and V2 of V (T ) satisfying the property (S).
Proof. (a) ⇒ (b). Follows from Theorem 2.2.
(b) ⇒ (c). Choose a minimal pair V1, V2 of subsets of V (T ) satisfying the property (N ). Since
T is acyclic, in view of Proposition 2.7, V1 and V2 must satisfy the property (S).
(c) ⇒ (a). Follows from Theorem 2.4. 
We need two lemmas before proving the result for unicyclic graphs.
Lemma 3.2. Let G be a unicyclic graph. Let V1, V2 be a minimal pair in V (G) satisfying the
property (N). Then, for any distinct u, v ∈ Vi (i = 1 or 2), |N(u) ∩ N(v)|  1.
Proof. If possible, let |N(u) ∩ N(v)| > 1 for some distinct u, v ∈ V1. Let x, y ∈ N(u) ∩ N(v),
x /= y. Thenu, v, x, y are all distinct and they form a four cycle inG. This must be the unique cycle
C of G. Let T1 be the component (a tree) of G − x − y containing u. Let w1, w2 be vertices in V2
such that x ∈ N(w1) and y ∈ N(w2). Clearly, wi /∈ V (C), otherwise G will have another cycle
(of length three). Since x, u and w1 do not lie on a cycle, w1 /∈ V (T1). Similarly, w2 /∈ V (T1).
We put U1 = V1 − V (T1) and U2 = V2 − V (T1). Then U1 and U2 are disjoint. Moreover, U1
contains v and U2 contains w1 and w2. Let X = ⋃{N(w)|w ∈ U1} and Y = ⋃{N(w)|w ∈ U2}.
Let z ∈ N(u1) for some u1 ∈ U1. If z is x or y, then z is in N(w1) or N(w2). Suppose that z is
neither of x and y. Since u1 ∈ V1, we have u2 ∈ V2 such that z ∈ N(u2). Since T1 is a component
of G − x − y, we must have u2 ∈ U2, otherwise both u1 and u2 would be vertices of T1 contrary
to our choice of u1. Thus X ⊆ Y . Similarly, Y ⊆ X. This shows that U1, U2 satisfy the property
(N ), contradicting the minimality of the pair V1, V2. 
Lemma 3.3. Let G be a unicyclic graph and V1, V2 be a minimal pair in V (G) satisfying the
property (N). Let u, v be a pair of vertices in V1 such that N(u) ∩ N(v) /= ∅. Then N(u′) and
N(v′) are disjoint for all pairs u′, v′ ∈ V2. Moreover, if u′, v′ is a pair in V1 different from u, v,
then N(u) and N(v) are disjoint.
Proof. In view of Lemma 3.2, N(u) ∩ N(v) = {x} for some x ∈ V (G). Suppose, if possible,
there is another pair u′, v′ in either V1 or V2 such that N(u′) ∩ N(v′) = {x′}, x′ ∈ V (G). In case
u′, v′ are in V1, we assume that u, v, u′ are distinct. Now, in view of Proposition 2.7, the vertices
u, v, u′, x, x′ lie on the cycle C of G. Since the vertices u, v, u′ are all distinct, x /= x′. Moreover,
x′ must be distinct from at least one of u and v; so let x′ /= u. Let T be the component (a tree)
of G − x − x′ containing u. Consider the sets U1 = V1 − V (T ) and U2 = V2 − V (T ). It can be
seen that U1 and U2 satisfy the property (N ), contradicting the minimality of V1, V2. 
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Theorem 3.4. A unicyclic graph G is singular if and only if there is a pair of subsets V1 and V2
of V (G) satisfying the property (N).
Proof. It is enough to show that the condition is sufficient. We choose a minimal pair V1, V2
of subsets of V (G) satisfying the property (N ). If V1, V2 satisfy the property (S), then we are
done. Otherwise, there is a pair u, v of vertices in V1 (say) such that N(u) ∩ N(v) /= ∅. Then, by
Lemma 3.2, N(u) ∩ N(v) = {x} for some x ∈ V (G). In view of Proposition 2.7, u, v and x are
vertices of the cycle C of G. Moreover, in view of Lemma 3.3, N(u′) ∩ N(v′) = ∅ for all other
pairs u′, v′ in V1 and all pairs u′, v′ in V2. Let x ∈ N(w), w ∈ V2. Clearly, w /∈ V (C). Let T be
the component (a tree) of G − x containing w.
Define a function α on V (G) = {v1, v2, . . . , vn} as follows:
α(vi) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2, if vi ∈ V1 ∩ V (T ),
−2, if vi ∈ V2 ∩ V (T ),
1, if vi ∈ V1 − V (T ),
−1, if vi ∈ V2 − V (T ),
0, otherwise.
(3.4)
We show that (α(v1), α(v2), . . . , α(vn))t is a null-eigenvector for G, that is, for each vi ∈ V (G)∑
z∈N(vi)
α(z) = 0. (3.5)
If vi = x, then∑
z∈N(vi)
α(z) = α(u) + α(v) + α(w) = 0.
Next, let vi = w. Since w /∈ V (C), we have N(w) ∩ (V1 ∪ V2) = ∅, by Proposition 2.8, and (3.5)
is satisfied. Finally, let vi be different from x and w. If
vi /∈ X =
⋃
{N(z)|z ∈ V1} =
⋃
{N(z)|z ∈ V2},
then α(z) = 0 for all z ∈ N(vi) and therefore (3.5) is satisfied. On the other hand, if vi ∈ X, then
vi ∈ N(u1), vi ∈ N(u2) for unique vertices u1 ∈ V1, u2 ∈ V2. Clearly, either both of u1 and u2
are in T or both are outside T , and therefore (3.5) is satisfied. This completes the proof. 
4. On the null-spaces of singular trees and unicyclic graphs
In this section, we show how a basis for the null-space of a graph G can be obtained, when
G is either a tree or a unicyclic graph. We note that for each minimal pair V1, V2 of subsets of
V (G) satisfying the property (N ) a null-eigenvector is obtained using (2.3), if the pair satisfies
the property (S), and using (3.4), otherwise. Moreover, the null-eigenvector will have entries in
{0,±1} and {0,±1,±2}, respectively, in the two cases.
Definition 4.1. A graph which is either a cycle or obtained by attaching some pendants to a cycle
is called an elementary unicyclic graph.
The following result follows from Theorem 1.1.
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Proposition 4.2. Let G be an elementary unicyclic graph on n vertices having a pendant. Then
η(G) = n − 2q, where q is the maximum number of mutually nonadjacent edges in G.
Definition 4.3. A matching M0 in a unicyclic graph G is called an outer matching in G if G −
V (M0) is the disjoint union of an elementary unicyclic graph and a set of isolated vertices (possibly
empty). (Note that M0 = ∅, if G is elementary.) A path P in a graph G is an alternating path
relative to a matching M in G if alternate edges in P are in M (terminating edges may or may
not be in M).
Remark 4.4. (a) For a unicyclic graph G which is not elementary, we construct an outer matching
M0 as follows. Let u1 be a (pendent) vertex which is at a maximum distance from the cycle C in
G and v1 the vertex adjacent to u1. Then v1 is not on C, since G is not elementary. We choose
e1 = {u1, v1} as an edge in M0. Clearly, G − u1 − v1 is a disjoint union of a unicyclic graph G1
and a set of isolated vertices (possibly empty). If G1 is not elementary, we can choose another
edge for M0 by the same process, and then proceed recursively. The process must terminate and
an outer matching M0 of G is obtained.
(b) Let T be a nontrivial tree. Using a similar recursive process for T , choosing the vertex u1
to be at a maximum distance from the center of T (see [6] for definition), we obtain a matching
M0 of T such that V (T ) − V (M0) = 0 is either empty or a set of vertices inducing an empty
subgraph in T . In this case, we have η(T ) = |0| by Theorem 1.1 and therefore M0 must be a
maximal matching of T , in view of Theorem 1.2.
Example 4.5. Consider the unicyclic graph G in Fig. 2. Here, the set M0 of edges in bold face in
the figure of G is an outer matching of G. The corresponding elementary unicyclic graph is G0
(depicted in the figure) and the set of isolated vertices of G − V (M0) is {7, 12, 19}.
For the rest of this section G denotes either a tree or a unicyclic graph. We fix an outer
matching (respectively a maximal matching) M0 of G constructed as in Remark 4.4, if G is
unicyclic (respectively acyclic). We denote the set of isolated vertices and the elementary unicyclic
component (if G is unicyclic) of G − V (M0) by 0 and G0, respectively.
Fig. 2. An outer matching and the resulting elementary component.
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Lemma 4.6. Let x ∈ 0 and T(x) be the subgraph of G induced by x and the vertices v in G for
which there are alternating x–v paths, relative to M0. Then
(a) The vertices in T(x) other than x are in V (M0).
(b) T(x) is a tree.
(c) If y in T(x) is at an even distance from x, then the degree of y in T(x) is the same as the
degree of y in G.
(d) If y in T(x) is at an odd distance from x, then the degree of y in T(x) is two.
Proof. (a) Let y be any vertex on T(x), y /= x. First, suppose that y is adjacent to x. Then y /∈ 0,
otherwise there would be an edge in the graph induced by 0. Moreover, if G is unicyclic, then
y /∈ G0, since x and G0 are distinct components of G − V (M0). Therefore, y ∈ V (M0). Next,
suppose that y is not adjacent to x and P = [x, u1, u2, . . . , ur , y], r  1, is an alternating x–y
path in G. If r is odd, then y ∈ V (M0), since in that case the edges {u1, u2}, {u3, u4}, . . . , {ur, y}
are in M0.
Suppose that r is even so that {u1, u2}, {u3, u4}, . . . , {ur−1, ur} are edges in M0. Let C denote
the cycle (if G is unicyclic) or the center (if G is acyclic) of G. It follows from our construction of
M0 that for any edge {z,w} in M0 there is a subset M of M0 such that the vertices z,w lie in the
component G1 containing C of G − V (M) and one of these vertices is at a maximum distance
from C in G1. Now, because x, u1, . . . , ur are not on C and x and y are the terminating vertices
of the path P , either the distance of x from C is larger than the distances of u1 and u2 from C, or
the distance of y from C is larger than the distances of ur−1 and ur from C. If y /∈ V (M0), then x
and y must be vertices of the component G1 containing C of G − V (M) for any M ⊆ M0 such
that G1 contains the edges {u1, u2}, {u3, u4}, . . . , {ur−1, ur}. Therefore, for any such M none of
the edges {u1, u2}, {u3, u4}, . . . , {ur−1, ur} has a vertex which is at a maximum distance from C
in G1. Hence, we must have y ∈ V (M0).
(b) If the path P = [x, u1, u2, . . . , ur , y] is alternating, then so are [x, u1, u2, . . . , ui], 1 
i  r, and therefore the path P is in T(x). Thus, T(x) is connected. Moreover, from (a) it follows
that T(x) does not contain any vertex of G0 in case G is unicyclic.
(c) Let y ∈ V (T(x)) be at an even distance from x. Let z be a vertex in G adjacent to
y. If y = x, then [x, z] is an alternating path and therefore z ∈ V (T(x)). Suppose y /= x and
[x, u1, u2, . . . , ur , y] is an alternating x–y path in G. Then r is odd and {ur, y} is an edge in
M0. If z = ur , then z ∈ V (T(x)). Suppose z /= ur . Then {y, z} is not an edge of M0 and therefore
[x, u1, u2, . . . , ur , y, z] is an alternating path in G. Hence, z ∈ V (T(x)).
(d) Let y ∈ V (T(x)) be at an odd distance from x and [x, u1, u2, . . . , ur , y] be an alternating
x–y path in G. Then r is even and {ur, y} is not an edge in M0. Since y ∈ V (M0), there is a
unique z ∈ V (G) such that {y, z} is an edge in M0. Consequently, [x, u1, u2, . . . , ur , y, z] is an
alternating path in G. Moreover, since T(x) is a tree, the alternating x–y path in G is unique.
Hence, ur and z are the only vertices adjacent to y in T(x). 
Example 4.7. For the graph G in Example 4.5 we have 0 = {7, 12, 19}. It is easy to see that,
T19 is the path [19, 18, 20], T12 is the path [12, 11, 13, 14, 15] and T7 is the tree induced by the
vertices 6, 7, 8, 9, 10, 11, 13, 14 and 15.
Proposition 4.8. Let V1, V2 be a minimal pair of subsets of V (G0) satisfying the property (N)
in G0. Let W1 = V1 ∪ U1, W2 = V2 ∪ U2, where U1 and U2 are subsets of V (M0) defined
as follows: y ∈ U1 if from y there is either an alternating path (relative to M0) of length
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0 (mod 4) from a vertex in V1 or an alternating path (relative to M0) of length 2 (mod 4)
from a vertex in V2; y ∈ U2 if from y there is either an alternating path (relative to M0) of length
2 (mod 4) from a vertex in V1 or an alternating path (relative to M0) of length 0 (mod 4) from
a vertex in V2. Then W1,W2 is a minimal pair of subsets of V (G) satisfying the property (N)
in G.
Proof. If U1 ∪ U2 = ∅, then the result is obvious. Suppose that U1 ∪ U2 /= ∅ and for y ∈ U1 ∪ U2
let u be the vertex in G0 nearest to y. Then u is the unique vertex in G0 such that the u–y path
is alternating relative to M0. Therefore, U1 and U2 are disjoint. Since V1 ∪ V2 and V (M0) are
disjoint, we have W1 ∩ W2 = ∅.
Let X = ⋃{N(y)|y ∈ W1}, Y = ⋃{N(y)|y ∈ W2}. First, let y1 ∈ V1 and z ∈ N(y1). If z ∈
V (G0), then z ∈ N(y2) for some y2 ∈ V2. If z /∈ V (G0), then there is an alternating path [y1, z, y]
in G. Consequently, y ∈ U2 and z ∈ N(y).
Next, let y1 ∈ U1 and z ∈ N(y1). Let u be the vertex in V1 ∪ V2 such that the u–y1 path
[u, u1, u2, . . . , ur , y1] is alternating in G relative to M0. Suppose z = ur . If r = 1, then u ∈ V2
and we put y2 = u. If r > 1, then ur−1 ∈ U2 and we put y2 = ur−1. Suppose that z /= ur . Then
[u, u1, u2, . . . , ur , y1, z] is alternating and therefore z ∈ V (M0). Let y2 be the vertex in V (M0)
such that {z, y2} ∈ M0. Then the path [u, u1, u2, . . . , ur , y1, z, y2] is alternating inG and y2 ∈ U2.
Thus, we have y2 ∈ W2 such that z ∈ N(y2). This shows that X ⊆ Y . The reverse inclusion is
similar.
Suppose, if possible, there are subsets W ′1 and W ′2 of W1 and W2, respectively, such that
W ′1,W ′2 satisfy the property (N ) in G and at least one of the inclusions is proper. First, we
show that W ′1 ∩ V1 and W ′2 ∩ V2 are nonempty. If W ′i ∩ Ui = ∅, i = 1, 2, then ∅ /= W ′i ⊆ Vi and
the result follows. Otherwise, we choose a vertex w ∈ (W ′1 ∩ U1
) ∪ (W ′2 ∩ U2
)
with minimum
distance from G0. Without any loss of generality, we assume that w ∈ W ′1. Let u be the vertex in
V1 ∪ V2 for which the u–w path P = [u = u0, . . . , ur , w] is alternating relative to M0. Then P
is of even length and r  1. Since ur ∈ N(w), there is a vertex w′ in W ′2 adjacent to ur . However,
all the vertices in N(ur) other than ur−1 have the same distance d(u,w′) from u. Therefore, we
must have ur−1 = w′ ∈ W ′2. Now, the choice of w forces us to have ur−1 = u ∈ V2. Hence, we
have W ′2 ∩ V2 /= ∅. Next, N(u) has a vertex u′ not on P which must be adjacent to a vertex in
W ′1. Therefore, we must have W ′1 ∩ V1 /= ∅.
Since N(y) ∩ V (G0) = ∅ for y ∈ U1 ∪ U2, the subsets W ′1 ∩ V1 and W ′2 ∩ V2 of V (G0) must
satisfy the property (N ) in G0. Therefore, we must have V1 ⊆ W ′1 and V2 ⊆ W ′2. We choose a
vertex y ∈ (W1 ∪ W2) −
(
W ′1 ∪ W ′2
)
with minimum distance from G0. Let u be the vertex in
V1 ∪ V2 for which the u–y path [u = u0, u1, . . . , ur , y] is alternating. Since y and ur−1 are the
only vertices in W1 ∪ W2 adjacent to ur , we must have ur−1 /∈ W ′1 ∪ W ′2. This contradicts our
choice of y in case r > 1 and the fact that Vi ⊆ W ′i , i = 1, 2, in case r = 1. Hence W1,W2 form
a minimal pair satisfying the property (N ) in G. 
Definition 4.9. The minimal pair W1,W2 (in Proposition 4.8) satisfying the property (N ) in G is
said to be generated by the minimal pair V1, V2 in G0.
Example 4.10. Consider the unicyclic graph G in Example 4.5. Note that V1 = {3, 17}, V2 =
{5, 22} is a minimal pair of subsets of V (G0) satisfying the property (N ). The minimal pair
satisfying the property (N ) generated by V1, V2 is
W1 = {3, 10, 15, 17}, W2 = {1, 5, 8, 13, 20, 22}.
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We now present a systematic approach for finding a basis for the null-space of G. The following
result gives an overview of our approach.
Proposition 4.11. LetV be a collection of minimal pairs V1, V2 of subsets of V (G) satisfying the
property (N). SupposeV has the property that for each pair V1, V2 inV the set V1 ∪ V2 contains
a vertex which is not in U1 ∪ U2 for any other pair U1, U2 in V. Then, the null-eigenvectors
obtained from the pairs inV by (2.3) and (3.4) are linearly independent.
Proof. LetV1, V2 be a minimal pair of subsets ofV (G) satisfying the property (N ). The coordinate
corresponding to a vertex v in the null-eigenvector obtained fromV1, V2 by (2.3) or (3.4) is nonzero
if and only if v ∈ V1 ∪ V2. Therefore, with the given property ofV, the null-eigenvector obtained
by any pair V1, V2 inV, has a nonzero coordinate such that the corresponding coordinate in each
of the null-eigenvectors obtained by the other pairs inV is zero. Hence, the result follows. 
To obtain a basis for the null-space of a tree or a unicyclic graph G it is enough to find a
collectionV of size η(G) consisting of pairs of subsets of V (G) as in Proposition 4.11. Then,
the vectors obtained using (2.3) and (3.4) will form a basis for the null-space of G.
Theorem 4.12. Let G be a singular elementary unicyclic graph.
(a) If G has no pendant and G = Cn = (v0, v1, . . . , vn = v0), then n = 0 (mod 4) and η(G) =
2. The two pairs V1, V2 and V ′1, V ′2 given by
V1 = {vi |i = 2 (mod 4)}, V2 = {vi |i = 0 (mod 4)},
V ′1 = {vi |i = 1 (mod 4)}, V ′2 = {vi |i = 3 (mod 4)},
are minimal satisfying the property (S).
(b) If G has exactly one pendent vertex, then n is odd and η(G) = 1. Moreover, if w is the
pendent vertex of G attached to the vertex v1 of the cycle Cn−1 = (v0, v1, . . . , vn−1 = v0),
then (V1, V2) as defined below is a minimal pair satisfying the property (N).
(i) In case n = 1 (mod 4),
V1 = {vi |i = 2 (mod 4)}, V2 = {vi |i = 0 (mod 4)}.
(The pair satisfies the property (S) in this case.)
(ii) In case n = 3 (mod 4),
V1 = {vi |d(vi, w) = 2 (mod 4)}, V2 = {u} ∪ {vi |d(vi, w) = 0 (mod 4)}.
(The pair does not satisfy the property (S). The vertices v2, vn−2 are in V1 and v1 ∈
N(v2) ∩ N(vn−2).)
(c) Suppose that G has more than one pendent vertex and the pendants are attached at the
vertices u1, . . . , uk of the cycle C of G. Choose a pendent vertex wi attached at ui, 1 
i  k. Let M1 be a maximal matching in G containing the edges {ui, wi}, 1  i  k. Then
η(G) = |1|, where 1 = V (G) − V (M1). For each v ∈ 1, (V1, V2) as defined below is
a minimal pair satisfying the property (N).
(i) In case v is a pendant attached to ui, V1 = {v}, V2 = {wi}. (The pair satisfies the
property (S).)
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(ii) In case v is on the cycle and k = 1, consider the subgraph induced by C and w1, and
set V1, V2 as in (b).
(iii) In case v is on the cycle and k  2, choose wi and wj such that the wi–wj path P
passing through v is of minimum length. Then
V1 = {u ∈ P |d(wi, u) = 0 (mod 4)}, V2 = {u ∈ P |d(wi, u) = 2 (mod 4)}.
(The pair satisfies the property (S).)
Moreover, V1 ∪ V2 contains no vertex from 1 other than v.
Proof. The first assertion of (a) follows from the fact that the spectrum of Cn, the cycle of order n,
is {2 cos 2k
n
|1  k  n} ([2], p. 53). Those in (b) and (c) follows from Propositions 4.2. Moreover,
for the case (iii) of (c), the path P has exactly one vertex from1, namely v, and therefore V1 ∪ V2
contains no vertex from 1 other than v. The rest of the assertions can be easily verified. 
We note that in each of the cases of Theorem 4.12, the collectionV of minimal pairs (V1, V2)
satisfies the condition of Proposition 4.11 and therefore give rise to a basis for the null-space of
the elementary unicyclic graph G. The final result of this paper is the following, which produces
a basis for the null-space of an arbitrary acyclic or unicyclic graph.
Theorem 4.13. Let G be an acyclic (respectively a unicyclic) graph, and let 0 be the set of
isolated vertices remaining after deletion of a maximal (respectively an outer) matching of G.
(a) If G is a tree, then η(G) = |0|. If G is unicyclic, then
η(G) = η(G0) + |0|.
(b) For each x ∈ 0, consider the tree T(x) as defined in Lemma 4.6. Then
V
(x)
1 = {v ∈ V (T(x))|d(v, x) = 0 (mod 4)},
V
(x)
2 = {v ∈ V (T(x))|d(v, x) = 2 (mod 4)}
are minimal pair of subsets of V (G) satisfying the property (S). Moreover, V (x)1 ∪ V (x)2
contains no vertex from0 other than x. If G is a tree, then the vectors obtained from these
pairs using (2.3) form a basis for the null-space of G.
(c) Let G be unicyclic and
{(
V
(i)
1 , V
(i)
2
)∣∣∣ 1  i  η(G0)
}
be a collection of pairs of subsets
of V (G0) satisfying the property (N) in G0 giving rise to a basis for the null-space of G0.
If
(
W
(i)
1 ,W
(i)
2
)
is the pair in G generated by the pair
(
V
(i)
1 , V
(i)
2
)
as in Proposition 4.8,
then the vectors obtained from the pairs in
V =
{(
W
(i)
1 ,W
(i)
2
)∣∣∣ 1  i  η(G0)
}⋃{(
V
(x)
1 , V
(x)
2
)∣∣∣ x ∈ 0
}
using (2.3) and (3.4) form a basis for the null-space of G.
Proof. (a) Follows from the reduction formula of Theorem 1.1.
(b) Since G is connected, x is not an isolated vertex in G. Therefore, T(x) is nontrivial
and V (x)i are nonempty. Clearly, the two sets are disjoint. Let X =
⋃{
N(z)
∣∣∣z ∈ V (x)1
}
, Y =
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⋃{
N(z)
∣∣∣z ∈ V (x)2
}
. A vertex z in V (x)1 ∪ V (x)2 is at even distance from x and therefore have
same degree in T(x) and G, by Lemma 4.6(c). Consequently, N(z) in G is a subset of V (T(x)) and
therefore X and Y are subsets of V (T(x)). Let y be any vertex in X (or in Y ). Being adjacent to a
vertex in the tree T(x) which is at an even distance from x, y is at an odd distance from x. In view
of Lemma 4.6(d), there are exactly two vertices in T(x) adjacent to y. Clearly, one of them is in
V
(x)
1 and the other is in V
(x)
2 . This implies that y ∈ X ∩ Y , that is, X = Y .
Suppose U1 ⊆ V (x)1 and U2 ⊆ V (x)2 is a pair satisfying the property (N ). Let y ∈ V (x)1 ∪
V
(x)
2 , y /= x. Let P = [x, u1, . . . , u2r = y] be the alternating x–y path in G. For odd i, ui are
vertices of degree two inT(x). Therefore, ify /∈ U1 ∪ U2, then none of the verticesu2r−2, . . . , u2, x
is in U1 ∪ U2. Similarly, if x /∈ U1, then y /∈ U1 ∪ U2. Hence, we must have U1 = V (x)1 and
U2 = V (x)2 . This proves the first assertion.
The second assertion follows from Lemma 4.6(a). If G is a tree, then the collection{(
V
(x)
1 , V
(x)
2
)∣∣∣ x ∈ 0
}
satisfies the condition of Proposition 4.11, and the third assertion follows.
(c) It is easy to see thatV satisfies the condition of Proposition 4.11. 
We illustrate some of the features presented in the last two theorems by two examples.
Example 4.14. Each of the elementary unicyclic graphs in Fig. 3 has a single pendant and is of
odd order. By Theorem 4.12(b), each of them is of nullity one and we get a minimal pair of subsets
for each of these graphs satisfying the property (N ). For the first graph the pair V1 = {2, 6}, V2 =
{4, 7} satisfying the property (N ) is obtained using (ii) of Theorem 4.12(b). The pair does not
satisfy the property (S) and the corresponding null-eigenvector is obtained by (3.4). For the second
graph we use (i) of Theorem 4.12(b) and obtain the pair V1 = {2, 6}, V2 = {4, 8} satisfying the
property (S). The corresponding null-eigenvector is obtained by (2.3). The two null-eigenvectors
are depicted in the respective figure. The coordinate of a vertex in the null-eigenvector is shown
as the suffix of the vertex.
Example 4.15. Consider the graph G in Example 4.5 (Fig. 2). The three trees T(19), T(12), T(7)
corresponding to the vertices in 0 = {19, 12, 7} give rise to minimal pairs
({19}, {20}), ({12, 15}, {13}) and ({7, 8, 13}, {10, 15})
in G, respectively.
Fig. 3. Null-eigenvector of elementary unicyclic graphs with a single pendant.
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Next, we fix a maximal matchingM1 of the elementary unicyclic componentG0 ofG − V (M0)
as one consisting of the edges in bold face in Fig. 2. We have1 = V (G0) − V (M1) = {5, 33, 38}.
Consequently, using Theorem 4.12(c), we get three minimal pairs
({3, 17}, {5, 22}), ({33}, {32}) and ({3, 34}, {38, 32})
in G0. Using Proposition 4.8, we get minimal pairs
({3, 10, 15, 17}, {1, 5, 8, 13, 20, 22}), ({33}, {32}) and ({3, 34}, {1, 32, 38})
of G generated by the above minimal pairs in G0.
Using the notation used in Example 4.14 and omitting the vertices with zero coordinates, we
can now write down the basis for the null-space of G with vectors given by these minimal pairs
in G as follows:
(191, 20−1);
(121, 13−1, 151) ;
(71, 81, 10−1, 131, 15−1);
(1−1, 31, 5−1, 8−1, 101, 13−1, 151, 171, 20−1, 22−1);
(32−1, 331);
(1−1, 31, 32−1, 341, 38−1).
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