Introduction
Many modern applications can benefit (cost-wise) from sharing resources such as network bandwidth, disk bandwidth, etc. In addition, information systems would like to store data that can be of use to multiple classes of applications, e.g., digital libraries type systems. Part of the difficulty in efficient resource management in such systems can then occur when these applications have vastly different performance and quality-of-service (QoS) requirements as well as resource demand characteristics. One approach to dealing with this problem would be to simply share the resources among the different classes of requests with a "best-effort" attempt to meet the performance or quality-of-service (QoS) requirements of each. Another approach would be to partition the available resources between the different classes of workloads/requests, i.e. , essentially maintain separate and independent servers. However, in general, this is not a good idea, since one set of resources might remain idle while another set is overloaded. Furthermore, if copies of the same data are of use to multiple classes of applications, we may have to, in addition, incur a "penalty" for having to maintain consistency between multiple copies of the data. Thus, a more sensible approach would be to consider techniques which can share the resources among the different types of workloads while satisfying (to some degree) their performance requirements and QoS constraints.
We consider one such system, namely, we consider a multimedia storage server which, in general, can service a variety of applications, requesting video, image, audio, and text data'. However, for ease of exposition, we will focus on a storage system that services two types of workloads: (1) continuous (or realtime) , and (2) non-continuous (or non-real-time)2. For instance, the real-time (with continuity-type requirements) workload can correspond to requests for video streams whereas the non-real-time workload can correspond, for instance, to billing inquiries about the videos, browsing-type requests for thumbnail images corresponding to particular scenes in a video, and so on. ' Here we focus on the storage system and assume that the network can deliver the necessary performance. Of course, similar issues, to the ones considered in this work, exist in networking, but are outside the scope of this paper.
We will use the terms "real-time" and "continuous" interchangeably throughout the paper; likewise for the terms "nonreal-time" and "non-continuous".
Clearly, the two types of workloads have different performance and QoS requirements. Specifically, the real-time workload requirements can be low latency for starting a video display and delivery of data at a particular rate (e.g., at 1.5 Mbps for an MPEG-I stream) wilh little jitter, once the video display has been started3. On the other hand, the non-real-time workload, although it does not have jitter-type requirements, still requires reasonable response time -by reasonable we mean that it meets a user-specified requirement, e.g., database applications, such a billing services, might require that X % of all transactions complete in under Y minutes.
In general, such a storage server can consist of some amount of processing capacity, storage capacity, and 1 / 0 transfer capacity, where the storage system is a multi-lcvel hierarchy, e.g., including buffer space, disk-level storage, and tertiary storage. The performance/cost characteristics of such a system will be a function of the techniques used, at the various levels of the storage hierarchy, for data layout, scheduling of data retrieval, fault tolerance, caching4 schemes, admission control, etc. However, to focus the discussion and to expose the tradeoffs involved in resource management in the mixed workload systems, in this work we will only consider the secondary storage and main memory levels of the storage hierarchy. More specifically, we will not focus on a particular architecture of the disk subsystem or specific data layout technique but rather treat it as a "black box" with a certain maximum transfer capacity and overhead characteristics (i.e., seek, rotational latency, etc.), and instead concentrate on the scheduling of resources for use by both continuous and non-continuous type requests.
The broad aim of our work is to examine the issues and tradeoffs associated with mixing multiple workloads on the same server to explore the possibility of maintaining reasonable performance and QoS requirements without having to partition the resources. The main contribution of this work is the exposition of the tradeoffs involved in resource management in such systems. Although many different resources can be considered, here WP concentrate mostly on the 1 / 0 bandwidth resource.
Before proceeding, we briefly survey related works and highlight the main contributions of our work, ' The low littcncy can also be viewed as high throughput, i.e., being able to sustain as many simultaneous video streams as possible, given a particular server architecture.
4Here we use "caching" as a general term, i.e., between any two levels of a storage hierarchy.
where appropriate (refer to [4] for details). There is a multitude of work on the design of continuous media servers, some of which (and by no means all) include [1, 9, 141 , where the authors mostly focus on data layout and retrieval and delivery techniques which facilitate maintaining of continuity in data delivery while providing either deterministic or statistical QoS guarantees.
Scheduling of mixed workloads has not received as much attention. Although it was briefly mentioned in [lo] , a more detailed (and to our knowledge first) study was presented in [5, 6, 81 , where the authors discuss a stochastic approach t o QoS provisions to both types of workloads as well as present (somewhat coarse) analytical models for computing the performance measures of interest. This is the work upon which we build here, in studying the tradeoffs involved in servicing mixed workloads. We do this with the aid of a more detailed analytical model and by considering two orthogonal approaches to more "sophisticated" scheduling of mixed workloads, namely (1) a technique (termed "mini-cycles'' ) for reducing the waiting time of the nonreal-time requests and (2) algorithms for providing better opportunities for seek optimization. However, we would like to stress, that the scheduling algorithms are not the main focus of this work, but rather the tradeoffs which are exposed through the performance evaluation of such techniques.
In addition, [12] presents a study of a hierarchical framework for an operating systems that supports a two-level disk scheduler; this study also indicates that it is beneficial as well as feasible, from an implementation point of view, to support multiple scheduling techniques in a single operating system. Hierarchical scheduling with a corresponding taxonomy of schemes is also considered in 11 13.
Lastly, in an independent effort in a paper that recently appeared [7] , the authors also propose more sophisticated (than in [5, 6, 81) scheduling algorithms for Servicing mixed workload. We would like to point out that in [7] the authors consider only light to moderate real-time workloads, whereas in our study, we investigate the performance tradeoffs under hzgh (and specifically maximum possible) real-time workloads. The rationale being that it is desirable for cost-based reasons to run the storage server at a high (or maximum) number of real-time requests (provided that QoS requirements are satisfied), as long as reasonable response time to non-real-time requests can be provided. Thus, high real time workloads correspond to reason-able and important operating points at which to consider our system. Clearly, if it can be shown that reasonable response time can be provided to non-real-time requests at high (or maximum) real-time workloads, better response time to non-real-time requests can be obtained at lighter real-time workloads. Furthermore, the authors also (briefly) consider the concept of "minicycles", but do not evaluate the resulting impact on performance. Specifically, it is important to note that a greater number of mini-cycles does not always result in better performance, as is clearly illustrated in [4] . In addition, buffer space considerations are not addressed in [7] but we consider the cost and performance tradeoff of using additional buffer space, as detailed in [4].
Mixed Workload Scheduling
In this section, we first discuss the basic concept of cycle-based (or group-based) scheduling [3, 13, 151, which is used for servicing continuous requests only. We then present a simple mixed workload scheduling algorithm which, although not the most efficient algorithm, sufices for illustration of performance tradeoffs and resource management issues (see [4] for other algorithms).
Cycle-Based Scheduling
In cycle-based scheduling algorithms, the retrieval of data from the disk sub-system, for servicing continuous requests, is performed on a cyclic basis where each cycle is of length T and in each cycle, the system retrieves data for Ne continuous requests. Note that in cycle-based scheduling algorithms, the transmission of data retrieved in the ith cycle does not start until the beginning of the (i + l)th cycle. That is, here we assume that the server is responsible for maintaining the continuity in data delivery, where the clients have relatively lit,tle buffer space. Thus, if the data delivery is not "offset" by one cycle from data retrieval, jitter may occur (due to seek optimization).
The motivation for using cycle-based scheduling is to increase the opportunity for performing seek optimization (i.e., data blocks needed for service are retrieved using a scan-type algorithm). The cost of this optimization is that the system needs additional buffer space to hold the retrieved data until the beginning of the next cycle. This cycle-based or (group-based) approach to servicing continuous streams is, for instance, suggested in [3, 13, 151, and the tradeoff between improved utilization of the disk bandwidth (due to seek optimization) and the need for additional buffer space is analyzed in several works5, e.g., [3, 2, 151
An important design parameter in cycle-based scheduling is the actual value of the cycle length T . In general, the value of T is a function of the maximum number of continuous requests, N,, that can be serviced by the system within a cycle and the degree of QoS that the system can provide, e.g., one can provide jitter-free retrieval/delivery of data, i.e., deterministic (or worst-case) guarantees, as in [a] . In [4] , we give details of mathematical models which are used to determine the value of T so as to provide either deterministic or stochastic &OS guarantees. For instance, in the case of stochastic QoS guarantees the model allows the system designer to set a parameter, p , such that the computed value of T insures that the probability of a real-time request missing its deadline is upper bounded by p . In the remainder of this paper we consider stochastic QoS guarantees.
We do not focus on the merits of cycle-based (or group-based) scheduling any further here, as this is a well known approach to scheduling of continuous streams, but consider how to allocate whatever remains of the disk bandwidth resource to the non-continuous requests and focus on evaluating the tradeoffs between different approaches to doing this. In general, in our system, higher priority is given to continuous-type requests, i.e., we guarantee, with a high probability of (1 -p ) (as suggested above) that data blocks corresponding to N, continuous requests are retrieved ontime (i.e., before the end of a cycle of length T ) . Due to statistical variations of service times among these Ne continuous requests (e.g., due to variable bit rate compressions), there will be time left in some cycles which is "not used" by the continuous requests. Hence, the system can use this "residual" time to service noncontinuous request. An interesting question then is: how can we provide reasonable response time to noncontinuous requests, given that (in a sense) higher priority is given to continuous requests?
We must first point out that we investigate this issue under high system loads (i.e., maximum possible number of continuous requests using the value of N , computed above) -the reason being that it is desirable for cost-based reasons to run the server at maximum N, capacity (given a desired value of p ) , as long as reasonable response time to non-continuous requests can be provided; of course, better response time is ex51n general, larger values of N, afford better seek optimization opportunities, but they also result in larger buffer space requirement.
pected at lighter continuous workloads. Therefore, in what follows, we will consider a system which always has N , continuous requests present.
Scheduling of Mixed Workloads
We now describe one possible simple mixed workload scheduling algorithm, which we term the NW-FCFS algorithm.
Algorithm Non-work conserving, First-Come-
First-Serve (NW-FCFS):
We have already described how the system schedules retrieval of continuous requests using cycle-based scheduling and scanning of the disk. Thus, whatever remains of the cycle is used to service any non-continuous requests present in the system, and in the NW'-FCFS algorithm these are serviced in a FCFS manner. Formally, let there be two classes of requests in our system, class C (for continuous requests) and class N C for (non-continuous requests). Let N, be the number of class C requests which can be fixed and then used to compute the cycle time T (the determination of the value of T can be found in [4] ). Thus, in the NW-FCFS algorithm, given a cycle of length T , we first serve N, customers within a single cycle.
If it is not possible to complete service of all N, requests before the current cycle expires, then an overflow event occurs (i.e., some continuous requests miss their deadlines). If, on the other hand, after servicing all N, customers the system still has some residual time within the current cycle, that residual time is dedicated to servicing non-continuous requests in a FCFS manner. If the current cycle (of length T ) will expire before the service of a non-continuous request (which is first in the queue) can be completed, then the noncontinuous request is not serviced in the current cycle (i.e., we do not allow service of non-continuous requests to overflow into the next cycle). An example of the NW-FCFS scheduling algorithm is depicted in Figure   1 where N , I= 5 and the overflow event is depicted in the second period.
Note that this algorithm is non-work-conserving in the sense that when some residual time exists in the cycle and there are no non-continuous requests present, the system will not proceed t o service the waiting continuous requests but rather, will remain idle until the end of the current cycle. The necessity to be non-workconserving is motivated by the need to maintain a specific rate of data delivery for continuous requests and the fact that "early" data retrieval (i.e., earlier than is dictated by the desired delivery rate) will result in increasing growth in buffer space requirements. This non-work-conserving property is largely responsible for the complexity of analytical models of mixed workload systems.
Although NW-FCFS is a possible (and simple) algorithm for handling scheduling of mixed workload requests, the resulting QoS (e.g., expected response time) for the non-continuous requests may be poor (as illustrated in [4]). For instance, if a non-continuous request arrives to the system at the beginning of a cycle, it has t o wait until the system finishes the service of all continuous requests and only then, if there is some residual time in the cycle, the service of the non-continuous request can start. The situation will become worse if the arrival rate of the non-continuous requests is high which will result in long queueing delays and consequently further increases in response time of the noncontinuous requests.
To reduce the response time of non-continuous requests, in [4] we consider two orthogonal approaches: (1) a technique (which we term "mini-cycles") that reduces the waiting time of non-continuous requests at the expense of losses in disk bandwidth utilization and (2) several other scheduling algorithms which provide further opportunities for seek optimization (and thus regain some of the losses in disk bandwidth utilization due to the first technique). Due to lack of space, we do not discuss these approaches any further here, but refer the interested reader to [4] for details. Furthermore, in [4], we carry out a detailed performance study of these approaches to scheduling mixed workload systems. More specifically, we: (a) propose a queueing-theoretic performance model of mixed workload systems and (b) derive (analytically) the necessary parameters of this model. We then use this model to: (1) study the performance characteristics of both, continuous and non-continuous requests, under the proposed mixed workload scheduling algorithms as well as ( 2 ) expose and evaluate tradeoffs associated with mixed workload scheduling.
Conclusions
In this work we study the performance tradeoffs in resource management t,echniques for multimedia storage servers with maxed workloads. This study is performed with the aid of an analytical model and by considering two orthogonal approaches to scheduling of mixed workloads, namely (1) "mini-cycles") for reducing the waiting time of the nonreal-time requests and (2) algorithms for providing better opportunities for seek optimization. The main contribution of this work is the exposition of the tradeoffs involved in resource management in mixed workload systems.
