We continue the study of covering complexity of constraint satisfaction problems (CSPs) initiated by Guruswami, Håstad and Sudan [SIAM J. Computing, 31(6):1663-1686 , 2002 and Dinur and Kol [In Proc. 28th IEEE Conference on Computational Complexity, 2013]. The covering number of a CSP instance Φ, denoted by νpΦq is the smallest number of assignments to the variables of Φ, such that each constraint of Φ is satisfied by at least one of the assignments. We show the following results regarding how well efficient algorithms can approximate the covering number of a given CSP instance.
1. Assuming a covering unique games conjecture, introduced by Dinur and Kol, we show that for every non-odd predicate P over any constant sized alphabet and every integer K, it is NP-hard to distinguish between P -CSP instances (i.e., CSP instances where all the constraints are of type P ) which are coverable by a constant number of assignments and those whose covering number is at least K. Previously, Dinur and Kol, using the same covering unique games conjecture, had shown a similar hardness result for every non-odd predicate over the Boolean alphabet that supports a pairwise independent distribution. Our generalization yields a complete characterization of CSPs over constant sized alphabet Σ that are hard to cover since CSPs over odd predicates are trivially coverable with |Σ| assignments.
2. For a large class of predicates that are contained in the 2k-LIN predicate, we show that it is quasi-NP-hard to distinguish between instances which have covering number at most two and covering number at least Ωplog log nq. This generalizes the 4-LIN result of Dinur and Kol that states it is quasi-NP-hard to distinguish between 4-LIN-CSP instances which have covering number at most two and covering number at least Ωplog log log nq.
Introduction
One of the central (yet unresolved) questions in inapproximability is the problem of coloring a (hyper)graph with the least number of colors. A (hyper)graph G " pV, Eq is said to be k-colorable if there exists a coloring c : V Ñ rks :" t0, 1, 2, . . . , k´1u of the vertices such that no (hyper)edge of G is monochromatic. The chromatic number of a (hyper)graph, denoted by χpGq is the smallest k such that G is k-colorable. It is known that computing χpGq to within a multiplicative factor of n 1´ε on an n-sized graph G for every ε P p0, 1q is NP-hard. However, the complexity of the following problem is not yet completely understood: given a constant-colorable (hyper)graph, what is the minimum number of colors required to color the vertices of the graph efficiently such that every edge is non-monochromatic? The current best approximation algorithms for this problem require at least n Ωp1q colors while the hardness results are far from proving optimality of these approximation algorithms (see § 1.3 for a discussion on recent work in this area). The notion of covering complexity was introduced by Guruswami, Håstad and Sudan [GHS02] and more formally by Dinur and Kol [DK13] to obtain a better understanding of the complexity of this problem. Let P be a predicate and Φ an instance of a constraint satisfaction problem (CSP) over n variables, where each constraint in Φ is a constraint of type P over the n variables and their negations. We will refer to such CSPs as P -CSPs. The covering number of Φ, denoted by νpΦq is the smallest number of assignments to the variables such that each constraint of Φ is satisfied by at least one of the assignments, in which case we say that the set of assignments covers the instance Φ. If c assignments cover the instance Φ, we say that Φ is c-coverable or equivalently that the set of assignments form a c-covering for Φ. The covering number is a generalization of the notion of chromatic number (to be more precise, the logarithm of the the chromatic number) to all predicates in the following sense. Suppose P is the not-all-equal predicate NAE and the instance Φ has no negations in any of its constraints, then the covering number νpΦq is exactly rlog χpG Φ qs where G Φ is the underlying constraint graph of the instance Φ.
Cover-P refers to the problem of finding the covering number of a given P -CSP instance. Finding the exact covering number for most interesting predicates P is NP-hard. We therefore study the problem of approximating the covering number. In particular, we would like to study the complexity of the following problem, denoted by COVERING-P -CSPpc, sq, for some 1 ď c ă s P N: "given a c-coverable P -CSP instance Φ, find an s-covering for Φ". Similar problems have been studied for the Max-CSP setting: "for 0 ă s ă c ď 1, "given a c-satisfiable P -CSP instance Φ, find an s-satisfying assignment for Φ". Max-CSPs and Cover-CSPs, as observed by Dinur and Kol [DK13] , are very different problems. For instance, if P is an odd predicate, i.e, if for every assignment x, either x or its negation x`1 satisfies P , then any P -CSP instance Φ has a trivial two covering, any assignment and its negation. Thus, 3-LIN and 3-CNF 1 , being odd predicates, are easy to cover though they are hard predicates in the Max-CSP setting. The main result of Dinur and Kol is that the 4-LIN predicate, in contrast to the above, is hard to cover: for every constant t ě 2, COVERING-4-LIN-CSPp2, tq is NP-hard. In fact, their arguments show that COVERING-4-LINCSPp2, Ωplog log log nqq is quasi-NP-hard.
Having observed that odd predicate based CSPs are easy to cover, Dinur and Kol proceeded to ask the question "are all non-odd-predicate CSPs hard to cover?". In a partial answer to this question, they showed that assuming a covering variant of the unique games conjecture COVERING-UGCpcq, if a predicate P is not odd and there is a balanced pairwise independent distribution on its support, then for all constants k, COVERING-P -CSPp2c, kq is NP-hard (here, c is a fixed constant that depends on the covering variant of the unique games conjecture COVERING-UGCpcq). See § 2 for the exact definition of the covering variant of the unique games conjecture.
Our Results
Our first result states that assuming the same covering variant of unique games conjecture COVERINGUGCpcq of Dinur and Kol [DK13] , one can in fact show the covering hardness of all non-odd predicates P over any constant-sized alphabet rqs. The notion of odd predicate can be extended to any alphabet in the following natural way: a predicate P Ď rqs k is odd if for all assignments x P rqs k , there exists a P rqs such that the assignment x`a satisfies P . Theorem 1.1 (Covering hardness of non-odd predicates) Assuming COVERING-UGCpcq, for any constant-sized alphabet rqs, any constant k P N and any non-odd predicate P Ď rqs k , for all constants t P N, the COVERING-P -CSPp2cq, tq problem is NP-hard.
Since odd predicates P Ď rqs k are trivially coverable with q assignments, the above theorem, gives a full characterization of hard-to-cover predicates over any constant sized alphabet (modulo the covering variant of the unique games conjecture): a predicate is hard to cover iff it is not odd.
We then ask if we can prove similar covering hardness results under more standard complexity assumptions (such as NP‰P or the exponential-time hypothesis (ETH)). Though we are not able to prove that every non-odd predicate is hard under these assumptions, we give sufficient conditions on the predicate P for the corresponding approximate covering problem to be quasi-NP-hard. Recall that 2k-LIN Ď t0, 1u 2k is the predicate corresponding to the set of odd parity strings in t0, 1u 2k . Theorem 1.2 (NP-hardness of Covering) Let k ě 2. Let P Ď 2k-LIN be any 2k-bit predicate such there exists distributions P 0 , P 1 supported on t0, 1u k with the following properties:
1. the marginals of P 0 and P 1 on all k coordinates is uniform, 2. every a P supppP 0 q has even parity and every b P supppP 1 q has odd parity and furthermore, both a¨b, b¨a P P .
Then, unless NP Ď DT IM Ep2 poly log n q, for all ε P p0, 1{2s, COVERING-P -CSPp2, Ωplog log nqq is not solvable in polynomial time.
Furthermore, the YES and NO instances of COVERING-P -CSPp2, Ωplog log nqq satisfy the following properties.
• YES Case : There are 2 assignments such that each of them covers 1´ε fraction of the constraints and they together cover the instance.
• NO Case : Even the 2k-LIN-CSP instance with the same constraint graph as the given instance is not Ωplog log nq-coverable.
The furthermore clause in the soundness guarantee is in fact a strengthening for the following reason: if two predicates P, Q satisfy P Ď Q and Φ is a c-coverable P -CSP instance, then the Q-CSP instance Φ P ÑQ obtained by taking the constraint graph of Φ and replacing each P constraint with the weaker Q constraint, is also c-coverable.
The following is a simple corollary of the above theorem.
Corollary 1.3 Let k ě 2 be even, x, y P t0, 1u k be distinct strings having even and odd parity respectively and x, y denote the complements of x and y respectively. For any predicate P satisfying 2k-LIN Ě P Ě tx¨y, x¨y, x¨y, x¨y, y¨x, y¨x, y¨x, y¨xu, then unless NP Ď DT IM Ep2 poly log n q, the problem COVERING-P -CSPp2, Ωplog log nqq is not solvable in polynomial time.
This corollary implies the covering hardness of 4-LIN predicate proved by Dinur and Kol [DK13] by setting x :" 00 and y :" 01. With respect to the covering hardness of 4-LIN, we note that we can considerably simplify the proof of Dinur and Kol and in fact obtain a even stronger soundness guarantee (see Theorem below). The stronger soundness guarantee in the theorem below states that there are no large (ě 1{ poly log n fractional sized) independent sets in the constraint graph and hence, even the 4-NAE-CSP instance 2 with the same constraint graph as the given instance is not coverable using Ωplog log nq assignments. Both the Dinur-Kol result and the above corollary only guarantee (in the soundness case) that the 4-LIN-CSP instance is not coverable.
Theorem 1.4 (Hardness of Covering 4-LIN)
Assuming that NP Ę DT IM Ep2 poly log n q, for all ε P p0, 1q, there does not exist a polynomial time algorithm that can distinguish between 4-LIN-CSP instances of the following two types:
• YES Case : There are 2 assignments such that each of them covers 1´ε fraction of the constraints, and they together cover the entire instance.
• NO Case : The largest independent set in the constraint graph of the instance is of fractional size at most 1{ poly log n.
Techniques
As one would expect, our proofs are very much inspired from the corresponding proofs in Dinur and Kol [DK13] . One of the main complications in the proof of Dinur and Kol [DK13] (as also in the earlier work of Guruswami, Håstad and Sudan [GHS02] ) was the one of handling several assignments simultaneously while proving the soundness analysis. For this purpose, both these works considered the rejection probability that all the assignments violated the constraint. This resulted in a very tedious expression for the rejection probability, which made the rest of the proof fairly involved. Khot [Kho02] observed that this can be considerably simplified if one instead proved a stronger soundness guarantee that the largest independent set in the constraint graph is small (this might not always be doable, but in the cases when it is, it simplifies the analysis). We list below the further improvements in the proof that yield our Theorems 1.1, 1.2 and 1.4.
Covering hardness of 4-LIN (Theorem 1.4):
The simplified proof of the covering hardness of 4-LIN follows directly from the above observation of using an independent set analysis instead of working with several assignments. In fact, this alternate proof eliminates the need for using results about correlated spaces [Mos08] , which was crucial in the Dinur-Kol setting. We further note that the quantitative improvement in the covering hardness (Ωplog log nq over Ωplog log log nq) comes from using a LABEL-COVER instance with a better smoothness property (see Theorem 2.2).
Covering UG-hardness for non-odd predicates (Theorem 1.1): Having observed that it suffices to prove an independent set analysis, we observed that only very mild conditions on the predicate are required to prove covering hardness. In particular, while Dinur and Kol used the Austrin-Mossel test [AM09] which required pairwise independence, we are able to import the long-code test of Bansal and Khot [BK10] which requires only 1-wise independence. We remark that the Bansal-Khot Test was designed for a specific predicate (hardness of finding independent sets in almost k-partite k-uniform hypergraphs) and had imperfect completeness. Our improvement comes from observing that their test requires only 1-wise independence and furthermore that their completeness condition, though imperfect, can be adapted to give a 2-cover composed of 2 nearly satisfying assignments. This enlarges the class of non-odd predicates for which one can prove covering hardness (see Theorem 3.1). We then perform a sequence of reductions from this class of CSP instances to CSP instances over all non-odd predicates to obtain the final result. Interestingly, one of the open problems mentioned in the work of Dinur and Kol [DK13] was to devise "direct" reductions between covering problems. The reductions we employ, strictly speaking, are not "direct" reductions between covering problems, since they rely on a stronger soundness guarantee for the source instance (namely, large covering number even for the NAE instance on the same constraint graph), which we are able to prove in Theorem 3.1.
Quasi-NP-hardness result (Theorem 1.2):
In this setting, we unfortunately are not able to use the simplification arising from using the independent set analysis and have to deal with the issue of several assignments. One of the steps in the 4-LIN proof of Dinur and Kol (as in several others results in this area) involves showing that a expression of the form E pX,Y q rF pXqF pY qs is not too negative where pX, Y q is not necessarily a product distribution but the marginals on the X and Y parts are identical. Observe that if pX, Y q was a product distribution, then the above expressions reduces to pE X rF pXqsq 2 , a positive quantity. Thus, the steps in the proof involve constructing a tailor-made distribution pX, Y q such that the error in going from the correlated probability space pX, Y q to the product distribution pX b Y q is not too much. More precisely, the quantityˇˇˇE pX,Y q rF pXqF pY qs´E
is small. Dinur and Kol used a distribution tailor-made for the 4-LIN predicate and used an invariance principle for correlated spaces to bound the error while transforming it to a product distribution. Our improvement comes from observing that one could use an alternate invariance principle (see Theorem 2.7) that works with milder restrictions and hence works for a wider class of predicates. This invariance principle for correlated spaces (Theorem 2.7) is an adaptation of invariance principles proved by Wenner [Wen13] and Guruswami and Lee [GL14] in similar contexts.
Recent work on approximate coloring
We remark that recently, with the discovery of the short code [BGH`12], there has been a sequence of works [DG13, GHH`14, KS14, Var14] which have considerably improved the status of the approximate coloring question, stated in the beginning of the introduction. In particular, we know that it is quasi-NP-hard to color a 2-colorable 8-uniform hypergraph with 2 plog nq c colors for some constant c P p0, 1q. Stated in terms of covering number, this result states that it is quasi-NP-hard to cover a 1-coverable 8-NAE-CSP instance with plog nq c assignments. It is to be noted that these results pertain to the covering complexity of specific predicates (such as NAE) whereas our results are concerned with classifying which predicates are hard to cover. It would be interesting if Theorem 1.2 and Theorem 1.4 can be improved to obtain similar hardness results (i.e., poly log n as opposed to poly log log n). The main bottleneck here seems to be reducing the uniformity parameter (namely, from 8).
Organization
The rest of the paper is organized as follows. We start with some preliminaries of LABEL-COVER, covering CSPs and Fourier analysis in § 2. Theorems 1.1, 1.2 and 1.4 are proved in Sections 3, 4 and 5 respectively.
Preliminaries

Label Cover
Definition 2.1 (LABEL-COVER) An instance G " pU, V, E, L, R, tπ e u ePE q of the LABEL-COVER constraint satisfaction problem consists of a bipartite graph pU, V, Eq which is bi-regular along with a projection map π e : R Ñ L for every edge e P E. Given a labeling ℓ : U Ñ L, ℓ : V Ñ R, an edge e " pu, vq is said to be satisfied by ℓ if π e pℓpvqq " ℓpuq. G is said to be δ-unsatisfiable if every labeling satisfies at most a δ fraction of the edges. G is said to be c-coverable if there exist c labelings such that for every vertex u P U , one of the labelings satisfies all the edges incident on u.
An instance of UNIQUE-GAMES is a label cover instance where L " R and the constraints π are permutations.
The hardness of LABEL-COVER stated below follows from the PCP Theorem [AS98, ALM`98], Raz's Parallel Repetition Theorem [Raz98] and a structural property proved by Håstad [Hås01, Lemma 6.9].
Theorem 2.2 (Hardness of LABEL-COVER)
For every r P N, there is a deterministic n Oprq -time reduction from a 3-SAT instance of size n to an instance G " pU, V, E, rLs, rRs, tπ e u ePE q of LABEL-COVER with the following properties:
1. |U |, |V | ď n Oprq ; L, R ď 2 Oprq ; G is bi-regular with degrees bounded by 2 Oprq .
2. There exists a constant c 0 P p0, 1{3q such that for any v P V and α Ď rRs, for a random neighbor u,
Above implies that
3. There is a constant d 0 P p0, 1q such that,
• YES Case : If the 3-SAT instance is satisfiable, then G is 1-coverable.
• NO Case : If the 3-SAT instance is unsatisfiable, then G is 2´d 0 r -unsatisfiable.
Covering CSPs
We will denote the set t0, 1,¨¨¨q´1u by rqs. For a P rqs,ā P rqs k is the element with a in all the k coordinates (where k and q will be implicit from the context).
Definition 2.3 (P -CSP)
For a predicate P Ď rqs k , an instance of P -CSP is given by a constraint hypergraph G " pV, Eq and a literals function L : E Ñ rqs k , where V is a set of variables and E Ď V k is a set of constraints. An assignment f : V Ñ rqs is said to cover a constraint e " pv 1 ,¨¨¨, v k q P E, if pf pv 1 q,¨¨¨, f pv k qq`Lpeq P P , where addition is coordinate-wise modulo q. A set of assignments F " tf 1 ,¨¨¨, f c u is said to cover pG, Lq, if for every e P E, there is some f i P F that covers e and F is said to be a c -covering for G. G is said to be c-coverable if there is a c-covering for G. If L is not specified then it is the constant function which maps E to0. Definition 2.4 (COVERING-P -CSPpc, sq) For P Ď rqs k and c, s P N, the COVERING-P -CSPpc, sq problem is, given a c-coverable instance pG " pV, Eq, Lq of P -CSP, find an s-covering.
Definition 2.5 (Odd) A predicate P Ď rqs k is odd if @x P rqs k , Da P rqs, x`a P P , where addition is coordinate-wise modulo q.
For odd predicates the covering problem is trivially solvable, since any CSP instance on such a predicate is q-coverable by an assignment and its q translates, i.e., tx`a|a P rqsu is a q-covering for any assignment x P rqs k .
Analysis of Boolean Function over Probability Spaces
For a function f : t0, 1u L Ñ R, the Fourier decomposition of f is given by
We will use α, also to denote the subset of rLs for which it is the characteristic vector. The EfronStein decomposition is a generalization of the Fourier decomposition to product distributions of arbitrary probability spaces. Let pΩ, µq be a probability space and pΩ L , µ bL q be the corresponding product space. For a function f : Ω L Ñ R, the Efron-Stein decomposition of f with respect to the product space is given by
where f β depends only on x i for i P β and for all β Ę β 1 , a P Ω β 1 , E xPµ bR " f β pxq|x β 1 " a ‰ " 0. We will be dealing with functions of the form f : t0, 1u dL Ñ R for d P N and d-to-1 functions π : rdLs Ñ rLs. We will also think of such functions as f :
ś iPL Ω i Ñ R over the uniform distribution over t0, 1u dL , can be obtained from the Fourier decomposition as
Let }f } 2 :" E xPµ bL rf pxq 2 s 1{2 and }f } 8 :" max xPΩ bL |f pxq| . The influence of the ith coordinate on f is defined by
For an integer d, the degree d influence is defined as
Let pΩ k , µq be a probability space. Let S " tx P Ω k |µpxq ą 0u. We say that S Ď Ω k is connected if for every x, y P S, there is a sequence of strings starting with x and ending with y such that every element in the sequence is in S and every two adjacent elements differ in exactly one coordinate.
Theorem 2.6 ([Mos08, Proposition 6.4])
Let pΩ k , µq be a probability space such that the support of the distribution supppµq Ď Ω k is connected and the minimum probability of every atom in supppµq is at least α for some α P p0, 
There exists an absolute constant C such that one can take τ " ε 
UG Hardness of Covering
In this section, we prove the following theorem, which in turn implies Theorem 1.1 (see below for proof).
Theorem 3.1 Let rqs be any constant sized alphabet and k ě 2. Recall that NAE :" rqs k ztb : b P rqsu. Let P Ď rqs k be a predicate such that there exists a P NAE and NAE Ą P Ě ta`b : b P rqsu. Assuming COVERING-UGCpcq, for every constant δ ą 0 it is NP-hard to distinguish between P -CSP instances G " pV, Eq of the following two cases:
• YES Case : G is 2c-coverable.
• NO Case : G does not have an independent set of fractional size δ.
Proof of Theorem 1.1 Let Q be an arbitrary non odd predicate, i.e, Q Ď rqs k ztc`b : b P rqsu for some c P rqs k . Consider the predicate Q 1 Ď rqs k defined as Q 1 :" Q´c. Observe that Q 1 Ď NAE. Given any Q 1 -CSP instance Φ with literals function Lpeq " 0, consider the Q-CSP instance Φ Q 1 ÑQ with literals function M given by M peq :" c, @e which has the same constraint graph as Φ. Clearly, Φ is c-coverable iff Φ Q 1 ÑQ is c-coverable. Thus, it suffices to prove the result for any predicate Q 1 Ď NAE with literals function Lpeq " 0 3 . We will consider two cases, both of which will follow from Theorem 3.1. Suppose the predicate Q 1 satisfies Q 1 Ě ta`b : b P rqsu for some a P rqs k . Then this predicate Q 1 satisfies the hypothesis of Theorem 3.1 and the theorem follows if we show that the soundness guarantee of Theorem 3.1 implies that in Theorem 1.1. Any instance in the NO case of Theorem 3.1, is not t :" log q p1{δq-coverable even on the NAE-CSP instance with the same constraint graph. This is because any t-covering for the NAE-CSP instance gives a coloring of the constraint graph using q t colors, by choosing the color of every variable to be a string of length t and having the corresponding assignments in each position in rts. Hence the Q 1 -CSP instance is also not t-coverable.
Suppose Q 1 Ğ ta`b : b P rqsu for all a P rqs k . Then consider the predicate P " ta`b : a P Q 1 , b P rqsu Ď NAE. Notice that P satisfies the conditions of Theorem 3.1 and if the P -CSP instance is tcoverable then the Q 1 -CSP instance is qt-coverable. Hence an YES instance of Theorem 3.1 maps to a 2cq-coverable Q-CSP instance and NO instance maps to an instance with covering number at least log q p1{δq.
We now prove Theorem 3.1 by giving a reduction from an instance G " pU, V, E, rLs, rLs, tπ e u ePE q of UNIQUE-GAMES as in Definition 2.1, to an instance G " pV, Eq of a P -CSP for any predicate P that satisfies the conditions mentioned. As stated in the introduction, we adapt the long-code test of Bansal and Khot [BK10] for proving the hardness of finding independent sets in almost k-partite k-uniform hypergraphs to our setting. The set of variables V is Vˆrqs 2L . Any assignment to V is given by a set of functions f v : rqs 2L Ñ rqs, for each v P V . The set of constraints E is given by the following test which checks whether f v 's are long codes of a good labeling to V . There is a constraint corresponding to all the variables that are queried together by the test.
Long Code Test T 1 1. Choose u P U uniformly and k neighbors w 1 , . . . , w k P V of u uniformly and independently at random.
2. Choose a random matrix X of dimension kˆ2L as follows: Let X i denote the i th column of X. Independently for each i P rLs, choose pX i , X i`L q uniformly at random from the set
3. Let x 1 ,¨¨¨, x k be the rows of matrix X. Accept iff
where x˝π is the string defined as px˝πqpiq :" x πpiq for i P rLs and px˝πqpiq :" x πpi´Lq`L otherwise.
Consider any element py, y 1 q P S as ppy 1 , y 1 1 q,¨¨¨, py k , y 1 kP prqs 2 q k where S is as defined in Equation (3.1). We first show that the set S Ă prqs 2 q k under this mapping is connected, so that Theorem 2.6 is applicable.
Claim 3.2
Let Ω " rqs 2 . The set S Ă Ω k is connected.
Proof: Consider any x :" px 1 , x 2 q, y :" py 1 , y 2 q P S Ă rqs kˆr qs k . Suppose both x 1 , y 1 P ta`b : b P rqsu, then it is easy to come up with a sequence of strings belonging to S, starting with x and ending with y such that consecutive strings differ in at most 1 coordinate,. Now suppose x 1 , y 2 P ta`b : b P rqsu. First we come up with a sequence from x to z :" pz 1 , z 2 q such that z 1 :" x 1 and z 2 " y 2 , and then another sequence for z to y.
Lemma 3.3 (Completeness) If the UNIQUE-GAMES instance G is c-coverable then the P -CSP instance G is 2c-coverable.
Proof: Let ℓ 1 , . . . , ℓ c : U Y V Ñ rLs be a c-covering for G as described in Definition 2.1. We will show that the 2c assignments given by f i v pxq :" x ℓ i pvq , g i v pxq :" x ℓ i pvq`L , i " 1, . . . , c form a 2c-covering of G. Consider any u P U and let ℓ i be the labeling that covers all the edges incident on u. For any pu, w j q jPt1,¨¨¨,ku P E and X chosen by the long code test T 1 , the vector pf i w 1 px 1˝πuw 1 q,¨¨¨, f i w k px k˝πuw kgives the ℓ i puqth column of X. Similarly the above expression corresponding to g i gives the pℓ i puq`Lqth column of the matrix X. Since, for all i P rLs, either ith column or pi`Lqth column of X contains element from ta`b : b P rqsu Ď P , either pf i w 1 px 1˝πuw 1 q,¨¨¨, f i w k px k˝πuw kP P or pg i w 1 px 1˝πuw 1 q,¨¨¨, g i w k
px k˝πuw kP P . Hence the set of 2c assignments tf i v , g i v u iPt1,¨¨¨,cu covers all constraints in G.
Lemma 3.4 (Soundness) For every constant δ ą 0, there exists a constant s such that, if G is sunsatisfiable then G does not have an independent set of size δ.
Proof: Let I Ď V be an independent set of fractional size δ in the constraint graph. For every variable v P V , let f v : rqs 2L Ñ t0, 1u be the indicator function of the independent set restricted to the vertices that correspond to v. For a vertex u P U , let N puq Ď V be the set of neighbors of u and define f u pxq :" E wPN puq rf w px˝π uw qs. Since I is an independent set, we have
Since the bipartite graph pU, V, Eq is left regular and |I| ě δ|V |, we have E u,x rf u pxqs ě δ. By an averaging argument, for at least δ 2 fraction of the vertices u P U , E x rf u pxqs ě δ 2 . Call a vertex u P U good if it satisfies this property. A string x P rqs 2L can be thought as an element from prqs 2 q L by grouping the pair of coordinates x i , x i`L . Letx P prqs 2 q L denotes this grouping of x, i.e., jth coordinate ofx is px j , x j`L q P rqs 2 . With this grouping, the function f u can be viewed as f u : prqs 2 q L Ñ t0, 1u. From Equation (3.2), we have that for any u P U ,
By Claim 3.2, for all j P rLs the tuple ppx 1 q j , . . . , px k q j q (corresponding to columns pX j , X j`L q of X) is sampled from a distribution whose support is a connected set. Hence for a good vertex u P U , we can apply Theorem 2.6 with ε " Γpδ{2q{2 to get that there exists j P rLs, d P N, τ ą 0 such that Inf ďd j pf u q ą τ . We will use this fact to give a randomized labeling for G. Labels for vertices w P V, u P U will be chosen uniformly and independently from the sets Labpwq :"
Since sum of degree d influences is at most d, the above sets have size at most 2d{τ . By the above argument (using Theorem 2.6), we have that for a good vertex u, Labpuq ‰ H. Now, for any j P Labpuq, we have fraction of edges incident on u that are satisfied in expectation. Also, at least δ 2 fraction of vertices in U are good, it follows that the expected fraction of edges that are satisfied by this random labeling is at least 
NP-Hardness of Covering
In this section, we prove Theorem 1.2. We give a reduction from an instance of a LABEL-COVER, G " pU, V, E, rLs, rRs, tπ e u ePE q as in Definition 2.1, to a P -CSP instance G " pV, Eq for any predicate P that satisfies the conditions mentioned in Theorem 1.2. The reduction is similar to that of Dinur and Kol [DK13] . The main difference is that they used a test and invariance principle very specific to the 4-LIN predicate, while we show that a similar analysis can be performed under milder conditions on the test distribution.
We assume that R " dL and @i P rLs, e P E, |π´1 e piq| " d. This is done just for simplifying the notation and the proof does not depend upon it. The set of variables V is Vˆt0, 1u 2R . Any assignment to V is given by a set of functions f v : t0, 1u 2R Ñ t0, 1u, for each v P V . The set of constraints E is given by the following test which checks whether f v 's are long codes of a good labeling to V .
Long Code Test T 2
1. Choose u P U uniformly and v, w P V neighbors of u uniformly and independently at random. For i P rLs, let B uv piq :" π´1 uv piq, B 1 uv piq :" R`π´1 uv piq and similarly for w.
2. Choose matrices X, Y of dimension kˆ2dL as follows. Independently for each i P rLs, choose c 1 P t0, 1u uniformly and
3. Perturb X, Y as follows. Independently for each i P rLs, with probability 1´2ε leave the matrix block`X| Buv piqYB 1 uv piq , Y | BuwpiqYB 1 uw piq˘u nperturbed and with probability 2ε, perturb the block by choosing c 2 P t0, 1u uniformly and 4. Let x 1 ,¨¨¨, x k and y 1 ,¨¨¨, y k be the rows of the matrices X and Y respectively. Accept if pf v px 1 q,¨¨¨, f v px k q, f w py 1 q,¨¨¨, f w py kP P.
Lemma 4.1 (Completeness) If G is an YES instance of LABEL-COVER, then there exists f, g such that each of them covers 1´ε fraction of E and they together cover all of E.
Proof: Let ℓ : U Y V Ñ rLs Y rRs be a labeling to G that satisfies all the constraints. Consider the assignments f v pxq :" x ℓpvq and g v pxq :" x R`ℓpvq for each v P V . First consider the assignment f . For any pu, vq, pu, wq P E and x 1 ,¨¨¨, x k , y 1 ,¨¨¨, y k chosen by the long code test T 2 , pf v px 1 q,¨¨¨, f v px k qq, pf w py 1 q,¨¨¨, f w py kgives the ℓpvqth and ℓpwqth column of the matrices X and Y respectively. Since π uv pℓpvqq " π uw pℓpwqq, they are jointly distributed either according to P 0 b P 1 or P 1 b P 0 after step 2. The probability that these rows are perturbed in step 3pbq is at most ε. Hence with probability 1´ε over the test distribution, f is accepted. A similar argument shows that the test accepts g with probability 1´ε. Note that in step 3, the columns given by f, g, are never re-sampled uniformly together. Hence they together cover G. Now we will show that if G is a NO instance of LABEL-COVER then no t assignments can cover the 2k-LIN-CSP with constraint hypergraph G. For the rest of the analysis, we will use`1,´1 instead of the symbols 0, 1. Let f 1 ,¨¨¨, f t : t˘1u 2R Ñ t˘1u be a t-cover to G. The probability of all the t assignments being rejected in step 4 is
(4.1) where f S,v pxq :" ś iPS f i,v pxq. Since the t assignments form a t-cover, the probability in Equation (4.1) is 0 and hence, there exists an S ‰ H such that
Lemma 4.2 (Soundness) Let c 0 P p0, 1q be the constant from Theorem 2.2 and S Ď t1,¨¨¨, tu,
Proof: Notice that for a fixed u, the distribution of X and Y have identical marginals. Hence the value of the above expectation, if calculated according to a distribution which is the direct product of the marginals, is positive. We will first show that the expectation can change by at most Opks c 0 {8 q in moving to a attenuated version of the functions. Then we will show that the error incurred by changing the distribution to the product distribution of the marginals has absolute value at most 2 Opkq s p1´3c 0 q{8
. This is done by showing that there is a labeling to G that satisfies an s fraction of the constraints if the error is more than 2 Opkq s p1´3c 0 q{8 ε 3{2c 0 . For the rest of the analysis, we write f v and f w instead of f S,v and f S,w respectively. Let f v " ř αĎr2Rs p f v pαqχ α be the Fourier decomposition of the function and for γ P p0, 1q, let T 1´γ f v :" ř αĎr2Rs p1´γq |α| p f v pαqχ α . The following claim is similar to a lemma of Dinur and Kol [DK13, Lemma 4.11]. The difference is that we use the structural property in Theorem 2.2, which was proved by Håstad. 
Proof: We will add the T 1´γ operator to one function at a time and upper bound the absolute value of the error incurred each time by Ops c 0 {8 q. The total error is at most 2k times the error in adding T 1´γ to one function. Hence, it suffices to prove the followinǧˇˇˇˇE
Recall that X, Y denote the matrices chosen by test T 2 . Let Y´k be the matrix obtained from Y by removing the kth row and F u,v,w pX, Y´kq :"´ś
Let G w pyq :" pI´T 1´γ qf w pyq. Note that E yPt0,1u 2R G w pyq " 0 and for α Ď r2Rs,
Substituting the Fourier decomposition of G w into the LHS of (4.4) givešˇˇˇˇˇE
We will decompose the test distribution T 2 for a fixed choice of u, v, w into two distributions T and T 1 . Let T be the distribution obtained after step 2 of the test and T 1 be the following distribution of picking matrices X 1 , Y 1 : Independently for each i P rLs, choose e i to be 0, 1, 2 with probabilities 1´2ε, ε, ε respectively.
It is easy to see that if pX, Y q is chosen from T and pX 1 , Y 1 q from T 1 then pX`X 1 , Y`Y 1 q is distributed according to T 2 . Hence after rearranging, (4.5) becomešˇˇˇˇˇE
uw pαq :" ti P rLs : Dj P α, |tj, j`R, j´Ru X α| " 1 and π uw pjq " iu, π 2 uw pαq :" ti P rLs : Dj P α, |tj, j`R, j´Ru X α| " 2 and π uw pjq " iu, π
Since the resampling is uniform, for a fixed α, if i P π 1 uw pαq then conditioning on exactly one of the two events e i " 1 or e i " 2, will make
uw pαq then conditioning on any one of the events e i " 1 or e i " 2, will make
where
and T 2 is the distribution T 1 conditioned on the complement of the union of above mentioned events that make the expectation zero. Furthermore, we can upper bound the expectation by Cauchy-Schwarz inequality :
Substituting for p G w pαq and using the fact that for x P p0, 1q, 1´x 2 ą p1´xq 2 , we get a new upper bound of g f f e E .
We will now break the inner summation into three different parts and bound each part separately. 
Upper bounding Θ
Again since the sum of squares of Fourier coefficients is 1, |Θ 1 | ď 4s c 0 {4 .
Upper bounding Θ 2 : From the third property of Theorem 2.2, we have that for any v P V and α with |α| ą 2 s 1{4 ε 1{c 0 , the probability that |π 1 uv pαq| ă 1{εs c 0 {4 , for a random neighbor u, is at most εs c 0 {4 . Hence |Θ 2 | ď s c 0 {4 . where π 1 uv pαq :" ti P rLs : Dj P rRs, pj P α _ j`R P αq^π uv pjq " iu. 
Claim 4.4 Let
The claim follows by taking expectation over u, v, w and using the concavity of square root.
From Claim 4.4 and Claim 4.3 and using the fact the the marginals of the test distribution T 2 on px 1 , . . . , x k q is the same as marginals on py 1 , . . . , y k q, for γ :" s pc 0`1 q{4 ε 1{c 0 , we get
(4.8) If τ u,v,w in expectation is large, there is a standard way of decoding the assignments to a labeling to the label cover instance, as shown in Claim 4.5.
Claim 4.5 If G is an s-unsatisfiable instance of LABEL-COVER then
Proof: Note that ř αĎr2Rs p1´γq |α| p f v pαq 2 ď 1. We will give a randomized labeling to the LABEL-COVER instance. For each v P V , choose a random α Ď r2Rs with probability p1´γq |α| p f v pαq 2 and assign a uniformly random label j in α to v; if the label j ě R, change the label to j´R and with the remaining probability assign an arbitrary label. For u P U , choose a random neighbor w P V and a random β Ď r2Rs with probability p1´γq |β| p f w pβq 2 , choose a random label ℓ in β and assign the label π 1 uw pℓq to u. With the remaining probability, assign an arbitrary label. Using the fact that 1{r ě γp1´γq r for every r ą 0 and γ P r0, 1s, we lower bound 
Since G is s-unsatisfiable, the labeling can satisfy at most s fraction of constraints and the above equation is upper bounded by s.
Thus, from Equation 4.8 and the above claim, we prove Lemma 4.2.
Proof of Theorem 1.2. Using Theorem 2.2, the size of the CSP instance G produced by the reduction is N " n r 2 2 Oprq and the parameter s ď 2´d 0 r . Setting r " Θplog log nq, gives that N " 2 polyplog nq for a constant k. Lemma 4.2 and Equation 4.2 imply that
Since k is a constant, this gives that t " Ωplog log nq.
Improvement to covering hardness of 4-LIN.
In this section, we prove Theorem 1.4. We give a reduction from an instance of LABEL-COVER, G " pU, V, E, rLs, rRs, tπ e u ePE q as in Definition 2.1, to a 4-LIN-CSP instance G " pV, Eq. The set of variables V is Vˆt0, 1u 2R . Any assignment to V is given by a set of functions f v : t0, 1u 2R Ñ t0, 1u, for each v P V . The set of constraints E is given by the following test which checks whether f v 's are long codes of a good labeling to V .
Long Code Test T 3
1. Choose u P U uniformly and neighbors v, w P V of u uniformly and independently at random.
2. Choose x, x 1 , z, z 1 uniformly and independently from t0, 1u 2R and y from t0, 1u 2L . Choose pη, η 1 q P t0, 1u 2Lˆt 0, 1u 2L as follows: Independently for each i P rLs, pη i , η L`i , η 1 i , η 1 L`i q is set to (a) p0, 0, 0, 0q with probability 1´2ε, (b) p1, 0, 1, 0q with probability ε and (c) p0, 1, 0, 1q with probability ε.
3. For y P t0, 1u 2L , let y˝π uv P t0, 1u 2R be the string such that py˝π uv q i :" y πuvpiq for i P rRs and py˝π uv q i :" y πuvpi´Rq`L otherwise. Given η˝π uv , z P t0, 1u 2R , the string η˝π uv¨z P t0, 1u 2R is obtained by taking coordinate-wise product and by addition of strings we mean the coordinate-wise sum modulo 2. Accept iff Proof: Let ℓ : U Y V Ñ rLs Y rRs be a labeling to G that satisfies all the constraints. Consider the assignments given by f v pxq :" x ℓpvq and g v pxq :" x R`ℓpvq for each v P V . On input f v , for any pair of edges pu, vq, pu, wq P E, and x, x 1 , z, z 1 , η, η 1 , y chosen by the long code test T 3 , (5.1) evaluates to
Similarly for g v , the test evaluates to η L`ℓpuq z R`ℓpvq`η 1 L`ℓpuq z 1 R`ℓpwq`1 . Since pη i , η 1 i q " p0, 0q with probability 1´ε, each of f, g covers 1´ε fraction of E. Also for i P rLs whenever pη i , η 1 i q " p1, 1q, pη L`i , η 1 L`i q " p0, 0q and vice versa. So one of the two evaluations above is 1 pmod 2q. Hence the pair of assignment f, g cover E. , then any independent set in G has fractional size at most δ.
Proof: Let I Ď V be an independent set of fractional size δ in the constraint graph G. For every variable v P V , let f v : t0, 1u 2R Ñ t0, 1u be the indicator function of the independent set restricted to the vertices that correspond to v. Since I is an independent set, we have (5.2) For α Ď r2Rs, let π ' uv pαq Ď r2Ls be the set containing elements i P r2Ls such that if i ă L there are an odd number of j P rRs X α with π uv pjq " i and if i ě L there are an odd number of j P pr2RszrRsq X α with π uv pj´Rq " i´L . It is easy to see that χ α py˝π uw q " χ π where we think of α, β as the characteristic vectors in t0, 1u 2R of the corresponding sets. We will now break up the above summation into different parts and bound each part separately. For a projection π : rRs Ñ rLs, define π 1 pαq :" ti P rLs : Dj P rRs, pj P α _ j`R P αq^pπpjq " iqu. We need the following definitions. Since both the distributions are identical on pΩ k 1 q bL and pΩ k 2 q bL , all terms with a "0 or b "0 are zero. Because µ is uniform on any pair of coordinates on each from the Ω 1 and Ω 2 sides, terms with |a| " |b| " 1 also evaluates to zero. Now consider the remaining terms with |a|, |b| ě 1, |a|`|b| ą 2. Consider one such term where a 1 , a 2 " 1 and b 1 " 1. In this case, by Cauchy-Schwarz inequality we have thaťˇˇˇE
From the facts that the marginal of µ to any pair of coordinates one each from Ω 1 and Ω 2 sides are uniform, Inf i rF s " }F 1 } 2 2 and |F 0 pxq|, |F 1 pxq|, |G 0 pxq|, |G 1 pxq| are all bounded by 2, the right side of above becomes
All the other terms corresponding to other pa, bq which are at most 2 2k in number, are bounded analogously. Hence, By applying the Cauchy-Schwarz inequality, followed by a triangle inequality, we obtain Thus, proved.
