We revive the elementary idea of constructing symplectic integrators for Hamiltonian ows on manifolds by covering the manifold with the charts of an atlas, implementing the algorithm in each chart (thus using coordinates), and switching among the charts whenever a coordinate singularity is approached. We show that this program can be implemented successfully by using a splitting algorithm, if the Hamiltonian is the sum H 1 + H 2 of two (or more) integrable Hamiltonians. Pro ting of integrability, we compute exactly the ows of H 1 and H 2 in each chart and thus compute the splitting algorithm on the manifold by means of its representative in any chart. This produces a symplectic algorithm on the manifold which possesses an interpolating Hamiltonian, and hence has excellent properties of conservation of energy. We exemplify the method for a point constrained to the sphere and for a symmetric rigid body, under the in uence of positional potential forces.
If a manifold does not possess a single, global system of coordinates, integrations performed using coordinates must necessarily deal with the presence of coordinate singularities. Probably, the simplest idea to overcome this situation is to consider a number of di erent systems of coordinates which have the singularities in di erent positions and hence form an atlas for M. One then implements an algorithm within each coordinate system and switchs from one to the other, during Universit a di Padova, Dipartimento di Matematica Pura e Applicata, GNFM, and INFM, Via G. Belzoni the integration, whenever a coordinate singularity is approached. A \changing{chart" method of this kind has been indeed used in early molecular dynamics integrations of diatomic molecules 1] (in which case the manifold M is the cotangent bunlde of the two{dimensional sphere), but the adopted algorithm was not symplectic. In fact, as noticed e.g. in 12], even using a symplectic algorithm in each chart, for instance a leap{frog, does not necessarily produce an algorithm on the manifold which has the stability and energy conservation of symplectic algorithms. 1 To our knowledge, no symplectic \changing{chart" method has ever been developed. From the (vast) literature on the subject, one receives the impression that the presence of singularities has been generally felt as a serious di culty for any approach based on the use of local coordinates (e.g., Euler angles in the rigid body case). A variety of alternative \geometric" approaches have thus been developed. A number of them share the common idea of embedding the manifold M in a higher dimensional space R the price of introducing more variables. In addition, the con nement to M has to be enforced in some way: for instance, the so called RATTLE algorithm, successfully applied in particular to the rigid body, resorts to the use of 2(N ? n) Lagrange multipliers, so the number of variables to be managed further increases. 2 Moreover, these geometric algorithms are often implicit, i.e., numeric inversions are necessary at each time step. Nevertheless, in the literature these \geometric" schemes are generally considered superior to \changing{charts" methods.
In this article we propose a di erent point of view, namely we suggest that: (i) It is possible to implement \changing{chart" symplectic algorithms, by simply choosing the algorithms in the individual charts in such a way that they are the local representatives of a (symplectic) map on the manifold. This is indeed enough to assure, as is crucial, that the trajectories computed in the local charts are the local representatives of trajectories of a symplectic map on the manifold (the \geometric integrator"). All properties of the map are then automatically preserved, up to the round-o errors, by the local algorithms. (ii) A natural way of implementing this program is by means of the so called \splitting methods". (iii) In various situations, this leads to computationally e cient explicit algorithms, which are competitive with \geometric" algorithms. We will discuss theoretically the method in Section 2, proving in particular the existence of a global \interpolating Hamiltonian" | a rather crucial fact for symplectic integrators. In addition, in Section 3 we will illustrate the method by means of two examples, which are of interest, for instance, in molecular dynamics and in celestial mechanics. The rst example is the point constrained to a sphere and subject to conservative forces, for which M = T S 2 . The second is the symmetric rigid body in a positional conservative force eld; assuming for the purpose of the discussion that the body has a xed point, then M = T SO(3). We will use an atlas for the sphere made of two systems of spherical coordinates and an atlas for SO(3) made of two systems of Euler angles.
B. Let us introduce some notations: if (M; ) is a symplectic manifold and F : M ! R is a smooth function, then we denote by F the map at time of the ow of the Hamiltonian vector eld X F of F; as is well known, for each , F is a symplectic di eomorphism from M to itself (the vector eld X F is assumed to be complete). 1 More precisely, of symplectic integrators which possess a global \interpolating Hamiltonian", see section 2.A below. 2 For the rigid body, schemes using quaternions ( 6] , 7]) only require a normalization of the quaternion, but this seems to destroy symplecticity. As a nal remark, we mention that the use of the splitting algorithm (1.1) to integrate the motion of a (tri{axial) rigid body has already been proposed in 16] 15] 14]; the rst of these references also contain numerical integrations of rigid body motions. The two approaches, however, though similar for the use of (1.1), di er in the main point: namely we implement in coordinates (two systems of Euler angles), while the point of view of the mentioned references is that, in order to avoid the coordinate singularities, one should implement the algorithm in a \geometric" way, speci cally, using a Lie{Poisson integrator (coupled to the consideration of either rotational matrices or quaternions for the body orientation). is simply connected. The fact that statements (i) and (iii) remain true on a manifold is seen by observing that, within the quoted proof, X and K are constructed as formal series the coe cients of which are commutators of vector elds and Poisson brackets of functions, respectively. Since these objects are intrinsically de ned on the manifold (i.e., their local representatives commute with the change of charts), the argument of 5] applies as is to the case of a manifold. Estimates, which allow one going beyond the formal level and obtaining (2.1), are performed locally, within each chart (analyticity is required for this).
Let us now prove statement (ii). Consider for simplicity the case of the composition of two ows. Then, formally iteration of the symplectic integrator follows exactly the ow of the nearby vector eld X . If this vector eld is Hamiltonian (not just locally Hamiltonian), then its Hamiltonian K is preserved by the algorithm, up to an exponentially small error. Accumulation of these extremely small errors produces acceptable overall e ects on signi cantly long integration times. . This fact alone makes clear that, however implemented in local coordinates, this algorithm will exhibit good energy conservation.
For the sake of the discussion, assume that M has a symplectic atlas which consists of just two charts, with coordinates z = (q; p) and z 0 = (q 0 ; p 0 ). Let C be the change of chart, so that z 0 = C z. 2) (see gure 1). It follows that we can freely switch from one chart to the other, and keep following the iteration of the map on the manifold. In other words, this \changing{chart" method is an actual 3 In special situations, the errors on the energy do not accumulate: see 5] and, for numerical results, 2]. 4 This means that the restriction of H to the rst chart equals h z, etc. Note that h = h 0 C in the intersection of the chart domains.
implementation of the algorithm (1.1) on the manifold. Note that the coordinate systems used, and the adopted criterion for when to switch chart, are completely immaterial: di erent choices may produce more or less simple and e cient implementations, but do not a ect the algorithm. 5 The implementations of the changing chart methods mentioned in the Introduction did not satisfy (2.2), and this makes the di erence.
In the next section we illustrate this procedure on the two cases mentioned in the Introduction, in which H 1 is the kinetic energy of an integrable system and H 2 is a positional potential. 
Examples
A. The point constrained to the sphere. As a rst elementary example, we consider a point constrained to the unit sphere in R 3 , subject to positional potential forces. The ow H 1 of the kinetic energy is the geodesic ow on the sphere and is easily written in any system of coordinates. We used two systems of spherical coordinates and the corresponding momenta, that we denote ('; ; p ' ; p ) and (' 0 ; 0 ; p 0 ' ; p 0 ), relative to two orthogonal frames fe x ; e y ; e z g and, respectively, fe 0
x ; e 0 y ; e 0 z g = fe x ; ?e z ; e y g. The change of charts are seen to be G is the norm of the angular momentum and, as p ' , is an integral of motion (this is why we do not append the subscript 0 to G and J). In the classical textbooks and manuals we consulted, we found the expression of the solution of the Euler{Poinsot system only in special systems of Euler angles, with the spatial axis e z parallel to the angular momentum. Since this is not su cient for our purposes, we computed the solution in a generic system of Euler angles (this is elementary in the symmetric case) and we tried to obtain an expression suited for numerical computations. A proof of this Proposition is given in the Appendix.
Remark: Developing an e cient, accurate algorithm for the symmetric rigid body was the original motivation of this work. We were interested in performing long{time integrations of rigid bodies under generic potential force elds, so as to investigate the presence of the chaotic behaviour predicted in the works 3] and 4]. We will publish the results of these integrations somewhere else. We just mention here that the algorithm appeared to be simple, e cient, stable. Overall, it seemed to perform exceptionally well. 
Numerical tests and comparisons
Our algorithm exhibits the typical very good conservation of energy of the symplectic algorithms which possess an interpolating Hamiltonian. The best way of illustrating this fact and of enlightening the mechanism underneath, is probably by means of the comparison with a slightly (but crucially) di erent algorithm. Speci cally, we consider within each chart a (generalized) leapfrog, namely the map~ The standard leap-frog (or Verlet) algorithm is obtained when h(q; p) is separated, namely h(q; p) = h 1 (p) + h 2 (q); in such a case, as we have already mentioned, this algorithm also coincides with the splitting algorithm (1.1). In the two cases considered above, the point on the sphere in polar coordinates and the symmetric rigid body in Euler angles, the Hamiltonians are not separated but the generalized leapfrogs~ commute with the change of chart, namely, C ~ h 6 =~ h 0 C. This means that the two algorithms are not the local representatives of a single algorithm on the manifold. In particular, the interpolating Hamiltonians of the individual algorithms in the two charts are not the local representatives of a single function on the manifold. The consequence is that each change of chart introduces a change of order 2 in the conserved quantity (i.e., the interpolating Hamiltonian of the local algorithm) and this results typically in a progressive drift of the energy, proportional to 2 and to the number of chart changes. 7 This is illustrated in gure 3, which refers to the simple case of the spherical pendulum, namely a heavy point on the sphere; the potential energy in the two charts are h 2 = cos and h 0 2 = ? sin 0 sin ' 0 . All gures report the relative error in the energy along the same orbit, which has been computed with the splitting algorithm (solid line) and switching between the two generalized leapfrogs (dotted line). The two metods are implemented using the same coordinate systems, the same criterion for switching chart, and the same integration step. The superimposed dots identify the istants at which the chart is switched. In all gures the initial datum is ('; ; p ' ; p ) = ( =3; =3; 1:1; 0:35) (in the rst chart) and the integration step is = 0:05. Figures 3.a, 3.b and 3 .c di er only for the total integration time, which equals 50, 400 and 1000 time steps, respectively. The di erence between the two methods is evident: switching charts has no consequence for the 7 This mechanism was already observed in 12]. splitting algorithm, while it produces accumulation of errors for the pair of generalized leapfrogs.
In gures 3.a, 3.b and 3.c the chart was changed whenever the colatitude (or 0 ) reached the value arcsin(0:7). In gure 3.d we used a di erent criterion for changing chart, so as to force the change of charts at di erent instants. Speci cally, we changed chart when the colatitude reached arcsin(0:5). Comparison with gure 3.a indicates that this has a consequence for the pair of generalized leapfrogs, but not for our algorithm, which is completely transparent to the change of chart.
The same behaviour is found in the symmetric rigid body. Remark: Figure 3 indicates that, even within a given chart, the error on the energy is smaller for the splitting algorithm than for the generalized leapfrog. This is largely due to the fact that, within our algorithm, the ow of the kinetic energy is computed exactly, what produces a more stable algorithm. In fact, the leapfrog has a factor (sin ) ?3 which degrades the precision already at moderate distances from the singularities. The same situation is met with the symmetric rigid body: gures 4.a{4.c indicate that the energy conservation does not get worse when the singularities are approached (up to arcsin(0:2) in the case of gure 4.c). In this case too, the energy error with a pair of leapfrog is much bigger.
As a further evidence that the algorithm, though written in coordinates, is nevertheless coordinate independent, let us propose another elementary test. Consider a Lagrange top, that is a heavy symmetric rigid body, and let e g be the unit vector in the direction of gravity. The component of the angular momentum along e g , that we shall denote m, is then a constant of motion. Quite clearly, if we use a chart of Euler angles, relative to a spatial frame fe x ; e y ; e z g with e g = e z , then m = p ' , and since the Hamiltonian is independent of ', m is exactly conserved. Now, since the algorithm commutes with the change of chart, the same must be true, up to the round-o errors, in any other chart, for example a chart of Euler angles relative to a spatial frame fe x ; e y ; e z g such that e g has no special direction. This is precisely what we found numerically: working in double precision, for several choices of e g and of the initial data, the error we found in m, after many thousands of time-steps and hundreds of chart changes, was at most of order 10 ?13 , independently of the step{size. Such a specially good conservation law is not obvious, for a second order algorithm, and re ects in an essential way its geometrical nature, while the implementation in coordinates is irrelevant.
Conclusions
In our opinion, the method described here has potentially many advantages and is worth of further consideration.
A crucial fact, which is missing in the present analysis, is a comparison with other methods. We made some comparisons with RATTLE in the case of the point on the sphere, and found that the two algorithms perform in a comparable way. For the same step{size RATTLE was somewhat faster (by about a factor 1:5 to 2, depending on the potential), but our algorithm was more stable (the same energy conservation was obtained, typically, with a step{size bigger by a factor 1:5). The faster performance of RATTLE in this case is presumably due to the fact that, in spherical coordinates, both the geodesic and the potential ows use trigonometric functions, while RATTLE is polynomial for a polynomial potential.
As 10]) is necessary and is in our programs. As already remarked, in the case of the rigid body RATTLE is not explicit and the codimension 2(N ?n) is 12; hence, the algorithm must handle 18 variables and in addition a total of 12 Lagrange multipliers. Our algorithm instead uses only 6 variables, and for a symmetric rigid body it is explicit and fully manageable, only requiring trigonometric functions. We expect in this case our algorithm to be faster (we guess signi cantly faster).
The situation is more delicate for the tri{axial rigid body. Since the representation of the Euler{ Poinsot ow in Euler angles uses elliptic functions, the exact integration of the ow of the kinetic energy might signi cantly lenghten the integration time. Alternatives are based on the further splitting of the Euler{Poinsot Hamiltonian as the sum of two or more integrable Hamiltonians, each of which is (more) easily integrated. This approach was already proposed and used in 16] 14] 15], though, as already remarked, not using coordinates. Convenient splittings of the Euler{ Poinsot system are expected to produce quite manageable algorithms, with good (perhaps slightly worse) stability. A careful analysis in our opinion is necessary to evaluate the di erent possibilities.
We prefer to leave these tests and comparisons to a dedicated work. In addition to tests, of course, it is also important to experiment the performance of the algorithm in concrete problems, especially when accuracy is important. As already remarked in Section 3, we are presently working on the symmetric rigid body, in order to evaluate the degree of optimality of some previous perturbative studies. Such an investigation is numerically delicate, but the preliminary results are rather satisfying. Other studies, for example in molecular dynamics, would be of great interest. It seems to us, however, that the possibility described here of constructing \changing{chart" symplectic algorithms on manifolds, just by implementing splitting algorithms in coordinates, has a character of simplicity which makes it of interest by itself, even independently of its performance in speci c situations.
A Appendix: Proof of Proposition 2
We shall derive the expression of the solution of Hamilton's equations for the symmetric Euler{ Poinsot system given in Proposition 2 from another expression, which is a little easier to obtain but less practical for direct use in the numerical algorithm. Lemma cos and using (A.5).
For numerical computations, the solution given in Proposition 1 has the disadvantage thatR contain the di erence of two arctangents, which is small for small integration steps. Moreover, continuity of the algorithm forĴ = L is not clear, since the denominators vanish. Both these shortcomings are overcome by using the subtraction formula arctan x ? arctan y = arctan 
