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We here present how a self-consistent solution of the dynamical mean field theory equations can
be obtained using exact diagonalization of an Anderson impurity model with accuracies comparable
to those found using renormalization group or quantum Monte Carlo methods. We show how one
can solve a correlated quantum impurity coupled to several hundred uncorrelated bath sites, using a
restricted active basis set. The number of bath sites determines the resolution of the obtained spec-
tral function, which consists of peaks with an approximate spacing proportional to the band width
divided by the number of bath sites. The self-consistency cycle is performed on the real frequency
axis and expressed as numerical stable matrix operations. The same impurity solver has been used
on ligand field and finite size cluster calculations and is capable of treating involved Hamiltonians
including the full rotational invariant Coulomb interaction, spin-orbit coupling, and low-symmetry
crystal fields. The proposed method allows for the calculation of a variety of correlation functions
at little extra cost.
PACS numbers: 71.27.+a, 71.10.Fd, 71.30.+h
I. INTRODUCTION
Theoretical understanding of correlated electron sys-
tems is often hindered by the exponential scaling of the
computation time and memory required as a function
of system size. For systems where the local density or
Hartree Fock approximations fail, there exists a real com-
putational problem. Obtaining quantum chemical ab
initio solutions is impossible for many systems.1 Even
small systems containing only three or four open d- or
f -shell ions can be too large to compute. Nonetheless,
one can obtain information on open shell compounds
in the approximation of a single correlated site inter-
acting with mean-field approximated neighbors or bath
sites. Such an embedded impurity in a mean-field ap-
proximated bath can either be realized by the require-
ment that the density or the one particle Green’s func-
tion is equivalent on the mean-field approximated sites
and the impurity. The latter results in the dynamical
mean field theory (DMFT).2–14 In either case the one-
particle energies and hopping integrals can be obtained
directly from density functional theory,14–19 or Hartree
Fock calculations.20
In the case of transition metal oxides, the mean-field
approximated neighbors are, in first approximation, the
ligand O atoms. If one only includes a single transi-
tion metal impurity interacting with ligand orbitals, one
obtains multiplet ligand field theory.19,21,22 Ligand field
theory is one of the oldest methods used to solve the
Schro¨dinger equation. Nonetheless, for correlated insula-
tors it is still a very powerful approximation. For corre-
lated metals, ligand field theory is clearly not sufficient.
In this case one needs to include a full band, which leads
to an Anderson impurity model. In an (cluster) Ander-
son impurity model there are Nτ partially filled impurity
levels (spin, orbital and cluster site) with correlations
between the electrons occupying these levels, each in-
teracting with Nb partially filled bath sites. This is a
highly nontrivial problem whereby in general the basis
size scales exponentially in the number of total sites and
levels (Nτ +Nτ ×Nb) included in the problem. Nonethe-
less, an infinite Anderson impurity model can be solved.
Several methods are available; each has its virtues, but
all have shortcomings.
Since the introduction of DMFT there has been an
enormous development on how to solve an Anderson im-
purity Hamiltonian. For the single-site Hubbard model
there exist beautiful solutions using numerical renormal-
ization group (NRG) theory23–32 or density renormaliza-
tion group theory.33–36 These methods are hard to apply
to situations with multiple interacting orbitals or sites.
Hirsch Fye (HF),5,6,37–40 and continuous time (CT)41–47
quantum Monte Carlo (QMC) methods can be rather
efficient for the single site Hubbard model as well as
some extensions including several correlated fermions,
but seem to have problems with low symmetry interac-
tions and systems where the Green’s function has off-
diagonal terms. A further drawback of QMC implemen-
tations is the use of imaginary instead of real frequencies,
which leads to an ill-conditioned inversion problem.48–50
Exact diagonalization (ED) techniques51–62 can be ap-
plied very generally, are implemented using real frequen-
cies, and pose no requirement on the Hamiltonian other
than that it should be reasonably sparse. The problem
with this method, though, is that the mean-field approx-
imated bath has to be represented by a small number of
discrete states in order to keep the exponentially growing
many-body Hilbert space tractable.63 This can be im-
proved by selecting a certain subset of many-body states
as the basis. Reasonable results for a single Ce 4f shell
interacting with a free-electron-like band have been ob-
tained by selecting only certain basis functions.64–66 The
2question of which states to include can be formalized us-
ing a configuration interaction58,62,67–69 or coupled clus-
ter expansion.70–73 For DMFT on the Bethe lattice one
can, with the use of a configuration interaction expansion
of the basis, optimize the basis in such a way that one
can obtain a converged ground state.58,60–62 The con-
figurations included in these calculations are optimized
to represent the ground state, but not the excited states
needed in the calculation of the one-particle Green’s func-
tion. Presently, configuration interaction calculations do
not converge the Green’s function, which is an important
ingredient in DMFT.
Here we show how a general solution of the dynam-
ical mean-field equations can be obtained. We use an
ED technique which can include the full rotational in-
variant Coulomb interaction, spin-orbit coupling as well
as low-symmetry interactions. In the current paper we
show the solution of the Hubbard model on a Bethe lat-
tice at T = 0. Extensions to higher temperatures might
be possible, but have not been tested.52,74 The impurity
solver has been used in several multiorbital or multisite
calculations19,75,76 and the inclusion of five (open d-shell)
or seven (open f -shell) correlated orbitals or eight (two
dimensional cluster) correlated sites coupled to several
hundreds of uncorrelated bath sites is in principle possi-
ble, albeit not yet implemented in the DMFT scheme.
The method presented here is similar to a recently
independently implemented variational approach based
on the configuration interaction expansion by Lin and
Demkov.62 As shown in their publication, it is crucial to
use an optimized bath parametrization, which they ob-
tain with the use of natural orbitals. The main difference
with our method is that we do not use a configuration
interaction expansion of the many-body basis states, but
search for the ≈ 109 Slater determinants with the largest
contribution in the full basis. We thus do not need to set
the configurations before the calculation starts, but es-
tablish during the calculation which determinants need
to be included. This leads to a different basis for the
ground state and excited states. The resulting method
allows for the inclusion of several hundreds of discretized
bath sites. On this basis we are able to find a converged
ground state as well as a converged Green’s function.
In the main part of the paper we first introduce how
to implement the DMFT self-consistency loop using nu-
merically stable matrix operations on real frequency rep-
resentations of the Green’s functions and self-energy. We
continue by showing how one can solve the Anderson im-
purity problem using ED including several hundred bath
sites. The paper is written to convey the general idea and
overview of the method without too much detail. Ad-
ditional details and mathematically rigorous definitions
are placed in the appendixes. After the method is intro-
duced, we show results for the Hubbard model on a Bethe
lattice as a function of U and number of discretized bath
sites. An important result is that the critical value of U ,
for which the metal insulator transition takes place, de-
pends on the number of sites included. We compare our
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FIG. 1: (Color online) Possible bath geometries. The impu-
rity is labeled by i and represented by a square. The bath
sites are labeled by bi [panels (a) and (b)] or by b, ci, and vi.
The site occupation is indicated by the filling. For efficient
calculations bath sites should either be occupied or empty.
results to analytically known sum rules, to NRG results
by Bulla,23–27 as well as to results obtained from QMC
calculations. Good agreement in terms of the quasiparti-
cle weight and bandwidth is obtained. The same is true
for the Hubbard bands, which show the same weight, po-
sition, and width as found in other methods.
Appendix A discusses the notation used in this paper.
In Appendix B we show the relation between different
representations of the Green’s function. In Appendix C
the Lanczos algorithm is explained. In Appendix D we
discuss the optimized many electron sparse Slater deter-
minant basis used in the Lanczos algorithm. Appendix
E explains the optimized one particle basis functions or
orbitals used. In Appendix F we discuss the reduction of
poles in the Green’s functions used, which is equivalent
to choosing an optimized number of one-electron basis
functions to represent the Anderson impurity Hamilto-
nian.
II. THE DMFT SELF-CONSISTENCY LOOP
The self-consistency loop in the DMFT calculations
breaks down in four parts.55 In the calculation one re-
peats steps 1 to 4 until the bath and impurity Green’s
function are converged and do not change between loops.
Most DMFT implementations use Green’s functions rep-
resented on imaginary frequencies in the self-consistent
loop. As the transformation between Green’s functions
represented on the real and imaginary axis is bijective,
this is possible without loss of information. The disad-
vantage is that the transformation is also ill conditioned,
which requires one to use extraordinarily large numerical
accuracy on the imaginary axis.49 To circumvent these
numerical problems we perform the entire calculation us-
ing Green’s functions represented on the real-frequency
axis.
The Green’s functions and self-energy are expressed as
a sum over delta functions, which can be related to the
resolvent of a matrix. One can apply unitary transfor-
mations on the matrix representing the Green’s function
without changing the Green’s function and this is used
during the self-consistency loop. Important to note is
3that during the entire calculation the Green’s function is
expressed as a discrete sum of delta functions with zero
width with variable weight and energy. These poles rep-
resenting the Green’s functions and self-energy are never
replaced by a sum over Lorentzians with finite broaden-
ing inside the self-consistency loop. A finite broadening
is included only when plots on the real axis are made.
More details about the different representations can be
found in Appendix B. Below we show the DMFT self-
consistency loop as implemented in this paper based on
Green’s functions and self energies represented by a sum
of delta functions on the real-frequency axis.
1. From bath Green’s function to Anderson impurity
Hamiltonian
We start our self-consistency loop with a known (T =
0) retarded bath Green’s function [Gb(ω)]. This could
be the noninteracting Green’s function [G0(ω)] if no bet-
ter approximation is known. The first task is to define
the Anderson impurity Hamiltonian (HA), given the bath
Green’s function. This is a straight-forward task. The
bath Green’s function is defined and stored by Nb + 1
numerical values of αi and Nb values of βi as
Gb(ω) =
1
ω − αb1 −
∑Nb
j=1
βbj
2
ω−αbj+1
. (1)
Nb defines the number of discretization points of the
Green’s function as well as the number of bath orbitals
in the Anderson impurity Hamiltonian. This form of the
Green’s function can easily be obtained from any other
representation as shown in Appendix B. For cases where
the impurity consists of multiple orbitals, sites or spin
states, α and β are matrices of dimension Nτ by Nτ ,
with τ labeling the internal spin, orbital and site degree
of freedom of the impurity. We as much as possible sup-
press summations over τ using the definitions as given in
Appendix A.
The Anderson impurity Hamiltonian has, besides the
additional correlations on the impurity site, an interac-
tion of βj with a bath site at onsite energy αj+1. Graph-
ically, one can represent this Hamiltonian and Green’s
function with a single impurity interacting with Nb bath
sites as shown in panel (a) of figure 1. In formula this is
HA = Hi + α
b
1a
†
iai
+
Nb∑
j=1
βbj
(
a†iabj + a
†
bj
ai
)
+ αbj+1a
†
bj
abj , (2)
with i (bj) labeling the impurity (bath) and j an index
for the different discretized bath states. Hi is the many-
body Hamiltonian which only acts on the impurity sites,
Hi =
∑
τ,τ ′
ǫτ,τ ′a
†
i,τai,τ ′
+
∑
τ,τ ′,τ ′′,τ ′′′
Uτ,τ ′,τ ′′,τ ′′′a
†
i,τa
†
i,τ ′ai,τ ′′ai,τ ′′′ , (3)
with ǫ and U numerical parameters defining the one- and
two-electron parts of the many-body Hamiltonian and τ
being an index for the different fermion quantum states
(orbital, spin, and site) within the impurity, which here
has been written out explicitly.
2. From Anderson impurity Hamiltonian to impurity
Green’s function
Once the Anderson impurity Hamiltonian is known,
the ground state of this Hamiltonian is obtained and
the impurity Green’s function [Gc(ω)] is calculated. This
step is discussed in more detail in the next section. Here
we just state that the resulting impurity Green’s function
can be expressed as
Gc(ω) =
1
ω − αc1 −
∑Nc
j=1
βcj
2
ω−αcj+1
, (4)
with αci and β
c
i numerical values defining the Green’s
function. Nc defines the number of poles in the impurity
Green’s function and should be at least as large as the
number of poles in the bath Green’s function and prob-
ably even slightly larger. In the current paper we use
Nc = 1000.
3. From impurity and bath Green’s function to impurity
self-energy
From the bath Green’s function and the impurity
Green’s function one can calculate the impurity self-
energy:2–14
Σc(ω) = Gb(ω)
−1 −Gc(ω)
−1. (5)
Using the previous definitions of Gb(ω) and Gc(ω) this
yields
Σc(ω) = α
c
1 − α
b
1 +
Nc∑
j=1
βcj
2
ω − αcj+1
−
Nb∑
j=1
βbj
2
ω − αbj+1
, (6)
which can be regrouped as
Σc(ω) = α
Σ
1 +
NΣ∑
j=1
βΣj
2
ω − αΣj+1
, (7)
with αΣ and βΣ numerical values defining the self-energy
as a function of ω.
4In order for the self-energy to represent a physical
quantity, βΣj
2
must be larger than zero. This is fulfilled
if for any pole at energy αbj originating from the bath
Green’s function there is a pole originating from the im-
purity Greens function at the same energy (αcj′ = α
b
j)
with a larger weight (βcj′
2 − βcj
2 > 0). For calculations
with infinity precision math and Nc →∞, this is the case
and the self-energy will be physical. In real calculations
with Nb of the order of several hundred and with comput-
ers with 16 digits accuracy, this will not be the case. The
self-energy can be made physical by merging poles with
a negative weight with poles in the neighborhood. If one
orders the poles representing the self-energy in equation
(7) such that αΣj < α
Σ
j+1, then a pole with index j and
βΣj
2
< 0 is merged with the poles j − 1 and j + 1. The
weight (β2) and energy (α) of the new poles is chosen
such to conserve locally the zeroth and first moment and
only introduce small errors in the higher moments. The
removal of the pole with the smallest weight is done first
and this is repeated until all poles have a positive weight.
This procedure reduces the number of poles in the self-
energy (NΣ) to a maximum of the number of poles in
the impurity Green’s function (Nc). The number can be
smaller if after merging a pole with negative weight with
a neighbor pole the result is still negative. Details of this
procedure are presented in Appendix F.
4. From impurity self-energy and noninteracting Green’s
function to the new bath Green’s function
The new bath Green’s function can be calculated by
the noninteracting Green’s function G0(ω) and the im-
purity self-energy Σc(ω). We take
G0(ω) =
1
ω − α1 −
∑N0
j=1
β2j
ω−αj+1
, (8)
with αj and βj numerical values defining the noninter-
acting Green’s function which is represented by N0 + 1
discrete poles as the resolvent of an Anderson impurity
matrix. The relation between the representation given
here and the density of states as one would obtain in a
DFT calculation is given in Appendix B. The new bath
Green’s function can be obtained from the self-energy
and the noninteracting Green’s function:
Gnewb (ω) =
1
ω − α1 −
∑N0
j=1
β2j
ω−αj+1−Σc(ω)
=
1
ω − α1 −
∑N0
j=1
β2j
ω−αj+1−α
Σ
1
−
∑NΣ
j′=1
βΣ
j′
2
ω−αΣ
j′+1
.
(9)
The sum over j and j′ can be simplified and combined
into a single sum by the diagonalization of the Anderson
impurity matrix (N0 times, for j = 1 to j = N0):
j(NΣ+1)∑
j′=(j−1)(NΣ+1)+1
βbj′
2
ω − αbj′+1
=
β2j
ω − αj+1 − αΣ1 −
∑NΣ
j′=1
βΣ
j′
2
ω−αΣ
j′+1
. (10)
The resulting bath Green’s function is:
Gnewb (ω) =
1
ω − αb1 −
∑Nb
j=1
βbj
2
ω−αbj+1
, (11)
with αb1 = α1 and β
b
j and α
b
j numerical values obtained
from equation (10). The number of poles in the new bath
Green’s function (Nb) is equal to N0 × (NΣ + 1), which
can become so large that it is problematic in further cal-
culations. The reduction of the number of poles in Gnewb
is discussed in Appendix F.
The calculation of the new bath Green’s function, by
adding the self-energy to the noninteracting Green’s func-
tion as presented in equation (9), feels slightly different
from the algorithm presented in most papers.8,55 The cur-
rent algorithm does not require the explicit calculation of
a local Green’s function. The simplification of equation
(9) furthermore only requires matrix diagonalization, a
standard and numerical stable algorithm. During the
entire self-consistency loop the Green’s functions are de-
fined as a discrete sum of poles with zero broadening.
The resulting bath Green’s function is given by a set of
poles whose energy and weight can be different from the
starting bath Green’s function. Nevertheless, Gnewb (ω)
has the same form as Gb(ω) from which the first step of
the DMFT self-consistency loop started. After the calcu-
lation of Gnewb one can restart the loop until convergence
is reached.
III. IMPURITY SOLVER
The dynamical mean field self-consistency loop re-
quires one to solve an Anderson impurity model. The
Anderson impurity Hamiltonian can be represented as a
matrix. The ground state (ψ0) is given as the eigenfunc-
tion of this matrix with the lowest eigenenergy. Once the
ground state has been calculated, the Green’s function is
defined as
G(ω) = g+(ω)− g−(−ω)∗, (12)
with
g+(ω) = lim
Γ→0+
〈
ψ0
∣∣∣∣∣ai 1ω −HA + iΓ2 a†i
∣∣∣∣∣ψ0
〉
, (13)
and
g−(ω) = lim
Γ→0+
〈
ψ0
∣∣∣∣∣a†i 1ω −HA + iΓ2 ai
∣∣∣∣∣ψ0
〉
. (14)
5Here a†i (ai ) creates (annihilates) an electron at the im-
purity site.
The definition of the Green’s function requires one to
calculate (twice) the resolvent of the Hamiltonian, which,
in general, is a computationally involved task. For the
special case where the Hamiltonian is tridiagonal, with
ϕ0 = a
†
i |ψ0〉 (ϕ0 = ai |ψ0〉) the first element of the matrix,
calculating its resolvent is trivial and can be written as
a continued fraction:
ω − a1 −b1 0 0 0
−b1 ω − a2 −b2 0 0
0 −b2
. . .
. . . 0
0 0
. . .
. . . −bn
0 0 0 −bn ω − an+1

−1
[1,1]
=
1
ω − a1 −
b2
1
ω−a2−
b2
2
ω−...
. (15)
Creating the Hamiltonian in tridiagonal form is done us-
ing a Lanczos algorithm which creates the Krylov basis
as:
ϕn = H
na†i |ψ0〉. (16)
After orthonormalization, the Hamiltonian is tridiagonal
on this basis and the Green’s function can be obtained
using equation (15).
Although the Lanczos algorithm works great on large
sparse matrices, the problem encountered for an impurity
coupled to a partially filled band has not been gener-
ally solved. The reason is the exponentially fast growing
number of basis states needed. If one works on a basis
of single Slater determinants, then the number of Slater
determinants needed for a half-filled band approximated
by 300 poles is (300!/(150!)2)2 ≈ 8.8 × 10177. Storing
a single vector of this format is far beyond reach of any
computational method. Luckily, one can reduce the num-
ber to far below 109, which can be handled with current
computers. This can be done because not all of the 10177
determinants are equally important. The state where in
a solid all electrons sit in one corner of the crystal and
the rest of the crystal has no electrons is so high in en-
ergy and so unlikely, that one can safely neglect it in the
calculation. The method used here searches for the 109
most important determinants in the total space available
and uses these to represent the ground state.
The amount of optimization possible depends highly
on the Hamiltonian as well as on the one-particle orbitals
used to create the Slater determinants. Optimization
works generally better when the Hamiltonian spreads
over a larger energy scale, with more or less empty and
occupied orbitals. Although this is not something one
can choose, nature often provides one with a separation
of energy scales. Most solids have a separation in bands
according to their atomic orbital character. The different
character of bands can be used and for real calculations
optimizing the one particle orbitals can mean the differ-
ence between a trivial and an impossible calculation.
The importance of the optimization of the one-electron
orbitals used in the calculation becomes clear if one looks
at a noninteracting system. For the case of noninteract-
ing electrons, one can easily write down the ground state
as a single Slater determinant, which is a product of all
Bloch waves with energies smaller than the Fermi energy.
If one would not choose the Bloch waves as the one par-
ticle basis, but some local orbital basis, then each orbital
can be partially occupied and an exponential growing
number of Slater determinants is needed as a function of
system size.
For correlated systems, the one-electron basis that
leads to a ground state that can be represented by a min-
imal number of Slater determinants, is a basis based on
natural orbitals. This is a one particle basis set defined
such that the density matrix for the ground state of the
many-body Hamiltonian is diagonal. The disadvantage
of such a basis set is that one can only obtain it after
the ground state calculation is finished. As all our cal-
culations are done iteratively, this is not a real problem
and an optimal basis set is determined together with the
ground state.
For fully correlated systems we do not know better
single Slater determinant basis sets than the natural or-
bital basis set. For impurity models, where only a few
orbitals have full correlations and the others are treated
on a (dynamical) mean field level, the introduction of
natural orbitals mixes correlated and mean-field approx-
imated sites. This is not convenient as it complicates the
Hamiltonian and results in a fully correlated problem.
We therefore only allow basis rotations within the corre-
lated orbital set and within the mean-field approximated
orbital set, but do not mix these two different orbital
sets.
In order to realize an optimized basis without mixing
correlated and uncorrelated fermions, we need to define a
way to rotate the one particle basis of the bath and impu-
rity such that a minimum number of Slater determinants
is needed in the full many-body calculation without mix-
ing the bath orbitals with the impurity orbitals. In figure
1 we show three different possible representations of the
impurity problem, which are related to each other by a
unitary transformation of the bath orbitals.
The representation as shown in figure 1 (a) has the ad-
vantage that bath orbitals with a high onsite energy are
basically empty and bath orbitals with a low energy are
basically fully occupied. The disadvantage is that each
bath orbital directly interacts with the impurity site and
therefore is important. One can make a unitary transfor-
mation of the bath sites and change the bath geometry
such that the impurity site only interacts with one bath
orbital, which again interacts with one other bath orbital
etc. as shown in figure 1 (b). In this geometry the bath
orbitals further away from the impurity are less impor-
tant than those close to the impurity. Each bath orbital
is partially occupied and the ground state is given by
6-2 -1 0 1 2 -2 -1 0 1 2-1 0 1 -1 0 1 -1 0 1
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FIG. 2: (Color online) All panels show the DMFT impurity Green’s function for different values of U ranging from 0 to 2
in steps of 0.25 in units of the band-width of G0. The different columns show the spectral function for 3, 11, 31, 101 or 301
poles in the bath Green’s function and thus sites in the Anderson impurity calculation. The impurity Green’s function in all
calculations consists of 1000 poles. The panels in the top row show the spectral functions broadened with a Lorentzian of full
width at half maximum 0.01. The panels in the bottom row show the same spectral functions as the top row, but broadened
with a Lorentzian of full width at half maximum 0.1.
an exponential growing number of Slater determinants
when the number of bath sites is increased. The solu-
tion is to couple the impurity to two separate chains, one
representing the occupied states of the bath and one rep-
resenting the unoccupied states of the bath. In order to
be able to choose any filling of the impurity and still only
have fully occupied or fully empty states, one needs an
additional bath site, which for an impurity with a filling
of n has a filling of 1− n. The resulting total number of
electrons is always integer. This bath geometry is shown
in figure 1 (c).
Within our calculations we obtain a similar geometry
as shown in figure 1 (c) automatically. We require the
density matrix of the impurity as well as the density ma-
trix of the bath to be diagonal. In order to reach this
situation, we need a starting point, which allows one to
calculate the ground state and density matrix of a ba-
sis including hundreds of orbitals. We therefore define a
noninteracting reference system which gives a good start-
ing point. Using this reference basis leads exactly to the
bath geometry as shown in figure 1 (c). In Appendix E
we discuss the transition between the different represen-
tations in more detail.
IV. RESULTS
A. Dependence on U and number of bath sites
In order to test the algorithm as described in the pre-
vious two sections, we calculate the Hubbard model on
a Bethe lattice for different values of the Coulomb inter-
action U . The obtained impurity Green’s function can
be seen in figure 2. The impurity Green’s functions are
7represented by a sum of Nc delta functions at some en-
ergy and with some weight, such that their sum in the
limit where Nc goes to infinite represents the continuous
Green’s function. The plotted spectra are created by re-
placing the sum over delta functions by a sum over Loren-
zians. The spectra in the top row are a sum of Loren-
zians with a full width at half maximum of Γ = 0.01,
the spectra in the bottom row are created from a sum of
Lorenzians with a full width at half maximum of Γ = 0.1.
From left to right we show calculations including 3, 11,
31, 101 and 301 bath sites. Each panel shows calcula-
tions for U = 0 to 2 in steps of 0.25 in units of the band
width.
For U equal to zero, the impurity Green’s function has
exactly the same number of poles as the bath Green’s
function. For large U , the number of poles in either the
upper or the lower Hubbard band is, again, roughly equal
to the number of poles in the bath Green’s function, al-
though the total number of poles in the impurity Green’s
function, in principle, is allowed to be much larger. Nu-
merically, it turns out that in the large U limit, from the
1000 poles we include in the impurity Green’s function,
only a fraction, roughly equal to the number of poles in
the bath Green’s function, carries appreciable weight.
The calculations show a systematic convergence with
increasing numbers of poles in the bath Green’s function.
For large and small values of U the increase in number
of poles enhances the spectral resolution. In order to get
continuous spectra, one needs to broaden by a Lorentzian
with full width at half maximum equal to three times
the band width divided by the number of poles in the
bath Green’s function. The inclusion of 300 poles in the
bath Green’s function thus allows one to get a spectral
resolution of 1% of the band width.
Close to the metal-insulator transition there are sub-
stantial differences when the number of poles in the bath
Green’s function is enhanced. With only 3 poles in the
bath Green’s function, we find the metal-insulator tran-
sition to take place between U = 0.5 and U = 0.75. With
11 poles the transition takes place between U = 1.0 and
U = 1.25. For 31 and 101 bath sites the transition takes
place between U = 1.25 and U = 1.5. For 301 bath
sites we even find a metallic solution for U = 1.50.77
In principle, there is a large range of values of U where
one can find both a metallic and an insulating solution.
The calculations here always started from a metallic bath
Green’s function. When both solutions are possible we
show the metallic solution. The fact that the metal-
insulator transition is reduced in U when fewer poles are
included in the bath Green’s function becomes clear if
one looks at the approximations made. Due to the dis-
cretization of the bath Green’s function, the system con-
sidered, in principle, always becomes an insulator, with
a gap equal to the band width divided by the number of
poles considered. The smaller the number of poles con-
sidered, the larger is the gap in the bath Green’s function.
Coulomb repulsion enhances this gap. The enhancement
of the gap due to correlations is more effective if one
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FIG. 3: (Color online) Comparison between the NRG results
as obtained by Bulla et al.23–27 (solid curves with red thin
lines) and our calculations (thick blue lines) for U = 0.0, 0.5,
1.0 and 1.25. Top panels show a Lorentzian broadening of
full width at half maximum of 0.01, bottom panels show a
Lorentzian broadening of full width at half maximum of 0.2
on both the ED and NRG results (left) or only the ED results
(right).
already starts with a reasonably large gap for the uncor-
related system.
B. Comparison to literature
The calculations of the dynamical mean-field solution
of the Hubbard model on the Bethe lattice can be com-
pared to a huge amount of literature data. We here in-
clude three examples explicitly. For the metallic cases we
compare the ED to the NRG results as obtained by Bulla
et al.23–27. NRG in this case is a highly efficient method
and the comparison thus provides a stringent test on the
current method. We furthermore compare our ED to
QMC calculations. We used both the HF algorithm as
well as the CT algorithm as implemented in the TRIQS
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FIG. 4: (color online) Comparison between the QMC calculations obtained with the CT (TRIQS package45,46,78) or HF
algorithm and the ED or NRG (Bulla et al.23–27) results for U = 0.0, to U = 2.0 in steps of 0.25. From left to right we show
G(τ ) calculated with the four different methods, the difference between our method and CT-QMC, the difference between
our method and HF-QMC, the difference between NRG and CT-QMC and the difference between NRG and HF-QMC. The
difference plots are multiplied by a factor of 100 (20 for U = 1.25) compared to the plots in the left panel.
package.45,46,78 In order to avoid the analytical continu-
ation of the QMC spectra from the imaginary to the real
axis, we transformed our results to the imaginary time
axis. In the third subsection we compare to analytically
known sum rules for the Green’s function and self-energy
of a Hubbard model on a Bethe lattices solved within the
DMFT approximation.
1. Comparison to NRG results
In figure 3 we show a comparison between our results
obtained with ED and the results obtained by Bulla et
al.23–27 using NRG. We find the position and weight of
the upper Hubbard band, the lower Hubbard band, and
the quasiparticle peak to be extremely similar. However,
there are evidently two differences.
First, the ED results show extra wiggles, almost like
noise, compared to the NRG calculations. Such extra
features have been reported before, but no full inter-
pretation nor understanding exists.36,77,79–82 It has been
shown that for an antiferromagnetic solution the upper
and lower Hubbard bands show magnon sidebands.53 For
the paramagnetic solution it is not obvious that these
features (paramagnon sidebands) should exist as well. In
our calculations these wiggles are most probably related
to numerical instabilities in the Lanczos algorithm. The
use of iterative schemes including Lanczos, as well as the
use of tridiagonal matrices to represent the Green’s func-
tion, can lead to numerical instabilities when using finite
precision math. This is not just a problem of ED, but
is a numerical challenge for any method using a Krylov
basis set on which the Hamiltonian is tridiagonal. All of
these methods should take care to prevent number loss
within the algorithm when creating the Krylov basis.
Second, the ED results are sharper at the high-energy
side of the upper and lower Hubbard bands. These spec-
tra still have a tail that decays for ω → ∞, but with
much smaller spectral weight. The NRG results are ob-
tained on a logarithmic mesh; therefore, the accuracy
close to the Fermi energy is higher than the accuracy of
the Hubbard bands. In practice, this can be overcome
by an additional broadening at higher frequencies. If one
compares the NRG results to our results broadened by
a Lorentzian of full width at half maximum of 0.2 the
agreement at the Hubbard bands is perfect, as can be
seen in the bottom panels of figure 3. The overall agree-
ment between our ED results and the NRG results is
considerably good.
2. Comparison to QMC results
In order to further compare our numerical results, we
performed QMC calculations. They are performed at an
inverse temperature of β = 200 in units of the band-width
of G0. The spin-up and spin-down Green’s functions are
averaged in order to force a paramagnetic solution. The
HF83,84 calculations use 1600 steps in β for 1.0 ≤ U ≤ 2.0
and 1200 steps for 0.0 ≤ U ≤ 0.75. In the case of CT
QMC calculations, 10000 τ points (1025 Matsubara fre-
quencies) were used to sample G(τ) [G(iω)], respectively.
9Σc(ω) Analytical Nb = 3 Nb = 301
U U/2 U2/4 U3/8 M
(−1)
Σ M
(0)
Σ M
(1)
Σ M
(−1)
Σ M
(0)
Σ M
(1)
Σ
0.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
−4.9× 10−31 7.1× 10−16 −4.7× 10−19 7.9× 10−19 6.9× 10−10 5.8× 10−10
0.25 0.1250 0.0156 0.0020 0.1250 0.0156 0.0020 0.1250 0.0156 0.0019
0. 1.9× 10−16 1.8× 10−17 0. −2.8× 10−5 −3.5× 10−6
0.50 0.2500 0.0625 0.0156 0.2500 0.0625 0.0156 0.2500 0.0625 0.0156
1.1× 10−16 3.6× 10−16 9.0× 10−17 0. −3.6× 10−5 −9.2× 10−6
0.75 0.3750 0.1406 0.0527 0.3750 0.1406 0.0527 0.3750 0.1406 0.0527
1.1× 10−16 2.7× 10−17 1.3× 10−16 0. −5.4× 10−5 −2.0× 10−5
1.00 0.5000 0.2500 0.1250 0.5000 0.2500 0.1250 0.5000 0.2500 0.1250
0. 8.3× 10−16 5.8× 10−16 2.2× 10−16 −2.1× 10−5 −1.0× 10−5
1.25 0.6250 0.3906 0.2441 0.6250 0.3906 0.2441 0.6250 0.3907 0.2442
0. −7.7× 10−16 −5.0× 10−16 0. 4.5× 10−5 2.8× 10−5
1.50 0.7500 0.5625 0.4219 0.7500 0.5625 0.4219 0.7500 0.5625 0.4219
0. 1.7× 10−15 1.1× 10−15 0. −9.9× 10−6 −7.4× 10−6
1.75 0.8750 0.7656 0.6699 0.8750 0.7656 0.6699 0.8750 0.7656 0.6699
0. −2.3× 10−15 −8.8× 10−16 0. −3.7× 10−6 −3.2× 10−6
2.00 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0. −1.5× 10−15 −1.1× 10−15 0. −5.5× 10−6 −5.5× 10−6
Gc(ω) Analytical Nb = 3 Nb = 301
U U/2 1/16 + U2/2 3U/32 + U3/2 M
(1)
Gc
M
(2)
Gc
M
(3)
Gc
M
(1)
Gc
M
(2)
Gc
M
(3)
Gc
0.00 0.0000 0.0625 0.0000 0.0000 0.0625 0.0000 0.0000 0.0625 0.0000
−4.9× 10−31 7.2× 10−16 2.7× 10−30 6.6× 10−18 −1.6× 10−7 2.9× 10−9
0.25 0.1250 0.0938 0.0313 0.1250 0.0938 0.0313 0.1250 0.0937 0.0312
0. 2.2× 10−16 6.9× 10−17 0. −2.5× 10−5 −9.6× 10−6
0.50 0.2500 0.1875 0.1094 0.2500 0.1875 0.1094 0.2500 0.1875 0.1093
1.1× 10−16 4.7× 10−16 3.5× 10−16 0. −3.6× 10−5 −2.7× 10−5
0.75 0.3750 0.3438 0.2813 0.3750 0.3438 0.2813 0.3750 0.3437 0.2812
1.1× 10−16 1.1× 10−16 2.2× 10−16 1.1× 10−16 −4.8× 10−5 −5.4× 10−5
1.00 0.5000 0.5625 0.5938 0.5000 0.5625 0.5938 0.5000 0.5625 0.5937
0. 8.9× 10−16 1.6× 10−15 1.1× 10−16 −2.6× 10−5 −3.8× 10−5
1.25 0.6250 0.8438 1.0938 0.6250 0.8437 1.0937 0.6250 0.8438 1.0938
0. −6.7× 10−16 −1.3× 10−15 1.1× 10−16 4.2× 10−5 7.8× 10−5
1.50 0.7500 1.1875 1.8281 0.7500 1.1875 1.8281 0.7500 1.1875 1.8281
0. 1.8× 10−15 4.0× 10−15 1.1× 10−16 −1.1× 10−5 −2.4× 10−5
1.75 0.8750 1.5938 2.8438 0.8750 1.5937 2.8437 0.8750 1.5937 2.8437
0. −2.2× 10−15 −4.9× 10−15 0. −3.5× 10−6 −9.2× 10−6
2.00 1.0000 2.0625 4.1875 1.0000 2.0625 4.1875 1.0000 2.0625 4.1875
0. −1.8× 10−15 −4.4× 10−15 0. −6.3× 10−6 −1.9× 10−5
TABLE I: Comparison of the analytical and numerical moments of the impurity self-energy Σc(ω) (top panel) and the impurity
Green’s function Gc(ω) (bottom panel) for 3 (Nb = 3) and 301 (Nb = 301) bath sites and different values of U . The zeroth and
first moment of the Gc(ω) are exactly equal to 0 and 1 for all U and number of bath orbitals. The even rows show the value
of the moment, the odd rows show the difference between the numerical and analytical value.
For both the HF and CT QMC, it was ensured that the
Green’s function obey the correct asymptotic behavior
(noise reduction of the numerical data). The ED and
NRG results are obtained at β → ∞, i.e. at 0 Kelvin,
but the QMC ones are obtained at finite temperature.
The former Green’s function is the ground state expec-
tation value, whereas the latter represents the statistical
average at finite temperature, which does lead to differ-
ences in the metallic regime close to the metal insulator
transition. In order to transform the real-frequency re-
sults to the imaginary time axis, we included a fictitious
temperature (βf = 200) in the transformation.
In the left panel of figure 4 we show our ED results, the
QMC results and the NRG results for U = 0 to U = 2 in
steps of 0.25. They seem to agree well. (Note that one
cannot distinguish the four lines plotted in the left panel
of figure 4) In imaginary time Green’s functions the spec-
tral complexity is encoded in the fine details. Hence, one
should compare the differences between the three Green’s
functions obtained by different methods in more detail.
In the right four panels of figure 4 we show the differ-
ence between G(τ) calculated with (1) ED and CT-QMC,
(2) ED and HF-QMC, (3) NRG and CT-QMC and (4)
NRG and HF-QMC. One should first observe that up to
the statistical accuracy with which the QMC calculations
have been preformed the HF and the CT algorithm give
the same results. For the metallic cases the differences
between our ED calculations and QMC calculations be-
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come larger if one gets closer to the metal-to-insulator
transition. The same behavior is true for the comparison
between NRG and QMC. This is not related to numer-
ical problems in either of the two methods, but to the
fact that the QMC calculations are preformed at finite
temperature (β = 200), whereas the ED and the NRG
results have been obtained at exactly 0 K. The critical
Uc decreases with temperature up to the critical point;
hence, at finite temperature the metal-to-insulator tran-
sition occurs for lower U values than at T = 0 K.85 In
fact, with increasing U one notices, that in QMC the
spectral weight at the Fermi level in the metallic regime
gets smaller than in ED/NRG [G(β/2) ∝ A(w = 0)]. For
the insulating case we basically find, up to the statisti-
cal accuracy with which the QMC calculations are pre-
formed, agreement between all different methods shown.
Comparing with QMC and NRG we find that the method
works well. Note that the small differences between QMC
and NRG at τ = 0 are due to the coarse mesh of the NRG
data at large ω, which introduce problems in the trans-
formation from real frequency to imaginary time.
3. Comparison to analytical moment and bath hybridization
sumrules
Several analytical sum rules exist that relate the first
four moments of the impurity Green’s function, the first
two moments, and an additional constant of the self-
energy, as well as the first four moments of the bath
Green’s function, to analytically known expressions.86–91
Furthermore, Koch et al.55 showed that the total hy-
bridization between the impurity and the bath is related
to the first and second moments of the noninteracting
Green’s function. Their relations in our present nota-
tion become particularly transparent. Given the nonin-
teracting Green’s function G0(ω) as defined in equation
(8) and the bath Green’s function Gb(ω) as defined in
equation (1) the hybridization sum rule states that a1
of the noninteracting Green’s function is equal to ab1 of
the bath Green’s function. Our implementation of the
self-consistency loop as shown in section II and particu-
larly equation (9) guarantees that this sum rule is ex-
actly fulfilled. The momentum sum rules need to be
checked agains their numerical values. They are valid
for continuous Green’s functions and self-energy, but it
is a-priory not obvious how the discretization used in
the method presented here influences the moments of the
Green’s functions. The reduction of poles as described in
Appendix F as well as numerical instabilities, could, in
principle lead to a violation of these sum rules. Below we
show that the moment sum rules are fulfilled very well
with the method presented in this paper.
The moments of a Green’s function (or self-energy) are
defined as
M
(m)
G =
1
π
∫ ∞
−∞
−Im[G(ω)]ωmdω. (17)
Direct numerical evaluation of this integral is difficult
due to problems with number loss. One can rewrite this
integral to a series expansion in 1/ω whose expansion
coefficients are given by M
(m)
G .
88 With the use of the
Kramers-Kronig relations,
G(ω) =
i
π
∫ ∞
−∞
G(ω′)
ω − ω′
dω′, (18)
one can rewrite the Green’s function as a series expansion
in 1/ω,
G(ω) =
∞∑
m=0
M
(m)
G
ωm+1
. (19)
The Green’s functions in our method are represented
by a sum over poles as
G(ω) =
∑
i
β2i
ω − αi
. (20)
In order to calculate the moments of this Green’s function
we create a Laurent series of G(ω):
G(ω) =
∞∑
m=0
∑
i
β2i α
m
i
ωm+1
. (21)
The moments of the Green’s function can thus be ex-
pressed in term of αi and βi which are used as numerical
values to store the Green’s function:
M
(m)
G =
∑
i
β2i α
m
i . (22)
The analytical expressions for the moments of the
Green’s function of a one band Hubbard model on a
Bethe lattice with W = 1, solved within the DMFT ap-
proximation, are
Gc(ω) =
1
ω1
+
U/2
ω2
+
1/16 + U2/2
ω3
(23)
+
3U/32 + U3/2
ω4
+O
(
1
ω
)5
,
M
(0)
Gc
= 1,
M
(1)
Gc
= U/2,
M
(2)
Gc
= 1/16 + U2/2,
M
(3)
Gc
= 3U/32 + U3/2.
For the self-energy they are
Σc(ω) =
U/2
ω0
+
U2/4
ω1
+
U3/8
ω2
+O
(
1
ω
)3
, (24)
M
(−1)
Σc
= U/2,
M
(0)
Σc
= U2/4,
M
(1)
Σc
= U3/8,
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where we defined M
(−1)
Σc
as the prefactor of 1/ω0 in the
series expansion in 1/ω.
In Table I we compare our numerical results with the
analytical values. The top half of the table shows the
moments of the self-energy; the bottom half shows the
moments of the impurity Green’s function. The calcu-
lations are done for U = 0 to U = 2.0 in steps of 0.25
the same steps as used for the spectra shown in figure
2. We show calculations for Nb = 3 and Nb = 301. The
even rows show the analytical and numerical moments,
the odd rows show the difference between the numerical
and analytical values. The first moment of the Green’s
function is not included as this is exactly equal to 1 for
all calculations. We find that already for three bath sites
there is perfect (down to the numerical precision possi-
ble in a computer ∼ 10−16) agreement between our nu-
merical and the analytical results. It might be surpris-
ing that the moments are represented so well, whereas
the spectra (see the left panels of figure 2) are not con-
verged in the number of bath sites: For Nb = 3 we find
roughly two peaks per Hubbard band and a transition to
the insulating state at much too low values of U . This
shows once again that the moments of a Green’s function
can be used as a criteria to falsify a numerical method,
but even if a numerical method has several moments of
the Green’s function correct it does not imply that the
method works. It might come as a surprise that the mo-
ments of the Green’s function are better reproduced with
Nb = 3 (15 digits correct) than with Nb = 301 (5 digits
correct). This is most probably related to number loss
in the calculations, which is a larger concern when more
bath states are included and also probably the reason
why increasing the basis to include 1001 bath orbitals
did not improve the spectral function further. In any
case, we can conclude that the analytically known values
for the first four moments of the Green’s function and
the two moments of the self-energy as well as the con-
stant offset in the self-energy are well reproduced in our
method.
V. CONCLUSION
In this paper we present an efficient ED-based real-
frequency solver for the general Anderson impurity prob-
lem and DMFT. It alleviates the exponential increas-
ing Hilbert space encountered by conventional ED al-
gorithms as a function of the number of bath sites. A
specific bath geometry is realized upon which basis set
optimization can be applied. The restricted Hilbert space
allows calculations including a few hundred bath sites at
moderate cost, which solve for spectral functions with en-
ergy resolution better than 1/O(102) of the bandwidth.
Good agreement with other methods including NRG,
HF-QMC, and CT-QMC is obtained for model systems
over a wide parameter space.
We would like to thank Silke Biermann, Philipp
Hansmann, Alessandro Toschi, Giorgio Sangiovanni and
Karsten Held for stimulating discussions. Financial sup-
port from the Deutsche Forschungsgemeinschaft through
Grant No. FOR 1346 is gratefully acknowledged.
Appendix A: Notation
In the main paper as well as in the appendixes we use
τ as an index for the different fermion quantum states
(spin, orbital, site) within the impurity. Nτ is the total
number of these degrees of freedom. In most equations
the sum over τ is suppressed. For example, let α be an
Nτ by Nτ matrix with elements ατ,τ ′ , then
αa†a ≡
Nτ ,Nτ∑
τ,τ ′
ατ,τ ′a
†
τaτ ′ (A1)
The same notation and suppression of internal degrees of
freedom are used for the bath sites.
The sum of a scalar and a matrix is used as a shorthand
for the sum of a scalar times the identity matrix. The
inverse of a matrix is given by a fraction and the resolvent
of a matrix is assumed to be taken such that the poles
are in quadrants III and IV. In formula this is
1
ω − α
≡ lim
η→0+
1
ωI− α+ iη
, (A2)
with I an Nτ -by-Nτ identity matrix and α a general Nτ -
by-Nτ matrix.
The square of a matrix, divided by another matrix
should be read as the product of three matrices:
β2
ω − α
≡ β†
1
ω − α
β , (A3)
with α and β Nτ -by-Nτ matrices.
We define sites as a set of one-electron states that arise
from the quantization of the bath Green’s function. The
term site is chosen because for a finite size tight binding
lattice model this quantization can be taken to overlap
with the real sites in the lattice model. As stated above,
each site (including the impurity) can have additional
degrees of freedom labeled by τ . The impurity site is
labeled by i, the bath sites are labeled by bj or by b, vj
and cj . one-electron states are defined by creating an
electron at a given site: a†i or a
†
bj
for impurity or bath
sites. We recombine bath sites to optimize our basis and
bath geometry. The relation between the new (bς) and
old (bj) sites is given by a unitary rotation matrix U
with element uj;ς such that: a
†
bς
=
∑
j uj;ςa
†
bj
. A given
filling of these sites defines a single Slater determinant
function labeled by φ. For N electrons, the set of Slater
determinants is given by all subsets Di of length N of
the possible fermions (τ) at either the impurity (i) or the
bath (bj) sites:
|φi〉 = Πγ∈Dia
†
γ |0〉. (A4)
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The operator a†γ creates a single electron with quantum
numbers (τ , i, bj) indexed by γ. The Slater determinant
φi thus represents a state with N electrons. Given a
set of Slater determinants, one can define the ground
state ψ as a linear combination of these many electron
determinants:
ψ =
∑
i
αiφi, (A5)
with αi numerical factors defining the state and∑
i |αi|
2 = 1 to normalize the state. We use, gener-
ally, ψ to label a many-Slater-determinant eigenstate on
a given basis and ϕ to label a many-Slater-determinant
basis state, which is part of the Krylov basis of the Hamil-
tonian starting from a specific state.
Appendix B: Transformations between different
representations of the Green’s function
In this paper the Green’s function (and self-energy)
is expressed as an analytical function involving the sum
over αi and βi, with βi related to the spectral weight and
αi related to the energy of the poles. We use different
representations of the Green’s function in different parts
of the code. The Lanczos algorithm produces the Green’s
function as a continued fraction, equation (B13). The
DMFT self-consistency loop is written using the Green’s
function as a sum over poles, equation (B2), and as the
inverse of the sum over several poles, equation (B10). In
all cases the Green’s function can be represented as the
resolvent of a matrix (H) and transformations between
the different representations of the Green’s function are
unitary matrix transformations of this matrix. The basis
of the matrix H can be interpreted as sites and H as the
Hamiltonian determining the onsite energy and hopping
of a single electron between different sites.
The Green’s functions are always represented as a
set of delta functions. Only when the Green’s function
is plotted, after the full self-consistency is reached, we
broaden the Green’s function. (Replace the sum over
delta functions by a sum over Lorentzians.) In figure 2 we
show two different Lorentzian broadenings [full with half
maximum of 0.01 (top) and 0.1 (bottom)]. The transfor-
mation to the imaginary axis as shown in figure 4 is done
without a broadening on the Green’s function. The trans-
formation from the real to imaginary axis involves an in-
tegral of a kernel times the Green’s function, which can
be performed straightforwardly when the Green’s func-
tion is given as a list of delta functions at energy αi and
weight β2i .
In this section we discuss the transformations between
the different representations in more detail. If one starts
from a density functional theory calculation, the nonin-
teracting Green’s function is often only known by the
spectral function or density of states represented by a
list of energies and intensities (Ak,ωi,k). This defines the
Green’s function as:
G(ω) = lim
η→0+
∑
k,i
Ak,ωi,k
ω − ωi,k + iη
. (B1)
Combining the sum over momenta (k) and quantized en-
ergies ωi,k into a single sum and rewriting the numerical
parameters as αi and βi we get:
G(ω) =
N∑
i=1
β2i
ω − αi
. (B2)
We would like to find a matrix whose resolvent is equal
to this Green’s function, such that numerical operators
on the Green’s function can be implemented as matrix
operations. In order to do this we define the matrix
He =

α1 0 0 0 0
0 α2 0 0 0
0 0
. . . 0 0
0 0 0
. . . 0
0 0 0 0 αN
 , (B3)
and the vector
χ0 = {β1, β2, . . . , βN−1, βN}. (B4)
Using He and χ0, the Green’s function is defined as the
inner product of χ0 and the resolvent of He:
G(ω) =
〈
χ0
∣∣∣∣ 1ω −He
∣∣∣∣χ0〉 . (B5)
Transformations between different representations of the
Green’s function as shown for example in figure 1 can
now be written as matrix transformations on He:
G(ω) =
〈
Uχ0
∣∣∣∣ 1ω − U †HeU
∣∣∣∣Uχ0〉 . (B6)
In order to define the different unitary transformations
U that relate the Green’s function in the representation
as shown in equation (B2) to the Green’s function in the
tridiagonal or Anderson representation as depicted in fig-
ure 1 we take two steps. In the first step we create H1,
which is a dense matrix whose top left-most element of
the resolvent represents the Green’s function. In the sec-
ond step we apply a unitary matrix transformation on
the elements 2 to N of H1 to obtain the Green’s func-
tion represented by a tridiagonal (Ht) or Anderson (HA)
Hamiltonian. In the first step we define U1 such that
H1 = U
†
1HeU1,
with
U1χ0 = {1, 0, 0, . . . , 0},
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and
G(ω) =
〈
{1, 0, . . . , 0}
∣∣∣∣ 1ω −H1
∣∣∣∣ {1, 0, . . . , 0}〉
=(ω −H1)
−1
[1,1] , (B7)
whereby the exponent in the last equation represents a
matrix inversion and the subscript [1, 1] represents the
element at position 1 after the matrix inversion. H1 is
a dense matrix of dimension N by N with N equal to
the number of poles in the Green’s function as defined in
equation (B2). The elements of H1 are given as
h
(1)
i,j = 〈χj |He|χi〉, (B8)
with χ0 = {β1, β2, . . . , βN−1, βN} as defined in equation
(B4) and χi for 1 ≤ i < N obtained from a Gram-
Schmidt orthonormalization of a set of unit vectors that
span the basis of He.
The Anderson representation of the Green’s function
where the site under consideration interacts with N − 1
noninteracting other sites is given by the Hamiltonian
HA =

αA1 β
A
1 β
A
2 . . . β
A
N−1
βA1 α
A
2 0 0 0
βA2 0
. . . 0 0
... 0 0
. . . 0
βAN−1 0 0 0 α
A
N
 , (B9)
and the corresponding Green’s function is given as:
G(ω) =
1
ω − αA1 −
∑N−1
i=1
βAi
2
ω−αAi+1
. (B10)
The unitary transformation relating the Hamiltonian
HA in equation (B9) to H1 as defined in equation (B8)
is given by the eigenvectors of H ′1 with the elements of
H ′1 defined as
h
′(1)
i,j = (1− δi,0)(1− δ0,j)h
(1)
i,j . (B11)
A different unitary transformation of H1 can lead to
the representation of the Green’s function where the site
under consideration interacts with exactly one other site,
which in turn interacts with one more site building a one
dimensional chain of interactions. The Hamiltonian in
this case is given by
Ht =

αt1 β
t
1 0 0 0
βt1 α
t
2 β
t
2 0 0
0 βt2
. . .
. . . 0
0 0
. . .
. . . βtN−1
0 0 0 βtN−1 α
t
N
 , (B12)
and the Green’s function as
G(ω) =
1
ω − αt1 −
βt
1
2
ω−αt
2
−
βt
2
2
ω−...
(B13)
Ht is the tridiagonal form of H1 whose elements are de-
fined in equation (B8). This tridiagonal matrix is ob-
tained by a standard Lanczos tridiagonalization routine.
(See Appendix C and references therein.)
Appendix C: Lanczos
There are several good review articles around describ-
ing the Lanczos algorithm.52,92 In general, we would not
advise to implement the complete Lanczos routines it-
self, but to use one of the libraries available.93,94 In this
appendix we provide a short overview of the basic idea
behind the Lanczos routine, which will help the reader
in understanding the implementation of the Lanczos rou-
tines on a sparse, continuously optimized basis set. The
Lanczos routines can be used to find the ground state of
a large sparse matrix. Once the ground state is found
the same routine can be used to calculate spectral func-
tions, including the one particle Green’s function. Here
we provide some information on both procedures.
1. Finding the ground state of a large sparse
matrix
The Hamiltonian H can be represented on a basis as
a large, sparse matrix. We can shift the onsite energy of
this matrix such that all eigenvalues are negative. Next
we define an arbitrary, random wave function ϕ0. This
wavefunction can be written as a linear combination of
eigenstates,
ϕ0 =
∑
i
αiψi, (C1)
with ψi eigenstates of H such that
Hψi = Eiψi. (C2)
The states ψi are taken to be ordered such that
Ei ≤ Ei+1 < 0. (C3)
The state ψ0 is the ground state one would like to deter-
mine. The state ϕ1 is defined by the recurrent relation
ϕi+1 =
Hϕi√
〈ϕi|H2|ϕi〉
. (C4)
Besides normalization, ϕ1 is given by
ϕ1 =
∑
i
Eiαiψi. (C5)
As |E0| ≥ |Ei| and Ei < 0 ∀i the overlap of ϕ1 with the
ground state ψ0 is larger than the overlap of ϕ0:
|〈ϕ1|ψ0〉| ≥ |〈ϕ0|ψ0〉|. (C6)
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Repeatedly applying equation (C4) will lead to conver-
gence of ψi to the ground state: limi→∞ ϕi = ψ0.
Although the above-described algorithm works and is
extreme robust, convergence can be exponentially slow.
In order to improve convergence, we define a Krylov space
with a fraction of the size of the total Hamiltonian and
diagonalize the matrix on this new basis. Starting from
a random vector ϕ0, we define the Krylov basis by the
recurrent relations:
˜˜ϕi+1 = Hϕi.
ϕ˜i+1 = ˜˜ϕi+1 − 〈ϕi| ˜˜ϕi+1〉ϕi − 〈ϕi−1| ˜˜ϕi+1〉ϕi−1.
ϕi+1 =
ϕ˜i+1√
〈ϕ˜i+1|ϕ˜i+1〉
. (C7)
The first step defines the basis according to the idea that
Hϕi is closer to the ground state than ϕi. The second
step assures that ϕi is orthogonal to ϕj for all i 6= j. The
last step in equation (C7) assures normalization of ϕi.
For large enough Krylov basis sets one can diagonalize
the Hamiltonian in the Krylov basis, which is tridiagonal,
and obtain the ground state of the full Hamiltonian. In
practice, it works better to take moderately large Krylov
basis sets (somewhere between 10 and 100) and obtain
the ground state from the Hamiltonian in this basis. This
function is then taken as the starting point for a new
Krylov basis.95–99 These steps are repeated until the state
is converged to the ground state of the full Hamiltonian.
A good mehtod to check the convergence is to test if
|〈ψ0|H |ψ0〉|
2 = 〈ψ0|H
2|ψ0〉. (C8)
It is useful to note that numerical stability is an issue in
this algorithm and numerical errors can build up, which
should be dealt with using for example Kahan summa-
tion, additional orthogonalization, and restarting often
enough.95–99 In order to improve convergence and nu-
merical stability one can shift the Hamiltonian such that
not all eigenstates are negative, but the zero of energy
is closer to the actual ground state energy. Furthermore,
for systems with a large number of degenerate eigenstates
it can be useful to use a block Lanczos algorithm where
not one, but several eigenstates are created simultane-
ously. There is not one single strategy that works best
for all Hamiltonians; therefore, implementations should
change strategy when convergence becomes slow.
2. Calculating spectral functions using Lanczos
In order to calculate spectral or Green’s functions, one
needs to obtain the resolvent of the Hamiltonian pro-
jected to a particular state. In general,
g(ω) = lim
Γ→0+
〈
ψ0
∣∣∣∣∣T †i 1ω −H + iΓ2 Ti
∣∣∣∣∣ψ0
〉
, (C9)
with T = a (a†, a†↑a↓, ...) for the Green’s function re-
lated to photoemission (inverse photoemission, spin sus-
ceptibility, ...).
We define
ϕ0 =
T ψ0√
〈ψ0|T †T |ψ0〉
(C10)
and the Krylov basis by ϕj as defined by the recur-
rence relations as given in equation (C7). On this ba-
sis, the Hamiltonian (HKrylov) is tridiagonal and can be
parametrized by αi and βi:
HKrylov =

α1 β1 0 0 0
β1 α2 β2 0 0
0 β2
. . .
. . . 0
0 0
. . .
. . . βn
0 0 0 βn αn+1
 . (C11)
The resolvent of a tridiagonal matrix is given as a con-
tinued fraction,
ω − α1 −β1 0 0 0
−β1 ω − α2 −β2 0 0
0 −β2
. . .
. . . 0
0 0
. . .
. . . −βn
0 0 0 −βn ω − αn+1

−1
[1,1]
=
1
ω − α1 −
β2
1
ω−α2−
β2
2
ω−...
, (C12)
which allows for a straight forward calculation of the
Green’s function corresponding to the transition oper-
ator T .
For the calculation of spectral functions (as with the
calculation of the ground state) one should be aware that
the construct of the Krylov basis includes a fundamental
numerical unstable algorithm. Additional orthonormal-
ization steps can be mandatory in order to obtain correct
results.
Appendix D: Lanczos on a sparse basis
The number of Slater determinants available in the
many particle basis is so large (≈ 10100) that most of
them have to be neglected. This is allowed as long as
the total weight of the neglected states is small. In this
section a method is discussed to find the ≈ 109 determi-
nants with the largest weight in a relatively short time
period. The general physically relevant Hamiltonian is
given in second quantization as:
H =
∑
γ,γ′
ǫγ,γ′a
†
γaγ′ +
∑
γ,γ′,γ′′,γ′′′
Uγ,γ′,γ′′,γ′′′a
†
γa
†
γ′aγ′′ aγ′′′ ,
(D1)
with γ an index for spin, orbital and site index (bath
as well as impurity site) of the fermions included in the
one-particle orbital basis. Note that the Hamiltonian
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FIG. 5: (color online) Graphical representation of the evolu-
tion of the basis set during the Lanczos cycles which determine
the ground state wavefunction.
in equation (D1) is extremely general. The method de-
scribed here to find the lowest ≈ 109 determinants from
a much larger basis set can be used for finite size lat-
tice models with correlations (Heisenberg spin-exchange
model, tJ model, Hubbard model)76,100, ligand field the-
ory calculations19, or other forms of quantum chemistry
models where one needs to diagonalize large sparse ma-
trices.
The idea behind the method is to first define a rela-
tively small basis, consisting of only a few Slater determi-
nants, based on the Hartree-Fock or DFT energies of the
orbitals. In this basis the ground state wave-function is
found as a linear combination of the Slater determinants
present in the basis. One then can rotate the one particle
orbitals to minimize the number of Slater determinants
needed as described in Appendix E. If there are Slater
determinants in the basis that do not contribute notice-
ably to the ground state wave function, these states are
removed from the basis. Next the basis is enlarged by
acting with the Hamiltonian on the ground state wave
function in the small basis allowing all states that couple
to this state but were not in the basis set to enter. One
continues by finding the ground state wave-function in
this new basis. These steps are repeated until conver-
gence is reached, which can take up to a hundred loops.
Nonetheless, finding the ground state even for rather in-
volved basis sets is relatively fast (sub second on a lap-
top) as one starts with very small basis sets and each
time the basis set is increased one can use the converged
ground state calculation of the previous basis set as a
starting point. In order to understand the basics of the
algorithm, one can look at a graphical representation of
the one-electron states or sites, single Slater determinant
many electron basis states and multi Slater determinant
eigenstates.
In figure 5 the evolution of the basis states is shown.
The one-electron states are represented by circles for the
bath sites and a square for the impurity site. Solid circles
are occupied, open circles are empty. The bath sites are
labeled by vi for the valence bath, ci for the conduction
bath and b for one site at an energy such that its occu-
pation is 1 − n with n the impurity occupation. In the
top panel we show two basis functions, labeled φ1 and
φ2. The valence bath sites are fully occupied (solid cir-
cles) and the conduction bath sites are completely empty
(open circles). There is furthermore one-electron either
at the impurity site i, or at the bath site labeled by b.
This defines the two basis functions: φ1 and φ2. The
ground state in this basis will be some linear combina-
tion of these two Slater determinants: ψ10 = αφ1 + βφ2.
Acting with the Hamiltonian on ψ10 allows the electron
from the valence bath site labeled v1 to hop to either
site b or the impurity site, or allows the electron at the
impurity site to hop to the conduction bath site c1. Hψ
1
0
defines a new function ϕ20 = Hψ
1
0/(
√
〈ψ10 |H
2|ψ10〉). In
order to represent this new function one needs two more
basis states as indicated in the middle panel of figure 5:
ϕ20 ∝〈φ1|H |ψ
1
0〉φ1 + 〈φ2|H |ψ
1
0〉φ2 (D2)
+ 〈φ3|H |ψ
1
0〉φ3 + 〈φ4|H |ψ
1
0〉φ4.
The basis states φ1 to φ4 span the new, larger basis. The
function ϕ20, in general, will not be an eigenstate in the
new, larger basis. In this new basis, one can find, with the
use of a Lanczos algorithm the new ground state without
too much effort. The ground state in this basis will be, in
general, some linear combination of four basis functions:
ψ20 = αφ1 + βφ2 + γφ3 + δφ4. Once the ground state
in this new basis has been found, one can act with the
full Hamiltonian on this state, which again will enlarge
the basis needed to represent this new state. The third
basis is shown in the bottom panel of figure 5. The third
ground state is given as some linear combination of these
eight states.
Within this loop the size of the basis set grows expo-
nentially and only a few steps can normally be done be-
fore the basis set size is so large that one cannot store the
eigenstates any-more. The solution is to remove those ba-
sis states that do not noticeably contribute to the ground
state.
Given a basis set defined by the states φj and the
ground state as ψ0 =
∑Nj
j αjφj , all states φj are re-
moved from the basis for which α2j < ǫ with ǫ ≈ 10
−16.
This new basis is then enlarged by acting with the Hamil-
tonian on the ground state (ψ0) and adding those Slater
determinants to the basis needed to represent Hψ0. In
this new basis the ground state is found, the determi-
nants not needed to represent the ground state are re-
moved and the basis is extended again by acting with
the Hamiltonian on the ground state and adding those
determinants needed to represent Hψ0. This is repeated
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until convergence is reached, which can take up to 100
repetitions (generally less). For a converged calculation
〈ψ0|H
2|ψ0〉 = 〈ψ0|H |ψ0〉
2, which is fulfilled for all cal-
culations in this paper up to the numerical accuracy
(∼ 10−14), one can obtain with floating point (double)
precision. One should note that even for a converged cal-
culation acting with the Hamiltonian on the ground state
in a given basis will add states to the basis that were not
included before. It is just that after diagonalization the
new ground state has negligible weight in these deter-
minants such that they are removed from the basis by
the truncation procedure (and added again if one would
go for another loop). It can also happen that states re-
moved in an early loop of the calculation will reenter and
become important in a later stage of the calculation.
The number of Slater determinants in the basis grows
exponentially as a function of the number of steps in
this algorithm. It is therefore of uttermost importance
to remove those determinants that have a negligible con-
tribution to the ground state. In order to find a ground
state wave-function that has most of its weight in only a
few determinants, one needs to optimize the one-particle
orbitals. For a Hamiltonian where all states are corre-
lated, this is the basis of natural orbitals. That is, in
this case one rotates the one-particle orbitals after each
calculation of the ground state such that the density ma-
trix of the ground state is diagonal. For calculations on
an impurity model this is not most efficient, as it mixes
correlated impurity sites with noninteracting bath sites.
The natural orbitals for an impurity model are discussed
in Appendix E.
For a single band calculation the algorithm is rather
straight-forward and robust. In a multiorbital case one
needs to be slightly careful concerning the symmetry of
the wave-function related to the starting point. For ex-
ample, in the case of Co3+ as found in LaCoO3 one finds
a local low spin state t62g (S = 0) and local high spin
state t42ge
2
g (S = 2) close in energy.
101 If one starts the
algorithm from a low (high) spin initial state, one will
(within the ligand field approximation) converge to the
low (high) spin eigenstates.
Appendix E: Optimizing the one-particle basis -
Natural orbitals for impurity problems
The DMFT equations as implemented in this work
require one to calculate the ground state and Green’s
function of an Anderson impurity problem. Although
only the impurity has correlations, an Anderson impurity
model is still highly nontrivial and shows strong entan-
glement between the impurity and bath orbitals in the
ground state. The ground state is generally not single-
Slater-determinant representable. In order to minimize
the number of Slater determinants needed to give a good
representation of the ground state, we optimize the one-
particle basis set. In this section we show how to do this.
We label the impurity site by i and the bath sites by
bj, with j ∈ [1, Nb]. The impurity might have several
internal degrees of freedom, as spin, orbital or site which
will be labeled by a further quantum number τ . The
resulting Hamiltonian is:
HA =
∑
τ,τ ′,τ ′′,τ ′′′
Uτ,τ ′,τ ′′,τ ′′′a
†
i,τa
†
i,τ ′ai,τ ′′ai,τ ′′′ (E1)
+
∑
τ,τ ′
αi,τ ;i,τ ′a
†
i,τai,τ ′
+
∑
τ,τ ′
∑
j
βi,τ ;bj ,τ ′(a
†
i,τabj ,τ ′ + a
†
bj ,τ ′
ai,τ )
+
∑
τ,τ ′
∑
j,j′
αbj ,τ ;bj′ ,τ ′a
†
bj ,τ
abj′ ,τ ′.
The aim is to find a unitary transformation of the one-
particle states labeled by τ , i, and bj such that the ground
state can be represented by a minimum amount of Slater
determinants. This transformation, however, should not
mix impurity (i) states with bath states (bj). If we label
the transformed states by t, η, and bς , we can define the
unitary transformation u such that
a†i,t =
∑
τ
ui,τ ;i,ta
†
i,τ , (E2)
a†bς ,t =
∑
j,τ
uj,τ ;ς,ta
†
bj ,τ
.
The transformation on the impurity ui,τ ;i,t is taken such
that the density matrix of the ground state (ψ0) of HA
is diagonal:
nit,t′ = 〈ψ0|a
†
i,tai,t′ |ψ0〉 = δt,t′n
i
t,t′ . (E3)
This is a trivial, noncostly step in the current method.
The many-body ground state wave-function (ψ0) is, as
described in Appendix D, first calculated on a small basis,
which is then gradually extended. After each calculation
of the ground state for a given basis we calculate the
density matrix of the impurity:
niτ,τ ′ = 〈ψ0|a
†
i,τai,τ ′ |ψ0〉. (E4)
We can diagonalize this density matrix niτ,τ ′ and the
eigenvectors of this matrix define the unitary transfor-
mation ui,τ ;i,t. This transformation is applied to both
ψ0 and HA. The loop to calculate the ground state is
continued by extending the basis set as described in Ap-
pendix D.
The transformation of the bath states uj,τ ;ς,t is less
trivial. In principle, one would like to take the bath
discretization to be defined such that the bath density
matrix is diagonal in the basis chosen:
nbς,t;ς′,t′ = 〈ψ0|a
†
bς ,t
abς′ ,t′ |ψ0〉 = δς,ς
′δt,t′n
b
ς,t;ς′,t′ . (E5)
If for an arbitrary bath discretization one could calcu-
late ψ0, one can easily calculate the bath density ma-
trix a†bj ,τabj′ ,τ ′ and the eigenvectors of this matrix define
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the optimal unitary transformation. The problem that
arises though is that for an arbitrary bath discretization
all bath states are important and one cannot truncate
the many-body wavefunction such that only a few (max-
imally ≈ 109) Slater determinants are needed to repre-
sent the wavefunction. Once a solution is found, we can
define a basis that would have been more efficient, but
we need to define the efficient basis before the calculation
can be done. The iterative method, which works well for
the impurity sites, is impractical for the bath sites as the
number of orbitals involved is too large.
We need to define a unitary transformation uj,τ ;ς,t that
approximately leads to a diagonal density matrix, but can
be calculated before the many-body problem is solved.
This is done by introducing a noninteracting reference
system:
H˜A =
∑
τ,τ ′
Vτ,τ ′a
†
i,τai,τ ′ (E6)
+
∑
τ,τ ′
αi,τ ;i,τ ′a
†
i,τai,τ ′
+
∑
τ,τ ′
∑
j
βi,τ ;bj,τ ′(a
†
i,τabj ,τ ′ + a
†
bj ,τ ′
ai,τ )
+
∑
τ,τ ′
∑
j,j′
αbj ,τ ;bj′ ,τ ′a
†
bj ,τ
abj′ ,τ ′ .
V is chosen such that the correct impurity occupation is
reproduced. The correct impurity occupation is known
from a previous step in the calculation, which is either
a previous DMFT loop or a previous calculation with a
smaller many-body basis set. The solution of the ref-
erence system, which only has one body interactions, is
trivial. Diagonalization of H˜A leads to a set of one parti-
cle states that are a mixture of bath (bj , τ) and impurity
(i, τ) states. The many-body ground state (ψ0) is a single
Slater determinant in which all one particle eigenstates
of H˜A with an energy smaller than the chemical potential
are occupied. From this state we can calculate the bath
density matrix:
nbj,τ ;j′;τ ′ = 〈ψ0|a
†
bj ,τ
abj′ ,τ ′|ψ0〉. (E7)
We can diagonalize this density matrix nbj,τ ;j′,τ ′ and the
eigenvectors of this matrix define the unitary transforma-
tion uj,τ ;ς,t. This transformation is applied to the bath
and thereby minimizes the number of Slater determinants
needed in the calculation.
The optimized bath which leads to a diagonal density
matrix (nbς,t;ς′,t′) for the ground state of the reference sys-
tem (H˜A) always has the same form. The resulting bath
geometry is depicted in figure 1 (c). It is interesting to
study this bath geometry in a bit more detail. For the
reference system the impurity will have an occupation n,
the bath site labeled by b has an occupation 1 − n. The
bath sites labeled by vj are all fully occupied and the bath
sites labeled by cj are all completely empty. The many-
body ground state for the reference system is given by
only four Slater determinants with only partially filled
states i and b, which define a molecular bond between
these two states. For a single band impurity with τ la-
beling spin up (↑) and spin down (↓) states, this function
can be written as:
|ψ0〉 = (αa
†
i,↑ + βa
†
b,↑)(αa
†
i,↓ + βa
†
b,↓)Π
j=Nv
j=1 a
†
vj ,↑
a†vj ,↓|0〉,
(E8)
with α and β positive parameters such that α2 + β2 = 1
and the indices as shown in figure 1(c).
The bath sites labeled by vj are fully occupied in the
ground state and the bath sites labeled by cj are com-
pletely empty. Nonetheless, there is an interaction be-
tween the impurity site and these bath sites. If the in-
teraction between sites i and c1 (v1) is tic (tiv) and the
interaction between sites b and c1 (v1) is given by tbc (tbv),
respectively, then the relation between these interactions
is
αtic + βtbc = 0,
−βtiv + αtbv = 0. (E9)
The interaction between the occupied states at site i with
the unoccupied conduction bath sites c1 interferes with
the hopping from the occupied state at b such that the
total interaction cancels.
The basis obtained in the reference system is used as
the basis for the correlated Anderson impurity problem.
Here the molecular orbital formed between the states
i and b becomes partly unoccupied as one moves to-
wards the Heitler-London solution for correlated molec-
ular bonds. The choice of this basis allows one to se-
lect a few Slater determinants that are important. For
the calculations presented in this paper we never needed
more than a few thousand determinants to represent the
ground state.
Appendix F: Reduction of the number of poles
The number of poles in the bath Green’s function de-
fines the number of bath sites in the Anderson impurity
Hamiltonian. The current algorithm is able to include
several hundreds of such states. The new bath Green’s
function has a dimension of Nnewb = N0 × (NΣ + 1),
equation (9) and NΣ = Nc, equation (7). The number
of poles in the bath Green’s function thus grows rapidly
with each self-consistency loop and needs to be reduced.
Following the ideas of renormalization group theory, one
could choose a fixed set of energies on a logarithmic mesh
that is used to represent the bath Green’s function. Al-
though not a bad choice, especially as it allows one to
represent the Fermi energy with a large number of poles,
we here opt for an adaptive mesh. We want the Green’s
function to be represented by a large number of poles in
those areas where the Green’s function is large and by
a smaller number of poles where the Green’s function is
small. In practice, we repeatedly remove the pole with
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the smallest spectral weight and merge this pole with the
neighboring poles until the number of poles is reduced to
the number of bath orbitals one wants to include in the
calculation. The same procedure is used to remove poles
with a negative weight from the self-energy.
Starting from a Green’s function or self-energy repre-
sented as
G(ω) =
N∑
j=1
β2j
ω − αj
, (F1)
with αj < αj+1. We repeatedly determine the pole with
the smallest weight (minimal β2j ) and remove this pole
from the Green’s function, whereby we locally keep the
zeroth and first moments conserved. Assuming that the
pole with smallest weight is found at position k, then
after one iteration this leads to the Green’s function,
G′(ω) =
N−1∑
j=1
β′
2
j
ω − α′j
, (F2)
with α′j = αj (β
′2
j = β
2
j ) for all j ≤ k − 2, α
′
j = αj+1
(β′
2
j = β
2
j+1) for all k + 1 ≤ j ≤ N − 1, and:
β′
2
k−1 = β
2
k−1 +
αk+1 − αk
αk+1 − αk−1
β2k, (F3)
β′
2
k = β
2
k+1 +
αk − αk−1
αk+1 − αk−1
β2k,
α′k−1 =
αk−1β
2
k−1(αk+1 − αk−1) + αkβ
2
k(αk+1 − αk)
β2k−1(αk+1 − αk−1) + β
2
k(αk+1 − αk)
,
α′k =
αk+1β
2
k+1(αk+1 − αk−1) + αkβ
2
k(αk − αk−1)
β2k+1(αk+1 − αk−1) + β
2
k(αk − αk−1)
.
The equations look more involved than they are. The
weight of the pole at positions k is split between the
weight at position k−1 and k+1 weighted by the distance
to the neighboring pole. The energy (αk−1) of pole k− 1
is shifted such that the first moment of poles k− 1 and k
(multiplied by the partial weight) is conserved (the same
is true for αk+1.):
β′
2
k−1α
′
k−1 = β
2
k−1αk−1 + αkβ
2
k
αk+1 − αk
αk+1 − αk−1
, (F4)
β′
2
kα
′
k = β
2
k+1αk+1 + αkβ
2
k
αk − αk−1
αk+1 − αk−1
.
This procedure conserves locally the zeroth and first mo-
ment,
β′
2
k−1 + β
′2
k = β
2
k−1 + β
2
k + β
2
k+1, (F5)
β′
2
k−1α
′
k−1 + β
′2
kα
′
k = β
2
k−1αk−1 + β
2
kαk + β
2
k+1αk+1,
and nonlocally only introduces small errors in the mo-
ments of the full Green’s function.
It should be noted that the shift in spectral weight
introduced by this procedure is generally small. For a
spectrum with bandwidth W represented by N poles the
maximum shift of a single pole (spectral weight times
distance) is of order W/N2 and thus converges well as
a function of N . It is expected that many different al-
gorithms to reduce the number of poles will yield simi-
lar results and the procedure presented here might not
be the optimum. Any algorithm used should reduce the
poles at large energy (|α| ≫ W ) with very small weight
(β2 ≪ 10−7) as these are most probably spurious eigen-
states introduced by the Lanczos algorithm and destabi-
lize the self-consistency loops.
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