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Abstract
This paper derives a general procedure to produce an asymptotic expansion for eigenvalues of the Stokes problem by mixed ﬁnite
elements. By means of integral expansion technique, the asymptotic error expansions for the approximations of the Stokes eigenvalue
problem by Bernadi–Raugel element and Q2 − P1 element are given. Based on such expansions, the extrapolation technique is
applied to improve the accuracy of the approximations.
© 2007 Elsevier B.V. All rights reserved.
MSC: 65N30; 65N25; 35Q30
Keywords: Mixed ﬁnite element; Stokes eigenvalue problem; Asymptotic expansion; Extrapolation
1. Introduction
In recent years, superconvergence for eigenvalue problems has been an active research area in numerical analysis. For
example, Lin andLin [14] derived superconvergence results for second-order elliptic eigenvalue problems by combining
integral expansion and extrapolation technique. Interested readers are referred to [6,7,11,13,15–17,19,21,23–30] for
more results. So far, we have not found the superconvergence results of the Stokes eigenvalue problem for the primitive
variables by mixed ﬁnite elements.
Our objective in this paper is to establish a general procedure to derive the asymptotic expansion of the Stokes
eigenvalue approximation for the primitive variables bymixedﬁnite elements.Then by using the extrapolation technique
superconvergence can be given.
An outline of the paper goes as follows. In Section 2 we state the Stokes eigenvalue problem and derive the transform
lemma. Section 3 and Section 4 are devoted to the eigenvalue error expansions of the well known Bernadi–Raugel
element and Q2 − P1 element, respectively. Moreover, extrapolation will be applied to improve the accuracy of the
approximations. In Section 5 numerical experiments are reported.
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2. The Stokes eigenvalue problem and transform lemma
In this section, we will ﬁrst establish the mixed ﬁnite element methods of the Stokes eigenvalue problem for the
primitive variables. Then the transform lemma will be given, which can convert the eigenvalue error to interpolation
errors in certain forms.
For simplicity, we focus our attention on the homogeneous Dirichlet boundary condition for the Stokes eigenvalue
problem. Let = (0, 1) × (0, 1). The Stokes eigenvalue problem seeks , u and p satisfying{−u + ∇p = u in ,
∇ · u = 0 in ,
u = 0 on ,
(2.1)
where , ∇, ∇· denote the Laplacian, gradient, and divergence operators, respectively.
There are several works for the Stokes eigenvalue problem and its numerical methods such as [2,10,18], etc.
We shall use the standard notations in [9] (see also [1,20]) for the Sobolev spaces Hs() and their associated inner
products (·, ·)s , norms ‖ · ‖s , and seminorms | · |s for s0. The Sobolev space H 0() coincides with L2(), in which
case the norm and inner product are denoted by ‖ · ‖ and (·, ·), respectively. In addition, denote by L20() the subspace
of L2() consisting of the functions in L2() having mean value zero.
The corresponding velocity–pressure formula of eigenvalue problem of (2.1) seeks  ∈ R and (u, p) ∈ V×W such
that ‖u‖0 = 1 and{
(∇u,∇v) − (∇ · v, p) = (u, v) ∀ v ∈ V,
(∇ · u, q) = 0 ∀ q ∈ W, (2.2)
where V = (H 10 ())2,W = L20().
From [3] we know eigenvalue problem (2.2) has an eigenvalue sequence {j }:
0< 12 · · · k · · · lim
k→∞ k = ∞,
and the associated eigenfunctions
(u1, p1), (u2, p2), . . . , (uk, pk), . . . ,
where (ui ,uj ) = ij .
For simplicity, we only consider the simple eigenvalues in this paper.
We impose a regular family of rectangular mesh Th = {e} on , where
e = [xe − he, xe + he] × [ye − ke, ye + ke].
Let h = maxe∈Th{he, ke}. Then Th is called regular if there exist positive constants C0 and C1 such that
C0h
2meas(e)C1h2 ∀e ∈ Th.
Th is called uniform if
he = h1, ke = h2 ∀e ∈ Th,
where h1 and h2 are constants.
Let Vh ⊂ V and Wh ⊂ W be any two ﬁnite element spaces for velocity and pressure, respectively, associated with
the partition Th. Let Pr be the set of polynomial of degree no more than r with r0.Assume that the polynomial space
in the construction of Vh contains (Pk)2, k1 and that of Wh contains Pk−1. The two ﬁnite element spaces Vh and Wh
are assumed to satisfy the following approximation properties:{ inf
v∈Vh
(‖u − v‖ + h‖u − v‖1)Chm+1‖u‖m+1, 0mk,
inf
q∈Wh
‖p − q‖Chm‖p‖m, 0mk, (2.3)
for any u ∈ (Hm+1())2 and p ∈ Hm().
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The ﬁnite element approximation problem of (2.2) seeks h ∈ R and (uh, ph) ∈ Vh × Wh such that ‖uh‖0 = 1 and{
(∇uh,∇vh) − (∇ · vh, ph) = h(uh, vh) ∀ vh ∈ Vh,
(∇ · uh, qh) = 0 ∀ qh ∈ Wh. (2.4)
We know from [3] the Stokes eigenvalue problem (2.4) has eigenvalues
0<(1)h(2)h · · · (k)h · · · (N)h,
and the corresponding eigenfunctions
((u1)h, (p1)h), ((u2)h, (p2)h), . . . , ((uk)h, (pk)h), . . . , ((uN)h, (pN)h),
where ((ui )h, (uj )h) = ij , 1 i, jN . If the pair of ﬁnite element spaces Vh and Wh satisﬁes the Babuska–Brezzi
condition (B–B condition for short) (see [5,8]), that is,
inf
0 
=q∈Wh
sup
0 
=v∈Vh
(∇ · v, q)
‖v‖1‖q‖ C > 0, (2.5)
whereC is a constant independent of the mesh size h, the eigenvalue approximation h and corresponding eigenfunction
approximation have the following bound [5]:
|− h|C( inf
v∈Vh
‖u − v‖1 + inf
q∈Wh
‖p − q‖)2, (2.6)
‖u − uh‖1 + ‖p − ph‖0C( inf
v∈Vh
‖u − v‖1 + inf
q∈Wh
‖p − q‖). (2.7)
In particular, from (2.3) one has the following error estimates:
|− h|Ch2k(‖u‖k+1 + ‖p‖k)2, (2.8)
‖u − uh‖1 + ‖p − ph‖0Chk(‖u‖k+1 + ‖p‖k). (2.9)
We deﬁne the ﬁnite element projection (Rhu, Rhp) ∈ Vh × Wh such that{
(∇Rhu,∇vh) − (∇ · vh, Rhp) = (u, vh) ∀ vh ∈ Vh,
(∇ · Rhu, qh) = 0 ∀ qh ∈ Wh. (2.10)
When we want to get the error expansion of the eigenvalue approximation, we always make use of a transform lemma
[14]. So far, there is no transform lemma for the Stokes eigenvalue problem (2.4). Here we will give the transform
lemma of the Stokes eigenvalue problem for the primitive variables by mixed ﬁnite element methods.
Lemma 2.1. If the mixed ﬁnite element spaces Vh ⊂ V and Wh ⊂ W the eigenvalue error can be decentralized into
the weak form of interpolation errors:
h − = h(u − uI ,uh) − (∇(u − uI ),∇uh)
+ (∇ · (u − uI ), ph) + (∇ · uh, p − pI ), (2.11)
where (u, p) and (uI , pI ) are the true solution and the mixed ﬁnite element interplant of (u, p), (uh, ph) are deﬁned
as follows:
uh = uh
(u,uh)
, ph =
ph
(u,uh)
. (2.12)
Proof. Obviously we have
(u,uh) = 1.
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So
h = h(u,uh) = h(Rhu,uh) + h(u − Rhu,uh). (2.13)
From (2.4), we have
h(Rhu,uh) = (∇uh,∇Rhu) − (∇ · Rhu, ph)
= (∇Rhu,∇uh)
= (∇Rhu,∇uh) − (∇ · uh, Rhp)
= (u,uh)
= . (2.14)
From (2.2), (2.4), and (2.10) we get
h(u − Rhu,uh) = h(u − uI ,uh) + h(uI − Rhu,uh)
= h(u − uI ,uh) + (∇uh,∇(uI − Rhu)) − (∇ · (uI − Rhu), ph)
= h(u − uI ,uh) + (∇uh,∇(uI − u)) + (∇uh,∇(u − Rhu))
− (∇ · (uI − u), ph) − (∇ · (u − Rhu), ph)
= h(u − uI ,uh) − (∇(u − uI ),∇uh) + (∇ · (u − uI ), ph)
+ (∇ · uh, p − Rhp)
= h(u − uI ,uh) − (∇(u − uI ),∇uh) + (∇ · (u − uI ), ph)
+ (∇ · uh, p − pI ) + (∇ · uh, pI − Rhp)
= h(u − uI ,uh) − (∇(u − uI ),∇uh) + (∇ · (u − uI ), ph)
+ (∇ · uh, p − pI ). (2.15)
Combining (2.14) with (2.15), we can obtain (2.11) and the proof is completed. 
3. Bernadi–Raugel element
First, we introduce the Bernadi–Raugel element (B–R element for short):
Vh = {v ∈ (H 10 ())2| v|e ∈ Q12 × Q21,∀e ∈ Th},
Wh = {p ∈ L20()| p|e ∈ Q00,∀e ∈ Th},
whereQij =span{xkyl : 0k i, 0 lj}. The interplant (uI , pI ) ∈ Vh×Wh of (u, p) is determined by the following
conditions:
uI (Zi) = u(Zi), i = 1, 2, 3, 4,∫
li
uI · nds =
∫
li
u · nds, i = 1, 2, 3, 4,
pI =
∫
e
p dx dy/|e|,
where Zi , li are four vertices and four edges of e, respectively (Fig. 1).
It is proven in [4] that the B–R element satisﬁes the B–B condition. Hence for the B–R element one has the following
error estimates:
‖u − uh‖1 + ‖p − ph‖0Ch, (3.1)
|− h|Ch2. (3.2)
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Fig. 1. The rectangular element e.
Lemma 3.1. Assume that (u, p) ∈ V × W is the true solution of (2.2), (uI , pI ) ∈ Vh × Wh is the B–R interplant of
(u, p). Then we have∫

∇(u − uI )∇v dx dy = 13
∑
e∈Th
∫
e
(
h2e
4u1
x2 y2
v1 + k2e
4u2
x2y2
v2
)
dx dy
+ O(h4)‖u‖5‖v‖2,h ∀v ∈ Vh, (3.3)∫

(p − pI )∇ · v dx dy = − 13
∑
e∈Th
∫
e
(
k2e
2p
x y
v1
y
+ h2e
2p
x y
v2
x
)
dx dy
+ O(h4)‖p‖4‖v‖2,h ∀v ∈ Vh, (3.4)∫

(u − uI )v dx dy = − 13
∑
e∈Th
∫
e
(
h2e
2u1
x2
v1 + k2e
2u2
y2
v2
)
dx dy
+ O(h4)‖u‖4‖v‖1 ∀v ∈ Vh, (3.5)
(∇ · (u − uI ), qh) = 0 ∀qh ∈ Wh. (3.6)
Proof. We only give the proofs for (3.3) and (3.6), the proofs for (3.4) and (3.5) are similar to that of (3.3).
Let eˆ = [−1, 1] × [−1, 1] be the reference domain. Deﬁne the linear mapping F: eˆ → e
x = xe + hexˆ, y = ye + keyˆ.
Consider the following bilinear functional over eˆ:
B1(uˆ1, vˆ1) =
∫
eˆ
(uˆ1 − (uˆ1)I )
xˆ
vˆ1
xˆ
dxˆ dyˆ + 1
45
∫
eˆ
4uˆ
xˆ yˆ3
2vˆ1
xˆ yˆ
dxˆ dyˆ.
We have a full norm estimate by using the inverse estimate
|B1(uˆ1, vˆ1)|C‖uˆ1‖5,eˆ|vˆ1|1,eˆ ∀vˆ1 ∈ Q12(eˆ).
Direct computation shows that
B1(uˆ1, vˆ1) = 0 ∀uˆ1 ∈ P4(eˆ) ∀vˆ1 ∈ Q12(eˆ).
By Bramble–Hilbert lemma, we have
|B1(uˆ1, vˆ1)|C|uˆ1|5,eˆ|vˆ1|1,eˆ ∀vˆ1 ∈ Q12(eˆ).
Combining the mapping F, we can obtain∫
e
(u1 − (u1)I )
x
v1
x
dx dy = − k
4
e
45
∫
e
4u1
x y3
2v1
x y
dx dy
+ O(h4)|u1|5,e|v1|1,e ∀v1 ∈ Q12(e). (3.7)
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∀v = (v1, v2) ∈ Vh,∫

(u1 − (u1)I )
x
v1
x
dx dy =
∑
e∈Th
∫
e
(u1 − (u1)I )
x
v1
x
dx dy
= −
∑
e∈Th
k4e
45
∫
e
4u1
x y3
2v1
x y
dx dy + O(h4)|u1|5|v1|1,h
= −
∑
e∈Th
k4e
45
(∫
l1
−
∫
l3
)
4u1
xy3
v1
y
dy
+
∑
e∈Th
k4e
45
∫
e
5u1
x2 y3
v1
y
dx dy + O(h4)|u1|5|v1|1,h
=
∑
e∈Th
k4e
45
∫
e
5u1
x2 y3
v1
y
dx dy + O(h4)|u1|5|v1|1,h
= O(h4)|u1|5|v1|1,h. (3.8)
Here
∑
e∈Th
k4e
45
(∫
l1
−
∫
l3
)
4u1
x y3
v1
y
dy = 0
because the integrands ke, 4u1/x y3 and v1/y appeared in the edge-integrals are continuous between left and
right elements and v1/y vanishes on the left and right boundaries of .
Using a similar argument, we have
∫

(u1 − (u1)I )
y
v1
y
dx dy =
∑
e∈Th
h2e
3
∫
e
4u1
x2 y2
v1 dx dy + O(h4)‖u1‖5‖v1‖2,h. (3.9)
So ∫

∇(u1 − (u1)I )∇v1 dx dy =
∫

(u1 − (u1)I )
x
v1
x
dx dy +
∫

(u1 − (u1)I )
y
v1
y
dx dy
=
∑
e∈Th
h2e
3
∫
e
4u1
x2 y2
v1 dx dy + O(h4)‖u1‖5‖v1‖2,h. (3.10)
Using a similar argument, we have
∫

∇(u2 − (u2)I )∇v2 dx dy =
∫

(u2 − (u2)I )
x
v2
x
dx dy +
∫

(u2 − (u2)I )
y
v2
y
dx dy
=
∑
e∈Th
k2e
3
∫
e
4u2
x2 y2
v2 dx dy + O(h4)‖u2‖5‖v2‖2,h. (3.11)
Combining (3.10) with (3.11) we get (3.3).
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From the deﬁnition of uI , we have
(∇ · (u − uI ), qh) =
∑
e
∫
e
∇ · (u − uI )qh dx dy
=
∑
e
∫
e
(u − uI ) · nqhds −
∑
e
∫
e
(u − uI )∇qh dx dy
= 0 ∀qh ∈ Wh.
Then (3.6) follows. 
Theorem 3.1. Let h be the eigenvalue approximation and (uh, ph) be the corresponding eigenfunction. If the condition
of Lemma 3.1 holds true, we have
h − = − 3
∑
e∈Th
∫
e
(
h2e
2u1
x2
u1 + k2e
2u2
y2
u2
)
dx dy
− 1
3
∑
e∈Th
∫
e
(
h2e
4u1
x2 y2
u1 + k2e
4u2
x2 y2
u2
)
dx dy
− 1
3
∑
e∈Th
∫
e
(
k2e
2p
x y
u1
y
+ h2e
2p
x y
u2
x
)
dx dy + O(h3). (3.12)
Moreover, if the partition is uniform we have
h − = − 3
(
h21
∫

2u1
x2
u1 + h22
∫

2u2
y2
u2
)
dx dy
− 1
3
(
h21
∫

4u1
x2 y2
u1 + h22
∫

4u2
x2 y2
u2
)
dx dy
+ 1
3
(
h22
∫

3p
x y2
u1 + h21
∫

3p
x2 y
u2
)
dx dy + O(h4). (3.13)
Proof. From (3.1) we know ‖uh‖2,h is bound, then based on the formula (2.11) and Lemma 3.1 we have
h − = − h3
∑
e∈Th
∫
e
(
h2e
2u1
x2
(u1)h + k2e
2u2
y2
(u2)h
)
dx dy
− 1
3
∑
e∈Th
∫
e
(
h2e
4u1
x2 y2
(u1)h + k2e
4u2
x2 y2
(u2)h
)
dx dy
− 1
3
∑
e∈Th
∫
e
(
k2e
2p
x y
(u1)h
y
+ h2e
2p
x y
(u2)h
x
)
dx dy + O(h4), (3.14)
where uh = ((u1)h, (u2)h).
From (3.1) we get
1 − (u,uh) = 12 ((u,u) − 2(u,uh) + (uh,uh))
= 12 (u − uh,u − uh)
= O(h2).
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Thus,
‖(u1)h − (u1)h‖0 =
∥∥∥∥1 − (u,uh)(u,uh) (u1)h
∥∥∥∥= O(h2). (3.15)
Similarly,
∥∥∥∥(u1)hy − (u1)hy
∥∥∥∥= O(h2), (3.16)
∥∥∥∥(u2)hx − (u2)hx
∥∥∥∥= O(h2). (3.17)
Then from (3.2) and the formulas above we have
h − = − 3
∑
e∈Th
∫
e
(
h2e
2u1
x2
(u1)h + k2e
2u2
y2
(u2)h
)
dx dy
− 1
3
∑
e∈Th
∫
e
(
h2e
4u1
x2 y2
(u1)h + k2e
4u2
x2 y2
(u2)h
)
dx dy
− 1
3
∑
e∈Th
∫
e
(
k2e
2p
x y
(u1)h
y
+ h2e
2p
x y
(u2)h
x
)
dx dy + O(h4). (3.18)
From (3.1) and the conclusion in [9] we have
∥∥∥∥u1y − (u1)hy
∥∥∥∥
0
Ch, (3.19)
∥∥∥∥u2x − (u2)hx
∥∥∥∥
0
Ch, (3.20)
‖u1 − (u1)h‖0Ch2, (3.21)
‖u2 − (u2)h‖0Ch2. (3.22)
Combining (3.19)–(3.22) with (3.18) we have (3.12).
If the partition is uniform, (3.18) becomes
h − = − 3
(
h21
∫

2u1
x2
(u1)h dx dy + h22
∫

2u2
y2
(u2)h dx dy
)
− 1
3
(
h21
∫

4u1
x2 y2
(u1)h dx dy + h22
∫

4u2
x2 y2
(u2)h dx dy
)
− 1
3
(
h22
∫

2p
x y
(u1)h
y
dx dy + h21
∫

2p
x y
(u2)h
x
dx dy
)
+ O(h4). (3.23)
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We denote the right, top, left and bottom boundaries of  by L1, L2, L3 and L4, respectively. Then
∫

2p
x y
(u1)h
y
dx dy =
(∫
L2
−
∫
L4
)
2p
x y
(u1)h dx −
∫

3p
x y2
(u1)h dx dy
= −
∫

3p
x y2
(u1)h dx dy, (3.24)
∫

2p
x y
(u2)h
x
dx dy =
(∫
L1
−
∫
L3
)
2p
x y
(u2)h dy −
∫

3p
x2 y
(u2)h dx dy
= −
∫

3p
x2 y
(u2)h dx dy. (3.25)
Combining (3.21), (3.22), (3.24), (3.25) with (3.23) we obtain (3.13). 
After obtaining the error expansions (3.12) and (3.13) we use the extrapolation technique to improve the accuracy.
We assume that Th/2 has been obtained from Th by dividing each element into four congruent rectangles by connecting
the midpoints of its edges. Let (h/2,uh/2, ph/2) ∈ R ×Vh/2 ×Wh/2 be the eigenpair approximation on Th/2 by (2.4).
Denote by
extrah =
4h/2 − h
3
the extrapolation of . By Theorem 3.1 we can get the following error estimates for the extrapolation extrah and an a
posteriori error estimate for the eigenvalue approximation.
Theorem 3.2. Assume the condition of Lemma 3.1 holds true. Then we have
− extrah = O(h3). (3.26)
Moreover, if the partition is uniform we have
− extrah = O(h4). (3.27)
Thus,
h/2 − = h − h/23 + O(h
3), (3.28)
or
h/2 − = h − h/23 + O(h
4), (3.29)
provides an a posteriori error estimate (h − h/2)/3 for h/2 − .
4. Q2 − P1 element
We introduce the deﬁnition of Q2 − P1 element:
Vh = {v ∈ (H 10 ())2| v|e ∈ Q22 × Q22,∀e ∈ Th},
Wh = {p ∈ L20()| p|e ∈ P1,∀e ∈ Th}.
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The interplant (uI , pI ) ∈ Vh × Wh of (u, p) is determined by the following conditions:
uI (Zi) = u(Zi), i = 1, 2, 3, 4,∫
li
uI ds =
∫
li
u ds, i = 1, 2, 3, 4,
∫
e
uI dx dy =
∫
e
u dx dy
∫
e
(p − pI )q dx dy = 0 ∀q ∈ P1(e),
where Zi , li are four vertices and four edges of e, respectively (Fig. 1).
It is proven in [5] that the Q2 − P1 element satisﬁes B–B condition. Hence for the Q2 − P1 element, we have the
following error estimates:
‖u − uh‖1 + ‖p − ph‖0Ch2, (4.1)
|− h|Ch4. (4.2)
Lemma 4.1. Assume that (u, p) ∈ V ×W is the true solution of (2.2), (uI , pI ) ∈ Vh ×Wh is the Q2 −P1 interplant
of (u, p). Then we have
∫

∇(u − uI )∇v dx dy = 145
∑
e∈Th
(
k4e
∫
e
5u1
x2 y3
v1
y
dx dy + h4e
∫
e
5u1
x3 y2
v1
x
dx dy
)
+ 1
45
∑
e∈Th
(
k4e
∫
e
5u2
x2 y3
v2
y
dx dy + h4e
∫
e
5u2
x3 y2
v2
x
dx dy
)
+ O(h5)‖u‖6‖v‖3,h ∀v ∈ Vh, (4.3)∫

(u − uI )v dx dy = − 145
∑
e∈Th
∫
e
(
k4e
3u1
y3
v1
y
+ h4e
3u1
x3
v1
x
)
dx dy
− 1
45
∑
e∈Th
∫
e
(
k4e
3u2
y3
v2
y
+ h4e
3u2
x3
v2
x
)
dx dy
+ O(h6)‖u‖6‖v‖2,h ∀v ∈ Vh, (4.4)∫

(p − pI )∇ · v dx dy =
∑
e∈Th
∫
e
(
− k
4
e
45
3p
x y2
2v1
y2
+ h
2
ek
2
e
18
2p
x y
3v1
x2y
)
dx dy
+
∑
e∈Th
∫
e
(
−h
4
e
45
3p
x2 y
2v2
x2
+ h
2
ek
2
e
18
2p
x y
3v2
x y2
)
dx dy
+ O(h5)‖p‖6‖v‖3,h ∀v ∈ Vh, (4.5)∫

∇ · (u − uI )qh dx dy = − 145
∑
e∈Th
∫
e
(
k4e
4u1
x y3
qh
y
+ h4e
4u2
x3 y
qh
x
)
dx dy
+ O(h5)‖u‖6‖qh‖0 ∀qh ∈ Wh. (4.6)
Proof. The proof is similar to that of Lemma 3.1. 
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Theorem 4.1. Let h be theQ2−P1 eigenvalue approximation and (uh, ph)=(((u1)h, (u2)h), ph) be the correspond-
ing eigenfunction. Assume the condition of Lemma 4.1 holds true. If the partition is uniform, we have
h − = − 45
∑
e∈Th
∫
e
(
h42
3u1
y3
u1
y
+ h41
3u1
x3
u1
x
)
dx dy
− 
45
∑
e∈Th
∫
e
(
h42
3u2
y3
u2
y
+ h41
3u2
x3
u2
x
)
dx dy
− 1
45
∑
e∈Th
(
h42
∫
e
5u1
x2 y3
u1
y
dx dy + h41
∫
e
5u1
x3 y2
u1
x
dx dy
)
− 1
45
∑
e∈Th
(
h42
∫
e
5u2
x2 y3
u2
y
dx dy + h41
∫
e
5u2
x3 y2
u2
x
dx dy
)
− 1
45
∑
e∈Th
∫
e
(
h42
3p
x y2
2u1
y2
+ h41
3p
x2y
2u2
x2
)
dx dy
− h
2
1h
2
2
18
∑
e∈Th
∫
e
3p
x y2
2u1
x2
dx dy
− h
2
1h
2
2
18
∑
e∈Th
∫
e
3p
x2 y
2u2
y2
dx dy
− 1
45
∑
e∈Th
∫
e
(
h42
4u1
x y3
p
y
+ h41
4u2
x3 y
p
x
)
dx dy + O(h5). (4.7)
Proof. From (4.1) we know that ‖uh‖3,h is bounded and
1 − (u,uh) = 12 ((u,u) − 2(u,uh) + (uh,uh))
= 12 (u − uh,u − uh)
= O(h3). (4.8)
Then combining (2.11), (4.1)–(4.6) with (4.8) we get
h − = − 45
∑
e∈Th
∫
e
(
k4e
3u1
y3
u1
y
+ h4e
3u1
x3
u1
x
)
dx dy
− 
45
∑
e∈Th
∫
e
(
k4e
3u2
y3
u2
y
+ h4e
3u2
x3
u2
x
)
dx dy
−
∑
e∈Th
(
k4e
45
∫
e
5u1
x2 y3
u1
y
dx dy + h
4
e
45
∫
e
5u1
x3 y2
u1
x
dx dy
)
−
∑
e∈Th
(
k4e
45
∫
e
5u2
x2 y3
u2
y
dx dy + h
4
e
45
∫
e
5u2
x3 y2
u2
x
dx dy
)
+
∑
e∈Th
∫
e
(
− k
4
e
45
3p
x y2
2u1
y2
+ h
2
ek
2
e
18
2p
x y
3(u1)h
x2 y
)
dx dy
+
∑
e∈Th
∫
e
(
−h
4
e
45
3p
x2 y
2u2
x2
+ h
2
ek
2
e
18
2p
x y
3(u2)h
x y2
)
dx dy
− 1
45
∑
e∈Th
∫
e
(
k4e
4u1
x y3
p
y
+ h4e
4u2
x3 y
p
x
)
dx dy + O(h5). (4.9)
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If the partition is uniform, we have
h − = − 45
∑
e∈Th
∫
e
(
h42
3u1
y3
u1
y
+ h41
3u1
x3
u1
x
)
dx dy
− 
45
∑
e∈Th
∫
e
(
h42
3u2
y3
u2
y
+ h41
3u2
x3
u2
x
)
dx dy
− 1
45
∑
e∈Th
(
h42
∫
e
5u1
x2 y3
u1
y
dx dy + h41
∫
e
5u1
x3 y2
u1
x
dx dy
)
− 1
45
∑
e∈Th
(
h42
∫
e
5u2
x2 y3
u2
y
dx dy + h41
∫
e
5u2
x3 y2
u2
x
dx dy
)
− 1
45
∑
e∈Th
∫
e
(
h42
3p
x y2
2u1
y2
+ h41
3p
x2 y
2u2
x2
)
dx dy
+ h
2
1h
2
2
18
∑
e∈Th
∫
e
2p
x y
3(u1)h
x2 y
dx dy
+ h
2
1h
2
2
18
∑
e∈Th
∫
e
2p
x y
3(u2)h
x y2
dx dy
− 1
45
∑
e∈Th
∫
e
(
h42
4u1
x y3
p
y
+ h41
4u2
x3 y
p
x
)
dx dy + O(h5). (4.10)
Moreover,
∑
e∈Th
∫
e
2p
x y
3(u1)h
x2 y
dx dy =
∑
e∈Th
(∫
l2
−
∫
l4
)
2p
x y
2(u1)h
x2
dx
−
∑
e∈Th
∫
e
3p
x y2
2(u1)h
x2
dx dy
= −
∑
e∈Th
∫
e
3p
x y2
2(u1)h
x2
dx dy
= −
∑
e∈Th
∫
e
3p
x y2
2u1
x2
dx dy + O(h). (4.11)
Using a similar argument, we have
∑
e∈Th
∫
e
2p
x y
3(u2)h
x y2
dx dy = −
∑
e∈Th
∫
e
3p
x2 y
2u2
y2
dx dy + O(h). (4.12)
Substitution (4.11) and (4.12) in (4.10), we have (4.7). 
After obtaining the error expansion (4.7) we use extrapolation method to improve the accuracy. Denote by
extrah =
16h/2 − h
15
the extrapolation of .
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By Theorem 4.1 we can get the following error estimate for the extrapolation extrah and an a posteriori error estimate
for the eigenvalue.
Theorem 4.2. Under the condition of Theorem 4.1, if the partition is uniform we have the following extrapolation
result for the eigenvalue approximation
16h/2 − h
15
= + O(h5), (4.13)
and thus
h/2 − = h − h/215 + O(h
5), (4.14)
provides an a posteriori error estimate (h − h/2)/15 for h/2 − .
5. Numerical results
In order to illustrate the convergence rate, we give some deﬁnitions:
errh = h − ,
errextrah = extrah − ,
Rh = log |errh/errh/2|log(2) ,
Rextrah =
log |errextrah /errextrah/2 |
log(2)
.
We know that Rextrah indicates the convergence rate for the eigenvalue extrapolation method.
Here we do not know the exact solution,but an adequately accurate approximation given by Wieners in [22] is
= 52.3446911 for the ﬁrst exact eigenvalue. We compute the ﬁrst eigenvalue as follows:
B–R element using uniform mesh:
M × N 4 × 4 8 × 8 16 × 16 32 × 32
h 52.09362917269507 52.27809106671410 52.32779760736785 52.34045266539722
extrah – 52.33957836472044 52.34436645425243 52.34467101807368
errh −0.25106192730493 −0.06660003328590 −0.01689349263215 −0.00423843460278
errextrah – −0.00511273527956 −0.00032464574757 −0.00002008192632
Rh – 1.91444846190491 1.97905527048487 1.99486419564373
Rextrah – – 3.97715711280782 4.01489674362249
Q2.P1 element using uniform mesh:
M × N 2 × 2 4 × 4 8 × 8 16 × 16
h 52.00000000000003 52.47392147987753 52.35488217964582 52.34540211858354
extrah – 52.50551624520270 52.34694622629704 52.34477011451272
errh −0.34469109999997 0.12923037987753 0.01019107964582 7.110185835443872e-4
errextrah – 0.16082514520270 0.00225512629704 7.901451272118720e-5
Rh – 1.41535878536624 3.66456645888846 3.84127582153918
Rextrah – – 6.15614094796799 4.83494676309958
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Consequently, the theoretical results obtained in Section 3 and Section 4 are well realized in numerical tests. The
extrapolation of the eigenvalue gives a more efﬁcient approximation.
Remark. Like all the existing superconvergence, our results rely on some regularity assumption for the exact eigen-
function of the Stokes eigenvalue problem, that is u ∈ (H 5())2 for B–R element and u ∈ (H 6())2 for Q2 − P1
element. In fact for the eigenfunction of (2.1) one has the regularity
u ∈ (H 6(2+3)())2
for some > 0. Here, the Sobolev space H 6(2+3)() is deﬁned using the weighted norm
||v||6,() = (
∑
|j |6
∫

(|x|−6+|j ||j u|)2 dx)1/2,
= 2+ 3.
Clearly (H 6(2+3)())
2 ⊂ (H 5())2 does not hold. However, we need not worry about it because we could use the
graded mesh near the corner (cf. [12]).
On the other hand, we notice from the numerical results that the extrapolation method may give “good” results even
though the exact eigenfunction does not satisfy regularity assumption guaranteeing superconvergence theoretically. To
the author’s knowledge there is no method to solve the problem analytically so far. So we adopted the approximate
eigenvalue given by Wieners [22] in our numerical experiment. In the previous analysis we focused on the model
problem (2.1), however, our method can be applied to more general eigenvalue problems such as{−u + ∇p = Au in ,
∇ · u = 0 in ,
u = 0 on ,
where
A =
(
a1(x, y) 0
0 a2(x, y)
)
and a1(x, y)> 0, a2(x, y)> 0.
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