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Plasma production via field ionization occurs when an incoming particle beam is sufficiently
dense that the electric field associated with the beam ionizes a neutral vapor or gas. Experiments
conducted at the Stanford Linear Accelerator Center explore the threshold conditions necessary to
induce field ionization by an electron beam in a neutral lithium vapor. By independently varying
the transverse beam size, number of electrons per bunch or bunch length, the radial component of
the electric field is controlled to be above or below the threshold for field ionization. Additional
experiments ionized neutral xenon and neutral nitric oxide by varying the incoming beam’s bunch
length. A self-ionized plasma is an essential step for the viability of plasma-based accelerators for
future high-energy experiments.
PACS numbers: 41.75.Lx, 41.75.Ht, 52.40.Mj, 52.50.-b
I. INTRODUCTION
The successful demonstration of a beam-driven plasma
wake field accelerator (PWFA) over macroscopic dis-
tances is a critical milestone in the progression of plasmas
from laboratories to future high-energy accelerators and
colliders, where a combination of high density and long
length will be required. In a paper recently published
on experiments performed at the Stanford Linear Ac-
celerator Center (SLAC), a beam-driven PWFA showed
accelerating gradients of greater than 30 GeV/m over a
10 cm-length plasma, which were achievable due to the
incoming beam’s ability to simultaneously ionize a neu-
tral Li vapor and drive a large-amplitude wake to accel-
erate the tail particles [1].
These experiments were performed in a non-linear, rel-
ativistic regime and, based on simulations, the accel-
erating gradient of the system in this regime increases
as the bunch length decreases; consequently, ultra-short
bunches are preferred [2]. When a high-density, ultra-
short bunch enters a region filled with a neutral vapor
or gas, the electric field associated with the beam can
ionize the valence electron of each neutral atom in its
vicinity leaving a fully ionized plasma for the remain-
der of the bunch [3]. Lithium (Li) has a relatively low
ionization potential for the first electron (5.4 eV), which
allows ionization over a broad range of beam parame-
ters. The larger ionization potential of the second elec-
tron (75.6 eV) ensures the plasma density does not evolve
significantly along the bunch due to secondary ionization.
Xenon (Xe) and nitric oxide (NO) also have relatively low
ionization potentials for the first electron, 12.13 eV and
9.25 eV, respectively, and are, therefore, possible alter-
natives to Li.
After the beam ionizes the vapor, it expels the plasma
electrons due to its space-charge field and generates its
own plasma wake. Consequently, the field ionization
is detected and measured by the beam’s energy loss
through the vapor column due to plasma wake produc-
tion [4]. The plasma ions, which are far more massive
than the plasma electrons, remain stationary during the
time scale of the beam passing through the plasma and
exert a restoring force on the plasma electrons. This
leads to a plasma electron oscillation and results in a
plasma electron density spike on axis, which creates a
high-gradient accelerating structure with a wavelength
set by the plasma density.
When the plasma wake and bunch length are prop-
erly matched, the electric field associated with the den-
sity spike of plasma electrons accelerates the back end
of the electron beam. For the correct combination of
bunch length and vapor density, the beam’s electric field
can ionize a neutral vapor thereby generating its own
plasma and the resulting space-charge field drives a high-
amplitude wake to accelerate the beam’s tail particles.
II. FIELD IONIZATION THEORY
The most widely accepted approximation of the field
ionization rate is the Ammosov, Delone and Krainov for-
mula for atoms in an alternating electric field [5]. The
ADK theory is a fully generalized expression for the
field ionization rate of a complex atom in an arbitrary
state, which is described by an effective quantum num-
ber, n∗ = Z/
√
2ε0, where Z is the charge of the atomic
residue (e.g. one for first ionization and two for secondary
ionization) and ε0 is the ionization energy. The ADK
rate is either time averaged over a laser cycle or it can be
written as an instantaneous rate due to the beam’s local
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2electric field. The instantaneous ADK tunneling rate, in
atomic units, is:
WADK = C2n∗`f(`,m) |ε0|
(
2
E
(2 |ε0|)3/2
)2n∗−|m|−1
× exp
(
−2(2 |ε0|)
3/2
3E
)
, (1)
where E is the beam’s radial electric field and Cn∗` and
f(`,m) are defined as
Cn∗` =
(
2e
n∗
)n∗
(2pin∗)−1/2 ,
f(`,m) =
(2`+ 1)(`+ |m|)!
2|m||m|!(`− |m|)! .
The constant e in the coefficient Cn∗` is Euler’s number
2.718 and ` and m are the angular and magnetic quan-
tum numbers, respectively. The validity of the ADK for-
mula and, specifically, Cn∗` is expected to be best in the
quasi-classical approximation, n∗ À 1; however, the ap-
proximation is accurate to a few percent up to values of
n∗ ≈ 1 based on numerical calculations of the coefficient,
Cn∗` [5].
III. EXPERIMENTAL APPARATUS AND
TECHNIQUES
A single 28.5 GeV electron bunch from the linear ac-
celerator enters the Final Focus Test Beam (FFTB) fa-
cility at a rate of either 1 or 10 Hz. Figure 1 illustrates
the primary features of the experimental setup. Upon
entering the FFTB, the beam traverses a weak vertical
chicane located within a high horizontal dispersion re-
gion and emits synchrotron radiation. The X-ray por-
tion of the synchrotron spectrum scintillates in a cerium
doped yttrium aluminum garnet (Ce:YAG) screen and
is imaged on a charge coupled device (CCD) camera.
This allows for a non-destructive determination of the
beam’s incoming energy spread [1, 6]. Prior to reach-
ing the plasma source, the beam traverses two 1 µm-
thick titanium (Ti) foils and generates transition radia-
tion through both. On the upstream foil, which is located
20 m upstream of the plasma source, a pyroelectric de-
tector monitors the coherent transition radiation (CTR)
energy. At wavelengths longer than the bunch length,
the transition radiation becomes coherent and provides
a shot-to-shot measurement of the relative bunch length,
where the integrated CTR energy increases as the bunch
length decreases. Downstream of the CTR foil and about
1 m upstream of the plasma, a CCD camera captures the
optical transition radiation (OTR) to profile the trans-
verse component of the beam before it enters the plasma.
The transverse profile is then used for tuning the linear
accelerator. Downstream of the plasma, the beam passes
through a third and final 1 µm-thick Ti foil, where a
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FIG. 1: Schematic of the E164 experimental layout. The
diagram is not to scale.
CCD camera monitors the OTR and provides informa-
tion about plasma focusing and possible deflection [7].
Before the beam reaches the plasma, it is focused trans-
versely in order to minimize the beam size at the plasma
entrance. Depending on the experiment, the beam then
enters one of two types of plasma sources: a heat-pipe
oven [8] or a gas cell. In the case of the Li heat-pipe oven,
the vapor region varies in length between 6−10 cm, with
a vapor density of (3 − 25) × 1016 cm−3. The design of
the heat-pipe oven results in a section on either side of
the oven, where the Li density profile transitions from
zero to full density and is typically on the order of 10 cm
for these experiments. To allow for plasma-off cases, the
oven is placed on a pneumatic mover that moves the oven
in and out of the beam path.
Additional experiments were performed with a gas
cell filled with either Xe (ε0 = 12.13 eV) or NO (ε0 =
9.25 eV). Although NO is a diatomic molecule, previous
experiments performed by Walsh et al in 1993, show that
NO was ionized before dissociating [9]. Then in 1994,
Walsh et al also showed that the ionization rate of the
first electron in NO agreed well with the quasi-static tun-
neling model described by the ADK theory [10]. The gas
cell is an appealing alternative to the heat-pipe oven since
it provides sharp boundaries and the cell can attain much
higher vapor densities than can be sustained in the heat-
pipe oven. Unlike the heat-pipe oven, which takes hours
to stabilize after significant changes, the gas cell allows
for instantaneous changes to vapor density and column
length. The gas cell has a variable length of 2.2− 11 cm
and the density, which is solely dependent on the gas
pressure inside the cell, varies from (1−15)×1017 cm−3.
For the plasma-off cases, the chamber is filled with he-
lium (ε0 = 24.6 eV), which the beam cannot ionize given
its parameters for these particular experiments.
Beyond the plasma source, dipole magnets vertically
disperse the bunch in energy while quadrupole magnets
image the bunch exiting the plasma onto a 1 mm-thick
piece of fused silica aerogel located 25 m downstream.
The resulting Cherenkov light is collected and imaged
onto a CCD camera, where the vertical axis of the image
is dominated by the beam’s energy spread and the hori-
zontal axis is the transverse size of the beam. The imag-
ing spectrometer is crucial for differentiating plasma-
induced energy changes to the beam from possible trans-
verse deflections caused by the strong focusing forces of
3TABLE I: Typical beam and plasma parameters
Number of e− per bunch N (0.6− 1.82)× 1010
Bunch Energy E,γ 28.5 GeV, 5.6× 104
Bunch Length [µm] σz 20− 110
Transverse Beam Size [µm] σr 10− 55
Vapor Density [cm−3] nv (3.0− 50.0)× 1016
Plasma Oven Length [cm] L 6− 10
Oven Transition Length [cm] LT 7− 10
Gas Cell Length [cm] LG 2.2− 11
the ion channel. See Table I for the typical beam and
plasma parameter ranges.
Although no diagnostic directly measures the current
profile of the compressed electron bunch entering the
plasma, it is possible to measure it indirectly. Within rea-
sonable ranges of accelerator parameters that affect the
bunch compression process, the energy spectrum mea-
sured at the end of the linac is unique. By using the 2-D
(z, pz) simulation code litrack [11] to match the energy
spectra measured in the FFTB with simulated ones, we
are able to infer the incoming phase space and profile.
Using one of the data runs presented as an example,
Fig. 2 illustrates the beam’s phase space and the resulting
longitudinal charge profile output from litrack. Note
that in addition to the central Gaussian-shaped distri-
bution in the charge profile, it also has non-Gaussian
wings. The bunch length quoted in the text reflects only
the central Gaussian distribution. All the bunch lengths
presented in this paper are based on results produced by
the litrack simulations and any calculations that rely
on those bunch lengths scales the beam’s total charge
such that the peak current is consistent between the ex-
perimental conditions and the Gaussian approximations.
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FIG. 2: (A) An example of the incoming beam’s phase space
according to litrack simulations. (B) Longitudinal charge
profile of the incoming beam obtained by the projection of the
phase space from (A). The mathematical standard deviation
of the entire distribution is 56 µm and the standard deviation
of the central Gaussian-shaped distribution, plotted with the
dashed line, is 26 µm.
TABLE II: Data Run Experimental Conditions
Li − ∆σr N (0.87− 0.90)× 1010 nv 3× 1016 cm−3
σr 10− 50 µm L 10 cm
σz 32 µm LT 7 cm
Li − ∆N N (0.60− 1.43)× 1010 nv 20× 1016 cm−3
σr 20 µm L 6 cm
σz 26 µm LT 8 cm
Li − ∆σz N (0.87− 0.89)× 1010 nv 3× 1016 cm−3
σr 15 µm L 10 cm
σz 25− 105 µm LT 7 cm
Xe − ∆σz N (1.72− 1.82)× 1010 nv 9.9× 1016 cm−3
σr 15 µm LG 9.2 cm
σz 20− 60 µm
NO − ∆σz N (1.63− 1.72)× 1010 nv 13× 1016 cm−3
σr 15 µm LG 8 cm
σz 26− 42 µm
IV. EXPERIMENTAL RESULTS
The rate of field ionization is related to the local elec-
tric field associated with the incoming bunch. In this
paper, we use the peak radial electric field to indicate
whether the threshold for field ionization is crossed. The
maximum electric field for an incoming electron bunch,
which is Gaussian along the radial and longitudinal com-
ponents, can be conveniently summarized into the follow-
ing engineering formula:
Epeak ≈ 10.4 GVm
[
N
1× 1010
] [
10
σr(µm)
] [
50
σz(µm)
]
,
(2)
where N is the number of electrons per bunch, σr is the
rms value of the transverse beam size in µm and σz is
the rms value of the beam’s bunch length in µm. By in-
dependently varying each one of these three components,
the radial electric field is controlled to be above or below
the threshold for field ionization. Without plasma pro-
duction, the beam would pass through the vapor without
any interaction, as if it were a drift section.
For reference, Table II compiles the specific experimen-
tal conditions for each of the data runs described in this
section. In the table notation, Li - ∆σr refers to section
A.1, Li - ∆N refers to section A.2, Li - ∆σz refers to
section A.3, Xe - ∆σz refers to section B and NO - ∆σz
refers to section C
A. Lithium
1. Changing Transverse Beam Size (σr)
According to Eq. 2, the peak electric field is inversely
proportional to the transverse beam size of the incoming
bunch. Holding the other two variables (N and σz) con-
stant and varying the incoming beam’s transverse size,
4the electric field is increased until the field ionization
threshold is crossed. To observe the transverse beam
size threshold, the waist location for the incoming beam
was varied along the beam line using the two quadrupoles
upstream of the plasma entrance. For the data set de-
scribed, the waist was moved from 45 cm upstream of the
plasma entrance to 55 cm downstream of the plasma en-
trance, in 5 cm increments with 10 events taken at each
step.
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FIG. 3: All images show the energy spectrum of the electron
beam at the Cherenkov radiator. The scale on the left indi-
cates the relative energy along the vertical component, where
zero is defined to be the highest energy without plasma. The
images are plotted with a logarithmic color map in order to
bring out the tails. The vertical profile is superimposed along
the left edge of the image. The three events are taken over
a period of several minutes. (A) The beam’s waist located
45 cm upstream of the plasma entrance and no ionization has
occurred in the Li vapor. (B) The waist at the plasma en-
trance and ionization of the Li vapor. (C) The waist located
55 cm downstream of the plasma entrance and again no ion-
ization of the Li vapor.
As discussed in the introduction, the field ionization
effects are characterized by the significant amount of en-
ergy loss observed once the incoming beam’s density sur-
passes the field ionization threshold. Figure 3 illustrates
that energy loss using the energy spectrum of the bunch
at the Cherenkov diagnostic after exiting the plasma
at three waist locations. Recall that the beam at the
Cherenkov radiator is dominated by energy spread along
the vertical axis, where the more energetic particles are
at the top of the image, and the horizontal axis is the
transverse size of the beam. The image on the far left
is the waist pulled upstream of the plasma entrance and
no ionization occurs. For the center image the waist is
located at the plasma entrance and the transverse size is
small enough the electric field ionizes the vapor. When
the waist is located downstream of the plasma entrance,
the beam density is again insufficient to ionize the vapor,
as is seen in the image on the far right. The beta function
with the beam’s waist at the plasma entrance is approx-
imately 10 cm in x or the horizontal plane and 1 cm in
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FIG. 4: (Li − ∆σr) Distribution of the 2%, 50% and 98%
charge levels as a function of the beam’s waist location. The
4 and 5 represent the 2% and 98% charge levels of the beam
with no plasma. For illustration, the ionization threshold is
noted by the dashed lines.
y or the vertical plane, due to the flat beam (²x À ²y)
configuration of the linear accelerator.
The change in beam size from the smallest with the
waist at the plasma entrance and to the largest with the
waist pulled 55 cm downstream is from about 10 µm up to
approximately 50 µm in x. Since the betas have an order
of magnitude difference along the x and y components,
the transverse size only significatly varies along the x-axis
for small changes in the waist location.
Figure 4 graphically displays the charge distribution at
the Cherenkov detector as a function of waist location.
Three distribution levels are plotted: 2%, 50% and 98%.
The 2% (50%, 98%) level is defined as the energy where
2% (50%, 98%) of the charge is located at a higher energy.
For reference, the 2% and 98% distribution levels with
the plasma oven removed from the beam path are also
plotted. The average energy of the beam is defined as
50% distribution level, while the peak energy of beam
is illustrated by the 98% distribution level. The change
in average energy between the non-ionizing case and the
maximum ionization is defined as ∆Eavg. The change in
peak energy between the two cases is defined as ∆Epeak.
Between the waist at the plasma entrance and the waist
at -30 cm, ∆Eavg was 650 MeV and ∆Epeak 800 MeV.
As is seen in Fig. 4, the ionization threshold is crossed
at a waist location of around -28 cm or a transverse size
of 21 µm, based on previous measurements with a wire
scanner along the x-component as a guide [4].
In order to limit the fluctuations due to changing
charge and changing bunch length, we chose a subset
of the data based on the incoming charge and on the
CTR diagnostic, which is inversely proportional to the
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FIG. 5: (Li − ∆N) Distribution of the 2%, 50% and 98%
charge levels as a function of the incoming bunch charge. The
4 and 5 represent the 2% and 98% charge levels of the beam
with no plasma.
beam’s bunch length. The charge was limited to be be-
tween 0.87×1010 and 0.90×1010 electrons per bunch, the
ECTR signal was restricted to a range which translated
to a bunch length of around 32 µm for the center Gaus-
sian distribution, according to litrack. These limits on
charge and CTR energy reduced the data set from 200
events down to 103. Based on the beam parameters, the
peak electric field associated with the threshold condi-
tions was 5.25 GV/m.
2. Changing Bunch Charge (N)
Again referring to Eq. 2, the peak electric field is pro-
portional to the number of electrons in the incoming
bunch. Holding the other variables constant and vary-
ing the incoming beam’s charge from 0.60×1010 to about
1.43×1010 electrons per bunch, the electric field is in-
creased until the field ionization threshold is crossed.
Figure 5 graphically displays the charge distribution
at the Cherenkov detector as a function of the number of
electrons in the incoming bunch. Once again, the 2% and
98% distribution levels with no plasma are also plotted
at high charge. Between lowest and highest charges for
the data set, ∆Eavg was 1.4 GeV and ∆Epeak was about
3.5 GeV.
The data for Fig. 5 was acquired at a rate of 1 Hz
over a period of two hundred seconds. In order to limit
variations in the incoming bunch length, we restricted
the data set based on the CTR diagnostic. The sig-
nal of that diagnostic, ECTR, is proportional to N2/σz.
Since the charge of the incoming bunch was varied, a cut
was placed on ECTR/N2, to ensure a consistent bunch
length. This reduced the data from 200 events down to
47. The litrack simulation code was used to deter-
mine the bunch length for the remaining events, which
was approximately 26 µm for the center peak of the lon-
gitudinal charge distribution. The transverse beam size
was around 20 µm and any variations in the beam size
are related to changes in the emittance associated with
changing the charge and the inherent jitter of the two-
mile long linear accelerator. Using the images from the
upstream OTR to examine the emittance jitter of the
transverse beam size shows the shot-to-shot jitter is too
small to affect the ionization threshold but as the beam’s
charge increased, the transverse beam broadened hori-
zontally. This broadening would have a small affect on
the ionization threshold because the incremental change
is minimal, however, the larger transverse beam size at
high charge will result in less energy loss than would be
expected if it remained constant.
The ionization threshold was crossed around 0.65×1010
electrons per bunch. The threshold is not as pronounced
due to the fact that the energy loss measurement is an
indirect measurement of the ionization and changes in
the beam’s charge also implies changes in the energy
spectrum. Unlike changes to the beam’s transverse size,
which occur immediately upstream of the experimental
set-up, variation of the beam’s charge occurs at the be-
ginning of the linac, which can subtly alter the incoming
energy spectrum. The beam parameters at the ionization
threshold translate to a peak electric field of 5.08 GV/m.
3. Changing Bunch Length (σz)
The same analysis is repeated by changing the bunch
length, while holding the charge of incoming bunch and
its transverse beam size constant. In this case, as the
bunch length decreases, the electric field increases and is
eventually sufficient to ionize the Li vapor. The signal
from the CTR diagnostic is used to sort the data ac-
cording to the relative bunch length, where an increasing
signal indicates a decreasing bunch length.
Figure 6 plots the charge distribution of the beam at
the Cherenkov diagnostic as a function of the CTR en-
ergy. Between the highest CTR energy (shortest bunch
length) produced and the non-ionizing case, ∆Eavg was
almost 800 MeV and ∆Epeak was approximately 1.2 GeV.
The data set was acquired at a rate of 1 Hz over a
period of two hundred seconds. By restricting our anal-
ysis to the events with charge between 0.87×1010 and
0.89×1010 electrons per bunch, we reduced the data set
from 200 events down to 122. According to litrack,
the bunch length was varied from around 105 µm down
to 25 µm. The entire data set was taken with the waist at
the plasma entrance with a beam size of around 15 µm,
therefore, any variation in beam size is again due to the
inherent emittance jitter associated with the machine.
The field ionization threshold occurs around a CTR
energy count of 29, where a count of zero is equal to the
diagnostic reading without any beam. This CTR energy
corresponds to a bunch length of 66 µm as determined by
the litrack simulation in conjunction with the X-Ray
diagnostic upstream of the experiment. Previous exper-
iments show the CTR energy and the peak current as
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FIG. 6: (Li − ∆σz) Distribution of the 2%, 50% and 98%
charge levels as a function of increasing CTR energy or de-
creasing bunch length. The 4 and 5 represent the 2% and
98% charge levels of the beam with no plasma.
determined by litrack are well correlated [6]. Because
the ionization is exponentially dependent on the local
electric field, these systematic errors in determining the
bunch length result in non-linear effects on the threshold
calculation. Again the threshold is not as pronounced
because changes in the CTR energy also implies changes
in the energy spectrum which washes out the threshold.
The resulting peak electric field at the ionization thresh-
old is 4.08 GV/m.
B. Xenon
By varying the beam’s bunch length, additional exper-
iments on the field ionization threshold were performed
using Xe (ε0 = 12.13 eV). Figure 7 measures the energy
spectrum of the bunch after the gas cell in the case of
no ionization and the ionization threshold crossed. The
profile for each image is superimposed on the left. Note,
in the ionizing case the bulk of charge remains unaffected
and there is only a wispy tail with little charge at low en-
ergy. This is the result of ionization occurring late in the
bunch. There is also a visible increase in X-ray hits, so
a median software filter was added to the images to re-
duce the noise without compromising the data. Median
filtering is a nonlinear operation often used in image pro-
cessing to reduce “salt and pepper” noise. However, the
filter was unable to completely eliminate the noise.
Figure 8 plots the three distribution levels of the charge
registered at the Cherenkov diagnostic as a function of
the CTR energy. The CTR energy value for the Xe data
is not comparable to the Li data because of changes in
the experimental set-up between the different data sets.
The large amount of variation seen in the 98% level
(or peak energy loss) is a combination of two factors.
First, the incoming beam’s density is not consistently
high enough to field ionize the Xe gas, since the small-
est bunch length was only barely sufficient to cross the
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FIG. 7: Both images show the energy spectrum of the electron
beam at the Cherenkov radiator. (A) The bunch is approxi-
mately 60 µm long and no ionization has occurred in the Xe
gas. (B) The bunch is approximately 20 µm long and ionizes
the Xe gas.
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FIG. 8: Changing Bunch Length (Xe) − Distribution of the
2%, 50% and 98% charge levels as a function of increasing
CTR energy or decreasing bunch length.
ionization threshold. Second, the large background noise
on the Cherenkov images contributes to the jitter for the
extremely large energy loss events for which the number
of counts in the low energy region of the image is small.
The data set was composed of 200 events acquired at
1 Hz. The charge of the incoming bunch was between
1.72×1010 and 1.82×1010 and, according to litrack, the
bunch length was varied from 20 µm to 60 µm. To ensure
a consistent gas density of Xe, the pressure was main-
tained at around 3 Torr, which translates into a density
of 9.9×1016 cm−3. These cuts reduced the data set from
200 events down to 116. At the shortest bunch length,
the beam lost a negligible amount of average energy be-
cause of ionization occurring late in the bunch, since the
bulk of the charge does not lose energy as a result of the
wake generation. The peak energy loss is around 2 GeV.
7C. Nitric Oxide
Since maintaining an incoming beam with sufficient
density to repeatedly ionize Xe proved too difficult, NO
replaced the Xe in hopes of improving the ionization rate,
since NO has a lower ionization potential of 9.25 eV when
compared to Xe.
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FIG. 9: Both images show the energy spectrum of the electron
beam at the Cherenkov radiator. (A) The bunch is approxi-
mately 42 µm long and no ionization has occurred in the NO
gas. (B) The bunch is approximately 26 µm long and ionizes
the NO gas.
Figure 9 shows the energy spectrum of the bunch af-
ter the gas cell filled with NO in the cases of no ion-
ization and the ionization threshold crossed from a run
that varied the incoming bunch length. The same soft-
ware filter, which was used in the Xe run, was added to
the images to reduce the noise without compromising the
data. Although NO proved to be more successful than
Xe, ionization still occurred too late in the bunch for the
accelerating wake to be recovered. Late ionization gives
rise to the wispy aspect of the energy loss signal in the
NO and Xe cases, which is seen in Figures 7(B) and 9(B),
when compared to the case of Li for which ionization oc-
curs early in the bunch, see Figure 3(B) for an example.
Additionally, the downstream foil of the gas cell was eas-
ily damaged when the incoming beam ionized the gas
and created plasma. Since NO is a toxic gas and the foils
had to be replaced often, the drawbacks of a NO gas cell
outweighed any benefits when compared to Xe.
The data set plotted in Fig. 10 was composed of 200
events acquired at 1 Hz. Again, the CTR energy is a rel-
ative measurement and not comparable to the other data
sets because of changes to the experimental setup. The
charge of the incoming bunch was between 1.63×1010
and 1.72×1010 and, according to litrack, the bunch
length was varied from 26 µm to 42 µm. To minimize the
amount of background noise on the Cherenkov images, we
eliminated very short bunches and, consequently, the im-
ages with the highest energy loss and background X-ray
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FIG. 10: Changing Bunch Length (NO) − Distribution of the
2%, 50% and 98% charge levels as a function of increasing
CTR energy or decreasing bunch length.
radiation. This reduced the 200 events down to 116. The
gas pressure was maintained at around 4 Torr, a density
of 1.3×1017 cm−3.
At the shortest bunch length, ∆Eavg was approxi-
mately 400 MeV and ∆Epeak was 2.2 GeV. Some images
reached a peak energy loss of greater than 4 GeV, without
excessive background noise; however, those events were
sporadic rather than part of the trend.
V. CALCULATIONS OF IONIZATION
THRESHOLD FOR Li
Since Eq. 1 assumes a longitudinal and transverse
Gaussian distribution, the experimental conditions are
approximated to compare the data with the ADK the-
ory. As previously discussed, the charge for the incoming
bunch must be scaled such that the peak current is the
same for the experiment and the litrack results when
calculating the fractional ionization.
Table III compares the beam parameters at the ion-
ization threshold for the Li data, the peak electric field
associated with those beam conditions and the peak frac-
tional ionization (Fpeak) of the Li vapor based on the
ADK theory. The peak fractional ionization is calculated
by rewriting Eq. 1 into a more convenient form which de-
pends only on the local electric field magnitude (in units
of GV/m) and the ionization energy (in units of eV)
WADK [s−1] ≈ 1.52× 1015 4
n∗ε0
n∗Γ(2n∗)
(
20.5
ε
3/2
0
E
)2n∗−1
× exp
(
−6.83ε
3/2
0
E
)
, (3)
where n∗ ≈ 3.69Z/ε1/20 [3]. The ionization rate is inte-
grated numerically for the local electric field of the bunch,
neglecting the focusing effects due to the ion column. The
8TABLE III: Lithium Threshold Conditions
Data Calculation
Li − ∆σr N(scaled) 0.68× 1010 Epeak 5.25 GV/m
σr 21 µm Fpeak 54.30%
σz 32 µm
Li − ∆N N(scaled) 0.51× 1010 Epeak 5.08 GV/m
σr 20 µm Fpeak 27.67%
σz 26 µm
Li − ∆σz N(scaled) 0.77× 1010 Epeak 4.08 GV/m
σr 15 µm Fpeak 1.64%
σz 66 µm
maximal value of that calculation is defined as the peak
fractional ionization.
Although the calculated peak factional ionization
varies from less than 5% up to 50%, the threshold fields
as measured in the experiment are in reasonable agree-
ment with the conditions expected from the ADK ap-
proximation. Variations in the threshold field conditions
between the three experiments are attributed to errors
in the beam parameter measurements. Considering that
the ionization rate has an exponential dependance on
the electric field strength, small errors in determining
the beam parameters can significantly alter the peak fac-
tional ionization calculation. The ADK threshold con-
ditions are within the limitations of the experiment to
accurately determine the incoming beam parameters.
VI. SIMULATIONS FOR Li
This section will compare the experimental results with
simulation, which is necessary to analyze the field ioniza-
tion threshold in context of the beam’s energy loss due to
the plasma wake production. For the beam and plasma
parameters produced in these experiments, the use of nu-
merical codes is required to simulate both field ionization
effects, once the beam’s radial electric field surpasses a
certain threshold, and the resulting plasma wake field
physics. The 2-D Object-Oriented Particle-In-Cell code,
oopic, fulfills those requirements and is a commercially
available code developed through the Tech-X Corpora-
tion and the University of California at Berkeley [12]. In
particular, the peak and average energy loss of the beam
as calculated by the simulations are compared to the Li
data. Providing the simulations adequately describe the
experimental conditions, they will offer additional insight
into the secondary ionization effects.
oopic also uses the ADK model to determine the prob-
ability rate for ionization. The ADK model in oopic
has been validated via a direct comparison with experi-
mental data from the l’OASIS laboratory [13, 14]. The
field ionization model was confirmed for the first and sec-
ondary ionization of helium by comparing the simulation
to measurements of the dependance of the blue-shifted
wavelength on the laser pulse length.
Although the code has been benchmarked by experi-
ment, the simulation only approximates the experimental
conditions presented in this paper. For example, the in-
coming particle beam can only have a Gaussian or poly-
nomial charge distribution along the radial and longitudi-
nal components. The vapor profile must also be approx-
imated, since the code assumes sharp vapor boundaries
rather than a continuous transition region, which is asso-
ciated with heat-pipe ovens. Additionally, the incoming
beam has an effective emittance of zero, as no angular
divergence is calculated for the beam and the simula-
tion is unable to include a correlated energy spread in
the incoming beam; however, this last effect does is not
expected to alter the results presented here. The sim-
ulation code does include the secondary effects, such as
focusing, but does not include the synchrotron radiation
energy loss, which can be significant when a large trans-
verse beam ionizes and traverses a high-density vapor.
In the following three sections, the number of simula-
tion particles used to describe the experiment varied in
order to optimize the resolution of the simulation and
minimize the CPU time. The total number of simula-
tion particles ranged from 4,000 to about 12,000, depend-
ing on the incoming beam’s parameters. Since the input
for oopic assumes a Gaussian distribution and the low-
current wings do not significantly affect the ionization
threshold, only the center of the Gaussian fit from the
longitudinal profiles produced by litrack is used, refer
to Fig. 2. The total beam charge is then scaled in the
oopic simulations so that the peak current is the same
for the litrack results.
Because oopic assumes a sharp boundary for the va-
por, the entire vapor column, including the transition
regions, is approximated in the simulation code. For ex-
ample, if the oven has as a vapor column of 6 cm long
and an 8 cm transition regions on either side, the oven
profile is approximated as a 14 cm column at full density,
with sharp boundaries, since the energy loss of the bunch
is linear with plasma density.
A. Changing Transverse Beam Size
While holding the charge and bunch length constant,
eight separate oopic runs varied the transverse beam size
from 25 µm down to 10 µm. The results from the eight
simulation runs are shown in Fig. 11. The simulation
results are converted from beam size to waist location
using previous measurements with a wire scanner along
the x-component as a guide [4]. The oopic results are
equivalent to the waist location of around -32 cm to 0 in
the data.
At the smallest beam size, the simulation calculated a
peak energy loss of 735 MeV, whereas the data showed
an energy loss of approximately 800 MeV. The simulated
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FIG. 11: Changing Beam Size (Li) − The average and peak
energy loss results from oopic.
average energy loss for the smallest beam size was only
355 MeV, which is much smaller than the average loss of
600 MeV measured in the experiment.
Since the simulation does not include any energy losses
associated with synchrotron radiation, those effects are
calculated for the beam parameters by using the method
described in Kostyukov’s paper [15]. The energy loss of
an electron per unit distance traveled due to synchrotron
radiation, averaged over one full cycle of oscillation, is
approximately:
Q [MeV/cm] ' 1.5× 10−45(γnp[cm−3]σr[µm])2 , (4)
The oven profile is approximated as a step func-
tion where the transition regions are at half density,
1.5×1016 cm−3, and the center column at full density,
3×1016 cm−3. For a bunch with a peak radial beam size
of 25 µm traversing a plasma with a 10 cm center column
and 7 cm transition regions, the energy loss averaged over
the full oscillation due to synchrotron radiation would be
approximately 35 MeV. This additional energy loss due
to the betatron oscillation is only an approximation, since
it assumes a constant beam size and does not include any
variation due to the focusing effects; however, these losses
are minimal nonetheless.
As is seen in Fig. 11, the threshold for ionization is
crossed for a beam waist location of approximately 30 cm
in the simulation, which is in excellent agreement with
that observed in the data (Fig. 4). Considering the cases
discussed in this paper were all around threshold condi-
tions, none should produce sufficiently high fields to ion-
ize the second electrons. The oopic simulation confirmed
those expectations and also indicated that no secondary
electrons were created by collisions with neutrals.
B. Changing Charge
Five separate oopic runs varied the charge from
0.65×1010 to 1.43×1010 particles per bunch. At the max-
imum charge case, the simulation calculates a peak en-
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FIG. 12: Changing Charge (Li) − The average and peak en-
ergy loss results from oopic.
ergy loss of around 3 GeV, while the measured peak
energy loss was approximately 4 GeV. For the average
energy loss at the maximum charge, the simulation cal-
culates 757 MeV which is far below the roughly 1.5 GeV
measured.
Once again the energy loss associated with the syn-
chrotron radiation needs to be considered. As opposed
to the previous data set, the incoming beam’s transverse
size is not only large (20 µm), but the Li vapor is partic-
ularly dense (2×1017cm−3) so the energy loss as a result
of betatron oscillations is non-negligible.
Repeating the same calculation from the previous sec-
tion, the average energy loss due to betatron radiation
would be approximately 750 MeV for this data set. In-
cluding the additional energy loss to the simulation’s av-
erage energy loss of 757 MeV results in a total energy loss
of 1.5 GeV at the highest charge, which is in agreement
with the measured value.
C. Changing Bunch Length
In the case of changing bunch length, five separate
oopic runs varied the bunch length from 65 µm down to
25 µm and the simulation results are plotted in Fig. 13.
Looking at the minimum bunch length case, the simu-
lation calculates a peak energy loss of 1.1 GeV, which
is in good agreement with the measured peak energy
loss of 1.2 GeV. For the average energy loss at the min-
imum bunch length, the simulation calculated 419 MeV,
whereas the experiment measured 800 MeV. In this case,
the energy loss as a result of betatron oscillations has
a minimal effect, only 20 MeV, because the transverse
beam size is relatively small (15 µm) and the plasma
density is much lower (3×1016 cm−3).
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FIG. 13: Changing Bunch Length (Li) − The average and
peak energy loss results from oopic.
D. Data and Simulation Comparison
Since oopic assumes a Gaussian beam with the same
characteristics as the center peak of the litrack dis-
tribution, we would expect the peak energy loss of the
simulation to be fairly accurate when compared with the
experimental data. When a significant discrepancy ex-
ists between the data and simulation in the peak energy
loss, as in the case of changing charge, it is due to syn-
chrotron radiation effects which are not included in the
simulation.
Although the Gaussian approximation does not alter
the simulation’s accuracy with respect to the peak en-
ergy loss, it does adversely affect the average energy loss.
For example, the incoming beam in both the changing
transverse beam size and bunch length cases has a long
low-current tail and those particles are neglected in the
simulation’s Gaussian approximation. Because the tail
particles are decelerated in the data but ignored in the
simulation, the calculated average energy loss is much less
than that which is measured. In the case of the chang-
ing charge, the incoming beam has a long low-current
head rather than a tail (Fig. 2(B)), so the difference in
the average energy loss is accounted for by losses due to
synchrotron radiation.
VII. CONCLUSIONS
We have demonstrated that by independently varying
the transverse beam size, charge or bunch length of the
incoming electron beam, the self-fields of the beam are
controlled to be above or below the threshold for field ion-
ization of lithium as observed in the experiment through
the energy loss of the electron beam. The measurements
performed with lithium are consistent with first order cal-
culations of the ADK approximation and is in agreement
with the simulation code, oopic, within the limitations
of experiment and simulation. Additional experiments
that varied in the incoming beam’s bunch length also
showed field ionization effects in xenon and nitric oxide
by again observing the beam’s energy loss.
Field ionization is an essential ingredient for produc-
ing a long, high-density plasma. A self-ionized plasma
has already demonstrated the acceleration of particles
by 3 GeV [1]. This is a crucial step in the progression
towards future high-energy plasma acceleratosrs.
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