An empirical model to forecast West Nile virus mosquito vector populations is developed using time series analysis techniques. Specifically, multivariate seasonal autoregressive integrated moving average (SARIMA) models were developed for Aedes vexans and the combined group of Culex pipiens and Culex restuans in Erie County, New York. Weekly mosquito collections data were obtained for the four mosquito seasons from 2002 to 2005 from the Erie County Department of Health, Vector and Pest Control Program. Climate variables were tested for significance with cross-correlation analysis. Minimum temperature (T min ), maximum temperature (T max ), average temperature (T ave ), precipitation (P), relative humidity (R H ), and evapotranspiration (E T ) were acquired from the Northeast Regional Climate Center (NRCC) at Cornell University. Weekly averages or sums of climate variables were calculated from the daily data. Other climate indexes were calculated and were tested for significance with the mosquito population data, including cooling degree days base 60 degrees (C DD_60 ), cooling degree days base 63 (C DD_63 ), cooling degree days base 65 (C DD_65 ), a ponding index (I P ), and an interactive C DD_65 -precipitation variable (C DD_65 ؋ P week_4 ). Ae. vexans were adequately modeled with a (2,1,1)(1,1,0) 52 SARIMA model. The combined group of Culex pipiens-restuans were modeled with a (0,1,1)(1,1,0) 52 SARIMA model. The most significant meteorological variables for forecasting Aedes vexans abundance was the interactive C DD_65 ؋ P week_4 variable at a lag of two weeks, E T ؋ E T at a lag of five weeks, and C DD_65 ؋ C DD_65 at a lag of seven weeks. The most significant predictive variables for the grouped Culex pipiens-restuans were C DD_63 ؋ C DD_63 at a lag of zero weeks, C DD_63 at a lag of eight weeks, and the cumulative maximum ponding index (I Pcum ) at a lag of zero weeks.
INTRODUCTION W
EST NILE VIRUS (WNv) was first discovered in the Western Hemisphere during late summer 1999 when 62 human cases, including seven fatal, were found in the New York City area (Nash et al. 2001 ). Since its initial detection, it has spread to birds and mosquitoes throughout the 48 states of the continental United States (USGS National Biological Information Infrastructure, May 15, 2006) . WNv has been found in birds within Erie County, New York, every season since its initial appearance in 2000, and the virus has been detected in the mosquito pools since 2002, which is evidence that it is quickly establishing itself enzootically. In 2002, Erie County experienced nine human cases of WNv, including one death. Because WNv is expected to be present in low levels in the local environment for the foreseeable future, control efforts will be aided by determining when the vector species are most abundant. The objective of this study was to develop a temporal model of WNv mosquito vector populations using Erie County mosquito control data in order to forecast mosquito abundance as a proxy for disease risk. We hypothesized that incorporating meteorological data in the temporal model would improve prediction of potentially epidemic seasons for WNv. Temporal analysis has previously been used to forecast incidence of malaria, Ross River virus, Barmah Forest virus disease, and Campylobacter infections (Allard 1998 , Tong et al. 2002 , Abeku et al. 2004 , Tong et al. 2004 , Naish et al. 2006 .
A lack of vaccination or other prevention options for West Nile fever and neurological disease places great importance on mosquito control efforts to control the disease. The relationship between climate and West Nile virus epidemics has not been quantified, and consequently there is no climate-based early warning system for WNv in the United States or in other areas that are traditionally prone to epidemics of the virus (Leaf 1989 , Kuhn et al. 2004 ). Research on mosquito vectors has been largely concentrated in tropical and subtropical climates where malaria and dengue fever are the primary disease concerns, but with global climate change and increasing international transportation of people and goods, the study of mosquito vectors in more temperate climates is receiving more attention (Longstreth 1999) . Most previous studies that focus on the link between disease incidence and climate have used monthly climate and incidence data because of small weekly disease counts; however, a finer temporal resolution of data is possible when using vector count data, and this resolution will allow a more specific forecast to be made in time (Abeku et al. 2004 .
Presumed vectors of West Nile virus in Erie County are Aedes vexans, Culex pipiens, and Culex restuans, the last two forming the grouped Culex pipiens-restuans complex (ECDOH 2005) . The Cx. pipiens-restuans complex data will be used, because it is almost impossible to distinguish between the two similar species as adults (DeGaetano 2005 , Diuk-Wasser et al. 2006 . Culex pipiens and Culex restuans have similar feeding behavior and breed in similar habitats. These two species have been grouped in previous studies (DeGaetano 2005 , Kilpatrick et al. 2005 , White et al. 2006 . Culex pipiens-restuans and Aedes vexans mosquitoes prefer different habitats. Cx. pipiens-restuans mosquitoes are a known primary vector of WNv that prefer water habitats with a high organic content, often associated with storm water runoff (Turell et al. 2000 , Kilpatrick et al. 2005 , Turell et al. 2005 . Ae. vexans mosquitoes are known to carry WNv and are prolific human biters, allowing for transmission of the virus to humans (Hayes et al. 1985 , Andreadis et al. 2004 , ECDOH 2005 , Turell et al. 2005 . They are called "floodwater mosquitoes" because larvae are found in practically all temporary pools of water. Eggs are laid on the ground, and they hatch when flooded with fresh water (Hayes et al. 1985, Pratt and Moore 1993) .
Identification of meteorological factors and landscape features associated with the distribution and abundance of vector species is a necessary step toward eliminating suitable vector habitats and thus minimizing the risk of human WNv infection (Campbell et al. 2002 , CDC 2003 . This is the overall goal of the research study. Here, we focus on the regional meteorological factors through temporal modeling.
MATERIALS AND METHODS
Erie County, New York, is located in the western region of New York State, bordering the northeastern shore of Lake Erie. Erie County encompasses the City of Buffalo and its suburbs, and the county has a total area of 263,186 hectares or approximately 2664 square kilometers (Soil Survey of Erie County, New York). The 2005 population estimate for the county is 930,703, of which 15.6% is over the age of 65, and 5.7% is under the age of 5 (U.S. Census Bureau, 9/5/06). The soils and surficial geology of Western New York in general are typified by glacial characteristics. At the end of the Wisconsin Glaciation, approximately 10,000 years before present, glacial Lake Tonawanda and other glacial lakes occupied the area. The surficial geology includes ice-contact glacial materials (e.g., till plains and moraines) with poorly sorted materials, laminated silt and clay deposited on the lake bottoms, and sand deposited on beach ridges and more recent floodplains. Because of extensive floodplains and slightly elevated interfluve areas, the soils range from hydric to nonhydric with a corresponding range in textures from silt and clay dominated to sand dominated.
All mosquito data were obtained from the Trapping is performed to a lesser extent with Gravid traps, which utilize a container of water with a high organic content as an attractant for female mosquitoes ready to lay eggs ("gravid females"). Gravid traps primarily catch Culex species mosquitoes; however trap counts can be negatively affected when other sources of stagnant water are nearby. Trapping is conducted by the Vector Control Program on a weekly basis at nine permanent trapping sites located throughout Erie County. The traps are set in the afternoon and are retrieved the following morning once a week throughout the mosquito season. The mosquito season lasts approximately 20 weeks from early May to early October in Western New York. Specifically, the Vector Control Program conducts trapping when the overnight temperature is greater than 50°F or 10°C. Collected mosquitoes are transported to the Vector Control Lab, where the trap nets are placed in an ultra-low freezer for 15 min at -70°C to immobilize the mosquitoes. The mosquitoes are identified on a chill table using established procedures (Carpenter and LaCasse 1955 , Stojanovich 1961 , Means 1979 , Means 1987 .
The data used in the current study consist of all CDC Miniature Light Trap data from Walden Pond Park in Lancaster, New York. This site was chosen because of its proximity to the Buffalo Niagara International Airport, where the weather data were collected. Gravid trap data were not used in the analysis, because the trap catch is affected by stagnant water located nearby. Also, the number of Culex sp. caught in these traps is affected by the pungency of the water (ECDOH 2005) .
Daily maximum temperature, minimum temperature, average temperature, precipitation, and relative humidity were obtained for the Buffalo Niagara International Airport from the Northeast Regional Climate Center (NRCC) located at Cornell University. Actual evapotranspiration (E T ) was calculated from a modified British Meteorological Office Rainfall and Evaporation Calculation System (MORECS) to provide operational estimates of evaporation and soil moisture for grass cover at the Buffalo airport. MORECS is based on a variation of the Penman-Monteith Equation for operational use in the northeast, and the system uses solar radiation, air temperature, vapor pressure, and wind speed to estimate actual evapotranspiration. The daily estimates monitor weather closely and provide for water stored in the soil. The model was run at the NRCC for October 1, 2001 1, , to September 30, 2005 . Several predictive variables were derived from the weather data and model results. Cooling degree days base 60 (C DD_60 ), cooling degree days base 63 (C DD_63 ), and cooling degree days base 65 (C DD_65 ) were calculated as follows:
where T max , T min , and T n represent maximum, minimum, and base temperatures (°F), respectively. Net precipitation (P net ) was calculated as
where P day is daily precipitation [cm] . A number of alternative ponding indices were derived to account for soil ponding. A dynamic ponding index (I P ) [cm] that accounts for soil water capacity and drainage (surface runoff or deep drainage to groundwater) over time was calculated as follows:
where i is the current day, i-1 is the previous day, and R i is a water loss (runoff or deep drainage) term calculated as
and ␣ is a parameter (ϭ 0.05). The other indices were maximum ponding (I Pmax ), cumulative maximum ponding (I Pcum ), and ponding index per water year (I Pwy ), which were calculated as follows:
where l is days since start of simulation and m is days since the beginning of the water year (October 1). To capture the interactivity between temperature and precipitation, we took the product of C DD_65 at a lag of zero weeks and precipitation at a lag of four weeks (C DD_65 ϫ P week_4 ). Daily climate normal maximum temperature, minimum temperature, average temperature, precipitation, and cooling degree days base 65 were obtained from the National Weather Service and were used to calculate daily departures from normal from these variables. The daily data were then aggregated into weekly departures from normal. Most climate variables were multiplied by themselves and were subsequently analyzed with the rest of the climate variables to assess nonlinear relationships between climate and vector abundance.
A time series is any set of N time-ordered observations of a process. Two main methodological approaches to time series analysis are harmonic analysis and regression analysis. Regression analysis, or "analysis in the time domain," includes Autoregressive Integrated Moving Average (ARIMA) models that can be traced historically over 70 years (McCleary and Hay 1980) . Despite a long history as a statistical tool, ARIMA modeling did not become popularized until Box and Jenkins (1976) integrated the elements into a comprehensive theory. The basic tenet of the Box-Jenkins approach posits a random shock (a t ) as the driving force of a time series process (Y t ). The most important determinant of the output is the current input, but previous input and previous output may also influence the current output:
where, Y t is the output at time t, Y t-n is the output at time t-n, a t is the input at time t, a t-n is the input at time t-n, ⌽ n is the output parameter, and n is the input parameter. The influence of a past event or input on present events diminishes as time passes. Because the present input, a t , will have a greater impact on the present output than any earlier input, and the parameter, , must be a fraction, therefore 1 Ͼ 1 Ͼ 2 Ͼ . . . Ͼ q . The same principle applies to influence past outputs, such that 1 Ͼ ⌽ 1 Ͼ ⌽ 2 Ͼ . . . Ͼ ⌽ p . These principles are called the bounds of stationarity-invertibility and must be assessed when estimating parameters of an ARIMA model (Box and Jenkins 1976 , McCleary and Hay 1980 , Box and Jenkins 1990 .
Time series analysis consists of procedures used to build models of the processes that generate the series. The ARIMA model building strategy is an iterative process of identification, estimation, and diagnosis. For simple ARIMA model building, three types of components must be identified: the autoregressive (p), the integrated (d), and the moving average (q) (McCleary and Hay 1980, SPSS 2004) . For seasonal ARIMA model building, three more types of components must be identified: the seasonal autoregressive (P), seasonal integrated (D), and seasonal moving average (Q). Autoregressive processes have "memory" and are better for modeling long-term fluctuations; each value in the series is a linear function of the preceding value but has a diminishing effect on subsequent time periods. An integrated process often reflects the cumulative effect of some process that is responsible for changes in the level of the series but is not responsible for the level itself. Moving average processes are best for modeling short-term fluctuations by predicting future values of the series based on deviations from the series mean for previous values (McCleary and Hay 1980, SPSS 2004) .
Identification of (p,d,q)(P,D,Q) S models depends primarily on the autocorrelation function (ACF) and secondarily on the partial autocorrelation function (PACF). The autocorrelation function is a measure of correlation between Y t and some Y tϩk time units away:
Although the ACF can be represented as a simple equation in terms of the covariance and variance of time series, the PACF cannot be summarized in equation form so simply but is defined as a measure of correlation between time series observations k units apart after the correlation at intermediate lags has been partialed out or controlled for (McCleary and Hay 1980) . In general, certain patterns to the ACF and PACF can help identify the structure of a model. Autoregressive models have exponentially declining values of the ACF graph and have p spikes in the first p values of the PACF graph. Moving average models have exponentially declining PACF graphs and have q spikes in the first q values of the ACF graph. Differencing of the time series was performed before identifying the AR and MA components. The need for differencing was evident when ACF values declined slowly (SPSS 2004) . Differencing can be described as amounting to subtracting the first observation from the second, and differencing can be performed both simply and seasonally (McCleary and Hay 1980) . Seasonal, autoregressive, integrated, and moving average components were identified by looking at the ACF and PACF at the seasonal lags of the series. In practice, seasonal ARIMA models are often difficult to identify, and patterns in the ACF and PACF are open to interpretation. Akin to the autocorrelation function, the cross-correlation statistic measures the between-series correlation. Cross-correlation between two nonstationary time series is regarded as spurious, and prewhitening of the two series was necessary to find the true relationship between the dependent and independent series (McCleary and Hay 1980). The independent variables were assessed within the ARIMA model, being treated much like predictor variables in regression analysis. Parameter coefficients and associated significance values are estimated for a set of independent variables that best fits the data (SPSS 2004) .
The following steps were used to identify a model. First, an analysis of stationarity determined the differencing and transformations necessary to obtain a stationary series. A time series must be stationary with respect to the mean and the variance for adequate modeling (McCleary and Hay 1980, Allard 1998 ). Differencing was performed on the series to make the mean stationary, and transformations were used to make the variance stationary. Second, the ACF and PACF plots were examined to estimate values of p and q. An ARIMA (p,d,q)(P,D,Q) S model must be identified on the basis of the entire autocorrelation (ACF) and partial autocorrelation (PACF) plots. Third, the ACF and PACF plots were examined at seasonal lags to determine the value of Q and P (McCleary and Hay 1980) . After a possible model was identified, the parameter estimates were examined for statistical significance and checked with the bounds of stationarity-invertibility. The model identification process was repeated until these conditions were met. After the final models were obtained, the residuals were analyzed and judged by two criteria. Their autocorrelation function and partial autocorrelation function were assessed for spikes at key lags to determine if the residuals are white noise. The Box-Ljung Q-statistic was inspected for significance at lags of about a quarter of the series and at seasonal lags.
Values from two dates within the weekly trapping data were missing and were linearly interpolated, replacing the missing values. The natural log of the mosquito data plus one was used for analysis in order to normalize the count data. Daily weather data were aggregated into weekly data following the same weekly schedule as the mosquito trapping data from the Vector Control Program. Univariate/bivariate analyses were conducted for each independent variable. Box-Jenkins prewhitening was conducted on both the predictor and target series to eliminate any autocorrelations and seasonalities common to both the predictor and target series. Univariate models were constructed for each of the predictor variables, and these models are then applied to the mosquito data to obtain the residuals. The residuals from the predictor series and the residuals of the target series were used in the cross-correlation analysis. A series of correlations between climate variables and the natural logarithm of the count of vector mosquitoes over a range of time lags were computed for cross-correlation analysis.
Both mosquito and climate data were transformed into stationary input series by both regular and seasonal differencing before being modeled. SARIMA models were developed using the weekly incidence of mosquito counts as a response variable and weekly climate variables as explanatory variables. Six main components were selected, with the model defined as:
where Q q (B) is a moving average operator, Q Q (B s ) is a seasonal moving average operator, f p (B) is an autoregressive operator, f p (B s ) is a seasonal autoregressive operator, a t is white noise, and P represents the explanatory variables' regressive coefficients. We selected SARIMA models by first examining the residual variance, or root mean square error, for appropriateness, and then we applied Akaike's Information Criterion (AIC) as a measure of how well the model fit the series. The root mean square (RMS) error is a measure of the predictive ability of the model, where a smaller RMS error translates to a better model in terms of forecasting. An autoregression (2,1,0)(1,1,0) 52 SARIMA model was developed for Ae. Vexans, whereas a moving average and seasonal autoregression (0,1,1)(1,1,0) 52 model was developed for Cx. pipiens-restuans. Environmental variables were selected for inclusion by first identifying significant lags in the cross correlation analysis. Also, the explanatory variables were further investigated with a regression method. However, the final variables chosen for inclusion in the model were added to the model one by one and were selected based on comparisons of the SARIMA models with and without inclusion of the extra variables (Alberdi Odriozola et al. 1998 ). Goodness of fit of the models was assessed using both times series methods to check for autocorrelation of residuals and classic tools to check the normality of residuals. The model was verified by dividing the data set into two time periods: Data between October 2001 and December 2004 were used to construct the SARIMA model, whereas data between January and October 2005 were used to validate the model. All analyses were performed using SPSS Trends version 13.0 and version 14.0 (SPSS Inc., Chicago, IL).
RESULTS
Summary statistics for each explanatory variable are shown in Table 1 . The weekly mean maximum temperature, minimum temperature, average temperature, relative humidity, total precipitation, and evapotranspiration were 13.64°C, 4.80°C, 9.23°C, 74.41 percent, 1.99 centimeters, and 1.00 centimeters, respectively, throughout the study time period. Weekly mean total C DD_60 , C DD_63 , and C DD_65 were 22.03, 15.23, and 11.44, respectively. C DD_65 is equivalent to cooling degree days based on 18.33°C, whereas C DD_63 is equivalent to 17.22°C, and C DD_60 is equivalent to 15.56°C, respectively. The means of the I P and C DD_65 ϫ P week_4 variable were 1.20 centimeters and 19.71 centimeter degree days, respectively. There appeared to be positive relationships between climate variables and populations of vector mosquitoes as evidenced by bivariate analyses.
Mosquito data from the Erie County Department of Health, Vector Control Program, contains information on 81 trap-nights when overnight temperature conditions were above minimum levels established for trapping. The mean number of mosquitoes captured per trapnight is 52.5 for Ae. vexans, with a range from 0 to 521. The mean is 5.2 for Cx. pipiens-restuans, with a range from 0 to 72, respectively. Examination of probability-probability (p-p) plots of the original count data, and the natural log of the data plus one, showed a significant improvement in normality and, so the log transformed data was used for subsequent analyses.
Cross-correlation analysis showed significant correlation between Ae. vexans populations and minimum temperature, relative humidity, precipitation, evapotranspiration, all of the cooling degree day variables, and cumulative C DD_60 at various lags (Table 2) . Ponding index, C DD_65 ϫ P week_4 , P net , I Pwy , I Pmax , and precipitation departure from normal also had various correlated lags. The squared climate variables for maximum temperature, minimum temperature, average temperature, evapotranspiration, precipitation, relative humidity, C DD_60 , C DD_63 , C DD_65 , and net precipitation also showed correlated lags with Ae. vexans populations. All of the significant lags of these variables were tested for statistical significance in the ARIMA model. Maximum temperature, average temperature, cumulative maximum ponding, cumulative C DD_65 , maximum temperature departure, minimum temperature departure, average temperature departure and C DD_65 departure were not significant at any lag (Table 2 and Fig. 1 ).
Relative humidity, precipitation, all C DD variables, ponding index, C DD_65 ϫ P week_4 , net precipitation, I Pwy , I Pmax , I Pcum , cumulative C DD_60 , cumulative C DD_65 , and precipitation departure from normal had significant lags when cross-correlated with Cx. pipiens-restuans (Table 2) . Average temperature, precipitation, relative humidity C DD_63 , and net precipitation squared variables had significant lags when cross-correlated with Cx. pipien-restuans populations. Minimum temperature, maximum temperature, average temperature, evapotranspiration, maximum temperature departure, minimum temperature departure, average temperature departure, and C DD_65 departure were not correlated with the mosquito populations. The squared variables of maximum temperature, minimum temperature, average temperature, evapotranspiration, C DD_60 , C DD_63 , and C DD_65 also were not correlated with the Cx. pipiens-restuans populations (Table 2 and Fig. 2) .
Four SARIMA models for Ae. vexans and Cx pipiens-restuans populations are presented in Tables 3 and 4 , respectively. The model without climate variables includes autoregressive 1 (␤ ϭ Ϫ0.4592, p Ͻ 0.001) autoregressive 2 (␤ ϭ Ϫ0.2493, p ϭ 0.001), and seasonal autoregressive (␤ ϭ Ϫ0.4097, p Ͻ 0.001) parameters that were significantly associated with the weekly mosquito counts. The residual variance of the univariate model was 0.768 and the AIC was 414.579 (Table 5 ). Three weekly climate variables contributed significantly to the model (Fig. 3) . C DD_65 ϫ P week_4 lag two (␤ ϭ 0.0032, p ϭ 0.002) was significant in the SARIMA (Table 5) . By including E T ϫ E T lag five (␤ ϭ Ϫ0.1369, p ϭ 0.011), the residual variance improved to 0.726, and AIC decreased slightly to 394.398. The inclusion of C DD_65 ϫ C DD_65 lag 7 (␤ ϭ Ϫ0.0002, p Ͻ 0.001) (fourth model) improved the residual variance and AIC substantially to 0.662 and 378.828, respectively. The models estimated with climate variables were a better fit than the model without any climate variables. Linear regression with predictor variables entered as the independent variables resulted in an R value of 0.745 and an adjusted R 2 value of 0.548. Other climate variables were not significantly associated with the weekly Ae. vexans populations after adjustment for autocorrelation and seasonality.
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Four models for Cx. pipiens-restuans are presented in Table 4 , ranging from a model without any climate variables to a model including three climate variables (Fig. 4) . The basic Cx. pipiens-restuans model without climate variables includes moving average (␤ ϭ 0.6507, p Ͻ 0.001) and seasonal autoregressive (␤ ϭ Ϫ0.5597, p Ͻ 0.001) process components. The best one-variable model included C DD_63 ϫ C DD_63 at lag zero (␤ ϭ Ϫ0.001, p Ͻ 0.001), and the model improved the residual variance from 0.407 to 0.340 (Table 6 ). The best two-variable model included both C DD_63 ϫ C DD_63 at lag zero (␤ ϭ Ϫ0.001, p Ͻ 0.001) and C DD_63 at lag eight (␤ ϭ 0.0067, p ϭ 0.006). The residual variance improved to 0.356. The best three-variable model included C DD_63 ϫ C DD_63 at lag zero (␤ ϭ Ϫ0.001, p Ͻ 0.001), CDD63 at lag eight (␤ ϭ 0.0069, p ϭ 0.030), and I Pcum at lag zero (␤ ϭ 0.0124, p ϭ 0.036). The residual variance was 0.346. Linear regression of predictor vari- ables on the log-transformed count of Cx. pipiens-restuans resulted in an R-value of 0.420 and an adjusted R 2 value of 0.164. Analysis of the autocorrelation function for residuals of all four Ae. vexans models and all four Culex species models showed that there were no significant spikes at important lags and there were no important lags where the Box-Ljung Q-statistic was significant. The most direct evidence of random residuals for a time series analysis is the absence of significant values of the Box-Ljung Q-statistic at lags of about one-quarter of the sample size (SPSS 2004) . This analysis shows that the residuals in the models appear to fluctuate randomly around zero with no obvious trend in variation, and so all essential components of the model appear to be included.
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The models that were developed with the data from 2001 through 2004 were validated with the 2005 mosquito season data by predicting the 2005 data and then comparing the prediction and its confidence intervals with the actual 2005 data. The prediction line captured the trend of the observed mosquito counts and passed through several of the observation points. All the actual data fall within the confidence intervals of the prediction (Figs. 5 and 6 ).
DISCUSSION
We developed multivariate SARIMA models for two vector mosquitoes of WNv using climate variables to improve the predictive ability of our forecasts. Meteorological variables
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FIG. 1. Relationship between weekly
Aedes vexans populations and significant climate variables. All series were prewhitened before analysis.
FIG. 2. Relationships between weekly
Culex pipiensrestuans populations and significant climate variables. All series were prewhitened before analysis. significantly improved predictions of Ae. vexans abundance but contributed less substantially to predictions of Cx. pipiens-restuans. Cx. pipiens-restuans is an important vector that is likely involved in both early season enzootic transmission and late season epizootic amplification of WNv in North America, whereas Ae. vexans is a possible bridge vector of the virus to humans (Turell et al. 2000 , Nasci et al. 2001 , Andreadis et al. 2004 , Turell et al. 2005 . Although the effects of temperature on the rate of mosquito development are well understood in general, these effects have not been quantified for specific mosquito species in the field. Similarly, the requirement of water in the first three stages of mosquito development is a biological fact, but the direct effect of net precipitation on mosquito abundance has not been explored in temperate climates (Pratt and Moore 1993, DeGaetano 2005) .
To the best of my knowledge this is a first attempt at developing a time series model of weekly mosquito abundance in a temperate climate setting since Hacker et al. (1973) analyzed three sets of mosquito data with the Box-Jenkins approach. The results of the current study suggest that climate factors may allow for better predictions of the time when mosquito vector populations will emerge, and when the respective population sizes will reach the level of a public health threat. However, the coefficients of the meteorological effects are difficult to interpret directly because of the logarithm and differencing transformations of vector abundance needed to ensure stationarity. The key determinants of Ae. vexans populations included two autoregressive process components, a seasonal autoregressive component, and the interactive CDD-precipitation variable at a lag of two weeks. The significance of C DD_65 ϫ P week_4 as a predictor of Ae. vexans populations shows that the interaction between temperature and precipitation is an important index of vector mosquito abundance. Temperature and precipitation are both essential to the life cycle development of mosquito vectors, but they have rarely been combined as an index to enable the prediction of mosquito populations.
Our simple index should be tested for importance in forecasting other mosquito vector populations in other temperate regions where temperature is a limiting factor for mosquito development. The other two independent variables that helped forecast Ae. vexans abundance were E T ϫ E T at a lag of five weeks and C DD_65 ϫ C DD_65 at a lag of seven weeks. Evapotranspiration is directly related to temperature and also reflects the amount of surface wetness in the environment. Ae. vexans is a floodwater mosquito that requires fresh water flooding for eggs to hatch (Pratt and Moore 1993) . Other studies have found a significant correlation between a surface wetness index and Ae. vexans abundance (Shaman et al. 2002) .
FIG. 3. Significant lags between
Aedes vexans and climate variables from cross-correlation analysis.
The C DD_65 ϫ P week_4 variable illustrates a similar relationship as the evapotranspiration variable, both including temperature and moisture to some degree. However, the important squared term of evapotranspiration illustrates that the relationship is nonlinear. The effect of evapotranspiration is a positive exponential but is likely to level out at an undetermined point where temperature and water are sufficient to maintain populations of Ae. vexans. The third significant predictor of Ae. vexans population abundance was also a squared term, C DD_65 ϫ C DD_65 at a lag of seven weeks, indicating that the relationship between cooling degree days and abundance of Ae. vexans is nonlinear. This might be expected because mosquito populations need a threshold temperature for development. The seven week lag between C DD_65 and mosquitoes trapped is a good indication of the amount of time it takes for Ae. vexans populations to build up after the weather turns warm enough for their development in this temperate climate. The results of the linear regression analysis show that the climatological variables explain 55% of the variation in population abundance of Ae. vexans in Western New York. These variables may be used to assist in predicting the timing of mosquito emergence to improve control efforts of these vector species.
The model predicts emergence of Ae. vexans a little earlier in the season than the data suggest, but overall the autoregressive (2,1,0)(1,1,0) 52 model with climate variables does a good job of forecasting the abundance of this species in the validation period (Fig. 5) . Three distinct peaks of Ae. vexans abundance are evident in the data and are modeled adequately (Andreadis et al. 2004) . The model with three predictors of abundance was a better predictor of the late season low mosquito count than the model with no predictors. All independent variables included in the model are true predictors, as they were lagged from the mosquito abundance data.
The key determinants of Cx. pipiens-restuans included moving average and seasonal autoregression process components. These mosquitoes over-winter as adults that lay their eggs in the spring. The moving average component indicates that the process that created the time series is dependent upon recent deviations from the mean. This may be because of the numbers of mosquitoes that are able to survive the winter. The significant predictor variables of Cx. pipiens-restuans populations are C DD_63 ϫ C DD_63 at a lag of zero weeks, C DD_63 at a lag of eight weeks, and I Pcum , also at a lag of zero weeks. These results indicate that temperatures above the threshold of 63°F allow for the development of Cx. pipiens-restuans. Hacker also found a minimum threshold temperature was necessary before a peak in Culex tarsalis abundance would occur in Iowa (Hacker et al. 1973 ). The eight-week lag of C DD_63 may reflect the amount of time it takes for consistent warmth to establish in the temperate study area, where temperatures often fluctuate during the spring. Correlation of I Pcum at lag zero with Cx. pipiens-restuans populations may indicate moist conditions favorable to mosquito activity. Linear regression analysis of Cx. pipiens-restuans populations with the significant predictor variables indicated that only 16% of the variation could be ascribed to the weather variables. However, the models for this species had an overall lower root mean square value, indicating that they do a good predictive job without the inclusion of the weather variables.
All four (0,1,1)(1,1,0) 52 models presented for Cx. pipiens-restuans forecast the abundance of this species very well (Fig. 6 ). These models TRAWINSKI AND MACKAY 516 also predict the timing of the emergence of this species, but the models have a harder time with the low count just after the initial peak during the validation period. Two of the independent variables included in these models, C DD_63 ϫ C DD_63 and I Pcum , are not true predictors in that they were significant during the same time period as the abundance data (lag 0). Meteorological data from previous time periods are true predictors of mosquito abundance, whereas those from the current time period demonstrate the influence of weather conditions on mosquito catch (DeGaetano 2005) . This being the case, the only true predictor of Cx. pipiens-restuans population levels is C DD_63 at a lag of eight weeks (Williams 1961 , Cross et al. 1988 . Given the variability of weather conditions and the relatively short time series included in this study, improvements of these forecasting models may be possible after more data on mosquito abundance is available. Long term datasets of mosquito abundance are relatively uncommon but are needed to improve the predictive capability of forecasts. The emergence of West Nile virus in the United States has motivated many state and local officials to begin monitoring populations of vector mosquitoes in all parts of the country, providing opportunities to quantify the relationships between weather factors and specific species abundances. Autocorrelation of mosquito population levels is an important factor to investigate in these forthcoming models. Box-Jenkins models are mathematical models that predict present values of a variable from its past values. They have been widely used in economics, but their use is becoming more common in other areas of research, including epidemiology and vector control efforts (Alberdi Odriozola et al. 1998 , Naish et al. 2006 . The ability to link these mathematical models to actual biological controls of vector abundance through meteorological factors should be explored further. Use of these models in forecasting disease incidence has been successful, but many disease incidence counts are too low to use this technique on a weekly basis . By performing the time series analysis on vector abundance instead of disease incidence, weekly predictions can be made, allowing for a significant improvement in the precision of forecasts. A shortcoming of this study is the lack of data on micrometeorological conditions. Localized climate has a strong effect on the capture of mosquitoes in light traps. Wind speed and wind direction particularly affect migration of mosquitoes during peak activity hours. Future studies may address this shortcoming with the inclusion of wind speed, wind direction, and peak wind gusts in the cross-correlation analysis. Another possible shortcoming to this study is the grouping of Cx. pipiens and Cx. restuans abundance data. Although previous studies have also grouped these species together as a complex (DeGaetano 2005 , Kilpatrick et al. 2005 , White et al. 2006 , other research has shown that Cx. restuans is the predominate species in the early summer, whereas Cx. pipiens is predominant in the late summer with a crossover occurring between late July and early September (Lampman et al. 1997 , Andreadis et al. 2004 , Kunkel et al. 2006 , Lampman et al. 2006 . The grouping of an early season mosquito with a late season mosquito may explain why meteorological factors were less important for predicting Cx. pipiens-restuans abundance.
Precipitation and temperature both control the emergence of mosquito populations in temperate climates, but these relationships have not generally been quantified. Mosquitoes have pupal and larval stages that require water. Dif-TRAWINSKI AND MACKAY 518 FIG. 5. Aedes vexans multivariate SARIMA model validations. One predictor model includes CDD-precipitation at lag two, two predictor model includes CDD-precipitation at lag two, and ET ϫ ET at lag five, three predictor model includes CDD-precipitation at lag two, ET ϫ ET at lag five, and CDD65 ϫ CDD65 at a lag of seven. ferent species prefer different water habitats and may have different relationships with precipitation and temperature. Both Cx. pipiensrestuans and Ae. vexans mosquitoes produce several generations per year, but they differ in their method of surviving the winter. Cx. pipiens-restuans overwinter as mated adults that lay their eggs in the spring. Ae. vexans lay their eggs before the winter, but the eggs won't hatch until flooding occurs in the spring. These biological differences in species may explain the differences between simple autoregressive (p) and simple moving average (q) portions of the time series models, both needing the seasonal autoregressive process component to model adequately the time series of abundances (P). The length of the time series in the current study is relatively short, however, and the models may be improved as more data become available. This research is unique in its use of weekly climate and mosquito data. Previous studies have focused on monthly climate and mosquito or disease information , and these earlier studies have not had the regular weekly sampling schemes needed to develop an ARIMA model (Andreadis et al. 2004 ). The finer resolution of weekly data will enable a more accurate pinpointing of the precise time that mosquito control efforts need to be concentrated. Time series analyses of other species in temperate climates are needed to develop a baseline of mosquito populations before global climate change affects the abundance of mosquitoes.
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FIG. 6. Culex pipiens-restuans multivariate SARIMA model validations. One predictor model includes CDD63 ϫ CDD63 at a lag of zero, two predictor model includes CDD63 ϫ CDD63 at a lag of zero, and CDD63 at a lag of eight, three predictor model includes CDD63 ϫ CDD63 at a lag of zero, CDD63 at a lag of eight, and cumulative maximum ponding at a lag of zero.
