This paper concerns recent developments on the discrete logistic equation and its application to social life. The relative simplicity of the logistic map in studying chaotic behavior made this equation the basis in models in several fields as cryptography, traffic control, tourism models and so on. The aim of our discussion is the possibility to choose the simpler of these models and use them in a lab directed to high school students.
Introduction
In these last two years we made an interactive lab on sequences and discrete models for high school students. Among several examples, we treated population models and in particular the logistic model. The continuous model was originally developed by the Belgian sociologist and mathematician P. Verhulst, in order to describe a population growth with limited resources. In order to have a regular behavior also in the discrete case, we slightly changed the rate, making it depending on the future generation instead than the actual one. Precisely, we used the equation:
x n+1 = rx n (1 − x n+1 ), n = 1, 2, ....
In this way we preserved the behavior of the solutions as in the continuous model. Here x n represents the population after n generations and r is the rate of growth. The discrete logistic map in its standard form x n+1 = rx n (1 − x n ), n = 1, 2, ....
is a relatively simple nonlinear map which is the basis to study chaos. In recent years models based on the logistic map have been used in several fields, for example in cryptography, as well as in problems of traffic control, financial crashes, tourism models, and so on [2, 3, 8, 9, 10, 12] , even to generate fractals [11] . The relative simplicity of the logistic map in studying chaotic behavior encouraged us to consult several papers, especially [8, 9, 11, 12, 14] in order to describe the actual situation on this argument in some interesting fields, taking in mind the possibility to simplify the discussion and point out, in a near future in another lab to high school students, these important features of logistic equation. We fixed our attention on traffic models and fractals.
Chaotic behavior of logistic equation
Before describing some interesting chaotic models which make use of logistic equation, we briefly describe the theoretical behavior of the solutions of equation (2) . Since the variable x n represents the population, it has to be 0 ≤ x n ≤ 1 for any n. As a consequence, the growth rate r has to verify the condition 0 ≤ r ≤ 4. Even if we would consider (2) in the whole space, the dynamics is very simple for x n < 0 or x n > 1; indeed x n → −∞ as n → +∞. for all initial conditions x 0 ∈ (−∞, 0) ∪ (1, +∞) and for r > 1. So all interesting and complex dynamical behaviors occur in the interval [0, 1]. Equation (2) admits two fixed points
Obviously x 2 ∈ [0, 1] only if r > 1. We remind that the dynamical behavior is the following (see for example [4, 5] ):
(1) r ∈ (0, 1]: the growth rate is not big enough to stabilize the population which goes to extinction;
(2) r ∈ ( This process of period doubling bifurcation continues to periods 2 3 , 2 4 , 2 5 , ... and finally it gives rise to chaos at r ∞ = 3, 569946... (number of Feigenbaum). This is the famous period-doubling process that leads to chaos, common to other models.
Moreover, more recent numerical simulations show (see for example [13] ) that increasing the value of r up to r = 4 the solutions behavior changes again.
(5)
r ∈ (r ∞ , r 5 ), r 5 ≃ 3, 82: the system alternates between periodical and chaotically behavior; (6) r ∈ (r 5 , r 6 ), r 6 ≃ 3, 85: an orbit of period 3 appears; (7) r ∈ (r 6 , 4): the system show only a chaotic behavior; (8) r = 4: the system looses its deterministic behavior and evolves to a random one.
We notice that the computations in the first three points may be made by hand in a lab with high school students, for the others instead it is necessary to proceed via computer.
Discrete dynamic traffic models
Research on the subject of traffic flow modeling started with a paper of Lighthill and Whitham (1955) , [8] , but became very important in the last years, since transportation in industrialized countries is a main social and economical problem. Models describing traffic flow can be classified into two major categories: macroscopic and microscopic. Macroscopic models ignore the behavior of individual drivers and consider the traffic structure in terms of flow and density on the roads, instead microscopic models simulate the behavior of individual drivers and vehicles along the road (see [9, 12, 7] and references within). We describe two of these models which are represented by logistic equations. We start with a macroscopic traffic flow model [12] . Such a model relates traffic flow, running speed, and density. A possible relationship connecting the flow q, the speed u and the density k is q(k) = ku(k). Making, as in Grenshield model, the hypothesis that speed and density are linearly related, under uninterrupted flow conditions, we obtain
, where u f is the free flow speed and k j is the jam density, i.e. the maximum density achieved under congestion. Clearly in these hypotheses q(k) = ku f (1 − k k j ), which leads to the discrete model
If we define the occupancy ρ as
wherev is the average speed andL is the average vehicle length, we obtain q = ρū L and k = ρ L
. Hence, setting, for any n,
, we may write equation (3) in terms of scaled ρ, sayρ:
withρ n = ρn k jL
. The control parameter r in this case is r = u f v and this parameter may cause chaotic behavior passing through the values described in Section 2. Indeed, as r = u f v varies from 0 to 4, the behavior of the solutions of (4) is the one described in Section 2 and may be interpreted as follows:
(a) when r ∈ (0, 1] the unique fixed point isρ 1 = 0, this means that on the road the amount of traffic is so small that it does not need control;
(b) when r ∈ (1, 3]: the fixed pointρ 1 = 0 becomes unstable, while it arises the fixed pointρ 2 = r−1 r which is asymptotically stable. Hence at this time the traffic is in a stable state;
(c) when r increases through the values in (3, 1 + √ 6], (1 + √ 6, r 4 ], r 4 ≃ 3, 54409, and so on, up to r ∞ = 3, 569946..., the traffic has successively 2-stable states, 4-stable states and so on; around r ∞ it will have more and more attractors, that is, chaotic phenomena start. Passing r ∞ , in the interval (r ∞ , 4) the traffic becomes completely chaotic and has no rules. Hence the theoretical analysis shows that, under some conditions on r, system (4) may be subject to chaos. Some real experiment were made on very crowd freeways, and some of the results were compatible with the theoretical ones [14] . Consider now a discrete time microscopic traffic model [9] which gives rise to chaotic behavior for a certain choice of the parameters. Consider a column of vehicles on a road where passing is impossible. We label any vehicle with an index n ∈ N. In terms of the speed u n (t) of the n-th vehicle in the column we may consider a velocity matching model in which any driver adjusted his speed with respect to the vehicle in front according to the law:
where λ > 0 is a constant. By Euler's discretization we have:
where u (n) j = u n (∆tj) and ∆t is the time step. In the discrete model any driver observes the difference in relative speed between his vehicle and the vehicle in front: (u (n−1) j − u (n) j ) and adjusts the corresponding acceleration to the value λ(u
until the next observation after another time ∆t, and so on.
and using the transformation:
which represents a set of logistic maps coupled by means of the control r (n−1) j . The simplest case is obtained considering a single vehicle following a lead vehicle which is moving at constant speed v 0 . In this case the model leading to (5) reduces to the scalar logistic map
where the control parameter is
and the scaled speed of the following vehicle is v
Depending on the control parameter the model exhibits periodic as well as chaotic motions. The model described by (5) in particular implies that even small oscillations in the behavior of a vehicle in the column can start chaotic, that is divergent behavior in the vehicles further down in the column. For example, considering a single vehicle following a lead vehicle, and taking into account (7), a constant speed v 0 , 2 < v 0 < √ 6, arouses period 2 motions in the near by following vehicles and chaotic behavior in the vehicles further down in the column. The more we go down the column, considering any vehicle as first one, its constant speed in order to cause divergent behavior in the following vehicle on line approximates very fast the value 2. It may be seen that the divergent behavior will occur when r (n−1) j > 4, this leads immediately for the first following vehicle to a critical value for divergence of v 0 > 3 and after some comp! utations for the second following vehicle v 0 > 2.078...., and so on. Numerically it was shown that for the following vehicles v 0 approaches 2 very fast. Observations in real traffic show in some cases an effective chaotic behavior, but following the simplified scalar version of this model a reasonable estimate for λ assures that in order divergent behavior occurs, even for a lead vehicle moving at 120 km/h the adjusting time behavior of any driver has to be less than 3 s and this is very unlikely to happen.
The first example may be very easily used in a lab for high school students because the model is very simple and the results are the one described in the general chaotic behavior of the logistic equation, instead the second example is a little more complicated and has to be carefully explained to young students.
Logistic as generator of fractals
We end this excursion on logistic models by considering an interesting feature of the logistic equation: the possibility of generating fractals from its complex version [11] . This possibility is related to an important characteristic of the logistic equation: the period doubling bifurcation in 2, 4, 8, .... successive branches. Due to this kind of bifurcation, the chaotic region reveals the same pattern getting finer and finer at any successive level. This self similarity is a typical feature of fractals and makes logistic a good candidate to construct them. Furthermore, the complex logistic map may be conjugated (see for example [6] ) to the complex map:
which generates the Mandelbrot and Julia fractals. It is easy to see that setting
with a ∈ C, (9) is equivalent to the logistic equation (2) , with r = 1 + a. Hence it is possible to use (2) in order to generate the same fractals determined by equation (9) . For the procedure see [11] . In order to make the iterations on the "two step machine" (called superior iterations), equation (2) is transformed into x n+1 = βrx n (1 − x n ) + (1 − β)x n , n = 1, 2, ... β ∈ [0, 1],
considering r, x n in C. Setting r = r x + ir y and x n = x xn + ix yn , from (11), we have The behavior of these orbits depends on β and r x , r y , and the goal is to find β and r in such a way to obtain their stability. Indeed, the r-values for which these iterations are bounded determine sets called Verhulst fractals. These fractals, generated by using (2) and superior iterations, with β ∈ [0, 1], coincide with superior Julia fractals. The same fractals are generated by (9) . Moreover, from the computations it follows that the range of r depends on β and it increases as β decreases.
