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2-ADIC PARTIAL STIRLING FUNCTIONS AND THEIR ZEROS
DONALD M. DAVIS
Abstract. Let Pn(x) =
1
n!
∑( n
2i+1
)
(2i + 1)x. This extends to a
continuous function on the 2-adic integers, the nth 2-adic partial
Stirling function. We show that (−1)n+1Pn is the only 2-adically
continuous approximation to S(x, n), the Stirling number of the
second kind. We present extensive information about the zeros of
Pn, for which there are many interesting patterns. We prove that if
e ≥ 2 and 2e+1 ≤ n ≤ 2e+4, then Pn has exactly 2
e−1 zeros, one
in each mod 2e−1 congruence. We study the relationship between
the zeros of P2e+∆ and P∆, for 1 ≤ ∆ ≤ 2
e, and the convergence
of P2e+∆(x) as e→∞.
1. Introduction
The numbers
Tn(x) :=
∑
j odd
(
n
j
)
jx
were called partial Stirling numbers in [12], and this terminology (with varying no-
tation) was continued in [3], [6], [7], and [15]. Although our results can no doubt be
adapted to odd-primary results, we focus entirely on the prime 2 for simplicity. The
2-exponents ν(Tn(x)) are important in algebraic topology. ([1], [4], [9], [10], [13]) Here
and throughout, ν(−) denotes the exponent of 2 in an integer or rational number or
2-adic integer.
Since the Stirling numbers of the second kind satisfy
S(x, n) = 1
n!
∑
(−1)n−j
(
n
j
)
jx, x ≥ 0,
it would seem more reasonable to call
(1.1) Pn(x) :=
1
n!
∑
j odd
(
n
j
)
jx
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the partial Stirling numbers, defined for any integer x. Of course, information about
either Tn(x) or Pn(x) is easily transformed into information about the other. We
prefer to work with Pn(x) because of its closer relationship with the Stirling numbers
and because of
Proposition 1.2. For any integer x, ν(Pn(x)) ≥ 0 with equality iff
(
2x−n−1
n−1
)
is odd.
This implies, of course, that ν(Tn(x)) ≥ ν(n!), which is fine, but less elegant. Propo-
sition 1.2 follows easily from the known similar result for S(x, n) when x ≥ n, that
ν((−1)n+1Pn(x)−S(x, n)) ≥ x−ν(n!), and periodicity of Pn given in the next propo-
sition, which we will prove in Section 4.
Proposition 1.3. Let lg(n) = [log2(n)]. For all integers x,
Pn(x+ 2
t) ≡ Pn(x) mod 2
t+1−lg(n).
An immediate consequence is
Corollary 1.4. Pn extends to a continuous function Z2 → Z2, where Z2 denotes the
2-adic integers, with the usual 2-adic metric d(x, y) = 1/2ν(x−y).
This was pointed out by Clarke in [3], where he also noted that the function Pn is
analytic on 2Z2 + ε, ε ∈ {0, 1}. We call Pn a partial Stirling function.
In [5], the author proved that there exist 2-adic integers x0 and x1 such that
ν(P5(2x)) = ν(x − x0) and ν(P5(2x + 1)) = ν(x − x1) for all x ∈ Z2, and in [3],
Clarke noted that 2x0 and 2x1+1 should be thought of as 2-adic zeros of the function
P5, and these are the only two zeros of P5 on Z2. Recently, in [7], the author showed
that this sort of behavior occurs frequently for the functions Pn restricted to certain
congruence classes. In this paper, we will continue this investigation of the zeros of
Pn. Related to this, we will also discuss lim
e→∞
P2e+∆(x) for fixed ∆ > 0.
Next we compare with similar notions for the actual Stirling numbers of the second
kind. There are results ([2], [11]) somewhat similar to our Proposition 1.3 saying
S(x+ 2t, n) ≡ S(x, n) mod 2min(t+1−lg(n),x−ν(n!))
if x ≥ n. Since, if n << x << t,
ν(S(x+ 2t, n)− S(x, n)) = ν
(
1
n!
∑
(−1)n−j
(
n
j
)
jx(j2
t
− 1)
)
= ν( 1
n!
(
n
2
)
2x) = x− 1− ν((n− 2)!),
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we conclude that x 7→ S(x, n) is not continuous in the 2-adic metric on any domain
containing arbitrarily large x. Our partial Stirling function (−1)n+1Pn is the only 2-
adically continuous approximation to S(−, n), which is made precise in the following
result.
Proposition 1.5. For all x ≥ n ≥ 1, (−1)n+1Pn(x) ≡ S(x, n) mod 2
x−ν(n!). More-
over (−1)n+1Pn is the only continuous function f : Z2 → Z2 for which there exists an
integer c satisfying that for all x ≥ n, f(x) ≡ S(x, n) mod 2x−c.
Proof. The first part is true since (−1)n+1Pn(x)− S(x, n) = (−1)
n+1
∑(n
2j
)
(2j)x/n!.
For the second part, we have, for any positive integers x and L with L sufficiently
large,
d(f(x+ 2L), (−1)n+1Pn(x+ 2
L))
≤ d(f(x+ 2L), S(x+ 2L, n)) + d(S(x+ 2L, n), (−1)n+1Pn(x+ 2
L))
≤ 1/2x+2
L−c + 1/2x+2
L−ν(n!),
which approaches 0 as L → ∞. Thus f(x) = (−1)n+1Pn(x) since both functions are
continuous. Since positive integers are dense in Z2, f = (−1)
n+1Pn on Z2.
Clarke ([3]) conjectured that if, as is often the case, ν(Pn(x)) = ν(x− x0) + c0 for
some x0 ∈ Z2, c0 ∈ Z, and all x in a congruence class, then ν(S(x, n)) = ν(x−x0)+c0
on the same congruence class, provided x ≥ n, and that moreover ν(S(x, n)) =
ν(Pn(x)) for all integers x ≥ n. He pointed out the difficulty of proving this, which
can be thought of as the possibility that x0 might contain extraordinarily long strings
of zeros in its binary expansion. This will be discussed in more detail after (2.11).
2. Main theorems
In [7], we showed that for e ≥ 2, the functions P2e+1 and P2e+2 have exactly 2
e−1
zeros, one in each mod 2e−1 congruence class. One of our main new results is to
extend this to P2e+3 and P2e+4. We will prove the following result in Section 4.
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Theorem 2.1. Let 1 ≤ ∆ ≤ 4, e ≥ 2, 0 ≤ p < 2e−1, and p2 the mod-2 reduction of
p. There exists xe,∆,p ∈ Z2 such that for all integers x
(2.2)
ν(P2e+∆(2
e−1x+p)) = ν(x−xe,∆,p)+


2 if (∆, p2) = (3, 0) or (4, 1), e = 2
1 if (∆, p2) = (3, 0) or (4, 1), e > 2
0 otherwise.
.
Corollary 2.3. If 1 ≤ ∆ ≤ 4 and e ≥ 2, the function P2e+∆ has exactly 2
e−1 zeros
on Z2, given by the 2-adic integers 2
e−1xe,∆,p + p for 0 ≤ p < 2
e−1.
It is easy to see, as noted in [5], that Pn has no zeros if 1 ≤ n ≤ 4. Corollary 2.3
says that Pn has 2 (resp. 4) zeros for 5 ≤ n ≤ 8 (resp. 9 ≤ n ≤ 12). In Section 3,
we discuss patterns in the zeros of Pn, extending work in [5]. We have located all the
zeros of Pn for n ≤ 101, and present the results for n ≤ 64 in Tables 3.5 and 3.7. The
number of zeros of Pn appears to equal, with several exceptions,
(2.4) 2
[
n− 1
4
]
+
{
−2 n ≡ 13 (16)
0 otherwise.
For n ≤ 101, the exceptions are that the number of zeros of Pn is 2 less than that
given in (2.4) if n = 21, 71, or 90. This is a tantalizing aspect of this study—patterns
appear, leading perhaps to conjectures, but then there are exceptions. The most
striking example of this is that we were conjecturing that if 1 ≤ ∆ ≤ 2e, then P2e+∆
has exactly one zero in every mod 2e−1 congruence class that does not contain a zero
of P∆. This fails only once for 2
e +∆ ≤ 101: for x ≡ 4 mod 16, P53 has three zeros,
while P21 has none. The zeros of P2e+∆ in mod 2
e−1 congruence classes in which P∆
has zeros are somewhat more complicated, although usually P2e+∆ has two zeros in
such mod 2e−1 classes. We will discuss this in Section 3.
Next we describe another approach related to the zeros of P2e+∆. We begin with a
simple lemma, which was proved in [8]. Let U(n) = n/2ν(n) denote the odd part of n.
Lemma 2.5. For all e ≥ 1, U(2e−1!) ≡ U(2e!) mod 2e.
Thus there is a well-defined element U(2∞!) := limU(2e!) in Z2. Its backwards binary
expansion begins 1101000101101 · · · .
The following theorem will be proved in Section 5.
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Theorem 2.6. For x ≥ 0 and 0 ≤ ∆ < 2e,
(2.7) P2e+∆(x) ≡
1
U(2e!)
1
∆!
∆∑
j=0
(
∆
j
)
jx mod 2e−max(lg(x−∆)+1,lg(∆)−1).
Here we ignore lg(x−∆) if x−∆ ≤ 0 (or call it −∞).
This has as an immediate corollary that the 2-adic limit of (2.7), as e→∞, equals
the RHS of the following:
(2.8) P2∞+∆(x) := lim
e→∞
P2e+∆(x) =
1
U(2∞!)
1
∆!
∆∑
j=0
(
∆
j
)
jx, x ≥ 0.
The novelty here is that we have defined a function, at least for positive integers x,
of the form P2∞+∆(x) and then related it to the finite sum
∆∑
j=0
(
∆
j
)
jx.
We now explain the relevance of (2.8) to the zeros of Pn. Note that the RHS of
(2.8) is a sum over all j, not just odd j. Since S(x, n) = 0 when x < n (and S(x, n)
is the difference of the sum over odd j and sum over even j), we have
(2.9) 1
n!
n∑
j=0
(
n
j
)
jx = 2
n!
∑
j odd
(
n
j
)
jx if 0 ≤ x < n.
On the other hand, if x ≥ n, then
(2.10) 1
n!
∑
j odd
(
n
j
)
jx ≡ 1
n!
n∑
j=0
(
n
j
)
jx mod 2x−ν(n!).
It is likely that, as a consequence of (2.10), we have
(2.11)
ν( 1
∆!
∆∑
j=0
(
∆
j
)
jx) = ν( 1
∆!
∑
j odd
(
∆
j
)
jx) = ν(P∆(x)) = ν(x−x0)+c0 if x >> ∆
for x in a congruence class for which the last equality holds for some x0 ∈ Z2. That
it is only “likely” is due to the possibility that it might conceivably happen that the
zero x0 of P∆ satisfies that
(2.12) ν(x0 − A) ≥ A
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for some large integer A. This refers to a long string of zeros in the binary expansion
of x0 mentioned at the end of Section 1. Then the inequality
ν( 1
∆!
∆∑
j=0
(
∆
j
)
jA − P∆(A)) ≥ A− ν(∆!)
implied by (2.10) would not be sufficient to deduce from ν(P∆(A)) = ν(A− x0) + c0
that ν( 1
∆!
∑∆
j=0
(
∆
j
)
jA) = ν(A− x0) + c0, as desired. The situation (2.12) would have
to happen infinitely often in x0 to create a real problem.
Assuming (2.11), it would follow from (2.8) that the zeros of P2∞+∆ are exactly
those of P∆. Unfortunately, this does not give information about the zeros of P2e+∆,
since the convergence in (2.8) is not uniform. Nevertheless, it is interesting that for
all positive integers x, the sequence P2e+∆(x) converges in Z2 as e →∞. This leads
one to wonder whether the same thing is true if x is in Z2 − Z
+. Quite possibly, the
answer is that a variant of this is true iff x is rational.
Our investigation of this has been focused primarily on the case ∆ = 1, but we
anticipate similar results for any ∆ > 0. Our main conjecture here is as follows.
Throughout the following, if x ∈ Z2, we let xi denote the 2
i-bit of x; i.e. x =
∑
i≥0 xi2
i
with xi ∈ {0, 1}.
Conjecture 2.13. If, for some d ≥ 2 and i0 ≥ 0, x ∈ Z2 satisfies xi+d = xi for all
i ≥ i0, then for any e, lim
j→∞
P2e+dj+1(x) exists in Z2.
That is, if x is a 2-adic integer with eventual period d in its binary expansion, then
the sequence of P2e+1(x) as e→∞ splits into d convergent subsequences.
Table 2.14 illustrates this phenomenon. Here we deal with zn := 3 ·
∑n
i=0 2
3i and
tabulate the backwards binary expansion of P2e+1(zn) for n ≥ n0, as listed. We
list ν(P2e+1(zn) − P2e−3+1(zn)) for emphasis, although these values are clear from
comparison of the 12-bit expansions.
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Table 2.14. P2e+1(zn) for n ≥ n0
e P2e+1(zn) n0 ν(P2e+1(zn)− P2e−3+1(zn))
4 011011101000 · · · 4
5 001110101111 · · · 4
6 111101001101 · · · 5
7 011001110011 · · · 5 4
8 001110110100 · · · 6 7
9 111101100101 · · · 6 6
10 011001111001 · · · 6 8
11 001110110110 · · · 7 10
12 111101100011 · · · 7 9
13 011001111000 · · · 7 11
14 001110110110 · · · 8 12
15 111101100011 · · · 8 12
We now state a more detailed conjecture which implies Conjecture 2.13.
Conjecture 2.15. Suppose x is a finite element of Z2, and i0 and d are positive
integers such that xi0 = 0 and xi+d = xi for all i ≥ i0, provided 2
i+d ≤ x. Denote by
R(x) := lg(x) + 1− (i0 + d) the number of repeating bits of x. Then
ν(P2e+d+1(x+ 1)− P2e+1(x+ 1)) ≥ e− i0.
provided R(x) ≥ 2(e− i0)− 1.
Proof that Conjecture 2.15 implies Conjecture 2.13. Let x be as in Conjecture 2.13.
Let x[n] :=
∑
i≤n xi2
i, and let Qe := P2e+1. We have
ν(Qe+d(x)−Qe(x))
≥ min
(
ν(Qe+d(x)−Qe+d(x[n])), ν(Qe+d(x[n])−Qe(x[n])), ν(Qe(x[n])−Qe(x))
)
≥ min(n+ 2− e− d, e− i0, n+ 2− e),
provided n − d ≥ 2e − i0 − 2, using Proposition 1.3 for the first and last parts. For
any e, we can make this ≥ e− i0 by choosing n sufficiently large. Thus the sequence
〈Qe+jd(x)〉 is Cauchy.
Conjecture 2.15 has been verified for i0 = 5, 2 ≤ d ≤ 7, 6 ≤ e ≤ 9, and many
values of x mod 2i0.
8 DONALD M. DAVIS
3. Zeros of Pn
In this section, we describe various facts about the zeros of the functions Pn. Most
of these can be considered to be extensions of results of [5], but the emphasis here is
on the zeros rather than divisibility.
We begin with a broad outline of our proofs, but defer most details to the following
section. This outline is needed to understand certain aspects of our tabulated results.
One of our main tools is the following result, which is a slight refinement of [5,
Theorem 1]. Here we use the notation that min′(a, b) = min(a, b) if a 6= b, while
min′(a, a) > a.
Lemma 3.1. ([5]) A function f : Z → Z ∪ {∞} satisfies that there exists z0 ∈ Z2
such that f(x) = ν(x − z0) for all integers x iff f(0) ≥ 0 and for all x ∈ Z and all
d ≥ 0,
f(x+ 2d) = min′(f(x), d).
The difference between this and the result of [5] is that here we do not assume at
the outset that f(x) ≥ 0 for all x. As can be seen from the proof in [5], all that is
required is f(0) ≥ 0 since z0 = 2
e0 + 2e1 + · · · with e0 < e1 < · · · and e0 = f(0),
ei = f(2
e0 + · · ·+ 2ei−1).
Corollary 3.2. If g : Z → Q ∪ {∞} satisfies that there exists an integer c such that
ν(g(0)) ≥ c and, for all integers x and d with d ≥ 0,
ν(g(x+ 2d)− g(x)) = d+ c,
then there exists z0 ∈ Z2 such that, for all x ∈ Z,
ν(g(x)) = ν(x− z0) + c.
Proof. The hypothesis implies that
ν(g(x+ 2d)) = min′(ν(g(x)), d+ c).
Apply the lemma to f(x) = ν(g(x))− c.
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Let
(3.3) Φn(s) =
1
n!
∑
i
(
n
2i+1
)
(2i)s.
Since
Pn(2
e−1(x+ 2d) + p)− Pn(2
e−1x+ p)
= 1
n!
∑
i
(
n
2i+1
)
(2i+ 1)2
e−1x+p((2i+ 1)2
e−1+d
− 1)
=
∑
k≥0
(
2e−1x+p
k
)∑
j>0
(
2e−1+d
j
)
Φn(j + k),
Corollary 3.2 implies that to show
ν(Pn(2
e−1x+ p)) = ν(x− x0) + c
for some x0 ∈ Z2, it suffices to prove that
(3.4) ν
(∑
k≥0
(
2e−1x+p
k
)∑
j>0
1
2d
(
2e−1+d
j
)
Φn(j + k)
)
= c
for all integers x and d with d ≥ 0 (and that ν(Pn(p)) ≥ c). The study of (3.4) will
occupy much of our effort.
Table 3.5 describes the location of the zeros of Pn for 17 ≤ n ≤ 32. This information
was given, in a different form, in [5, Table 1.3,1.4].
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Table 3.5. Zeros of Pn in (p mod 8), 17 ≤ n ≤ 32
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r
❜ ❜ ❜ ❜r r r r
❜ ❜ ❜ r ❜ ❜ r r
❜ ❜ ❜ ❜ r r
r
r
❜ ❜
❜ ❜ ❜ ❜ ❜r r
r
r
r
r
❜
❜ ❜ ❜ ❜ ❜ ❜r r r r
r
r
r
r
❜ ❜ ❜ ❜ ❜ ❜r r r rr r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜
r
r
r r
❜ ❜ ❜ ❜ r r ❜ ❜ ❜ r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r ❜ ❜ ❜ ❜r r
❜ ❜ ❜ ❜ ❜ ❜ r r r ❜ ❜ r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r ❜ ❜
r ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ r r r rr rr r ❜
❜ ❜r r r r r r r r r r r r r
p
n
0 1 2 3 4 5 6 7
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
We now explain the table. We temporarily refer to either a • or a ◦ as a “dot.”
The dots in (n, p) represent the zeros of Pn(z) for which z ≡ p mod 8. A dot in the
center of square (n, p) means that Pn has a zero of the form 8x0+p for some x0 ∈ Z2,
and that, moreover, there is an integer c such that
(3.6) ν(Pn(8x+ p)) = ν(x− x0) + c
for all integers x. Two horizontally-displaced dots in a box mean that Pn has zeros
of the form 16x0+ p and 16x1+8+ p, and analogues of (3.6) hold for ν(Pn(16x+ p))
and ν(Pn(16x+ 8+ p)). Two vertically-displaced dots on the left side of a box mean
that Pn has zeros of the form 32x0 + p and 32x1 + 16 + p, with analogues of (3.6).
The single dot on the right side of (29, 3) is a zero of the form 16x0 + 11.
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Next we explain the difference between ◦ and • in the table. In order to prove
(3.6), we would like to prove (3.4) with e = 4. The cases indicated by a single ◦ are
those in which, for all k ≥ 0 and j > 0
ν
((
8x+p
k
)
1
2d
(
2d+3
j
)
Φn(j + k)
)
≥ c
with equality for a unique pair (k, j). Cases with two horizontally-displaced ◦’s are
analogous with 8x+p replaced by 16x+p and 16x+8+p, except that here the minimum
value will occur for a unique (j, k) for 16x+p, and for three (j, k)’s for 16x+8+p. The
•’s in the table are zeros of Pn in which some of the terms
(
8x+p
k
)
1
2d
(
2d+3
j
)
Φn(j+k) have
2-exponent smaller than that of their sum, and so more complicated combinations,
involving odd factors of some terms, must be considered.
Next we present the analogue of Table 3.5 for 33 ≤ n ≤ 64. The main reason for
including such a large table is to illustrate the great deal of regularity, marred by a
few exceptions. After presenting the table, we will explain the aspects in which it
differs from Table 3.5.
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Table 3.7. Zeros of Pn in (p mod 16), 33 ≤ n ≤ 64
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r r ❜ ❜ r r
❜ ❜ ❜ ❜ r r r r❜ ❜ ❜ ❜ ❜ ❜
r
r
❜ ❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r rr r r r
r
r
r
r
❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r r r r r r
r
r
r
r
❜ ❜ ❜ ❜ ❜r rr r r r r r ❜ ❜ ❜ ❜ ❜r r r2
❜ ❜ ❜ ❜ ❜ ❜ r rr r r r r r ❜ ❜ ❜ ❜
r
r
❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r r r r r r ❜ ❜ ❜ r r
❜ ❜ ❜ ❜r r r r r r r r r r r r ❜ ❜r r
❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r2 r r r r ❜ ❜r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r
r
r
r r r r r r r r ❜ ❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r rr
r
r
r
r
r r r r r r r r ❜
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r r r r
r
r
r
r
r r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r rr r r r r r r r r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r
r
r
r r r r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜r r ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r r r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r ❜ ❜ ❜ ❜r r r r r r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜ r r
r
r
r ❜ ❜ 2 ❜ ❜ ❜ r r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ r r r
r
r
❜ ❜ ❜ ❜ ❜ ❜ r r r r r r r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r r r r r
r
r
r
r
❜ ❜ ❜ ❜ ❜ ❜ ❜ ❜r r rr r r
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A box (n, p) in Table 3.7 with one dot on the left side and two vertically-placed dots
on the right says that, in (p mod 16), Pn has zeros of the form 32x0+p, 64x1+16+p,
and 64x2 + 48 + p with formulas analogous to (3.6) in each congruence class. If box
(n, p) has a number 2 on its left side, Pn has two zeros in (p mod 16) of the form
2tx0 + 32 + p and 2
tx1 + 2
t−1 + 32 + p for t = 9, 7, 9, 8, if n = 41, 45, 53, 57, resp.
In [7, Theorem 1.7], we proved a general result describing a large family of cases in
which, if e = lg(n−1), Pn(2
e−1x+p) has a single zero, due to ν
((
2e−1x+p
k
)(
2e−1
j
)
Φn(j+
k)
)
obtaining its minimum value for a unique (j, k). For 17 ≤ n ≤ 64, these are the
cases where the box (n, p) in Table 3.5 or 3.7 has a single ◦ in the center of the box.
We restate the result in a slightly simpler way here. Here we introduce the notation
α(n) for the number of 1’s in the binary expansion of n. This notation will occur
frequently in our proofs, mainly due to the well-known formulas
ν(n!) = n− α(n) and ν
(
m
n
)
= α(n) + α(m− n)− α(m),
which we will use without comment.
Theorem 3.8. ([7, 1.7]) Let e = lg(n − 1) and t = lg(n − 2e). Suppose max(0, n −
2e − 2e−1) ≤ p < 2e−1 and
(
n−1−p
p
)
is odd, and let p0 denote the mod 2
t reduction of
p. Suppose
q = p+ ε · 2ν(n)−1 + b · 2t+1
for ε ∈ {0, 1} and b ≥ 0, with q < 2e−1. Then
ν
((
2e−1x+ q
k
)(
2e−1
j
)
Φn(j, k)
)
≥ α(n)− 2− α(p0)
with equality iff (j, k) = (2e−1, p0).
Corollary 3.9. If n, p0, and q are as above, then there exists x0 ∈ Z2 such that for
all integers x
ν(Pn(2
e−1x+ q)) = ν(x− x0) + α(n)− 2− α(p0).
Hence, Pn has a unique zero, 2
e−1x0 + q, in (q mod 2
e−1).
Remark 3.10. The boxes in Tables 3.5 and 3.7 with a single ◦ in the center are all
the cases in this range in which, if e = lg(n− 1), Pn(2
e−1x+ p) has a single zero, due
to ν
((
2e−1x+p
k
)(
2e−1
j
)
Φn(j + k)
)
obtaining its minimum value for a unique (j, k). All
of these cases fit into families that work for all e. However, there are several of these
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which are not covered by Theorem 3.8. When n = 2e + 1 or 2e + 2, not all values
of p are handled by Theorem 3.8, but they are handled by Theorem 2.1. Also the
case (n, p) = (2e + 2e, 0) is not covered by Theorem 3.8, but it is easily proved, using
Proposition 4.1, that if j > 0
ν
((
2e−1x
k
)(
2e−1
j
)
Φ2e+1(j + k)
)
≥ 0 with equality iff (j, k) = (2e−1, 0),
and hence P2e+1 has a single zero in (0 mod 2
e−1). We conjecture that, for all e and
n with lg(n− 1) = e, these families together provide all cases in which Pn(2
e−1x+ p)
has a single zero due to a single (j, k).
A similar result describes cases in which (with e = lg(n−1)) a mod 2e−1 class splits
into two mod-2e classes with each having a single zero of Pn, and the first of the two
determined by a unique (j, k), and the second by three (j, k)’s. These are represented
in Tables 3.5 and 3.7 by boxes with two horizontally-displaced ◦’s.
Theorem 3.11. Let 3 · 2e−1 < n < 2e+1. Suppose 0 ≤ p ≤ [(n − 3 · 2e−1)/2],
(n, p) 6= (2e+1−1, 0), and
(
n−1−p
p
)
is odd. Let ℓ = lg(2e+1−(n−p)). If q = p+ε·2ν(n)−1
for ε ∈ {0, 1}, then, if δ ∈ {0, 1}, x ∈ Z, k ≥ 0, and j > 0,
(3.12) ν
((
2ex+ δ2e−1 + q
k
)(
2e
j
)
Φn(j + k)
)
≥ α(n)− 1− α(p)
with equality iff (j, k) = (2e − 2ℓ, p) or δ = 1 and
(j, k) ∈ {(2e−1 − 2ℓ, 2e−1 + p), (2e−1, 2e−1 + p− 2ℓ)}.
Corollary 3.13. Let n, p, q and δ be as above. Then there exists a 2-adic integer xδ
such that for all integers x
ν(Pn(2
ex+ 2e−1δ + q)) = ν(x− xδ) + α(n)− 1− α(p).
Hence Pn has a unique zero, 2
exδ + 2
e−1δ + q, in (2e−1δ + q mod 2e).
There are two types of proofs which we require, both involving the verification of
(3.4). One is to establish the zeros of Pn for a specific n and specific congruence class,
as are presented in Tables 3.5 and 3.7. The other is to prove general results, such
as Theorems 2.1 and 3.11, which apply to infinitely many values of n. The first of
these types can be accomplished using Maple, using Proposition 3.14 to limit the set
of values of (j, k) that need to be checked. This will be discussed in the remainder of
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this section. The second type involves using general results about ν(Φn(s)); this will
be discussed in Section 4.
The following useful result is a restatement of [10, Theorem 3.4].
Proposition 3.14. If n and s are nonnegative integers, then ν(Φn(s)) ≥ s− [n/2].
The results in Tables 3.5 and 3.7 are discovered by having Maple compute the
numbers ν(Pn(2
e−1x+p)) for many values of x. We illustrate the process of discovery
and proof with two examples.
Even though (almost) all the ◦’s in the tables are proved in Corollaries 3.9 and 3.13,
we briefly sketch how one is discovered and proved. We consider the box (n, p) =
(29, 2), which contains a double ◦. Indeed, P29 turns out to have two zeros in (2 mod
8), one in 2 mod 16, and one in 10 mod 16. The likelihood of this is seen when Maple
computes ν(P29(16x + 2)) for consecutive values of x, and the values are 2, 3, 2, 4,
2, 3, 2, 5, 2,. . ., which is the pattern of ν(x− x0) + 2, and a similar result is seen for
ν(P29(16x + 10)). To prove that ν(P29(16x + 10)) = ν(x − x0) + 2 for some 2-adic
integer x0, it suffices to show, by the argument leading to (3.4), that for all j > 0 and
k ≥ 0
(3.15) ν
(
16x+10
k
)
+ 4− ν(j) + ν(Φ29(j + k)) ≥ 2
with equality occurring for an odd number of pairs (j, k). We use here and later that
ν
(
2t
j
)
= t− ν(j) for 1 ≤ j ≤ 2t.
Since Proposition 3.14 implies that ν(Φ29(j+k)) ≥ j+k−14, strict inequality holds
in (3.15) provided j+k ≥ 17. Thus we are reduced to a finite number of verifications,
and Maple shows that (3.15) holds with equality iff (j, k) = (4, 10), (12, 2), or (8, 6).
Most1 of the •’s in the tables are zeros of Pn in which some of the (j, k)-terms
of (3.4) have 2-exponent smaller than that of their sum, and so more than just the
2-exponent of the terms must be considered. We illustrate with the proof for a typical
such case, the left dot in (31, 2). The sequence of ν(P31(16x+ 2)) is 7, 8, 7, 9, 7, 8,
1Several boxes in Table 3.7 with two horizontally-displaced •’s have minimal
ν(
(
2
5x+p
k
)(
2
5
j
)
Φn(j + k)) occurring an odd number of times but more than once;
these do not seem to fit into an easily-proved general formula.
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7, 10, 7,. . ., and so we wish to prove
(3.16) ν
(∑
k≥0
(
16x+2
k
)∑
j>0
1
2d
(
2d+4
j
)
Φ31(j + k)
)
= 7
for all x ∈ Z and all d ≥ 0. Maple verifies that
(3.17) ν
(
16x+2
k
)
+ 4− ν(j) + ν(Φ31(j + k)) ≥ 4
for all j > 0, k ≥ 0 with j + k ≤ 19, which by Proposition 3.14 are the only values of
j and k that we need to consider, and for 0 ≤ x ≤ 7. There are many pairs (j, k) for
which this value equals 4, 5, 6, and 7, and these combine in a complicated way to give
2-exponent 7 for the sum. Maple can easily enough check this value for the sum, but
there are two things that must be considered in giving a proof valid for all integers x
and d. For (j, k)-summands with ν = 4, the mod 16 value of the odd part of 1
2d
(
24+d
j
)
for various values of d must be taken into account, and, similarly, changing x causes
changes in
(
16x+2
k
)
, which are essential in proving that (3.16) holds for all x and d.
Similarly to Lemma 5.1, one easily proves
(3.18) ν
(
1
2d+1
(
2d+1+b
j
)
−
1
2d
(
2d+b
j
))
= 2b+ d− lg(j − 1)− ν(j),
and so the odd factors for d and d + 1 are congruent mod 2b+d−lg(j−1). As we have
b = 4 and lg(j − 1) ≤ 4, these odd factors will be congruent mod 16 provided d ≥ 4.
Thus the validity of (3.16) for d ≤ 4, which is checked by Maple, implies its validity
for all d. A similar argument shows that changing x by a multiple of 8 changes (3.16)
by a multiple of 28, and so verifying (3.16) for 0 ≤ x ≤ 7 implies it for all x.
A similar analysis proves the blanks in Tables 3.5 and 3.7, namely that there are no
zeros in certain congruences. We illustrate with the case n = 23, right side of column
6. Maple verifies that ν(P23(16x+ 14)) = 4 for 0 ≤ x ≤ 3. We will prove that
(3.19) ν(P23(16x+ 64i+ 14)− P23(16x+ 14)) ≥ 5.
These together imply that ν(P23(16x+ 14)) = 4 for all integers x, and hence P23 has
no zeros in (14 mod 16).
We write
P23(16x+ 14) =
∑(
16x+14
k
)
Φ23(k).
Using Proposition 3.14, we easily see that terms with k > 14 have 2-exponent ≥ 5.
Using Maple, we see that all terms have 2-exponent ≥ 2. Similarly to the proof of
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5.1, we can prove that for 0 ≤ k ≤ 14
ν
((
16x+64i+14
k
)
−
(
16x+14
k
))
≥ 3 + ν(i) + ν
(
16x+14
k
)
,
implying (3.19).
Using the ideas discussed in the above examples, Maple can systematically find and
prove all the results in Tables 3.5 and 3.7. In each case, Maple discovers the value of
c by computing a sequence of values of ν(Pn(2
e−1x + p)). The following remarkable
formula, obtained by inspecting the c-values obtained in all cases, gives the value of
c in every case of Table 3.5 and 3.7.
(3.20)
ν(Pn(z)) =
∑
ν(z−zi)−ν([
n−1
2
]!)+


ν([n+1
2
]) n ≡ 0, 3 (4) and n+ z even
min(15, 2ν(z − 148)) n = 21
min(9, 2ν(z − 19)) n = 29
min(8, 2ν(z − 11)) n = 45
min(10, 2ν(z − 3) n = 61
0 otherwise,
where the sum is taken over all the zeros zi of Pn.
We illustrate this formula with the example of P29(16x+10) considered above. Let
z = 16x + 10. From Table 3.5, we observe that P29 has five zeros zi with zi odd,
four with zi ≡ 0 mod 4, one with zi ≡ 6 mod 8, one with zi ≡ 2 mod 16, and one
with zi = 16x0 + 10 for some x0 ∈ Z2. The sum of ν(z − zi) is 5 · 0 + 4 · 1 + 2 + 3 +
ν((16x+ 10)− (16x0 + 10)) = 13 + ν(x − x0). Since ν([
29−1
2
]!) = 11, (3.20) becomes
ν(P29(z)) = ν(x− x0) + 2, consistent with the worked-out example above.
4. Some proofs
In this section, we prove Proposition 1.3, Theorem 2.1, and Theorem 3.11. We will
need the following results related to ν(Φn(k)). One such result was stated earlier as
Proposition 3.14.
The next result is an extension of [7, Prop 2.4]. The proof of the new part, the
condition for equality, will appear at the end of this section.
Proposition 4.1. For any nonnegative integers n and k,
ν(Φn(k)) ≥ 0.
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If n = 2e +∆, with 0 ≤ ∆ < 2e, then equality occurs here iff
(
2e−1−1−[∆/2]
k−∆
)
is odd.
The next result restates [7, Props 2.5,2.6].
Proposition 4.2. Let n and k be nonnegative integers with n > k. Then ν(Φn(k)) ≥
α(n)− 1− α(k) with equality iff
(
n−1−k
k
)
is odd. Mod 4,
∑
i
(
n
2i+1
)
ik/(2n−1−2kk!) ≡
(
n−1−k
k
)
+
{
2
(
n−1−k
k−2
)
if n− 1 and k are even
0 otherwise.
The last result is an extension of [7, Prop 2.3]. The proof of the new part will
appear near the end of this section.
Proposition 4.3. Mod 4
1
n!
∑
i
(
2n+ε
2i+b
)
ik ≡


S(k, n) + 2nS(k, n− 1) ε = 0, b = 0
(2n+ 1)S(k, n) + 2(n+ 1)S(k, n− 1) ε = 1, b = 0
S(k, n) + 2(n+ 1)S(k, n− 1) ε = 1, b = 1.
Integrally
1
n!
∑
i
(
2n
2i+1
)
ik =
∑
d≥0
2d+1
(
n+d
d
)
S(k, n− 1− d)/(2d+ 1)!!,
where (2d+ 1)!! =
∏
i≤d
(2i+ 1).
Next we prove Proposition 1.3.
Proof of Proposition 1.3. Let e = lg(n). We have
Pn(x+2
t)−Pn(x) =
1
n!
∑(
n
2i+1
)
(2i+1)x((2i+1)2
t
−1) =
∑
k≥0
∑
j>0
Tk,j,
where Tk,j =
(
x
k
)(
2t
j
)
Φn(k+ j), By Proposition 4.1, ν(Tk,j) ≥ t− e+1 if j < 2
e, while
if j ≥ 2e, by Proposition 3.14 we obtain
ν(Tk,j) ≥ t− ν(j) + j − [n/2] ≥ t+ 2
e − e− [n/2] ≥ t− e+ 1.
Now we present the proof of Theorem 2.1.
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Proof of Theorem 2.1. Let e ≥ 2, 1 ≤ ∆ ≤ 4, 0 ≤ p < 2e−1, p2 its mod 2 reduction,
and
c =


2 if (∆, p2) = (3, 0) or (4, 1), e = 2
1 if (∆, p2) = (3, 0) or (4, 1), e > 2
0 otherwise.
By Corollary 3.2, the theorem will follow from ν(P2e+∆(p)) ≥ c, and, for d ≥ 0,
(4.4) ν(P2e+∆(2
e−1(x+ 2d) + p)− P2e+∆(2
e−1x+ p))− d = c.
Proposition 4.1 implies ν(P2e+∆(p)) ≥ 0 and P2e+∆(p) ≡
∑(p
k
)(
2e−1−1−[∆/2]
k−∆
)
mod 2,
which is easily seen to be 0 mod 2 if (∆, p2) = (3, 0) or (4, 1). Showing ν(P2e+∆(p)) ≥ 2
when e = 2 and (∆, p2) = (3, 0) or (4, 1) is accomplished by using 3.14 to eliminate
all but some very small values of k and checking these by direct computation.
Now we prove (4.4). The LHS equals
∑
k≥0, j>0
Tk,j, where
(4.5) Tk,j =
(
2e−1x+p
k
)
1
2d
(
2d+e−1
j
)
Φ2e+∆(j + k).
We first consider the case e ≥ 3. We will prove the six statements in Table 4.6
together with Claim 4.7 and Claim 4.8, in which we assume e ≥ 3.
Table 4.6. Conclusions about ν(Tk,j) when e ≥ 3
∆ p ν(Tk,j) equality iff
1, 2 any ≥ 0 j = 2e−1, k = 0
3 odd ≥ 0 j = 2e−1, k = 1
3 0 (4) ≥ 1 j = 2e−1, k = 0
3 2 (4) ≥ 1 j = 2e−1, k = 0, 1, 2
4 even ≥ 0 j = 2e−1, k = 0
4 odd ≥ 0 j = 2e−1, k = 0, 1
Claim 4.7. If ∆ = 4 and p is odd, then ν(Tk,j) = 1 iff j = 2
e−1, k = 2, and p ≡ 3 (4),
or j = 2e−2, k ≡ 0, 1 (4), and
(
p
k
)
odd.
Claim 4.8. ν
(∑(2e+4
2i+1
)
(2i)2
e−1)
= ν
(∑(2e+4
2i+1
)
(2i)2
e−1+1
)
and their odd factors are
both ≡ 3 (4).
One easily checks that this implies the result. For example, if ∆ = 3 and p is even,
the table says that ν(
∑
Tk,j) is determined by exactly 1 or 3 terms having ν = 1.
The only place where a little argument is required is the case ∆ = 4, p odd. In this
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case, mod 4, we get (p + 1) from j = 2e−1, k = 0, 1, and also get 2 if p ≡ 3 (4). The
sum of these is 2. Here we have used Claims 4.8 and 4.7 and the fact that if p is odd
and k ≡ 0 mod 4, then
(
p
k
)
≡
(
p
k+1
)
mod 2.
We have
V := ν(Tj,k) = ν
(
p
k
)
+ e− 1− ν(j) + ν(Φ2e+∆(j + k)).
This is the quantity in the third column of Table 4.6. Now we verify the claims of
Table 1 and Claims 4.7 and 4.8.
By Proposition 3.14, if ν(j) > e−1 or j = 3 ·2e−2, then V >> 0, and so we need not
consider these cases when looking for V = 0 or V = 1. By Proposition 4.1, we deduce
that V ≥ 0 with equality iff j = 2e−1,
(
p
k
)
odd, and
(
2e−1−1−[∆/2]
2e−1+k−∆
)
odd. The latter
condition is equivalent to
(
∆−1−k
[∆/2]
)
odd, which, incorporating also
(
p
k
)
odd, comprises
the pairs (∆, k) = (1, 0), (2, 0), (3, 1), (4, 0), and (4, 1). This implies all of our claims
regarding when V = 0.
Now let (∆, p2) = (3, 0). If j = 2
e−2, then V = 1 iff
(
p
k
)
is odd and (using
Proposition 4.1)
(
2e−1−2
2e−2+k−3
)
is odd, which is impossible. If j = 2e−1, then V = 1 if
ν
(
p
k
)
= 1 and k = 1 or if
(
p
k
)
is odd and Φ2e+3(2
e−1 + k) ≡ 2 (4). By Proposition 4.2,
Φ2e+3(2
e−1) ≡ 2 (4), and by Proposition 4.3
(4.9) Φ2e+3(2
e−1 + k) ≡
{
2 k = 2
0 k > 2
mod 4,
implying our claims in this case.
Finally let (∆, p2) = (4, 1). Claim 4.8 is proved using Proposition 4.1, and 4.2 for
the first sum and 4.3 for the second. If j = 2e−2, then V = 1 iff
(
p
k
)
and
(
2e−1−3
2e−2+k−4
)
are odd, and this happens in the asserted situations. If j = 2e−1, then V = 1 iff(
p
k
)
≡ 2 (4) and k = 0, 1, which is impossible (since p is odd), or if
(
p
k
)
is odd and
Φ2e+4(2
e−1 + k) ≡ 2 (4). Since (4.9) is also true for Φ2e+4 by 4.3, Claim 4.7 is clear.
The main difference when e = 2 is that j = 2e can play a significant role. When
e > 2, Proposition 3.14 implied that ν(Φ2e+∆(j + k)) would be too large to have an
effect.
The case e = 2 involves P5, P6, P7, and P8. The result for them was part of [7,
Theorem 2.1], although detailed proofs were not presented there for P7 and P8. As
when e > 2, the argument considers the terms Tk,j
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case e = 2, ∆ = 3, p = 0, d ≥ 1. We wish to prove that ν(
∑
Tk,j) = 2, where
Tk,j =
(
2x
k
)
1
2d
(
2d+1
j
)
Φ7(j + k), k ≥ 0, j > 0. We can use Proposition 3.14 to eliminate
large values of j + k. If x ≡ 0 mod 4, the only terms that are nonzero mod 8 occur
when k = 0 and j = 1, 3, and 4. These three terms have 2-exponents 2, 1, and 1,
respectively, and the sum of the last two is divisible by 8.
If x ≡ 2 mod 4, or x odd, several additional terms are involved, but the same
conclusion is obtained.
Proof of Theorem 3.11. The inequality in (3.12) follows easily from Proposition 4.2
and [7, Lemma 2.40] (and Proposition 3.14 to handle j = 2e). These results also
imply that, if ε = 0 = δ, equality is obtained in (3.12) iff k = p,
(
n−1−j−k
j+k
)
is odd,
and j = 2e − 2h with 2h > k. Thus the case ε = 0 = δ of the theorem follows from
the following lemma.
Lemma 4.10. If
(
n−1−p
p
)
is odd, e = lg(n−1), p < 2h < 2e, and p < [(n−3 ·2e−1)/2],
then (
n− 1− p− 2e + 2h
p+ 2e − 2h
)
is odd iff h = lg(2e+1 − n + p).
Proof. Let ℓ = lg(2e+1−n+p), A = n−1−p−2e+2h, and B = p+2e−2h. If h < ℓ,
then 2h+1 ≤ 2e+1 − n+ p, from which is follows that A < B, and hence
(
A
B
)
= 0.
If h > ℓ, it follows that 2e ≤ A < 3 · 2e−1 and 2e−1 ≤ B < 2e, so
(
A
B
)
is even, due
to the 2e−1 position. If h = ℓ, it is immediate that n − 1 − p = 2(2e − 2h) + L with
0 ≤ L < 2h and
(
L
p
)
odd. This implies that
(
A
B
)
=
(
2e−2h+L
2e−2h+p
)
is odd.
If ε = 1 and δ = 0, the above methods together with [7, Lemma 2.44] show that
equality in (3.12) is obtained only for (j, k) = (2e − 2ℓ, p), as claimed.
Now let δ = 1 and ε = 0. If k ≤ p, the δ = 0 analysis applies to give the
(j, k) = (2e − 2ℓ, p) solution. If k = 2e−1 + ∆ with ∆ ≥ 0, then analysis similar to
that performed above implies that equality is obtained in (3.12) iff ∆ = p, φ(j, 2e−1+
∆) = e − 1, where φ is as in [7, Lemma 2.40], and
(
n−1−j−2e−1−∆
j+2e−1+∆
)
is odd with
2(j+2e−1+∆) < n. Part 3 of [7, Lemma 2.44] (with its e−1 corresponding to our e)
gives two possibilities for φ = e−1. The first one does not satisfy 2(j+2e−1+∆) < n.
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The second one reduces to j = 2e−1 − 2h with ∆ < 2h. Since ∆ = p, the required
oddness of the binomial coefficient becomes exactly the condition of Lemma 4.10, and
so we obtain that h equals the ℓ of our Theorem 3.11.
If p < k < 2e−1, the condition for equality in (3.12) becomes α(2e−1 + p− k) = 1,(
n−1−j−k
j+k
)
odd with 2(j + k) < n, and φ(j, k) = e. The first of these says k =
2e−1 + p − 2h with h < e − 1. By part 2 of [7, Lemma 2.44], j = 2e − 2t with
2t > 2e−1 + p− 2h, which implies t = e− 1 since h < e − 1. Thus j = 2e−1, and the
odd binomial coefficient is again handled by Lemma 4.10, implying that h equals the
ℓ of the theorem.
The case δ = 1 = ε is established using the same methods.
Proof of last part of Proposition 4.3. We extend the proof in [7]. We have∑
i
(
2n
2i+1
)
ik =
∑
ℓ
C2n,ℓ,1ℓ!S(k, ℓ),
where C2n,ℓ,1 =
∑
i
(
2n
2i+1
)(
i
ℓ
)
. We will prove the possibly new result
(4.11)
∑(
2n
2i+1
)(
i
n−d−1
)
= 22d+1
(
n+d
2d+1
)
.
Then, using (4.11) at the second step,
1
n!
∑(
2n
2i+1
)
ik = 1
n!
∑
d≥0
C2n,n−d−1,1(n− d− 1)!S(k, n− d− 1)
= 1
n!
∑
d
22d+1
(
n+d
2d+1
)
(n− d− 1)!S(k, n− d− 1)
=
∑
d
22d+1 (n+d)!
n!(2d+1)!
S(k, n− d− 1),
and the result follows since d!
(2d+1)!
= 1/(2d(2d+ 1)!!).
We prove (4.11) with help from [14] and the associated software. Let d be fixed,
and
F (n, i) =
(
2n
2i+1
)(
i
n−d−1
)
22d+1
(
n+d
2d+1
) .
We will show that
(4.12)
∑
i
F (n+ 1, i) =
∑
i
F (n, i).
Since
∑
i F (d+1, i) = 1, this implies that
∑
i F (n, i) = 1 for all n, our desired result.
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To prove (4.12), let
G(n, i) =
(2n+ 1− i)(2i+ 1)(i+ d+ 1− n)
(d+ n+ 1)(n− i)(−2n + 2i− 1)
F (n, i).
(This is what was discovered by the software.) Then one can verify
F (n+ 1, i)− F (n, i) = G(n, i+ 1)−G(n, i).
When summed over i, the RHS equals 0, implying (4.12).
Proof of second part of Proposition 4.1. We want to know when Φ2e+∆(k) is odd. We
expand (2i)k as
∑
(−1)j
(
k
j
)
(2i+1)j . Using Proposition 1.2, we are reduced to proving,
when ∆ = 2d+ 1,
(4.13)
(
2e−1 − 1− d
k − 2d− 1
)
≡
∑(k
j
)(
j − 2e−1 − d− 1
2e−1 + d
)
mod 2
and a similar result when ∆ = 2d. If k < 2e−1 + d+ 1, the RHS equals∑
[xj ](1 + x)k · [x2
e−1+d−j](1 + x)−2
e−1−d−1 =
(
−2e−1 − d− 1 + k
2e−1 + d
)
.
Thus both sides of (4.13) are odd iff the binary expansions of d and k − 2d− 1 never
have 1’s in the same position. If k ≥ 2e−1 + d + 1, the LHS of (4.13) is 0. To
evaluate the RHS, note that
(
j−2e−1−d−1
2e−1+d
)
≡
(
j−2eA−2e−1−d−1
2e−1+d
)
mod 2. Choose 2eA so
that k − 2eA− 2e−1 − d− 1 < 0. Then the RHS becomes
(
−2e−1−d−1+k
2eA+2e−1+d
)
= 0.
5. Proof of Theorem 2.6
The proof of Theorem 2.6 will be aided by two lemmas.
Lemma 5.1. For 0 < d < 2e,
22
e+d−1−α(d)
d!2e!
≡
22
e+d−1−α(d)
(2e + d)!
mod 2e−lg(d).
Proof. First note that ν(1
1
+ 1
2
+ · · ·+ 1
d
) = − lg(d), as is easily proved by induction
on d. From this, we obtain,
(2e + d)!/2e!− d!
d!
=
∑
j≥1
2jeσj(
1
1
, . . . , 1
d
) ≡ 0 mod 2e−lg(d),
where σj is the elementary symmetric polynomial. The terms with j ≥ 2 are easily
seen to have 2-exponent larger than that with j = 1 by consideration of the largest
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2-exponent in the denominator of any term of σj . Multiplying the above by the odd
number 22
e+d−1−α(d)/(2e + d)! yields the claim of the lemma.
Lemma 5.2. If 0 < r ≤ D, then ν(22
e−r−1/(2e − r)!) ≥ e− 1− lg(D).
Proof. The indicated exponent equals α(2e−r)−1 = e−α(r−1)−1, and α(r−1) ≤
lg(D).
Proof of Theorem 2.6. We have
P2e+∆(x) =
∑
i≥0
1
(2i+ 1)!(2e +∆− 2i− 1)!
x∑
k=0
S(x, k)k!
(
2i+1
k
)
=
x∑
k=0
S(x, k)
1
(2e +∆− k)!
∑
i≥0
(
2e +∆− k
2i+ 1− k
)
=
x∑
k=0
S(x, k)
1
(2e +∆− k)!
22
e+∆−k−1
≡
∆∑
k=0
S(x, k)
1
(2e +∆− k)!
22
e+∆−k−1 mod 2e−lg(x−∆)−1
≡
∆∑
k=0
S(x, k)
1
2e!(∆− k)!
22
e+∆−k−1 mod 2e−lg(∆)+1
=
1
U(2e!)∆!
∆∑
k=0
S(x, k)k!2∆−k
(
∆
k
)
=
1
U(2e!)∆!
∆∑
k=0
∑
j
(−1)k+j
(
k
j
)
jx2∆−k
(
∆
k
)
=
1
U(2e!)∆!
∑
j
jx
(
∆
j
)
.
Lemmas 5.2 and 5.1 are used to prove the two congruences. Equality occurs at the
first congruence if ∆ ≥ x since S(x, k) = 0 when k > x. To see the last step, let
ℓ = ∆− k and obtain
∆∑
k=0
(−1)k+j
(
k
j
)
2∆−k
(
∆
k
)
=
(
∆
j
)
(−1)∆−j
∆∑
ℓ=0
(−2)ℓ
(
∆−j
ℓ
)
=
(
∆
j
)
.
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