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Abstract 
The major goal of this PhD project is to investigate the fundamental properties of 
energetic materials, including their atomic and electronic structures, as well as 
mechanical properties, and relate these to the fundamental mechanisms of shock wave 
and detonation propagation using state-of-the-art simulation methods. The first part of 
this PhD project was aimed at the investigation of static properties of energetic materials 
(EMs) with specific focus on 1,3,5-triamino-2,4,6-trinitrobenzene (TATB). The major 
goal was to calculate the isotropic and anisotropic equations of state for TATB within a 
range of compressions not accessible to experiment, and to make predictions of 
anisotropic sensitivity along various crystallographic directions. The second part of this 
PhD project was devoted to applications of a novel atomic-scale simulation method, 
referred to as the moving window molecular dynamics (MW-MD) technique, to study the 
fundamental mechanisms of condensed-phase detonation. Because shock wave is a 
leading part of the detonation wave, MW-MD was applied to demonstrate its 
effectiveness in resolving fast non-equilibrium processes taking place behind the shock-
wave front during shock-induced solid-liquid phase transitions in crystalline aluminum. 
Next, MW-MD was used to investigate the fundamental mechanisms of detonation 
propagation in condensed energetic materials. Due to the chemical complexity of real 
EMs, a simplified AB model of a prototypical energetic material was used. The AB 
interatomic potential, which describes chemical bonds, as well as chemical reactions 
between atoms A and B in an AB solid, was modified to investigate the mechanism of the 
vi 
 
detonation wave propagation with different reactive activation barriers. The speed of the 
shock or detonation wave, which is an input parameter of MW-MD, was determined by 
locating the Chapman-Jouguet point along the reactive Hugoniot, which was simulated 
using the constant number of particles, volume, and temperature (NVT) ensemble in MD. 
Finally, the detonation wave structure was investigated as a function of activation barrier 
for the chemical reaction 𝐴𝐵 + 𝐵 → 𝐴 + 𝐵𝐵. Different regimes of detonation 
propagation including 1-D laminar, 2-D cellular, and 3-D spinning and turbulent 
detonation regimes were identified. 
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Chapter 1: Introduction 
The understanding of the response of condensed media, both inert and reactive, to 
extreme conditions produced by shock waves is one of the fundamental goals of 
condensed matter and materials physics. The materials behavior at extreme dynamical 
shock wave loading involves a variety of interesting physical phenomena such as shock-
induced elastic-plastic transformations, polymorphic phase transitions, melting, and 
initiation of condensed-phase detonations. The shock compression of condensed matter 
has several important fundamental and practical applications including hypervelocity 
collisions of interplanetary bodies, shock synthesis of materials, initiation of detonation 
in explosives, shock synthesis of novel materials, and inertial confinement fusion [1, 2, 3]. 
This research is specifically focused on the investigation of fundamental 
properties of energetic materials (EMs), including atomic and electronic structures, 
mechanical properties, dynamic shock response, and detonation using state-of-the-art 
simulation methods. In contrast to shock wave phenomena in gases and simple liquids, 
the dynamical response of condensed matter to strong shock waves are complex and still 
poorly understood. The major difficulties for experiment are very short picosecond time 
and nanometer length scales. For example, a chemical-reaction zone behind a detonation 
front in an organic-based EMs is on the order of hundreds of nanometers, and EM 
combustions occur in tens of picoseconds [4, 5]. The ultra-fast energy release in such a 
narrow shock wave front may lead to a jump in the temperature of up to several 
thousands of degrees, making experimental measurements difficult or even impossible. 
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Therefore, atomistic simulations are becoming very important for the investigation of 
non-equilibrium states of materials under thermal and stress loading [6]. Computational 
resources have grown rapidly [7], and at present, large scale molecular dynamics 
simulations with a sample size of several microns have become feasible. Such micron-
sized dimensions are comparable with sizes of samples used in experiments. In addition, 
accurate quantum mechanical density functional theory (DFT) calculations play an 
important role in investigating static properties of EMs such as equations of state (EOS).  
This dissertation research includes both MD and DFT calculations of various aspects of 
energetic materials physics and chemistry. 
The first part of this PhD research focuses on calculation of the static properties of 
the highly insensitive energetic material TATB using first-principles DFT [8, 9]. TATB is 
an important energetic material due to its highly insensitivity to shock initiation. TATB is 
an organic molecular crystal with two molecules per unit cell. It is well known that the 
isotropic EOS of any EM is required for the prediction of shock Hugoniots and 
detonation properties. The hydrostatic EOS also contains important information about 
materials mechanical properties such as bulk modulus and its pressure derivative [10]. 
Knowing the thermal equations of state P(V, T) and caloric equations of state Ε(V, T) it is 
possible to obtain the Hugoniot curve and related Rankin-Hugoniot equations, which 
describe the response of the EM to shock compression.  
Previous DFT calculations of energetic materials have shown insufficient 
accuracy due to the lack of proper description of dispersive van der Waals interactions. 
Byrd et al. [11] showed that pure DFT calculations have the tendency to overestimate the 
equilibrium volume of the unit cell for EMs. For example, the DFT equilibrium volume 
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of TATB is 14% larger than the corresponding experimental value. To correct this 
problem one can modify density functionals in way to account for the proper physics of 
dispersion interactions (van der Waals or weak hydrogen bonding forces) within DFT. 
However, such a method drastically increases the time of calculations. Another more 
practical approach combines pure DFT calculations with an empirical van der Waals 
correction [12], which is defined as a sum over atom-atom pair potentials, adding 
negligible cost to DFT calculations, resulting in substantial increase of accuracy.  
One interesting property of EMs is the presence of anisotropic sensitivity to 
shock, which was discovered by Dick et al. [13, 14] in PETN. Dick et al. results 
suggested theoretical and experimental studies focusing not only on the equilibrium 
structure, elastic properties, and hydrostatic EOS, but also uniaxial compression. It is now 
a widely accepted notion that the anisotropy in constitutive relationships between stress 
and strain for materials along different crystallographic directions can allow the 
prediction of sensitive and insensitive directions of EMs. Therefore, the first part of this 
PhD research was focused on the investigation of hydrostatic and uniaxial compressions 
of TATB using first-principles density functional theory with empirical van der Waals 
corrections. The obtained equilibrium structural, elastic properties and hydrostatic EOS 
are in good agreement with available experimental data. An important result of the 
simulations is the prediction of the highly anisotropic behavior of shear stresses under 
uniaxial compressions along the crystallographic directions normal to the planes (001), 
(011) and (111). Such a theoretical prediction requires experimental validation. 
The second part of this PhD project was devoted to applications of a novel 
atomic-scale simulation method, referred to as the moving window molecular dynamics 
4 
 
technique (MW-MD), to study the fundamental mechanisms of condensed-phase 
detonation. At present time a standard piston-driven MD simulation technique allows the 
simulation of shocked system within the picoseconds time and nanoseconds length scales 
during propagation of a shock wave within a fixed-size MD simulation box. The time and 
length scales in standard piston MD simulations are coupled; therefore, a simulation 
involving a sample with a very large longitudinal dimension ~2 µm would be limited to a 
simulation time, which is the length of the sample divided by shock wave speed, of only a 
few hundred picoseconds. Due to these limitations, the long time-scale transformations of 
shocked material behind the shock wave front may not be resolved at all.  
In this study, shock wave and detonation phenomena are simulated using a novel 
MW-MD simulation technique [15]. The unique feature of this method is its decoupling 
of simulation time from the propagation distance, which allows us to simulate the steady 
regime of shock front propagation, as well as the propagation of the detonation front over 
an indefinite period of time, thus providing a capability to investigate non-equilibrium 
processes with fine time and space resolutions. The advantage of this approach is the 
substantial reduction of non-physical fluctuations in calculated macroscopic physical 
quantities, which are obtained by time averaging over the small number of atoms 
contained within the averaging bins. This technique is particularly suitable for a detailed 
analysis of non-equilibrium processes, including calculations of the local distribution 
functions of the kinetic and potential energies within the initial part of the reaction zone. 
The MW-MD technique requires a short-range potential barrier of finite height, which 
serves as a semi-permeable piston. This allows one to generate a shock-wave front that 
will remain stationary within the MD simulation box.  
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In order to get practical experience with MW-MD simulations, we decided to 
investigate the orientational dependence of shock-induced melting of Al for strong shock 
waves propagating in different crystallographic directions. It was found that shock 
compression in the [100] crystallographic direction leads to the formation of an 
overheated metastable solid state within the shock front. This state is located on an 
extension of the solid branch of the T-P Hugoniot above the melting line. Such an 
overheated crystal melts behind the shock front, and is accompanied by a temperature 
decrease. By contrast, shock compression in the [110] and [111] directions results in a so-
called “cold” melting that takes place at a temperature/pressure range below the melting 
line. Such unusual melting occurs because large shear stresses within the shock front 
induce an enormous overproduction of defects that transform the crystal to a highly 
amorphous, liquid-like state. This metastable state, lying on the extension of the liquid 
branch of the T-P Hugoniot below the equilibrium melting line, eventually undergoes a 
recrystallization associated with a temperature increase and growth of crystal grains in 
the after-shock flow. 
The shock wave phenomena are strongly connected to the detonation wave 
propagation in energetic materials. The detonation wave can be described as a leading 
shock-wave front coupled with a trailing combustion wave, moving together as a unique 
structure. Initial shock-wave compression induces chemical reactions behind its front, 
which in turn provides energy to support the propagation of the leading shock front. An 
understanding of the mechanisms of detonation in solid explosives, including the shock-
induced chemical reactions, still remains one of the challenging problems of detonation 
physics and chemistry [16, 17, 18].  
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Macroscopic properties, such as detonation speed and detonation pressure, can be 
predicted by classical continuum theories of detonation based on mass-momentum-
energy conservation laws and thermodynamical equations of state such as one-
dimensional ZND theory [19, 20]. However, experimental results show that the spatial 
structure of a detonation wave is not simple, and its width is much larger than that of one-
dimensional laminar flow predicted from ZND theory. For almost all explosive gas 
mixtures, detonation fronts are intrinsically unstable and possess a transient three-
dimensional structure, even though they still maintain a steady averaged propagation 
speed that is remarkably close to the ideal one-dimensional Chapman-Jouguet (CJ) 
velocity. Our simulations indicate that the same behavior is present in solid explosives, 
although for this case the time and length scales are different from those in gas phase. 
All difficulties that appear in simulations of shock waves in solids are also 
adherent to detonation simulations of energetic materials. Therefore, in order to overcome 
such problems, the MW-MD technique was applied to investigate the properties of the 
energetic materials during their transformation from their unreacted initial state towards 
the fully reacted CJ state at the end of the reaction zone. The investigation of the 
fundamental mechanisms of detonation was performed using the simple, yet robust model 
of EMs, or the so-called AB model developed at NRL [21, 22, 23]. The AB model 
describes a molecular crystal consisting of diatomic molecules AB (A and B are two 
different types of atoms) arranged in an fcc structure. Chemical bonds between atoms in 
molecules AB, A2, and B2 are described by a Morse potential. The weak, but long ranged 
van der Waals interactions are described by a Lennard-Jones potential. The bond-order Bi j 
is used to describe the dependence of the strength of the i-j bond upon its atomic 
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environment.  
The original AB model exhibits very fast chemical reactions, which lead to an 
unrealistic, very narrow reaction zone. Therefore, the AB model was modified in order to 
investigate the detonation front structure as a function of activation barrier for the 
chemical reaction 𝐴𝐵 + 𝐵 → 𝐴 + 𝐵𝐵 + 3 𝑒𝑉. The speed of the self-sustained detonation 
can be calculated from both ZND theory using reactants and products, EOSs, and directly 
from MD-MW simulations. Because the detonation speed is the major input parameter 
for MW-MD, it was calculated using ZND theory to save computational time. By running 
several tests we found that the speed of self-sustained detonation calculated using ZND 
theory agrees well with that from direct MW-MD simulation of detonation of the AB 
explosive. 
The main results of MW-MD detonation simulations can be summarized as follows. For 
activation barriers below ~ 0.2 𝑒𝑉 the detonation front remains flat and material flow is laminar 
independently of the cross-section of the AB solid. For higher activation barriers, the one-
dimensional laminar detonation, propagating in an AB solid of small cross-section, becomes 
unstable to longitudinal perturbations leading to the collapse of the detonation wave. However, after 
increasing a transverse dimension of the sample, the unstable flat detonation front was transformed 
to a quasi-stable two-dimensional cellular pattern. With time, the cellular detonation transforms into 
a more stable spinning detonation, where very high compression of solid was produced by oblique 
shock waves. Extension of the AB crystal in both transverse dimensions results in the 
transformation of the unstable flat detonation front into a stable 3D detonation having a turbulent 
pattern with highly compressed hot spots on the front. Thus, we have shown for the first time that 
detonation in a solid EM has the same major features as detonation in gases.  
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Chapter 2: Density functional theory studies of hydrostatic and uniaxial 
compression in organic energetic materials 
2.1  Response of TATB to static compressions 
 
1,3,5-triamino-2,4,6-trinitrobenzene (TATB) is a powerful organic EM that is well 
known to be one of the most insensitive to initiation [1]. This insensitivity has been 
observed in several standard tests [2] including high temperature cook-off test. During 
heating with a high temperature rate, TATB undergoes a burning reaction, but not 
detonation. TATB is also extremely insensitive to shock initiation. It is believed that a 
slow release of chemical energy in association with an anomalously long reactive zone, 
an order of magnitude longer than that of other organic explosives, can account for some 
of its insensitivity to shock initiation. 
 
Figure 1: TATB unit cell. 
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TATB is an organic molecular crystal with two molecules per triclinic unit cell 
with 𝑷?̄? symmetry [3] (see Figure 1). Based on its highly anisotropic crystalline 
structure, TATB, similar to other organic EMs, should exhibit anisotropic response to 
uniaxial compressions produced by shock waves. A well-known example of studies 
involving the anisotropic sensitivity to shock-induced detonation is the work of Dick et 
al. [4, 5], which found high sensitivity to shock perpendicular to the (001) and (110) 
planes, and low sensitivity to shock perpendicular to the (100) and (101) planes. A recent 
DFT study of PETN performed by Conroy et al. [6] found greater values of shear stress 
under simulated uniaxial compression for the more sensitive directions found in the work 
of Dick, suggesting a possible correlation between shear stress and sensitivity. 
Unfortunately, experimental results of TATB concerning the anisotropy of shock 
initiation are lacking. 
Therefore, the goal of this work was to use density DFT to investigate the 
isotropic and anisotropic EOSs for TATB within a range of compressions not accessible 
to experiment, and to make predictions of anisotropic sensitivity along various 
crystallographic directions. 
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2.2  Computational details for practical DFT calculations and brief discussion of 
results 
 
The poor description of weak van der Waals (vdW) intermolecular interactions 
within standard DFT offered a major challenge in the calculation of the isotropic and 
anisotropic EOSs. Byrd et al. [7] showed that DFT calculations have the tendency to 
overestimate the equilibrium volume of the unit cell for EMs due to a deficiency in the 
description of weak hydrogen and vdW interactions [7, 8]. For example, pure DFT 
calculations for TATB overestimate the equilibrium volume by 14%. To address this 
challenge, empirical vdW corrections were introduced into DFT, as implemented in the 
Vienna Ab-Initio Simulation Package VASP [9, 10], using atom-atom C6/r6 attractive 
potentials that were switched off at small distances using damping functions. This 
empirical approach (referred as vdW-DFT), based on the study of Neumann and Perrin 
[11], was also applied to other important EMs such as PETN, HMX, RDX, FOX-7, and 
Si-PETN, and had shown improvement in predictive capabilities (See Appendix 3, 
Appendix 4, and Appendix 5). 
Compressions, both hydrostatic and uniaxial normal to the crystallographic planes 
(100), (010), (001), (110), (101), (011), and (111), were applied within the 0.7<V/V0<1.0 
Parameters that significantly contribute to the accuracy of the results were the exchange-
correlation functional, pseudopotential, k-point set, and energy cutoff. Tests with PW91 
[12, 13], and PBE [14] functionals and projector-augmented wave (PAW) potentials were 
completed over a wide range of energy cutoffs to determine the combination of 
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parameters that would provide sufficient accuracy while minimizing computational 
expense. An energy cutoff of 700 eV was used, which yielded the energy per atom to 
within 2 meV. Monkhorst-Pack k-point sets were chosen for each direction of uniaxial 
compression such that the average k-point spacing was at most 0.08 Å-1 at a compression 
of 𝑉 𝑉0⁄ = 0.50. The conjugate-gradient minimization method was used to perform 
structural optimizations of the TATB crystal. The PBE functional with the PAW potential 
showed the best agreement with experiment, and this combination was chosen for the 
DFT component of all calculations. 
In this work the calculated equilibrium crystalline structure, hydrostatic EOS, as 
well as other mechanical properties are presented and found in good agreement with 
experiment. The EOS was extended in the compression range 0.7 <V/V0<0.8, which is not 
accessible by experiment. 
The anisotropic EOS, including stress tensor components vs. uniaxial 
compressions along seven crystallographic directions, were calculated and used to obtain 
shear stresses. Larger values of principal and shear stresses, as well as energy change per 
atom, were found for compressions normal to (010), (100), and (110); while smaller 
values were found for compressions along the c-lattice vector, which are normal to (001), 
(101), (011), and (111). Therefore, these results were the first to offer a theoretical basis 
for the highly anisotropic behavior of TATB upon uniaxial compressions produced by 
shock waves. 
Final results and detailed discussions can be found in Appendix 1, Appendix 2. 
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Chapter 3: MW-MD Simulations of shock-induced solid-liquid phase transitions in 
crystalline solids 
3.1 Propagation of melting shock wave along different directions in solids 
A shock wave is a major feature of the detonation phenomenon; therefore, this 
part of the PhD research was focused on gaining practical experience in moving window 
molecular dynamics (MW-MD) shock simulations by investigating shock-induced solid-
liquid phase transitions in aluminum. The goal was to study the complete evolution of 
metastable states during shock-induced solid-liquid phase transitions in crystalline 
aluminum using the MW-MD technique. 
One of the fundamental characteristics of crystalline solids is the anisotropy of 
their physical properties, which is exemplified in the variation of elastic constants and 
sound wave velocities with respect to different crystallographic directions [1]. Therefore, 
such orientation dependence of mechanical response is also expected upon uniaxial 
compression of single crystals by shock waves. In fact, molecular dynamics (MD) 
simulations by Bringa et al. [2] and Germann et al. [3] found pronounced differences in 
elastic-plastic transformations during shock wave propagation in Cu along the [110] and 
[100] crystalline directions. However, by observing orientation-independent final states 
of Cu single crystal shocked in the [100], [110], and [111] directions, the orientation 
dependence predicted by MD was seemingly ruled out by experiment [4]. 
By extending the experimental results to higher shock wave intensities; it is not 
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unreasonable to assume that shock-induced melting would also be orientation 
independent. Surprisingly, shock-induced solid-liquid phase transitions simulated by MD 
still depend on crystalline orientation [5]. In particular, the Cu crystal was overheated 
without melting by as much as 20% above the equilibrium melting line upon shock 
compression in the [100] direction, but exhibited a so-called “cold melting” in the [110] 
and [111] directions, which occurred at temperatures about 7-8% below the melting line 
[6]. As a result, the loci of the final liquid and solid states, which constitute the shock 
Hugoniot, were found to be distinctly different for all three directions, and did not 
coincide with the unique experimental solid-liquid Hugoniot. This disagreement between 
theory and experiment is related to the limited time scale of the standard piston-driven 
MD technique, which is only able to simulate the early stages of materials dynamics 
behind the shock wave front. To resolve these problems large scale MD simulations of 
uniaxial shock-loaded single Al crystal were performed. 
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3.2 Single Al crystal shock-induced melting within MW-MD simulations 
The decoupling of time and length scales in MW-MD simulations permits the 
observation of steady after-shock flow in large samples over an indefinite period of time. 
Samples were arranged such that the x-axis of the MD box was oriented along the [100], 
[110], and [111] crystallographic directions, with periodic boundary conditions imposed 
along the lateral y- and z- axis. The interatomic interactions in Al were described by a 
novel embedded atom method (EAM) interatomic potential, which was specifically 
developed to simulate conditions of extreme stress. 
The unique feature of the MW-MD algorithm is its explicit inclusion of the shock 
wave front into the simulation cell, and the ability to investigate the non-equilibrium 
processes with fine time and space resolutions. One of the advantages of this approach is 
the substantial reduction of non-physical fluctuations in macroscopic physical quantities 
that result from averaging over the small number of atoms contained within the averaging 
bins. This technique is particularly suitable for a detailed analysis of non-equilibrium 
processes including calculations of the local distribution functions of the kinetic and 
potential energies within the initial part of the reaction zone. The MW-MD technique 
requires a short-range potential barrier of adjustable height, which serves as a semi-
permeable piston. This allows us to generate a shock-wave front that will remain 
stationary within the MD simulation box. The idea behind this type of shock wave generation 
can be understood by considering the stationary detached (bow) shock-wave front formed 
during supersonic blunt body flow. The permeability of the piston is controlled by the 
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potential barrier height that changes to establish material flux conservation through the 
cross-section of the MD simulation cell (upstream flow must be equal to downstream 
flow). The barrier height adjustment is the feedback mechanism to establish the steady-
state shock wave profile. Uncompressed lattice planes are fed into the MD cell from the 
right at the upstream shock velocity 𝑢𝑠, which is a necessary input parameter for the 
method. The finite-magnitude piston potential Vp(x, t) on the left side of the simulation 
cell slows the atoms to the downstream velocity (− 𝑢𝑠  +  𝑢𝑝), causing shock 
compression. Slices of shocked material are then removed in the downstream. To form a 
uniform upstream flow, with an initial temperature 𝑇0 and mass velocity 𝑢0 = 𝑢𝑠, a 
Langevine thermostat is applied at the right-hand side of the MD cell, in which atoms 
experience the Langevine force; see Figure 2, where the schematic of the moving window 
technique is shown. In addition, another Langevine thermostat is applied at the left-hand 
side of the sample to absorb the outgoing atoms behind the piston, and to prevent the 
upstream transmission of information from these atoms as they are deleted.  
To clearly identify the solid and liquid phases at the atomic scale during the 
evolution of the crystal behind the shock-wave front, the local order parameter Qn 
introduced by Steinhardt et al. [7] was implemented in the MW-MD code. Qn quantifies 
the symmetry of the local atomic environment, thus allowing efficient determination of 
various crystalline structures, crystalline defects, and disordered phases in large 
ensembles of atoms subjected to high temperature thermal fluctuations. Mathematically 
the local order parameter can be represented as follows:  
𝑸𝒏𝒎(𝒊) = 𝟏𝑵𝒃(𝒊) × � 𝒀𝒏𝒎(𝒓𝒊𝒋)𝑵𝒃(𝒊)𝒋=𝟏  
where 𝑁𝑏 - is a number of nearest neighbors. 
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    Figure 2: Outline of Moving Window MD simulation technique 
 
The local-order parameter of a given atom is an invariant formed from the bond 
spherical harmonics averaged over nearest-neighbors. It quantifies the symmetry of the 
local atomic environment, thus allowing efficient determination of various crystal 
structures, crystalline defects, and disordered phases in large ensembles of atoms 
subjected to high-temperature thermal fluctuations The positions of atoms in structures 
were randomly distributed.  
Typical values (see Table 1) of Q4 and Q6 for ideal crystalline structures were 
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calculated as reference points. The use of local order parameters allows the clear 
visualization of the appearance of dislocation loops at the end of the elastic zone (see 
Figure 3). 
 
Table 1: Q4 and Q6 parameters for ideal crystalline systems 
 
 Q4 Q6 
Fcc 0.19094065 0.5745242 
Bcc 0.03639648 0.5106882 
Hcp 0.09722222 0.4847616 
Sc 0.76376261 0.35355339 
 
The complete evolution of metastable states during shock-induced solid-liquid 
phase transitions in crystalline aluminum was simulated. It was found that the 
orientation-dependent transition pathways towards orientation-independent final 
equilibrium states include both “cold melting” followed by resolidification in the [110]- 
and [111]-oriented shock waves, and crystal overheating followed by melting in the 
[100]-oriented shock waves. In spite of very different transition pathways, the final solid 
and liquid states in all three directions lie on the same unique Hugoniot, consisting of 
both solid and liquid branches connected by a segment of the equilibrium melting line. 
It was observed that the time scale of transition processes substantially increased 
for metastable states close to the equilibrium melting line. The corresponding length-
scale of materials transformation behind the shock front may extend up to microns, which 
opens up an exciting opportunity to experimentally detect the orientation dependence 
using the novel capabilities of dynamical X-ray diffraction. 
Results and detailed discussions can be found in Appendix 6, 7, 8. 
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Figure 3: Two zone structure in Al. Top picture clearly shows the dislocation loops 
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Chapter 4: Molecular-dynamics study of detonation 
4.1 AB model of simple solid energetic material. 
This part of the PhD project was devoted to applications of the novel MW-MD 
technique to study the fundamental mechanisms of condensed-phase detonation. 
Experimental results in gas phase demonstrate that real detonation is complex, and 
involves a spatially inhomogeneous detonation wave structure. More importantly, the 
detonation front is intrinsically unstable, i.e. possesses a dynamic, constantly evolving 
three-dimensional structure. In contrast to gases, detonation physics and chemistry in 
condensed phase are not well understood from both experimental and theoretical 
viewpoints. For example, the characteristic regimes of detonation, such as cellular, 
spinning, or turbulent, have not yet been observed in condensed-phase EMs. The focus of 
this part of the PhD project was to perform MW-MD simulations of condensed-phase 
detonation to develop a fundamental understanding of characteristic instability regimes, 
including cellular, spinning, and turbulent detonations, with the goal of predicting the 
onsets of these regimes as a function of chemical reactivity (reaction barrier) for a 
prototypical EM. 
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4.2 Technical approach to steady detonation simulations of AB explosives  
MD simulations of a shock-induced detonation in solid explosives relied on the 
use of so call reactive potentials.  Different models (AB models) based on the well-
known reactive empirical bond-order potential (REBO) [1, 2, 3] were developed to 
imitate chemically reactive crystals of diatomic molecules. Within the REBO approach, 
the binding energy of a system on N atoms is represented as 
 
𝑉 = ���𝑓𝑐�𝑟𝑖𝑗� × �𝑉𝑅�𝑟𝑖𝑗� − 𝐵𝚤𝚥���� × 𝑉𝐴�𝑟𝑖𝑗�� + 𝑉𝑣𝑑𝑊�𝑟𝑖𝑗��𝑁
𝑗>𝑖
𝑁
𝑖
 
 
where the Morse potential (See Figure 4), consisting of exponential repulsive VR and 
attractive VA potentials, describes a chemical bond between atoms in diatomic molecules 
AA, AB, and BB.  
 
Figure 4: Morse potential as a chemical bond in AB model 
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The long-range vdW forces responsible for the formation of fcc molecular crystal 
are represented by a Lennard-Jones (LJ) VvdW potential (See Figure 5). In the modified 
AB model, the same bonding energies as with AB Model I, DAB = 2 eV and DAA/BB = 5 eV, 
were kept but an equilibrium diatomic bond re was changed to 0.1 nm. The adjustable 
height of the plateau allows the changing of a chemical barrier for an exothermic 
reaction. EMs with the three potential barriers 0.09 eV, 0.18 eV, and 0.36 eV for 
reaction 𝐴𝐵 + 𝐵 → 𝐴 + 𝐵𝐵 + 3 𝑒𝑉 were investigated. 
 
 
Figure 5: Lennard-Jones potential with adjustable potential barrier 
 
Potential energy surfaces for all models (new and modified) were calculated in 
order to study the chemical reactions. The simple “search minimum valley” method for 
calculation of the minimum energy path and energy barrier to reaction was implemented. 
To perform simulations of steady detonation in the MW-MD box one needs to 
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know in advance the self-sustained detonation speeds for these energy barriers. From 
equations of conservation of mass, momentum, and energy one can obtain the Hugoniot 
function: 
𝑯(𝜺,𝒑) = 𝜺(𝝀) − 𝜺𝟎 − 𝟏𝟐 × (𝒑(𝝀) − 𝒑𝟎) × (𝑽𝟎 − 𝑽) = 𝟎 
 
where the index 0 corresponds to an initial state of the material. 
The equation 𝐻(𝜀, 𝑝) = 0 can be solved if the equation of state of given EM is 
known. The solution gives the shock Hugoniot of detonation products. To obtain the EOS 
the family of isotherms p(V) and 𝜀(𝑉) were built within the range of temperatures 7-10 
kK by using NVT MD simulations (see, for example the family of isotherms 𝑝(𝑉) in 
Figure 6). 
 
 
 
Figure 6: Family of p(V) isotherms of AB model. Straight line corresponds to Rayleigh 
line. The dotted line is the constructed shock adiabat. 
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Next, 𝐻(𝜀, 𝑝) was calculated on a mesh of specific volume V for several 
isotherms (see Figure 7, where the family of 𝐻(𝜀, 𝑝) for the potential barrier 0.18 eV is 
depicted). After obtaining the solution of 𝐻(𝜀,𝑝) = 0 on a coarse (V, T) mesh, additional 
isotherms were calculated on a fine mesh of V in a narrowed range of temperatures. Thus, 
an accurate solution of the Hugoniot equation was obtained. 
 
 
Figure 7: Family of H(ε, p) for potential barrier 0.18 eV. 
 
Using the Hugoniot for an EM, the detonation velocity D as a function of specific volume 
was calculated from the Rayleigh equation. The minimal D corresponding to the Chapman-Jouguet 
velocity was calculated for each EM under investigation (see for example Figure 8). Calculated 
Chapman-Jouguet velocities and self-sustained detonation velocities obtained in the direct MD 
simulations of different Ems were found to be in good agreement – within 1%. 
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Figure 8: Detonation velocity for the 0.18 eV potential barrier. 
 
Simulations of self-sustained detonation were performed using MW-MD for three 
activation barriers: 0.09 eV, 0.18 eV, and 0.36 eV. The longitudinal dimension of the MD 
box was 220 nm; the lateral and spatial dimensions were varied from 8 nm to 72 nm. The 
detonation wave structure was investigated as a function of activation barrier. For each 
potential barrier, simulations of self-sustained detonation were performed in 1-D, 2-D, 
and 3-D geometries. 1-D laminar, 2-D cellular, and 3-D spinning and turbulent detonation 
regimes were indentified. It was found that the flat 1-D planar detonation front transforms 
into a 2-D cellular detonation front upon increase of one of the transverse dimension for 
activation energies above the critical value 0.2 eV. A 3-D turbulent pattern was observed 
to developed from an initially flat detonation front upon increase of both transverse 
dimensions. It was shown for the first time that the detonation front in solid explosives 
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has an intrinsic three-dimensional complex structure consisting of hot, highly pressurized 
Mach waves and cold, low pressure incident waves. For a detailed discussion see 
Appendix 10. 
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Conclusions 
In this work, equilibrium properties of the highly insensitive energetic material 
TATB were calculated using DFT with an empirical vdW correction, and showed good 
agreement with experimental data. Hydrostatic compressions were performed and 0K 
EOSs were analyzed. Equilibrium volume, unit cell parameters, and bulk modulus were 
found to be within 2-3% of the experimental values.  
Uniaxial compressions were performed in directions perpendicular to the (001), 
(010), (011), (100), (101), (110), and (111) crystallographic planes, and showed clear 
anisotropy in mechanical properties such as principle stresses, shear stresses, band gap, 
and energy per atom for TATB. Based on the assumption of positive correlation between 
the magnitude of shear stress and sensitivity to shock, a prediction of greater sensitivity 
to shock-induced detonation for compressions normal to the (100), (010), and (110) 
crystallographic planes was made for TATB. A detailed analysis of molecular behavior 
under uniaxial compressions showed the important role of the NO2 group bending angle. 
The change in the angle has a positive correlation with a “jump” in mechanical properties 
as a function of compression ratio V/V0.  
To investigate the mechanisms of detonation one has to switch from static 
simulation to dynamical simulation of formation, propagation, and stability of the 
detonation wave. In the second part of this PhD research, MD simulations of shock wave 
propagation in Al crystal were performed over a wide range of shock-wave velocities 
along three crystallographic directions in order to test a validity of the MW-MD 
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technique. It was found that shock compressions in the [110] and [111] directions resulted 
in “cold melting”, producing a scupercooled metastable Al melt that re-crystallized in 
after-shock flow. However, shock compression in [100] results in an overheated 
metastable solid with a temperature above the equilibrium melting line that melted in 
after-shock flow. It was demonstrated that the different transition pathways for shock 
compression converge towards an orientation-independent final equilibrium state far 
behind the shock-wave front. The corresponding length-scale of materials transformation 
behind the shock front may extend up to microns, which opens up an exciting opportunity 
to experimentally detect orientation dependence using the novel capabilities of dynamical 
X-ray diffraction. 
The detonation wave structure of a prototypical AB molecular solid explosive was 
investigated as a function of activation barrier using MW-MD. The AB interatomic potential, 
which describes chemical bonds, as well as chemical reactions between atoms A and B in an AB 
solid, was modified in order to investigate mechanisms of the detonation wave propagation for 
three reactive activation barriers, 0.18 eV, 0.24 eV, 0.36 eV. For each potential barrier, 
simulations of self-sustained detonation were performed in 1-D, 2-D, and 3-D 
geometries. 1-D laminar, 2-D cellular and 3-D spinning and turbulent detonation regimes were 
indentified. It was found that the flat 1-D planar detonation front transforms into a 2-D cellular 
detonation front upon increase of one of the transverse dimension for activation energies above 
the critical value 0.2 eV. A 3-D turbulent pattern was observed to develop from an initially flat 
detonation front upon increase of both transverse dimensions. It was shown for the first time that 
the detonation front in solid explosives has an intrinsic three-dimensional complex structure 
consisting of hot, highly pressurized Mach waves and cold, low pressure incident waves.  
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Appendix 1: 
Hydrostatic and uniaxial compression studies of 1,3,5-triamino-2,4,6-
trinitrobenzene using density functional theory with van der Waals correction 
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Hydrostatic and uniaxial compressions of 1,3,5-triamino-2,4,6-trinitrobenzene were investigated
using ﬁrst-principles density functional theory with an empirical van der Waals correction. The
equilibrium structural and elastic properties and the hydrostatic equation of state are in good
agreement with available experimental data. Physical properties such as the principal stresses, shear
stresses, band gap, and the change in energy per atom as a function of compression ratio V /V0 in the
directions normal to the 100, 010, 001,110, 101, 011, and 111 crystallographic planes
were calculated, showing highly anisotropic behavior under uniaxial compressions. © 2010
American Institute of Physics. doi:10.1063/1.3361407
I. INTRODUCTION
1,3,5-triamino-2,4,6-trinitrobenzene TATB is a high
explosive known for its high insensitivity.1 For example,
TATB does not detonate when subjected to friction, spark, or
drop tests.1,2 During a cook-off test, TATB undergoes a burn-
ing reaction, but not detonation.1,2 Despite its high stability
and relative safety, TATB is a powerful organic explosive
which makes it important for both theoretical and experi-
mental studies. The structural and mechanical properties of
Energetic materials EMs described here such as TATB are
urgently needed for developing robust models of TATB deto-
nation and for gaining additional insight in the design of
insensitive munitions.
TATB is an organic molecular crystal with two mol-
ecules per unit cell. The unit cell is triclinic with P1¯ symme-
try and has the following experimental lattice parameters a
=9.010 Å, b=9.029 Å, c=6.812 Å, =108.59°, 
=91.82°, and =119.9°.3 The TATB unit cell is shown in
Fig. 1. Unlike several other EMs such as PETN, HMX, and
RDX, no polymorphs of TATB have been discovered. Infra-
red spectroscopic studies of TATB at high pressures have
shown that there are no phase transitions under hydrostatic
compressions up to 10 GPa.4 Using density functional theory
DFT calculations, Manaa found an insulator-metal transi-
tion in TATB which is related to both the bending of a nitro
group out of the a−b molecular plane by an angle of 55°,
and to the increase in the N–O bond by 0.1 Å.5 An optical
study3 performed by Cady and Larson revealed a layered
structure in which molecules are arranged in planar sheets
almost parallel to the a−b plane, with an interplanar distance
of 3.3 Å. It has been suggested in the work by Wu et al.6 that
intermolecular hydrogen bonding in TATB contributes to its
high insensitivity. Further, the work4 by Pravica et al. sug-
gested the strengthening of hydrogen bonding with pressure.
Similar to other organic EMs,7–9,42,43 TATB could also
exhibit anisotropic sensitivity to shock. A well-known ex-
ample of studies involving the anisotropic sensitivity to
shock-induced detonation is the work of Dick and Ritchie7
who ﬁrst discovered this property in PETN. They found high
sensitivity to shock in the 001 and 110 orientations, and
low sensitivity to shock in the 100 and 101 orientations,
whereby Dick’s notation hkl denotes a direction normal to
the planes denoted by hkl. Though any relationship be-
tween mechanical response to shock compression and sensi-
tivity is not currently well-understood, a recent DFT study of
PETN performed by Conroy et al.9 found differring values of
shear stress under simulated uniaxial compression in several
directions suggesting clear anisotropic response. In this
work, we employ a method similar to that used by Conroy et
al. to investigate the possible existence of anisotropic shock
response in TATB to determine anisotropic stress strain rela-
tionships. These data are an important input for mesoscale
simulations of shocked TATB as was demonstrated in similar
studies of HMX performed by Sewell et al.10
Unfortunately, there are no experimental data concerning
the uniaxial shock response of TATB. However, ﬁrst-
principles DFT methods make possible the study of elec-
tronic and mechanical properties of EMs under various types
of mechanical loading such as uniaxial compression. For ex-
ample, Wu et al.6 performed a DFT study on TATB which
aElectronic mail: oleynik@usf.edu. FIG. 1. Color online Triclinic unit cell of TATB at ambient conditions.
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indicated that band gap closure occurred near 47% compres-
sion when uniaxial strain was applied in the c-direction, sug-
gesting a lower bound for the metallization pressure of 120
GPa. It was argued in Ref. 6 that this result does not support
the works of Williams11 and Gilman12 which suggest that
electronic excitation, i.e., metallization at high pressure,
plays a major role in the initiation of chemistry and the
propagation of detonation waves in EMs.
Despite the many studies employing DFT, pure-DFT cal-
culations of organic molecular crystals such as EMs have
shown insufﬁcient accuracy. Byrd et al.13 showed that DFT
calculations have the tendency to overestimate the equilib-
rium volume of the unit cell for EMs due to a deﬁciency in
the description of weak hydrogen and van der Waals vdW
interactions.13,14 For example, pure DFT calculations for
TATB overestimate the equilibrium volume by 14%.15 One
approach to correct this problem is to modify density func-
tionals to account for the proper physics of dispersion inter-
actions vdW or weak hydrogen bond forces within
DFT.16–19 These methods show great promise, but their ap-
plication at present is too costly and lack sufﬁcient accuracy
for practical calculations of large systems such as EMs. An-
other approach20–23 combines pure DFT calculations with an
empirical vdW correction EvdW, which is deﬁned as a sum
over atom–atom pair potentials, adding negligible cost to
DFT calculations. The pair potentials vA,B are a product of
the asymptotic C6,A,B /r6 term for interactions at large dis-
tances, and a damping function dA,Br that both prevents
divergence of the potential at small distances, and gradually
switches off the empirical vdW interactions at distances
where pure DFT provides an accurate description. These
pairwise atom–atom potentials, having the form vA,B
=dA,BrC6,A,B /r6, are then added to DFT such that ETot
=EDFT+EvdW.
The C6,A,B coefﬁcients are determined by ﬁtting to a da-
tabase of molecular C6,mol1,mol2 coefﬁcients that was built by
Meath and co-workers24–30 It is assumed that the molecular
coefﬁcients are equal to the sum of the atom–atom C6 coef-
ﬁcients, and also that for a particular species of atom, there
may be multiple environment-dependent coefﬁcients, e.g., C
has coefﬁcients for sp, sp2, and sp3 hybridizations, O has
coefﬁcients for sp2 and sp3 hybridizations, and H and N have
only one C6 coefﬁcient each. To reduce the number of pa-
rameters for ﬁtting, a combination rule based on the Slater–
Kirkwood equation31 was proposed by Wu and Yang.23 This
combination rule gives heteroatomic coefﬁcients from two
homoatomic coefﬁcients, or C6,A,B from C6,A,A and C6,B,B.
The actual ﬁt is then performed by minimizing the root-
mean-square of the differences between experimentally de-
termined molecular coefﬁcients and the sum of the atomic
pairwise coefﬁcients.22,23
Once the correct coefﬁcients are obtained, ﬁtting for the
damping function dA,Br is performed. The damping func-
tion contains two parameters, the crossover distance RA,B and
the form factor n. RA,B deﬁnes the distance at which vdW
interactions become appreciable. The form factor, which was
added by Neumann and Perrin22 to the damping function
used by Wu and Yang,23 changes the crossover proﬁle, or the
abruptness of the transition of the vdW interactions from
small to large r. These two parameters were ﬁt by Neumann
and Perrin22 by minimizing deviations between calculated
and experimental equilibrium lattice parameters taken from a
large database of molecular crystals for details, see Ref. 22.
This work is based on the vdW-DFT approach of Neu-
mann and Perrin22 described above which was recently used
to study the properties of a range of EMs upon hydrostatic
compression.15 The goal of this work is to apply vdW-
corrected DFT to investigate structural, mechanical, and
electronic properties of TATB under hydrostatic and uniaxial
compressions normal to the 100, 010, 001, 110, 101,
011, and 111 crystallographic planes. Our particular focus
is on the shear stresses resulting from uniaxial compressions,
which are known to play a key role in the development of
plastic deformations. The large shear stresses might be re-
sponsible for mechanically inducing chemical reactions in
EMs that lead to their detonation.
It should be noted that in the work by Neumann and
Perrin,22 prediction of low temperature equilibrium volumes
of strongly hydrogen-bonded molecules such as N-hydroxy-
methaneimidamide, methanol, and glyoxime show the great-
est discrepancies with experiment. Though Neumann and
Perrin22 attempted to improve the model by including inde-
pendent parameters C6
A,B
, RA,B, and n for hydrogen bond-
ing, they found no improvement in their calculations. The
lack of description for hydrogen bonding is a likely remain-
ing source for inaccuracies in vdW-DFT calculations for
TATB, which, in addition to interplanar vdW interactions, is
expected to exhibit some in-plane hydrogen bond interac-
tions.
II. COMPUTATIONAL DETAILS
We used the Vienna ab initio simulation package32,33 to
perform DFT studies of TATB. The PBE functional34 and
TABLE I. The crystal structure of TATB at zero-pressure.
a
Å
b
Å
c
Å

deg

deg

deg
V
Å3
Cady and Larson 9.010 9.028 6.812 108.59 91.82 119.97 442.34
Stevens et al. 8.967 9.082 6.625 110.5 93.0 118.9 442.5
This work 9.0213 9.0395 6.6164 109.20 91.81 119.93 428.76
%errora 0.13% 0.13% 2.87% 0.56% 0.01% 0.03% 3.07%
%errorb 0.61% 0.49% 0.13% 1.17% 1.28% 0.87% 3.10%
aComparison with data by Cady and Larson. Ref. 3
bComparison with data from Stevens et al. Ref. 38
113524-2 Budzevich et al. J. Appl. Phys. 107, 113524 2010
projector—augmented wave35,36 PAW potentials were used
with an energy cutoff of 700 eV. Monkhorst-Pack37 kpoint
sets were chosen for each type of compression such that the
average -point spacing was at most 0.08 Å−1 at the maxi-
mum compression. The conjugate-gradient structure minimi-
zation method with a force tolerance of 0.03 eV/Å was used
to perform structure optimizations of the TATB crystal. Self-
consistent ﬁeld electronic structure calculations were per-
formed with a tolerance of 10−6 eV.
Hydrostatic compressions were within the range 1.00
V /V00.70, in increments of V /V0=0.02, where V0 is
the calculated equilibrium volume and V /V0 is the compres-
sion ratio. At each compression step, the lattice parameters
and the atomic coordinates were relaxed at constant volume.
Uniaxial compressions were also performed along seven
low-index directions which are deﬁned to be the directions
normal to the crystallographic planes given by the Miller
indices 100, 010, 001, 110, 101, 011, and 111.
For each uniaxial-compression orientation, the unit cell was
rotated such that the compression direction was aligned with
the x-axis. Subsequently, the x-components of each lattice
vector were rescaled at each stage of compression. The
scaled lattice parameters were held constant such that only
the atomic coordinates were allowed to relax.
III. EQUILIBRIUM PROPERTIES AND HYDROSTATIC
EQUATION OF STATE „EOS…
The unit-cell of TATB was relaxed to ﬁnd the calculated
zero-pressure structure. In Table I, the results of the calcula-
tion are compared with the experimental results of Cady and
Larson,3 and Stevens et al.38 The a, b, and c lattice constants
are in good agreement with experimental data, yielding less
than 1% error when compared to the experiments.
The isothermal EOS for TATB was calculated by per-
forming hydrostatic compressions at 0 K. The calculated
EOS is compared both with experimental data38,39 and theo-
retical data14,40 in Fig. 2. Our calculated EOS agrees well
with Stevens et al. and Olinger et al., but signiﬁcant dis-
agreement is shown with the theoretical predictions of Past-
ine and Bernecker, and Byrd and Rice.
In addition to the EOS, the lattice constants a, b, c, , ,
and  and c as a function of pressure were also calculated
and compared with experiment in Fig. 3. The results are in
good agreement with experimental data.39 Also, according to
our study, see Fig. 3, the changes in the cell angle  is more
pronounced as compared to the angles  and , which re-
main almost constant.
There were some uncertainties in the calculation of the
lattice vectors in the work by Olinger and Cady.39 In their
study, the lattice constants a, b, and c were not directly mea-
sured, but were determined using several assumptions: 1
the a /b ratio remained constant and 2 any point on a mol-
ecule will remain in the same relative position with respect
to a corresponding point on a neighboring molecule in an
adjacent plane. Our results indicate that these are reasonable
assumptions. Under hydrostatic compression, the a /b ratio
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FIG. 2. Color online Isothermal hydrostatic EOS of TATB, the range of
compressions V /V0=1.00−0.60.
FIG. 3. Color online Lattice parameters of TATB under hydrostatic compression.
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changes in value by less than 0.1% up to V /V0=0.60. In
addition, we found that the molecules on two adjacent planes
rotate by atmost 0.07° with respect to each other under a
pressure of 24.2 GPa, which we believe to be negligible.
We obtained the bulk modulus B0=−VP /V and its
derivative with respect to pressure B0 by ﬁtting the hydro-
static compression data to the Birch–Murnaghan EOS41
P =
3
2
B07/3 − −5/31 + 34 B0 − 4−2/3 − 1	 , 1
where =V /V0. To be consistent with experimental results,
our data were ﬁtted up to 8 GPa. Table II exhibits our results
as well as values reported in other work38 and determined
from the reported data.14,39,40
Reasonable agreement was found for the bulk modulus
between our result and the experimental results of Olinger
and Cady39 and Stevens et al.38 As expected by the disagree-
ment in the EOS in Fig. 2, our value for the bulk modulus
disagrees with the values reported by Byrd and Rice,14 and
by Pastine and Bernecker40 in Table II. Note that our result
for the bulk modulus is seven times larger than that of Byrd
and Rice, which we believe to be due to the lack of a proper
description of van der Waals interactions in their calcula-
tions.
IV. UNIAXIAL COMPRESSIONS
The principal stresses, i.e., the eigenvalues of the stress
tensor, as a function of compression ratio V /V0 are shown in
Fig. 4. They are arranged such that 	1 is the maximum ei-
genvalue and 	3 is the minimum eigenvalue. The large dif-
ferences in principal-stress values between compression di-
rections clearly indicate the anisotropic character of TATB.
Compressions normal to 100, 010, and 110 planes do
not involve deformations along the c lattice vector and also
exhibit greater stresses than compressions which reduce the
TATB interplanar distance along the c-direction. It is also
interesting that the magnitude of 	1 is as high as 45 GPa at a
compression ratio of 0.7, twice larger than values calculated
for PETN,9 RDX,42 and HMX43 which were approximately
20 GPa. However, the aformentioned studies9,42,43 also lack a
description of dispersive van der Waals interactions.
The visualization of the unit cell during compression
showed that for the direction normal to the 100 plane the
molecules start to lose their planar structure at V /V0=0.88.
At V /Vo=0.80, the NO2 groups on opposite sides of the mol-
ecules bend out of the a−b plane. Compressing along the
direction normal to 110, we observed the same behavior.
The molecules start to deviate from the planar structure at
V /V0=0.94, and the NO2 groups bend out of the plane at
V /V0=0.76. In the direction normal to 010, these two be-
haviors occur at V /V0=0.92 and V /V0=0.72, respectively.
Figure 5 depicts the TATB unit cell at the maximum com-
pression V /V0=0.7 for the direction normal to 110. Here
one can see changes in planar structure and bending of the
NO2 groups out of the planes of the carbon rings.
Another indication of anisotropic behavior in TATB is
observed in the change in energy per atom as a function of
volume. Figure 6 clearly shows that compressions normal to
the 100, 010, and 110 planes undergo the greatest
change in energy per atom upon uniaxial compression. The
greater change in energy for these directions is expected be-
cause the corresponding compression within the a−b plane
signiﬁcantly compresses the molecules. However, the other
compression directions reduce intermolecular distance along
the c-direction without signiﬁcant compression of the mol-
ecules.
The band gap was also calculated as a function of com-
pression for each direction. As shown in Fig. 7, the band gap
decreases very slowly as a function of compression ratio. We
compared our band gap calculations with those performed by
Wu et al.6 normal to the 001 plane. Wu et al. obtained the
electronic structure of TATB using the local density approxi-
mation with norm-conserving pseudopotentials. Despite the
difference in calculation parameters, the results are similar.
FIG. 4. Color online Principal stresses as a function of V /V0. The pressure from the hydrostatic-compression calculations is shown for comparison.
TABLE II. Bulk modulus and its pressure derivative for TATB. All values
reported were determined by ﬁtting data to the Birch–Murnaghan EOS up to
8 GPa.
Study Type
B0
GPa B0
This work Theory—DFT-vdW 18.7 7.9
Olinger and Cadya Experiment 16.7 5.7
Stevens et al.b Experiment 13.6 12.4
Byrd and Ricec Theory—Pure DFT 2.5 17.5
Pastine and Berneckerd Theory 6.2 47.7
aReference 3.
bReference 38.
cReference 14.
dReference 40.
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We found a band gap of 2.35 eV as compared to their band
gap of 2.4 eV at zero compression and a band gap of 1.46 eV
as compared to 1.4 eV at V /V0=0.70.
The shear stresses are the driving forces for plastic de-
formations and mechanochemical events behind the shock-
wave front. Therefore, we calculated the maximum shear
stresses upon uniaxial compression as 
ij=1 /2	i−	 j,
where j i and i , j take the values 1, 2, and 3. The maximum
shear stress 
max is found by using i=1 and j=3, but the
values of i and j used to ﬁnd 
mid and 
min depend on the
principal stresses for the given compression direction. In Fig.
8, the maximum shear stresses as a function of compression
ratio are displayed. From the onset of compression up to
V /V0=0.80, the shear stresses along the directions normal to
100, 010, and 110 are greater than those for the direc-
tions involving compressions along the c lattice vector. Note
the difference in scale for the plots of the shear stresses; 
max
has nearly the same magnitude of 
mid, and more than twice
the magnitude of 
min. Also, TATB seems to have higher
shear stresses than both PETN and HMX, with values as
high as 18 GPa versus 6 GPa,43 though further study of
PETN and HMX using an empirical van der Waals correction
is required for a more accurate comparison.
V. CONCLUSIONS
First-principles simulations of hydrostatic and uniaxial
compressions along the crystallographic directions normal to
the 100, 010, 001, 110, 101, 011, and 111 planes
in TATB were performed. The relaxed structure at zero pres-
sure showed 1.5% difference in volume as compared to the
experimental structure at ambient conditions. The hydrostatic
compression data, including pressure and lattice parameters,
as a function of volume were calculated and found to be in
excellent agreement with experiment. The calculated bulk
modulus is in good agreement with Stevens et al. and Ol-
inger and Cady. Also, our calculations indicate that the a /b
ratio remains approximately constant under hydrostatic com-
pression which is important to know when extracting crystal
structure parameters during processing of experimental dif-
fraction data.
The uniaxial compression data of this work clearly indi-
cate anisotropic properties in TATB. In particular, the shear
stresses for compressions normal to 100, 010, and 110
planes up to 0.80 compression are greater than those direc-
tions that involve compressions along the c lattice vector.
FIG. 5. Color online TATB molecule compressed up to V /V0=0.7 in di-
rection normal to 110 plane.
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Also, both the change in energy per atom and principal
stresses show a similar separation in values, where both have
greater values for directions that do not involve compression
along the c-lattice vector.
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Equations of state for energetic materials from density functional theory
with van der Waals, thermal, and zero-point energy corrections
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It is shown that the introduction of zero-point energy and thermal effects to density functional theory
with an empirical van der Waals correction results in a signiﬁcant improvement in the prediction of
equilibrium volumes and isothermal equations of state for hydrostatic compressions of energetic
materials at nonzero temperatures. This method can be used to predict the thermophysical properties
of these materials for a wide range of pressures and temperatures. © 2010 American Institute of
Physics. doi:10.1063/1.3526754
Equations of state EOS, which establish fundamental
relationships between thermodynamic variables, are impor-
tant because they provide necessary input for the description
of materials at the mesoscopic and continuum levels. In the
case of energetic materials EMs, experiment faces difﬁcul-
ties in accurately measuring EOSs due to problems associ-
ated with the compressive medium in static high pressure
experiments.1 Theory, on the other hand, can provide a viable
alternative to costly experimentation. However, the straight-
forward application of density functional theory DFT to
calculate the EOSs of EMs has failed to deliver accurate
results partially due to a poor description of van der Waals
vdW interactions in molecular crystals.2,3 Recently, sub-
stantial efforts within the DFT community have been di-
rected toward ﬁxing the vdW problem either by modifying
exchange-correlation functionals,4 or through empirical cor-
rections added to DFT DFT+vdW.5–7 While it has been
demonstrated that the latter approach yields improved
results,8–11 the error in the calculated equilibrium volumes of
EM crystals is still appreciable. In this work it is shown that
the introduction of zero-point energy ZPE and thermal ef-
fects to DFT+vdW not only largely removes this error, but
also signiﬁcantly improves the prediction of isothermal
EOSs for hydrostatic compressions of EMs.
The approach is based on standard DFT using the
Perdew–Burke–Ernzerhof exchange-correlation functional
with empirical vdW C6 /r6 type atom-atom potentials added
to DFT using damping functions to switch off diverging vdW
contributions at small interatomic distances. We use the spe-
ciﬁc parametrization of Neuman and Perrin,6 which is similar
to the DFT-D approach of Grimme.5 Both compressed and
expanded structures were optimized within the DFT+vdW
framework at ﬁxed volume V. Then, ZPE and thermal effects
were included by adding their contributions to the “cold
pressure” calculated by DFT+vdW. Expansion calculations,
corresponding to negative “cold pressure” see Fig. 1, were
performed to obtain more low-pressure points when positive
ZPE and thermal contributions are added to DFT+vdW. The
ZPE and thermal pressure contributions were determined us-
ing the quasiharmonic approximation, which takes into ac-
count anharmonic effects that result in the dependence of the
frequencies on the volume. Therefore, the vibration spectrum
was obtained for each compression or expansion correspond-
ing to volume V. Then, the crystal free energy A at a given
temperature T and volume V was calculated using the vibra-
tion spectrum and energy expression for the quantum har-
monic oscillator from statistical mechanics. Finally, an ana-
lytical form for the free energy as a function of volume AV
at a given T was determined by a polynomial ﬁt to numeri-
cal values of A, thereby enabling the thermal and ZPE pres-
sure contributions to be calculated as PAV=−AV /VT.
The entire computational framework is referred to as DFT
+vdW+T.
The accuracy of the DFT+vdW+T approach for EMs
was tested by comparing predicted equilibrium volumes V0,
the isothermal EOSs PV, bulk moduli B0, and their pres-
sure derivatives B0 to available experimental data. To extract
V0, B0, and B0, we followed the standard procedure used by
experimentalists: the computed P ,V data points, obtained at
a given T, were ﬁtted to the Birch–Murnaghan EOS Ref. 12
PV,T = 32B0TT
−7/3
− T−5/3
 1 + 34 B0T − 4T−2/3 − 1 ,
T = V/V0T , 1
with V0T, B0T, and B0T treated as ﬁtting parameters.
As shown in Table I, pure DFT overpredicts unit-cell
volumes for the entire set of EM crystals by +9.8% on aver-
age compared to experiment, while DFT+vdW underpre-
dicts volumes by 2.9%.8 On the other hand, the equilib-
rium volumes calculated using DFT+vdW+T, also shown in
Table I, have an average error of only 0.41%. Note that the
equilibrium volume of solid nitromethane NM obtained by
DFT+vdW+T, having an error of only 0.02%, is underpre-
dicted by DFT+vdW by 1.93%. The NM case demon-
strates the importance of the ZPE contributions, because its
crystal structure was determined at 4.2 K, where the thermal
pressure is negligible.
The isothermal EOSs for hydrostatic compressions of
the EMs in this study, shown in Fig. 1, were also calculated
using the DFT+vdW+T method at temperatures correspond-
ing to those of the experiments. For each plot in Fig. 1,
aCurrent address: Naval Research Laboratory, Washington, DC 20375,
USA.
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DFT+vdW shows increased binding within the crystal, re-
sulting in a drop in pressure relative to pure DFT. This is
especially pronounced for the layered crystalline structures
of FOX-7 and TATB, where pure DFT offers a poor descrip-
tion of interlayer dispersive interactions. The P ,V data pro-
duced by DFT+vdW+T lie between those of DFT+vdW
and pure DFT. A comparison of the three with experiment
demonstrates the good accuracy of the DFT+vdW+T
method.
Also shown in Fig. 1 as solid lines is the Birch–
Murnaghan EOS for each EM Eq. 1 with the values for
V0, B0, and B0, given in Table II, obtained from three param-
eter ﬁts of this EOS to the P ,V data calculated using DFT
+vdW+T. Fitting was done from 0 to 4 GPa for FOX-7, to
12 GPa for HMX, to 7 GPa for NM, to 10 GPa for PETN, to
4 GPa for RDX, and to 8 GPa for TATB so that the ﬁtting
ranges were comparable to those of compression experi-
ments, which included pressures up to the ﬁrst polymorphic
phase transition. The temperatures given in Table II do not
necessarily coincide with those shown in Table I, which in-
volve a different set of experimental studies aimed at deter-
mining crystal structure only. While values for V0 from
DFT+vdW+T calculations are in excellent agreement with
experiment Table I, it is difﬁcult to make similar compari-
sons for B0 and B0 since the experimental results can vary by
more than 50% between studies due to differences in com-
pressive media,1 inconsistencies in ﬁtting ranges and ﬁtting
schemes,13 and noise inherent within each experimental data
set. Nonetheless, agreement between theory and experiment
of better than 10% for B0 was found with at least one experi-
mental compression study for each EM, and arguably fair
agreement was also found for B0. It should be noted that the
experimental data of Yoo and Cynn14 for HMX had to be
reﬁtted. The original experimental range 0–27 GPa includes
the − phase transition around 12 GPa; therefore, their data
were processed in the pressure interval up to 12 GPa, which
resulted in better agreement between DFT+vdW+T and
their experiment. Finally, the relatively smooth nature of the
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FIG. 1. Color online Isothermal EOSs, both calculated and from experiment, for FOX-7 Ref. 21, -HMX Refs. 14 and 22, NM Refs. 23 and 24, PETN-I
Ref. 25, -RDX Ref. 25, and TATB Refs. 26 and 27 under hydrostatic compression. The EOSs are displayed for pure DFT, DFT+vdW, and DFT
+vdW+T calculations. Temperatures used in DFT+vdW+T calculations correspond to those of experiments.
TABLE I. Equilibrium unit-cell volumes V0, as calculated using pure DFT,
DFT+vdW, and DFT+vdW+T, are compared to experimental values deter-
mined at the temperatures shown. The error is given under each calculated
value.
System
T
K
V0 Expt.
Å3
V0 pure
DFT
Å3
V0 DFT
+vdW
Å3
V0 DFT
+vdW+T
Å3
FOX-7 173 515.89a 585.08 502.87 513.72
+13.41% 2.52% 0.42%
-HMX 300 519.39b 556.07 500.77 519.41
+7.06% 3.58% +0.00%
NM 4.2 275.31c 304.22 270.00 275.37
+10.5% 1.93% +0.02%
PETN-I 300 589.49d 620.11 567.27 590.65
+5.19% 3.77% +0.20%
-RDX 293 1633.86e 1775.95 1591.21 1650.13
+8.7% 2.61% +1.00%
TATB 300 442.34f 505.69 428.76 446.02
+14.32% 3.07% +0.83%
aReference 15.
bReference 16.
cReference 17.
dReference 18.
eReference 19.
fReference 20.
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DFT+vdW+T data, as compared to experiment, results in a
ﬂuctuation in values for B0 and B0 not more than 5% when
the ﬁtting range is changed.
As shown in this work, DFT+vdW+T, incorporating
temperature and ZPE effects, can achieve excellent agree-
ment with experiment. This improved capability should
make possible reliable prediction of various thermophysical
properties for a wide range of temperatures and pressures not
easily obtainable in costly experiments, thus providing fun-
damental input for mesoscale and continuum simulations for
EMs.
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computational facilities of Materials Simulation Laboratory
at the University of South Florida.
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System
T
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B0 Expt.
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B0 Theory
GPa B0 Expt. B0 Theory
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+34.8% 25.1%
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aReference 21.
bReference 14.
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dReference 22.
eReference 23.
fReference 24.
gReference 25.
hReference 26.
iReference 27.
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Orientation dependence of shock-induced melting in crystalline aluminum
Mikalai M. Budzevich,1 Vasily V. Zhakhovsky,1 Carter T. White,2 and Ivan I. Oleynik1
1Department of Physics, University of South Florida, Tampa, Florida 33620, USA
2Naval Research Laboratory, Washington, DC, USA
The complete evolution of metastable states during shock-induced solid-liquid phase transitions
in crystalline aluminum was observed in moving window molecular dynamics simulations. The
orientation-dependent transition pathways towards orientation-independent ﬁnal equilibrium states
include both “cold melting” followed by resolidiﬁcation in [110]- and [111]-oriented shock waves, and
crystal overheating followed by melting in [100] shock waves. Such orientation-dependent dynamics
of solid-liquid phase transitions takes place within an extended zone up to hundreds of nanometers
behind the shock front, which makes it accessible for experimental observation.
PACS numbers: 62.50.Ef, 64.70.dg, 64.70.dj, 02.70.Ns
Keywords: shock-induced phase transitions, melting, resolidiﬁcation, orientation dependence, molecular dy-
namics
One of the fundamental characheristics of crystalline
solids is the anisotropy of their physical properties, which
is exempliﬁed in the variation of elastic constants and
sound wave velocities with repect to diﬀerent crystallo-
graphic directions1. Therefore, such orientation depen-
dence of mechanical response is also expected upon uni-
axial compression of single crystals by shock waves. In
fact, molecular dynamics (MD) simulations by Bringa et
al.2 and Germann et al.3 found pronounced diﬀerences in
elastic-plastic transformations during shock wave propa-
gation in Cu along the [110] and [100] crystalline direc-
tions. However, by observing orientation-independent ﬁ-
nal states of Cu single crystal shocked in [100], [110], and
[111] directions, the orientation dependence predicted by
MD was seeminly ruled out by experiment4.
By extending the experimental results to higher shock
wave intensities, it is not unreasonable to assume that
shock-induced melting would also be orientation inde-
pendent. Surprisingly, shock-induced solid-liquid phase
transitions simulated by MD still depend on crystalline
orientation5,6. In particular, the Cu crystal was over-
heated without melting by as much as 20% above the
equilibrium melting line upon shock compression in the
[100] direction, but exhibited a so-called "cold melting” in
the [110] and [111] directions, which occured at temper-
atures about 7-8 % below the melting line5. As a result,
the loci of the ﬁnal liquid and solid states, which con-
stitute the shock Hugoniot, were found to be distinctly
diﬀerent for all three directions, and did not coincide with
the unique experimental solid-liquid Hugoniot. This dis-
agreement between theory and experiment is related to
the limited time scale of standard MD, which is only able
to simulate early stages of materials dynamics behind the
shock wave front.
Herein we report the complete evolution of the
metastable states during shock-induced solid-liquid phase
transitions in crystalline aluminum, and demonstrate
that the distinctly diﬀerent transition pathways for shock
compression along the [100], [110], and [111] directions
converge towards orientation-independent ﬁnal equilib-
rium states, thus reconciling the seemingly contradictory
results of previous small-scale MD simulations and ex-
periment. The observation of long-time scale dynamics
involved in phase transitions behind a shock front was
made possible by a novel moving window molecular dy-
namics (MW-MD) technique7,8. The MW-MD simulates
a steady shock wave in the reference frame of its front by
feeding material upstream at the right side, and removing
it downstream at the left side of the simulation box. The
decoupling of time and length scales in MW-MD simula-
tions permits the observation of steady after-shock ﬂow
in large samples over an indeﬁnite period of time.
The long-time dynamics of solid-liquid phase transi-
tions in perfect fcc aluminum crystal under shock load-
ing was investigated using samples in which the x -
axis of of the MD box was oriented along the [100],
[110], and [111] crystallographic directions, with peri-
odic boundary conditions imposed along the lateral y -
and z - axis. The typical dimensions of the samples were
Lx = 200−400 nm, Ly = 12 nm , and Lz = 12 nm , con-
taining ∼ 4 × 106 atoms. The interatomic interactions
in Al were described by a novel embedded atom method
(EAM) interatomic potential, which was speciﬁcally de-
veloped to simulate conditions of extreme stress9. The Al
potential was ﬁtted to ﬁrst-principles cold pressure curves
over a wide range of compression ratios, which allowed
for the reproduction of the experimental Hugoniot over a
wide range of shock intensities. A series of MW-MD sim-
ulations of steady shock waves were performed by sam-
pling shock-wave speeds us in the interval 8.5−15 km/s
to include both plastic and melting shock-wave regimes.
To clearly identify the solid and liquid phases at the
atomic scale during the evolution of the crystal behind
the shock-wave front, the local order parameter Q6 ,
introduced by Steinhardt10,11, was calculated for each
atom. The local-order parameter of a given atom is an
invariant formed from the bond spherical harmonics av-
eraged over nearest-neighbors. It quantiﬁes the symme-
try of the local atomic environment, thus allowing eﬃ-
cient determination of various crystal structures, crys-
talline defects, and disordered phases in large ensembles
of atoms subjected to high-temperature thermal ﬂuctua-
2Figure 1: (color online) Cold melting, followed by resolidiﬁ-
cation produced by [110] shock wave with us = 10.07 km/s .
Top panel: 2-D map of local-order parameter Q6(x, y) , the
green regions on the map correspond to solid phase, the red
- to liquid phase. Bottom panel: proﬁles of Q6(x) and the
temperature T (x) . Increase of Q6 and T in after-shock
ﬂow corresponds to resolidiﬁcation of supercooled melt. See
also video S1 in the Supplemental Material12 .
tions.
To illustrate the major features of crystal evolution
from cold melting to resolidiﬁcation in both the [110]
and [111] directions, let us consider the speciﬁc case of a
shock wave propagating in the [110] direction with speed
us = 10.07 km/s , which corresponds to the shock pres-
sure 93 GPa . See Fig. 1 and video S1 in the Supple-
mental Material12. The top panel is a 2-D map of the
local-order parameter Q6(x, y) , which clearly displays
regions of liquid phase right behind the shock-wave front
(red color) followed by regions of resolidiﬁed phase (green
color). The temperature proﬁle T (x) , together with the
local-order parameter Q6(x) , is shown in the bottom
panel of Fig. 1. A substantial drop in Q6 indicates that
the crystal undergoes ultrafast melting/amorphization
within a very narrow shock front ∼ 1− 2 nm at a tem-
perature of about 2200 K , which is 984 K lower than
the simulated equilibrium melting temperature 3184 K
for aluminum at a given shock pressure, hence the term
“cold melting”.
Shock-induced cold melting actually constitutes a deep
amorphization of Al crystal, thus resulting in a state
indistinguishable from liquid phase. Very similar, but
weaker amorphization takes place during elastic-plastic
transformation within a strong plastic shock wave at in-
tensities slightly below the onset of cold melting. In both
cases, the underlying driving forces of such amorphiza-
tion are the high strain-rate deformations ∼ 1012 s−1 ,
and very large shear stress buildup at the shock-wave
front, which is later released by the intensive production
of point and extended defects, including dislocations, re-
sulting in a sharp drop in the local-order parameter Q6 .
See Fig. 1. As a result of severe damage to the crys-
tal, structural properties become indistinguishable from
Figure 2: Simulated solid Hsol and liquid Hliq branches of
T−P Hugoniot for shock compression of Al in [110] direction.
The red dashed line with open diamonds corresponds to initial
metastable supercooled states right behind the shock front,
the blue solid line with solid blue diamonds - to equilibrium
resolidiﬁed states far behind the shock front. The theoretical
melting line Tm(P ) is also shown.
those of the melt. This process of the cold, shear-induced
mechanical melting is responsible for the formation of
the supercooled metastable melted state right behind the
shock front. Because of its unstable nature, this low-
temperature metastable liquid later evolves in the after-
shock ﬂow to a solid in thermodynamic equilibrium by
the resolidiﬁcation of supercooled melt, which results in a
gradual release of latent heat, as well as increases in both
temperature and local-order parameter within the zone
∼ 50 nm. See Fig. 1. A similar process of amorphiza-
tion followed by recrystallization was experimentally ob-
served in the so-called “adiabatic” shear bands in metals
under high-strain-rate deformation ∼ 105 s−1 produced
by ballistic impact and explosive fragmentation13–15.
Fast cold melting followed by slower resolidiﬁcation
was observed in the after-shock ﬂow of aluminum for both
the [110] and [111] directions within the range of shock
wave velocities us = 9.0 − 10.6 km/s . See video S2 in
the Supplemental Material12. For a given us , two (P, T )
points were determined from the temperature T (x) and
the pressure P (x) proﬁles: (P1, T1) for the supercooled
molten state of Al right behind the shock front, and
(P2, T2) for the resolidiﬁed equilibrium state of material
far behind the shock front. By plotting points 1 and 2 for
each us , T − P liquid and solid branches of the Hugo-
niot were obtained. Figure 2 shows the liquid and solid
Hugoniots for [110] shock-compressed Al; the red dashed
line with open diamonds corresponds to metastable su-
percooled states right behind the shock front, the blue
solid line with solid blue diamonds - to equilibrium reso-
lidiﬁed states far behind the shock front. Figure 2 also
includes the theoretical melting line Tm(P ) , which was
obtained by the phase co-existence method. The simu-
3lated Tm(P ) is in good agreement with diamond anvil
cell experimental points up to 20 GPa 16,17. Some de-
viation from experiment18 appeared at higher pressures
because the experimental melting line was not included
in the ﬁtting database for the Al EAM potential.
In the [110] direction, the regime of cold melt-
ing/resolidiﬁcation was observed in the range of shock
pressures 61−100 GPa . The black vectors in Fig. 2 con-
necting the open and solid diamonds indicate the phase
evolution trajectories from metastable supercooled melt
to equilibrium resolidiﬁed material in the after-shock
ﬂow. The ﬁrst solid black vector corresponds to a speciﬁc
case us = 9.0 km/s, and involves both the initial super-
cooled metastable state (61 GPa, 1150 K) and the ﬁnal
resolidiﬁed equilibrium state (63.8 GPa, 1663 K) . The
theoretical equilibrium melting temperature at 61 GPa
was Tm = 2670 K ; therefore, the initial cold melting
occured at a temperature lower than Tm by 1520 K .
The dashed vector corresponds to the speciﬁc case us =
10.07 km/s discussed above and shown in Fig. 2. The
blue solid diamond at ≈ 54 GPa and the red solid di-
amonds above 123 GPa correspond to pure plastic and
pure melting shock waves below and above the cold melt-
ing/resolidiﬁcation regime. See Fig. 2. The red vec-
tor, originating from the metastable supercooled state
(109.4 GPa, 3038 K) and ending at equilibrium melting
line, also shown in Fig. 2, corresponds to partial reso-
lidiﬁcation at us = 10.63 km/s. It was found in our
simulations that the resolidiﬁcation time of the super-
cooled melt rapidly increased upon decrease in the tem-
perature diﬀerence Tm−T1 between the temperature of
the metastable supercooled state T1 and the equilibrium
melting temperature Tm at a given shock pressure P .
Therefore, for the case of us = 10.63 km/s , which has an
initial state very close to the equilibrium melting line, the
ﬁnal equilibrium state was impossible to achieve within
the 600 nm MD box, the largest used in our simulations.
Having underlined the the importance of shear stresses
in the discussion of shock-induced solid-liquid phase tran-
sitions, it would be quite natural to expect a completely
diﬀerent mechanism of melting in the [100] crystallo-
graphic direction based on the well-know fact that for
fcc crystals, the [100] shear stresses are much smaller
than those for the [110] and [111] directions under the
same uniaxial compressive strain. As a matter of fact, a
substantial overheating followed by melting, rather than
cold-melting/resolidiﬁcation, was observed upon shock
compression of Al in the [100] direction within the inter-
val of shock velocities us = 10.6 − 11.05 km/s . This is
due to the much smaller shear stresses for [100] direction
that are not large enough to cause the deep amorphiza-
tion for the same magnitude of shock intensity as for [110]
and [111] shock waves. Therefore, uniaxial shock com-
pression along [100] resulted in overheating of Al above
the equilibrium melting line right behind the shock front.
Such an overheated, but not melted, metastable crys-
talline state subsequently underwent a melting transition
in the after-shock ﬂow. A speciﬁc example of overheat-
Figure 3: (color online) Overheating of the Al crystal fol-
lowed by melting produced by [100] shock wave with us =
10.9 km/s . Top panel: 2-D map of local-order parameter
Q6(x, y) , the green regions on the map correspond to solid
phase, the red - to liquid phase. Bottom panel: the proﬁles of
Q6(x) and temperature T (x) . Decrease of Q6 and T in
after-shock ﬂow corresponds to melting of overheated crystal.
See also video S3 in the Supplemental Material12 .
ing followed by melting produced by a [100] shock wave
with us = 10.9 km/s is shown in Fig. 3 and video S1 in
the Supplemental Material12. The 2-D map of the local-
order parameter Q6(x, y) clearly shows the overheated
metastable region of solid Al right behind the shock front
(green color) followed by its transformation into the equi-
librium liquid phase (red color). This gradual solid-liquid
phase transition was accompanied by the reduction of the
local-order parameter and temperature (from 4028 K to
3493 K ) towards the equilibrium values upon completion
of melting.
The solid and liquid branches of the T − P Hugoniot
for shock compression in the [100] direction are shown
in Fig. 4. Due to the substantially smaller shear stresses
along [100] direction, the shock response was purely plas-
tic up to 101 GPa , which corresponds to the onset of
equilibrium melting. See solid blue squares on solid blue
line in Fig. 4. The metastable overheated states right
behind the shock front appeared in the interval of shock
pressures between 101 GPa and 122 GPa (see open blue
squares on dashed blue line in Fig. 4), while most of the ﬁ-
nal melted states were at the equilibrium melting line for
shocks with pressures between 101 and 119 GPa. The
black vectors connecting open and solid squares indicate
phase evolution trajectories from metastable overheated
crystal to equilibrium melted Al in the after-shock ﬂow.
The dashed black vector corresponds to the speciﬁc case
us = 10.9 km/s , shown in Fig. 3.
In contrast to the [110] and [111] compressions, we were
able to observe solid-liquid phase transitions along the
[100] direction to their full completion, even for the cases
having ﬁnal equilibrium states lying on the melting line
Tm(P ) . The only exception was the partial melting case,
indicated by a small solid red vector in Fig. 4, close to the
4Figure 4: (color online) Simulated solid Hsol and liquid Hliq
branches of T − P Hugoniot for shock compression of Al in
[100] direction. The blue dashed line with open squares cor-
responds to initial metastable overheated states right behind
the shock front, the red solid line with solid blue squares -
to equilibrium melted states far behind the shock front. The
theoretical melting line Tm(P ) is also shown.
intersection of the solid Hugoniot and the melting line.
The diﬀerences between the [100] and [110] cases are due
to a much smaller time scale for melting as compared
to resolidiﬁcation. The maximum overheating temper-
ature observed in our MD simulations was only 583 K
above the corresponding melting point Tm(P ) . Above
123 GPa the [100] crystal quickly melted within a very
narrow zone behind the shock front, which corresponds
to very fast, almost instantaneous equilibrium melting.
The results of our MD simulations of shock-induced
solid-liquid phase transitions in the [100], [110] and [111]
directions unambiguously demonstrate the orientation
dependence of both initial metastable states and transi-
tion pathways towards orientation-independent equilib-
rium states. In spite of very diﬀerent transition path-
ways, the ﬁnal solid and liquid states in all three direc-
tions lie on the unique Hugoniot, consisting of both solid
and liquid branches connected by a segment of the equi-
librium melting line, see Figs. 2 and 4. The solid and
liquid Hugoniot lines Hsol and Hliq in both Figs. 2 and
4 are ﬁts of combined [100] and [110] sets of equilibrium
and metastable (P, T ) points. The simulated metastable
states in both cases (open red diamonds for the [110] di-
rection and open blue squares for the [100] direction) lie
on metastable branches of Hsol and Hliq extrapolated
beyond the corresponding equilibrium Hugoniots.
In summary, by providing atomic scale mechanisms for
the evolution of initially diﬀerent metastable states to-
wards orientation-independent ﬁnal states, our MD sim-
ulations of shock-induced solid-liquid phase transitions
fully reconcile the seemingly contradictory results of pre-
vious small-scale MD simulations and experiment. As
was shown above, the time scale of such transition pro-
cesses substantially increases for speciﬁc shock-wave con-
ditions, resulting in metastable states close to the equilib-
rium melting line. The corresponding length-scale of ma-
terials transformation behind the shock front may extend
up to microns, which opens up an exciting opportunity to
experimentally detect the orientation dependence using
the novel capabilities of dynamical x-ray diﬀraction19–21.
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SHOCK-INDUCED PHASE TRANSITIONS IN METALS:
RECRYSTALLIZATION OF SUPERCOOLED MELT AND MELTING
OF OVERHEATED SOLIDS
Mikalai M. Budzevich∗, Vasily V. Zhakhovsky∗, Carter T. White† and Ivan I. Oleynik∗
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Abstract. Melting shock waves in aluminum were studied using a moving window molecular dynamics
(MW-MD) technique. It was found that shock compression in the [100] crystallographic direction leads
to the formation of an overheated metastable solid state. This state is located on an extension of the solid
branch of the T-P Hugoniot above the melting line. The melting of the overheated crystal is accompanied by
a temperature decrease in the downstream ﬂow behind the shock front. By contrast, shock compressions in
the [110] and [111] directions result in a so-called “cold” melting that takes place below the melting line. This
metastable supercooled state, lying on the extension of liquid branch of the T-P Hugoniot below the melting
line, eventually undergoes a recrystallization associated with a temperature increase in the after-shock ﬂow.
Keywords: shock Hugoniot, melting shock wave, molecular dynamics
PACS: 64.70.dj, 62.50.Ef, 02.70.Ns
INTRODUCTION
Such shock-induced phenomena as the orientational
dependence of elastic-plastic response, melting
shock waves, and polymorphic phase transitions
have attracted considerable interest [1]. The material
response depends on the amplitude of the applied
shock wave (SW). For moderate SW intensities
with pressures below ∼ 20 GPa, the elastic-plastic
transformation of shocked metals always happens
[2]. For the fcc single Cu crystal, Bringa et al. [3]
reported shock speed anisotropy, and demonstrated
differences in elastic-plastic wave proﬁles for [110]
and [100] crystal orientations.
For higher shock intensities, MD simulations [4]
of strong melting SWs with pressures above ∼
100 GPa have also shown an orientational depen-
dence for ﬁrst-order phase transitions in a single
Cu crystal. Despite the orientational dependence of
the Hugoniot, it was found that the crystal was
overheated by 20% above the simulated equilibrium
melting line before it ﬁnally melted in the [100] di-
rection. By contrast, copper crystals shocked in the
[110] and [111] directions melted at a temperature
about 7-8 % below the melting line. Liu et al. [5]
demonstrated similar results for a single Pt crystal:
strong anisotropic behavior of the solid-liquid Hugo-
niot; overheating of the crystal along the [100] direc-
tion; and, the so-called “cold” melting of the crys-
tal along the [110] and [111] directions. Both groups
[4, 5] found the presence of overheated states of
the crystal above the melting line, and supercooled
states of the liquid below the melting line within
3 ∼ 7 ps after shock loading. However, the experi-
mental Hugoniots for single Cu crystals [6] for shock
pressures below 66 GPa didn’t show any anisotropy
in response.
We think that the long-time phase transitions from
a metastable state to a thermodynamically stable
state takes place in the after-shock ﬂow. To observe
such transitions in MD simulations, a sample with
longitudinal dimension large enough for completion
of the phase transition is required. To bridge the gap
between experimental observations and MD simula-
tion results, we performed large scale simulations of
a shocked single Al crystal using MD in the moving
window coordinate system.
SIMULATION METHODS
Instead of working in the laboratory frame, the MW-
MD technique focuses on the steady SW front in a
moving window frame having the same speed as a
shock front [7]. Layers of initially undisturbed crys-
tal are added from the right side of the MD box, and
immediately pass through a Langevin thermostat set
to room temperature. A semipermeable potential bar-
rier acts on the left side of the MD box to stabilize
the position of the SW front. The barrier increases
in height with decreasing distance between the pis-
ton and shock front and vice versa. When the SW
reaches the steady regime, the barrier height is stabi-
lized, material ﬂow is stationary, and time-averaged
proﬁles of physical values can be obtained.
Use of the pair-correlation function to determine
the local structure within the material is not suitable
during the runtime of large-scale MD simulations. To
visualize defects, dislocations, and the phase of states
within the shocked material, we used the local-order
parameters Q4 and Q6 introduced in [8, 9]. This
method provides fast analysis of states within the
material useful for distinguishing solid from liquid
states during the simulation.
To describe aluminum under strong uniaxial load-
ing, an EAM potential was used [10]. The potential
was ﬁtted to cold pressure curves obtained in DFT
calculations, and found to be good for use in a wide
range of compression ratios V/V0.
The response of perfect fcc Al crystal to shock
loading was studied in MD simulations of uniaxial
compressions along the [100], [110], and [111] direc-
tions. Shock waves propagated along the longitudi-
nal x axis for the MD box. Periodic boundaries were
imposed in the transverse y and z directions. Typi-
cal dimensions for the MD box were Lx = 400 nm,
Ly = 12 nm, and Lz = 12 nm.
To trace the transition from shock-induced elastic-
plastic response to shock-induced melting, we in-
vestigated the the structures of steady SWs having
speeds us within the range 8.5 km/s− 15 km/s,
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FIGURE 1. Top – two-dimensional map of the local-
order parameter Q6(x,y), where the green corresponds to
the perfect fcc crystal and red corresponds to the amor-
phous/liquid states of the material. Bottom – proﬁles of
Q6(x) and temperature T (x) . Shock wave propagates
along [110] with us = 10.067 km/s.
for each crystallographic direction. Proﬁles of local-
order parameters and physical values, such as parti-
cle velocity up(x), temperature T (x) , and pressure
P(x) across the shock front and in the downstream
ﬂow, were obtained by averaging over thin y− z
slabs for each particular us. See Fig. 1 for T (x) .
Using pressures and temperatures evaluated both
immediately behind and far after the shock front,
where equilibrium states were reached, two branches
of the shock Hugoniot for solid and liquid states
were obtained. See Fig. 2. Open symbols show non-
equilibrium metastable states right behind the shock
front, while full symbols correspond to ﬁnal equilib-
rium states of the material.
RECRYSTALLIZATION OF SUPERCOOLED
MELT FOR SHOCKS IN [110] AND [111]
We found that with increasing shock intensity in the
[110] and [111] directions the Al crystal exhibited
a smooth transition from elastic-plastic response to
deep amorphization within the shock front. A steady,
two-phase solid-liquid ﬂow formed after the shock
front for pressures above ∼ 60 GPa. The proﬁle of
Q6 in Fig. 1 indicates that the Al crystal underwent
ultrafast melting/amorphization within a very narrow
shock front at temperatures about 1600 K, which is
lower than the equilibrium melting temperature of
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FIGURE 2. Two branches of the T −P Hugoniot for
solid and liquid states of an Al crystal shocked along
the [110] direction. Full diamonds are stable ﬁnal states
far behind the shock front. Open diamonds represent the
metastable supercooled melt right behind the shock front.
The solid line is the melting line for EAM Al. Recrystal-
lizations of the supercooled melt in the after-shock ﬂow are
shown by arrows.
simulated Al for a given shock pressure. In previous
MD studies [11, 12] this phenomenon was called
supercooled shock-induced melting.
We suppose that this shock-induced cold melting
is actually deep amorphization of the solid, where
material transforms to a state similar to a liquid state.
For [110] and [111] directions shear stress increased
strongly with compression, leading to increased con-
centration of defects produced by the shock front
with increased shock intensity. As a result of the
damage to the crystal lattice, atomic scale and struc-
tural properties became similar to those of the melt.
This continuous evolution of plastic deformation to
the cold, shear-induced mechanical melting resulted
in the formation of a non-equilibrium supercooled
molten state. Because of its unstable nature, the melt
quickly recrystallized with an associated increase in
both temperature and local-order parameter, as is
shown in Fig. 1.
Figure 2 shows the melting line Tm(P) for Al and
the two branches of T −P Hugoniots obtained for
shock compression in the [110] direction. The melt-
ing line of EAM Al was calculated using the stan-
dard phase co-existence method. The recrystalliza-
tion of supercooled melt in the after-shock ﬂow was
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FIGURE 3. Overheating of the Al crystal with following
melting produced by shock-wave propagation in the [100]
direction with us = 10.9 km/s. Top – two-dimensional
map of local-order parameter Q6(x,y). Bottom – proﬁles
of Q6(x) and temperature T (x).
observed in MD simulations of shock pressures be-
tween 65−100 GPa. The arrows in Fig. 2 connect-
ing open squares with full squares indicate trajecto-
ries of this transitions from molten Al at lower tem-
peratures to solid Al at higher temperatures. The re-
crystallization time of the supercooled melt depends
upon the temperature difference |T − Tm| between
equilibrium melting points and the supercooled melt.
MELTING OF OVERHEATED SOLID IN [100]
MD simulations of shock compression in the [100]
direction show that solid Al can be signiﬁcantly over-
heated before the melting transition starts. In con-
trast to the [110] and [111] directions, uniaxial com-
pression in the [100] direction did not produce sig-
niﬁcant shear stress, and the mechanism of shear-
induced mechanical melting did not work in this
case. Thus, the shocked solid was easily overheated
above the melting line because the standard mech-
anism of temperature-induced melting has a long
characteristic time.
The overheated state generated by the shock front
underwent a melting transition that took place in
after-shock ﬂow, as is shown in Fig. 3, where the
liquid phase is depicted in red and the solid phase
in green. The two branches of the shock Hugoniot
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FIGURE 4. Two branches of the T −P Hugoniot for
solid and liquid states of Al crystal shocked along the [100]
direction. Full squares are stable states far behind the shock
front. Open squares represent metastable overheated states
obtained right behind the shock front. The solid line is the
melting line of EAM Al. Melting transitions of overheated
solids in after-shock ﬂow are shown by arrows.
for compression along the [100] direction are rep-
resented in Fig. 4. The equilibrium solid and liq-
uid states of shocked Al lie along the same Hugo-
niot branches as in Fig. 2. Arrows connecting open
squares with full squares show transitions from the
overheated Al solid to thermodynamically stable
molten Al. The maximal overheating above the equi-
librium melting point Tm(P) is about 600 K.
CONCLUSION
We have found that supercooled molten Al was pro-
duced within the shock front by compression in the
[110] and [111] directions. However, the shock com-
pression in [100] direction resulted in overheating
of the solid above the melting line. Thus, a strong
enough shock wave generates thermodynamically
unstable states of matter immediately behind the
shock front. Such metastable states lie on extensions
of the Hugoniot branches for solid and liquid beyond
the melting line. Transition to stable states was ac-
complished either by melting of the overheated crys-
tal, or by recrystallization of the supercooled melt
in the after-shock ﬂow. The transition time depended
on the degree of metastability |T −Tm|, and reached
up to 50 ps in our MD simulations. This means that
the orientation dependence of shock-induced melt-
ing transition can be experimentally observed right
behind the shock front within distances up to ∼
200 nm, but should disappear in the downstream
ﬂow sufﬁciently far behind the shock front.
It must be mentioned that calculated Hugoniots in
the T −P plane, corresponding to ﬁnal stable states
of material, did not show any orientation dependence
for all examined crystal orientations [100], [110] and
[111], which agrees with experimental observations.
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By decoupling time and length scales in moving window molecular dynamics shock-wave simulations,
a new regime of shock-wave propagation is uncovered characterized by a two-zone elastic-plastic shock-
wave structure consisting of a leading elastic front followed by a plastic front, both moving with the same
average speed and having a ﬁxed net thickness that can extend to microns. The material in the elastic zone
is in a metastable state that supports a pressure that can substantially exceed the critical pressure
characteristic of the onset of the well-known split-elastic-plastic, two-wave propagation. The two-zone
elastic-plastic wave is a general phenomenon observed in simulations of a broad class of crystalline
materials and is within the reach of current experimental techniques.
DOI: 10.1103/PhysRevLett.107.135502 PACS numbers: 62.50.Ef, 02.70.Ns, 62.20.D, 62.20.F
Shock waves propagate through solids at supersonic
speeds and, if powerful enough, can induce irreversible
plastic deformations [1–4]. Although this shock-induced
plasticity has been the focus of intense experimental [5,6]
and theoretical [7–11] investigations, the atomic scale
mechanisms coupling the high-strain-rate plastic deforma-
tions to the initial elastic compression remain poorly under-
stood. Herein, we report the observation of a new regime of
shock-wave propagation that should be considered in any
study of shock-induced plasticity in solids. This regime,
illustrated for Al but also observed by us in simulations of a
wide range of other materials, is characterized by a two-
zone elastic-plastic shock-wave structure consisting of a
leading elastic zone followed by a plastic zone, both mov-
ing at the same speed. The elastic front is overdriven by the
plastic front but—in contrast to the usual picture—is not
overrun. Rather, the elastic zone behind this front can
extend to an appreciable fraction of a micron or more.
The observation of a single two-zone elastic-plastic
wave, with high elastic pressures and large elastic zone
lengths, was made possible by a moving window (MW)
simulation method that decouples time and length scales in
molecular dynamics (MD) shock-wave simulations [12].
Most previous shock simulations were done using a piston-
driven setup that couples time and length scales because
the number of atoms that have to be treated explicitly
grows with time as the shock wave separates from the
piston face. The MW-MD method avoids this stumbling
block by simulating the material in a reference frame of the
shock-wave front. Like standard piston-driven simulations,
the MW method assumes a simulation cell with periodic
boundary conditions imposed in directions lateral to the
direction of shock front propagation. Unlike piston simu-
lations, however, crystalline material is fed into a MW
simulation upstream from the shock wave and removed
self-consistently downstream [13], thus allowing the
complex processes taking place behind the shock-wave
front to be simulated over an indeﬁnite period of time.
To describe the major features of the two-zone elastic-
plastic regime, consider the particular case of a relatively
strong shock wave propagating in the [111] direction in a
perfect Al crystal supported by a steadily moving piston
with velocity up ¼ 2284 m=s. Figure 1 shows a snapshot
of the internal shock-wave structure consisting of an
elastic zone of length 94 nm followed by a plastic zone
of length  120 nm, both moving with the same speed
us ¼ 8562 m=s. The distinction between the elastic and
plastic zones (green/red and black colors, respectively) is
easily seen in the 2D maps of both shear stress ðx; yÞ and
the local-atomic-order parameter Q4 [14], with the latter
also used to visualize clearly the appearance of disloca-
tions at the end of the elastic zone.
The elastic zone has a rich internal structure due to the
propagation of localized ultrashort elastic pulses emitted
by dislocations generated within the plastic shock front.
See video in the Supplemental Material. These triangle-
shaped pulses propagate toward the leading elastic front
with the local sound speed in the nonuniformly compressed
elastic zone. Later, they combine into a series of planar
elastic shock pulses that decrease in amplitude and speed
as they approach the leading elastic front. These elastic
pulses synchronize the speeds of the elastic and plastic
fronts resulting in a constant average elastic zone length.
The plastic shock front also exhibits rich local dynamics
due to the homogeneous nucleation of dislocation loops
and their avalanche multiplication. See Fig. 1. The shear
stress drops substantially between 66–75 nm accompanied
by a fast increase of dislocation loop concentration.
Thereafter, it slowly decreases towards a small equilibrium
value at the end of the plastic zone. As a result of such
complicated dislocation dynamics, the overall thickness of
the plastic zone can be appreciable, reaching hundreds of
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nanometers in a relatively weak two-zone elastic-plastic
single shock wave.
To see how this two-zone single shock-wave regime lies
outside the traditional picture of shock-induced elastic-
plastic transitions [2–4], consider the shock Hugoniot—
the locus of allowed ﬁnal shock states with longitudinal
pressure Pxx and the volume V for a material initially in
the state O of Fig. 2. At shock-wave intensities below the
Hugoniot elastic limit (HEL), Pxx < PHEL, only a single
elastic shock wave propagates through the crystal with the
material transforming from the initial to the ﬁnal state
along a cord, known as the Rayleigh line, connecting these
states lying on the Hugoniot. As Pxx exceeds the threshold
pressure PHEL, however, the material’s response changes
due to plastic deformations causing this single front to split
into a fast elastic precursor and a slow plastic wave. Now
consider the point SP on the Hugoniot in this split shock-
wave regime. Then, in the reference frame of the material
behind the elastic front, the ratio of the speed of the leading
elastic front to the following plastic front is given by
R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SHELO =S
SP
HEL
q
, where SHELO and S
SP
HEL denote the slopes
of the Rayleigh lines from O to HEL and from HEL to SP,
respectively [1]. Because the speed of the elastic precursor
is determined only by the properties of O and the cusp at
HEL, it remains unchanged with further increase in Pxx,
even as the slower plastic front increases in speed.
Eventually, at the onset of the overdriven regime Pxx ¼
POD, whereupon R ¼ 1 and the velocities of the elastic
precursor and the plastic fronts become equal.
It is often thought that at shock-wave intensities
Pxx > POD, the elastic precursor is effectively overrun
leaving only a single plastic front. However, such an
interpretation is wrong. In fact, the two-zone elastic-plastic
regime found in our simulations corresponds to shock
intensities Pxx > POD. This two-zone elastic-plastic re-
gime is characterized by a ﬁnite and potentially large
separation between the elastic and plastic fronts, both
moving with the same average speed.
For a speciﬁc shock intensity, PPZ >POD, the state of
the crystal in the elastic zone is represented in Fig. 2 by the
point EZ that lies at the intersection of the Rayleigh line
(O-PZ) with the extension of the elastic branch of the
Hugoniot beyond the HEL. This metastable elastic state
EZ decays into the plastic state PZ during the development
of plastic deformations via dislocation loop nucleation and
multiplication in the plastic zone. The corresponding time
scale for the elastic-plastic transition is long enough to
produce a ﬁnite elastic zone ahead of the plastic shock
front of appreciable thickness. The upper limit POD for
this two-zone regime corresponds to an effective disap-
pearance of the elastic zone. Therefore, it is for ﬁnal state
pressures such that POD <Pxx < POD that the two-zone
OD
HEL
POD*
V
OD*
PZ
extension of elastic 
branch of Hugoniot
to metastable states
HEL*
EZ
PPZ
POD
PHEL
O
Pxx
SP
PSP
FIG. 2 (color online). Schematic of P-V shock Hugoniot, con-
sisting of elastic and plastic branches intersecting at the HEL.
For a shock compression within the interval POD <PPZ <POD
the Rayleigh line PZ intersects an extension of the elastic branch
of the Hugoniot (blue dashed line) at point EZ, leading to a two-
zone elastic-plastic shock wave for which the states within the
elastic and plastic zones are indicated by points EZ and PZ,
respectively.
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FIG. 1 (color online). Internal structure of a two-zone elastic-
plastic single shock wave propagating along the [111] direction
in a perfect Al crystal with shock speed 8562 m=s (correspond-
ing piston velocity 2284 m=s). Top and middle panels: 2D maps
of local order parameter Q4 and shear stress, respectively.
Bottom panel: mass velocity and shear stress proﬁles. The
MW simulation cell used to obtain these results contains
35:32 0:01 106 atoms within a box with dimensions
Lx ¼ 400 nm, Ly ¼ 72:3 nm, and Lz ¼ 15:9 nm. The pressure
and temperature in the undisturbed sample were P0 ¼ 0 and
T0 ¼ 300 K, respectively.
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regime does not ﬁt into the traditional picture of shock-
induced elastic-plastic transitions.
All four regimes of shock-wave propagation outlined
above were systematically investigated for an Al crystal
shocked along the [111] crystallographic direction using
both MW and standard piston MD simulations; the piston
simulations were necessary to treat the split shock-wave
regime, where the elastic and plastic fronts move at differ-
ent speeds. The gray sector in Fig. 3 covers the interval of
applied pressures 51 GPa< Pxx < 65 GPa corresponding
to the newly uncovered two-zone elastic-plastic single
shock-wave regime. The calculated P-V Hugoniot is in
good agreement with available experimental data [15–17],
which demonstrates the excellent quality of the new em-
bedded atom potential for Al used in our simulations [18].
However, the HEL for the perfect Al crystal obtained from
the MD simulations, PHEL ¼ 21:3 GPa, is too high com-
pared to experiment, as shown by the two recent experi-
mental points (blue crosses in Fig. 3) corresponding to the
observation of a plastic regime of shock propagation in
single crystal Al [17]. Such disagreement indicates the
importance of preexisting defects in lowering the simu-
lated HEL for the perfect crystal towards experimental
values obtained from imperfect samples. Indeed, once
vacancies at a concentration of 103 are introduced into
the crystalline sample, an almost twofold reduction of the
HEL to PHEL ¼ 12:6 GPa results. A similar level of HEL
reduction upon the introduction of defects was also calcu-
lated for crystalline copper [19].
The ﬁxed average length of the elastic zone del within
the two-zone elastic-plastic regime is appreciable and be-
comes extremely large when the applied pressure Pxx
approaches POD from above. Figure 4 shows calculated
values of del as a function of the average elastic pressure
Pel read from simulated elastic pressure proﬁles for applied
pressures in the interval POD <Pxx < POD . The elastic
states of material with Pel > PHEL lie along the extension
of the elastic branch of the Hugoniot into the metastable
area above the HEL depicted in Figs. 2 and 3. The largest
del ( 400 nm) that we were able to simulate in the perfect
Al [111] crystal corresponds to us ¼ 8501 m=s, with a
total shock-wave front thickness close to 1 m. The sharp
increase in del shown in Fig. 4, as Pel ! PHEL, correspond-
ing to Pxx ! POD, indicates that del might asymptotically
approach inﬁnity as the plastic shock intensity approaches
this limit from above, provided very slow relaxation pro-
cesses due to stress and thermal activation of defects in the
elastic zone are ignored. Note that very large-scale piston
simulations, which must be extended to over 150 ps, can
also be used to obtain the 33 nm point of Fig. 4. See the
Supplemental Material [13]. However, owing to computa-
tional limitations, the MW-MD method was needed to
obtain the points of Fig. 4 corresponding to much larger
elastic zone lengths.
By assuming that del / ðPel  PHELÞ in ﬁtting the
MW-MD results near the HEL, a critical pressure PHEL ¼
21:3 GPa is obtained that is very close to the PHEL calcu-
lated independently from piston MD simulations of split
shock waves. In the opposite limit of increasing shock-
wave intensities, where Pel ! PHEL , corresponding to
Pxx ! POD , the elastic zone shrinks from a signiﬁcant
fraction of a micron to several nanometers, and ﬁnally
effectively disappears at PHEL ﬃ 33:5 GPa.
A similar behavior in the elastic zone length as a func-
tion of shock intensity is observed for an Al crystal
with preexisting vacancies. See Fig. 4. As expected, the
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introduction of defects signiﬁcantly reduces both the
length of the elastic zone (from 400 nm to 20 nm for a
shock wave propagating with us ¼ 8501 m=s) and PHEL
(from 21.3 GPa to 12.6 GPa). However, the presence of
vacancies does not appreciably affect PHEL , which corre-
sponds to the effective disappearance of the elastic zone.
This is understandable because at such a high pressure the
dislocations appear on a much smaller length scale than the
average distance between preexisting vacancies.
A large value of elastic pressure is a distinct feature of
the two-zone elastic-plastic regime consistent with the
observation of the anomalously high elastic wave ampli-
tudes in recent laser-driven experiments [20–22] on Al. In
particular, a leading elastic wave 150 nm long supporting a
pressure of 12 GPa was detected in experiments byWhitley
et al. [20]. Although the increasing length of the high-
pressure elastic zone with time observed by Whitley et al.
is consistent with shock-wave splitting, its decreasing am-
plitude is not, as this amplitude is determined by the HEL
that simulations show is effectively independent of the
applied pressure in the Al split shock-wave regime. This
behavior, however, is consistent with an overdriven elastic
wave as the elastic zone will both increase in length and
decrease in amplitude with decreasing pressure support
from the driving laser pulse. Another indirect sign of the
existence of the two-zone elastic-plastic regime is the
presence of a small elastic shoulder pinned to the plastic
wave observed in previous MD simulations [9,23–25].
Although the physics of the two-zone, elastic-plastic
regime was illustrated using Al, this is a general phenome-
non that should be observed in a broad class of crystalline
materials. Indeed, we have already found such a two-zone,
elastic-plastic single wave regime in simulations of Ni, Au,
and diamond samples, as well as in Lennard-Jones solids.
To provide direct experimental proof of the two-zone
regime, however, the time delay between arrivals of the
elastic and plastic fronts at the free surface of the sample
should be measured with picosecond resolution, and shown
to be independent of sample thickness. Such measurements
are within the reach of the current laser-driven shock-wave
experiments.
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EFFECT OF REACTIVE CHEMISTRY ON MECHANISMS OF
CONDENSED PHASE DETONATION
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Abstract. The structure of a steady detonation wave in solid energetic materials (EMs) represented by the
standard AB model was studied using molecular dynamics (MD) simulations. Parameters of the AB model
were modiﬁed to investigate the mechanism of detonation propagation in EMs as a function of the barrier
height for the chemical reaction AB+B → A+BB+3 eV. For barriers below 0.2 eV, the detonation
front remained planar and material ﬂow was laminar regardless of the cross-sectional size of the AB solid.
For higher barriers, the one-dimensional planar detonation became unstable to longitudinal perturbations
leading to collapse of the detonation wave in an AB sample having a relatively small cross-section. Upon
extension of one transverse dimension, the unstable planar detonation front was initially transformed into
a quasi-stable, two-dimensional cellular front that later developed into a stable spin detonation containing
local oblique shock waves propagating within the detonation front. The extension of the second transverse
dimension resulted in an unstable planar detonation front, which eventually evolves into a stable three-
dimensional turbulent detonation. Various regimes of detonation observed in our MD simulations mirror
the major regimes of detonation in gases, thus conﬁrming the universal nature of detonation phenomena.
Keywords: detonation, energetic materials, moving window, molecular dynamics
PACS: 82.40.Fp, 02.70.Ns
INTRODUCTION
The classic Zel’dovich, von Neumann, and Doer-
ing (ZND) theory predicts detonation speeds in good
agreement with experiment. ZND theory is essen-
tially one-dimensional, i.e. the detonation front is
planar, consisting of a leading shock front followed
by induction and reaction zones [1, 2]. However, ex-
periments on detonations in gases demonstrate that
the detonation front is complex, and could become
unstable by developing an inhomogeneous struc-
ture with low-pressure spots/zones and high-pressure
spots such as Mach stems. Chemical reactions are
initiated in local high-pressure spots with compres-
sions and temperatures higher than those predicted
by ZND theory. The transverse and longitudinal per-
turbations leading to a nonuniform energy release
make the planar detonation front unstable. Therefore,
stable detonations in gases possess highly complex,
non-planar structures corresponding to cellular, spin-
ning, and pulsating-turbulent detonation regimes [2].
In contrast to gases, such structures have not yet been
observed experimentally in the condensed phase due
to difﬁculties in the atomic-scale characterization of
EMs subjected to ultrafast energy release in the pres-
ence of extreme pressures and temperatures. Because
of these fundamental challenges, atomistic molecular
dynamics (MD) is an attractive alternative to exper-
iment for investigating the detonation front structure
in EMs.
MD simulations of detonations require realistic
but simple interatomic potentials to follow the dy-
namics of many atoms while allowing chemical re-
actions to take place upon shock compression. To
this end, a simpliﬁed atomic-scale model of a pro-
totypical EM, termed the AB model, was developed
by White and co-workers [3, 4] that proved success-
ful in reproducing the major features of the classic
ZND theory of detonation. Recently, a cellular deto-
nation structure was observed by Heim at al. [5] in
two-dimensional MD simulations using a modiﬁed
AB model. However, a systematic investigation of
the different regimes of detonation by realistic three-
dimensional modeling has yet to be attempted.
In this work the detonation front structure was
studied using a newly modiﬁed AB model that allows
the chemistry to be altered by changing the activa-
tion barrier for chemical reactions without otherwise
changing the essential properties of the model. True
3-D simulations of detonation have become possible
by applying the novel moving-window (MW) MD
technique [6], which follows the processes in the ref-
erence frame of the detonation front. The unique fea-
ture of this method is the decoupling of simulation
time and propagation distance, which results in the
ability to simulate the detonation phenomena within
the detonation front over an indeﬁnite period of time.
EOS OF AB MODEL AND SELF-SUSTAINED
DETONATION VELOCITY
In the original AB model, the binding energy of N
atoms is given by
E =
N
∑
i, j>i
(
fc(ri j)[VR(ri j)−Bi jVA(ri j)]+VvdW (ri j)
)
,
where the pairwise repulsive VR and attractive VA
potentials are combined using the bond order Bi j to
produce many-body potentials that describe covalent
bonding between atoms in the diatomic molecules
AA, AB, and BB as well as chemical reactions be-
tween them. The long-range van der Waals interac-
tions responsible for the formation of the fcc molecu-
lar crystal are represented by the Lennard-Jones (LJ)
potential. In the original AB model this LJ potential
is interpolated to zero within the bonding region us-
ing an inner spline.
Herein we introduce a modiﬁed version of the
AB model that allows the barrier to reaction to be
easily adjusted without otherwise altering the essen-
tial features of the model. First, following Heim et
al. [5], rather than interpolating VvdW directly to
zero within the bonding region, it is interpolated to
a constant positive plateau potential, which is ap-
plied inside a cutoff ri j < rM, where the strong co-
valent part of the potential dominates. Outside the
cutoff distance, the plateau is smoothly connected
to the weak LJ part of the potential. Next, a com-
pensating constant potential equal to the height of
the plateau is subtracted from the bonding portion
of the potential. Because this constant is multiplied
by fc(ri j), this change together with the one made
to the non-bonding potential, leaves intact the chem-
ical and VvdW bonding energies, while introducing a
barrier to reaction in the neighborhood of rM. In the
modiﬁed model, the bond energies of the AB Model I
were preserved, DAB = 2.0 eV and DAA/BB = 5 eV,
while the equilibrium diatomic bond distance re was
changed to 0.1 nm. By adjusting the height of the
plateau, the activation barrier for exothermic reac-
tion AB+B → A+BB+3 eV is varied. EMs with
three activation barriers, 0.09 eV, 0.18 eV, and 0.36
eV, were investigated in this work.
The speed of a self-sustained detonation for a
given energy barrier was determined using the reac-
tive Hugoniot, which is constructed by introducing
the Hugoniot function
H(ε,P) = ε− ε0− 12 (P+P0)(V0−V ),
where ε is the internal energy, P and V are the
pressure and speciﬁc volume, and index 0 corre-
sponds to the initial state of the material. A point
(P,V ) on the detonation Hugoniot was obtained by
solving the equation H(ε,P) = 0 in combination
with the EOS P = P(V,T ), which is represented
by a family of isotherms P(V ) and E(V ) , cal-
culated by NVT MD in the range of temperatures
7000− 10000 K . Then, H(ε,P) was evaluated on
a grid of speciﬁc volumes V for several isotherms
to solve H(ε,P) = 0 on a coarse (V,T ) mesh.
The solution was reﬁned by calculating additional
isotherms within a narrower temperature interval.
Figure 1 shows the calculated isotherms P(V ) and
detonation Hugoniot for an AB solid with an energy
barrier of 0.18 eV.
Once the detonation Hugoniot was known, the det-
onation velocity D as a function of speciﬁc vol-
ume V was obtained using a tangent of the Rayleigh
line to the given point (P,V ). The minimum of
D corresponds to the detonation velocity at the
Chapman-Jouguet point, which is a unique velocity
for the propagation of a self-sustained detonation.

having pressures and temperatures much higher than
those achieved in a planar, homogeneous detonation
front, thus accelerating local chemical reaction rates,
and making them insensitive to spontaneous pres-
sure ﬂuctuations. As time progressed, the cellular 2-
D detonation transformed into a spin detonation pro-
duced by powerful oblique shock waves propagating
in the transverse direction within the detonation front
[7].
3-D TURBULENT DETONATION REGIME
A 3-D turbulent detonation regime was observed in
our MW-MD simulations in an AB solid with ac-
tivation barrier of 0.36 eV and a very large y− z
transverse dimensions 105 nm× 101 nm. Once the
transverse dimensions 8.1 nm×7.8 nm of the orig-
inal sample were increased by a factor of 13, the
1-D detonation, originally propagating with veloc-
ity 8.4 km/s and pressure 20 GPa, transformed into
a turbulent 3-D detonation propagating with almost
the same velocity. The turbulent regime is charac-
terized by a highly inhomogeneous distribution of
the pressure in the interval 15 GPa− 42 GPa. See
Fig. 3. The transition began with the development
of small ripples in the planar front, which appeared
within ﬁrst several picoseconds. Then, the ripples
grew into non-planar alternating hot and cold zones
resulting in increased net thickness of the detonation
front from 3 nm to ∼ 40 nm. Figure 3 shows the
potential energy and pressure maps within the trans-
verse cross-section of the detonation front: the dark
spots in the pressure map correspond to low pres-
sure (15 GPa) while the bright red spots correspond
to pressures up to 42 GPa. Although the turbulent
detonation regime was stable within the time scale
of the MD simulation (up to 100 ps), its local dy-
namics involved the appearance and disappearance
of many low-pressure and high-pressure spots. Such
phenomena have also been observed experimentally
in gases, having been termed pulsating-turbulent det-
onations. The 3-D turbulent regime produced many
high-temperature, high-pressure spots in the deto-
nation front where chemical reactions were ignited,
thus playing the role of conventional hot spots. In
contrast to the the traditional concept of hot spots
in EMs, which require the presence of pre-existing
defects, the observed hot spots appeared naturally
FIGURE 3. Snapshots of the transverse y− z cross-
section of the detonation front in an AB solid with en-
ergy barrier 0.36 eV. Left panel shows a map of potential
energy, right – pressure. Dimensions of cross-sections are
105 nm×101 nm.
within the turbulent regime of detonation propaga-
tion in a perfect AB crystal.
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