Abstract: This paper presents new correlations for assessment of the likelihood of initiation (or "triggering") of soil liquefaction. These new correlations eliminate several sources of bias intrinsic to previous, similar correlations, and provide greatly reduced overall uncertainty and variance. Key elements in the development of these new correlations are (1) accumulation of a significantly expanded database of field performance case histories; (2) use of improved knowledge and understanding of factors affecting interpretation of standard penetration test data; (3) incorporation of improved understanding of factors affecting site-specific earthquake ground motions (including directivity effects, site-specific response, etc.); (4) use of improved methods for assessment of in situ cyclic shear stress ratio; (5) screening of field data case histories on a quality/uncertainty basis; and (6) use of high-order probabilistic tools (Bayesian updating). The resulting relationships not only provide greatly reduced uncertainty, they also help to resolve a number of corollary issues that have long been difficult and controversial including: (1) magnitude-correlated duration weighting factors, (2) adjustments for fines content, and (3) corrections for overburden stress.
Introduction
Assessment of the likelihood of "triggering" or initiation of liquefaction is the necessary first step of most projects involving potential seismically induced liquefaction. There are two general types of approaches available for this: (1) use of laboratory testing of "undisturbed" samples, and (2) use of empirical relationships based on correlation of observed field behavior with various in-situ "index" tests.
The use of laboratory testing is complicated by difficulties associated with sample disturbance during both sampling and reconsolidation. It is also difficult and expensive to perform highquality cyclic simple shear testing, and cyclic triaxial testing poorly represents the loading conditions of principal interest for most seismic problems. Both sets of problems can be ameliorated, to some extent, by use of appropriate "frozen" sampling techniques, and subsequent testing in high quality cyclic simple shear or torsional shear apparatus. The difficulty and cost of these delicate techniques, however, places their use beyond the budget and scope of most engineering studies. In addition, permeability conditions in "silty" soils, of clear potential interest with regard to potential liquefaction, can make it impossible to obtain frozen samples without complete disturbance of the soil samples due to ice expansion between particles.
Accordingly, the use of in situ "index" testing is the dominant approach in common practice. As summarized in the recent stateof-the-art paper (Youd et al. 2001) , four in situ test methods have now reached a level of sufficient maturity as to represent viable tools for this purpose, and these are: (1) the standard penetration test (SPT); (2) the cone penetration test; (3) measurement of in situ shear wave velocity ͑V s ͒; and (4) the Becker penetration test. The oldest, and still the most widely used of these, is the SPT, and this will be the focus of this paper.
Existing Relationships
The use of SPT as a tool for evaluation of liquefaction potential first began to evolve in the wake of a pair of devastating earthquakes that occurred in 1964; the 1964 Great Alaskan Earthquake ͑M =8+͒ and the 1964 Niigata Earthquake ͑M Ϸ 7.5͒, both of which produced significant liquefaction-related damage (e.g., Kishida 1966; Koizumi 1966; Ohsaki 1966; Seed and Idriss 1 1971) . Numerous additional researchers have made subsequent progress, and these types of SPT-based methods continue to evolve today.
As discussed by the NCEER Working Group (NCEER 1997; Youd et al. 2001) , one of the most widely accepted and used SPT-based correlations is the "deterministic" relationship proposed by Seed et al. (1984 Seed et al. ( , 1985 . Fig. 1 shows this relationship, with minor modification at low cyclic stress ratio (as recommended by the NCEER Working Group; NCEER 1997 and Youd et al. 2001 ). This familiar relationship is based on comparison between SPT N values, corrected for both effective overburden stress and energy, equipment and procedural factors affecting SPT testing [to ͑N 1 ͒ 60 values], versus intensity of cyclic loading, expressed as magnitude-weighted equivalent uniform cyclic stress ratio ͑CSR cq * ͒ or av / o Ј in Fig. 1 . The relationship between corrected ͑N 1 ͒ 60 values and the intensity of cyclic loading required to trigger liquefaction is also a function of fines content in this relationship, as shown in Fig. 1 .
Although widely used in practice, this relationship is somewhat dated, and does not make use of an increasing body of field case history data from seismic events that have occurred since 1984. It is particularly lacking in data from cases wherein peak ground shaking levels were high ͑CSRജ 0.25͒, an increasingly common design range in regions of high seismicity. This correlation also has no formal probabilistic basis, and so provides no insight regarding either uncertainty or probability of liquefaction.
Efforts at development of similar, but formally probabilistically based, correlations have been published by a number of researchers, including Liao et al. (1988) and Liao and Lum (1998) , and more recently Youd and Noble (1997) and Toprak et al. (1999) . Fig. 2 (a) shows the relationship proposed by Liao et al., expressed as contours of probability of triggering of liquefaction for "clean" sands, with the deterministic relationship of Seed et al. from Fig. 1 superposed (dashed lines) for reference. The relationships proposed by Youd and Noble and Toprak et al. are, similarly, presented in Figs. 2(b and c) . The probabilistic relationship proposed by Liao et al. employs a larger number of case history data points than were used by Seed et al. (1984) , but this larger number of data points is the result of less severe screening of points for data quality. This relationship was developed using the maximum likelihood estimation method for probabilistic regression (binary regression of logistic models). A largely judgmental correction was made for sampling bias, and this significantly affected the final relationships. Liao et al. sought , but failed to find, a significant impact of fines content on the regressed relationship between SPT penetration resistance and liquefaction resistance, and so developed reliable curves [ Fig. 2(a) ] only for "clean" sandy soils (soils with less than 12% fines). This was a landmark effort in its time, and it set high standards for those that followed.
The relationship proposed by Youd and Noble employs a number of field case history data points from earthquakes which have occurred since the earlier relationships were developed, and deletes the most questionable of the data used by Liao et al. The basic methodology employed, maximum likelihood estimation, is the same as that employed by Liao et al. The effects of fines content were judgmentally prescribed, a priori, in these relationships, and so were not developed as part of the regression. This correlation is applicable to soils of variable fines contents (rather than being limited to "clean" sands), and so can be employed for both sandy and silty soils. As shown in Fig. 2(b) , however, uncertainty (or variance) is high.
The relationship proposed by Toprak et al. also employs an enlarged and updated field case history database, and deletes the most questionable of the data used by Liao et al. As with the studies of Youd et al., the basic regression tool was binary regression, and the resulting overall uncertainty is again large. Similarly, fines corrections and magnitude correlated duration weighting factors were prescribed a priori, rather than regressed from the field case history data, further decreasing model "fit" (and increasing variance and uncertainty). Juang et al. (2002) used field performance case history data processed by previous investigators, and developed probabilistically based triggering correlations using a suite of "regression" techniques including logistic regression, Bayesian updating, and other methods. They demonstrated the superior performance of the Bayesian updating methodology in handling the various contributing sources of uncertainty, but their use of data processed by previous researchers resulted in correlations based on a database of variable quality, with some questionable cases included. The processing, however, and especially the application of Bayesian updating methods, was a significant advance.
Finally, all of these previous relationships (the deterministic relationship of Seed et al. 1984 , as well as the probabilistic relationships) share two additional, common shortcomings. Inconsistent treatment of effective overburden stress effects (K effects) introduces some bias in the assessment of shallow case histories, and these shallow case histories comprise a large portion of the database. All of these correlations also used the same "simplified" r d -based assessment of in situ CSR as Seed Correlation between equivalent uniform cyclic stress ratio and standard penetration test N 1,60 value for events of magnitude M Ϸ 7.5 and for varying fines contents, with adjustment at low cyclic stress ratio as recommended by National Center for Earthquake Engineering Research working group (Seed et al. 1984) et al. (1984) , and as a result, all suffer from moderately biased estimates of in situ CSR, especially at shallow depths.
Overall, these prior relationships are all excellent efforts, and represent examples of the best of their types. It is proposed that more can now be achieved, however, using more powerful and flexible probabilistic tools, and taking fullest possible advantage of the currently available field case histories and current knowledge affecting the processing and interpretation of these.
Collection and Analysis of Field Case History Data
As a starting point, all of the field case histories employed in the four previously cited references were obtained and studied. Additional cases were also obtained, including several proprietary data sets. Eventually, approximately 450 liquefaction (or nonliquefaction) field case histories were evaluated in detail, involving well over 600 borings with in situ SPT measurements. A formal rating system was established for evaluating these case histories on the basis of quality and uncertainty, and standards were established for inclusion of field cases in the final data set used to establish the new correlations. In the end, 201 of the field case histories were judged to meet these standards, and were employed in the final development of the proposed new correlations. Processing and back-analysis of field case history data is a key element in development of the types of correlations proposed herein, and it represents a large fraction of the work involved. This is discussed in the sections that follow.
Database of Seed et al. (1984)
The 126 case history data points employed by Seed et al. (1984) were screened for data quality by the original investigators, and so represented an excellent starting point. These field case histories were reevaluated in detail. New SPT energy, equipment, and procedure corrections were employed, based largely on those rec- Liao et al. (1988) , (b) Youd and Noble (1997) , (c) Toprak et al. (1999) , and (d) this study] for probabilistic assessment of liquefaction initiation likelihood ommended by the NCEER Working Group (Youd et al. 2001) . One particularly significant change from the original work was the use of updated insights regarding rod-length effects on the effective energy transmitted to the SPT sampler at relatively shallow depths, as data from shallow depths are an important component of the case history database.
A second improvement was in the area of evaluation of peak horizontal ground acceleration at each case history site. Specific details are provided by . Significant improvements here were principally due to improved understanding and treatment of issues such as: (1) fault rupture directivity effects, (2) effects of site conditions on response, and (3) improved attenuation relationships. In these studies, peak horizontal ground acceleration ͑a max ͒ is taken as the geometric mean of two recorded orthogonal horizontal components, a convention selected for internal consistency, as well as for compatibility with many modern attenuation relationships. Whenever possible, a suite of applicable attenuation relationships (suited to the slip mechanism and the regional geologic regime) were calibrated on an earthquakespecific basis, based on local strong ground motion records, significantly reducing uncertainties. In all cases, both local site effects and rupture-mechanism-dependent potential directivity effects were also considered.
A third major improvement was better estimation of in situ CSR within the critical stratum for each of the field case histories. All of the previous studies described so far used the "simplified" method of Seed and Idriss (1971) to estimate CSR at depth (within the critical soil stratum) as
where a max ϭpeak horizontal ground surface acceleration; gϭacceleration of gravity; v ϭtotal vertical stress; v Јϭeffective vertical stress; and r d ϭnonlinear shear mass participation factor.
The original values of the nonlinear shear mass participation factor ͑r d ͒ proposed by Seed and Idriss (1971) are shown by the heavy lines in Fig. 3(a) . These are the values used in the previous studies by Seed et al. (1984) , Liao et al. (1988) , Liao and Lum (1998) , Youd and Noble (1997) , and Toprak et al. (1999) .
Recognition that r d is nonlinearly dependent upon a suite of factors led to studies by Cetin and Seed (2004) to develop improved correlations for estimation of r d , as discussed in the section that follows. The light gray lines in Figs. 3(a and b) show the results of 2,153 seismic site response analyses performed to assess the variation of r d over ranges of (1) site conditions and (2) ground motion excitation characteristics. The mean and ±1 s.d. values for these 2,153 analyses are shown by the heavy lines in Fig. 3(b) . As shown in Figs. 3(a and b), the earlier r d recommendations of Seed and Idriss (1971) understate the variance, and provide biased (generally high) estimates of r d at depths of between 3 and 15 m (10-50 ft). Unfortunately, it is in this depth range that the critical soil strata for most of the important liquefaction (and nonliquefaction) field performance case histories occur. This, in turn, creates some degree of corresponding bias in relationships developed on this basis.
The best means of estimation of in situ CSR within any given stratum is to directly calculate CSR by means of appropriate sitespecific, and event-specific, seismic site response analyses, when this is feasible. In back-analyses of the field case histories, it was feasible to perform site-specific site response analyses when: (1) sufficient subsurface characterization data were available, and (2) an event-specific and azimuthally appropriate strong motion record was available from which the necessary "input" motion could be developed. For 53 of the case histories eventually employed in these studies, case-specific site response analyses were performed (Cetin 2000; . For the remaining 148 cases, CSR was evaluated using the new (improved) r d correlations presented in the section that follows. These new correlations provide values of r d that are statistically unbiased relative to results of direct site response analyses.
An additional, and very significant improvement was the evaluation not only of each parameter of interest, but also of the uncertainty or variance of each parameter for each of the field performance case histories studied. This permitted, for the first time, a full treatment of overall uncertainty in the resulting correlations.
New Data (From Events Postdating 1984)
New case history data were next collected and analyzed, mainly (but not entirely) from events postdating 1984. Data considered here included: (1) all remaining cases from the other studies cited thus far; (2) additional data collected by the authors from a variety of sources; and (3) a set of proprietary data from the 1995 Hyogoken-Nambu (Kobe) earthquake. These data, comprising approximately 300 additional cases, were similarly processed and analyzed as described in the sections that follow. In all cases, both old and new, data processing included assessment of variance or uncertainty in all factors affecting both CSR and corrected SPT N values within the critical soil stratum.
Development of Improved "Simplified" (r d -Based) Cyclic Shear Stress Rate Evaluations
Evaluation of the in situ cyclic shear stress time history induced within any soil element (or stratum) is a key component of any well-based method for assessment of the likelihood of "triggering" (or initiating) seismically induced soil liquefaction. The seismically induced cyclic shear stress time history is, in most analysis methods, normalized by some measure of the initial normal effective stress in the soil, and the result is the earthquakeinduced in situ CSR.
As the earthquake-induced cyclic shear stress history is a nonlinear function of the interaction between the "input" strong motion characteristics and the characteristics affecting site response (e.g., geometry, stratigraphy, dynamic soil properties, etc.), earthquake-induced CSR time history within a soil element is a site-specific and ground motion-specific issue. Accordingly, it is generally most accurately assessed directly, based on a dynamic response analysis.
In many cases, however, direct response analyses are not performed either: (1) because time and budget do not permit, (2) because necessary information/data for full response analyses are not available, or (3) it is desired to use "simplified" empirical estimates of CSR in order to be fully compatible with the basis employed to develop a given empirical correlation for estimation of in situ liquefaction resistance. Simplified, empirical estimation of CSR is common, both for engineering design studies as well as for back evaluation of earthquake field performance case histories. In both applications, accuracy, lack of systematic error (or bias), and an understanding of uncertainty (or variance) are important.
At most soil sites, the cyclic shear stresses acting on horizontal planes due to seismic loading are largely dominated by cyclic shear stresses induced by vertically propagating, or nearly vertically propagating, shear waves. This gives rise to the "simplified" procedure for evaluation of induced cyclic shear stresses at depth (Seed and Idriss 1971) , as illustrated schematically in Fig. 4 .
If the soil column above an element of soil at depth h in Fig. 4 behaved as a rigid body, and if the surface peak acceleration was a max , then the full (rigid body) mass of soil above h would impose shear stress at depth h, and the maximum shear stress (on a horizontal plane) at depth h would be
where ␥ϭtotal unit weight of the soil; and gϭacceleration of gravity. The soil, however, does not respond as a rigid body. As a result, the actual peak shear stress induced at any depth h is less than that predicted by Eq. (2). The deformable soil mass usually applies less than the "rigid body" shear stress at depth h; this reduction is the result of issues such as modal participation, nonlinearity of response, etc.
As the "simplified" method for estimation of CSR begins with estimation of a max , it is conventional to adjust Eq. (2) by the ratio of the actual shear stress induced at any depth versus the theoretical "rigid body" shear stress [from Eq. (2)] as
This, in turn establishes the "nonlinear shear mass participation factor" ͑r d ͒ at any depth as
The best way to evaluate earthquake-induced cyclic shear stresses is to perform an appropriate dynamic site response analysis, but it is often either necessary or desirable to estimate cyclic shear stresses at any depth using the "simplified method" as
A factor of 0.65 is then typically employed to reduce the (single, one time) peak cyclic stress to the "equivalent uniform cyclic shear stress" as
When this "equivalent uniform cyclic shear stress" is normalized by the initial effective overburden stress, the result is an estimate of the "equivalent uniform cyclic stress ratio" ͑CSR eq ͒ as shown (later).
The stress reduction coefficient r d is a function of site stratigraphy, soil properties, and the characteristics of the "input" motions (excitations). It has a value of 1.0 by definition at the ground surface, and tends to decrease with depth. It is also important to note that r d does not vary "smoothly" with depth, but instead may "jump" or transition somewhat sharply, especially at boundaries of substrata of differing stiffnesses. Overall, r d essentially represents a pseudomodal participation factor, and is a function of (nonlinear) system response and harmonics.
Due to the importance of "simplified" methods for assessment of CSR, there have been a number of studies by previous investigators of factors affecting r d . It is not reasonable to discuss all of these here (see Cetin and Seed 2004; Cetin 2000) . Instead, a limited subset of previous studies and recommendations that provided important insights will be briefly mentioned.
The earliest widely used recommendations for assessment of r d for use in Eqs.
(1) and (5), and an equation to follow were proposed by Seed and Idriss (1971) , in conjunction with their formal proposal of the "simplified method." Their initial recommendations are shown by the heavy lines in Fig. 3(a) .
These early recommendations are important, as they continue to be the most widely used "simplified" basis for estimation of CSR, especially at depths of less than about 12 m (40 ft). This is despite a number of shortcomings in the limited suite of site re- Fig. 4 . Schematic illustration of "simplified" procedure for determining maximum cyclic shear stress ͑ max ͒ r (after Seed and Idriss 1971) sponse analyses upon which these early recommendations were based. The number of site profiles (stratigraphies) analyzed was very limited, and only a limited number of "input" strong motions were analyzed. These motions were, for the most part, of low to moderate intensity, and these motions did not well span the full ranges of magnitude and intensity currently of interest for seismic engineering applications. In addition, a number of the site soil profiles analyzed were overly uniform, and under-represented the variability of stratigraphy often present at real sites. Nonetheless, this was a landmark early study, and the early recommendations of Seed and Idriss continue to be among the most widely used today. Ishihara (1977) recognized that r d was a function of site response, and developed a "simplified" method for estimation of r d based on one-dimensional vertical propagation of shear waves in which r d varied as a function of site stiffness and input motion frequency content. Another practical and important set of recommendations regarding the variation of r d with depth were proposed by Iwasaki et al. (1978) based on a series of ground response analyses of two alluvial deposits, each subjected to six earthquake motions. The ranges of the r d values calculated were broader than the range prescribed by Seed and Idriss (1971) , suggesting a higher variability in r d estimations. Based on a total of 143 ground response analyses for different site conditions, using five different earthquake motions, Imai et al. (1981) extended the general approach recommended by Ishihara (1977) . Again, as with Iwasaki, the 143 site response analyses produced a much broader range of r d values versus depth than the earlier recommendations of Seed and Idriss (1971) . Golesorkhi (1989) investigated the effects of: (1) earthquake magnitude, (2) frequency characteristics of input motion, (3) site stiffness, and (4) site depth on the response and r d behavior of soil sites. Equivalent linear (SHAKE: Schnabel et al. 1972 ) site response analyses, as well as two types of fully nonlinear site response analyses; lumped mass nonlinear (DESRA), and distributed mass finite difference nonlinear (TESS) site response analyses were performed on idealized soil sites comprised of 30 or 100 m (100 or 350 ft) of uniform sand, with D R = 40 or 70%. A total of 35 different "input" motions were applied to these hypothetical site conditions. Comparisons between the analytical results by the three different site response analysis tools/methods showed that values of r d calculated by the equivalent linear analyses were typically in good agreement with the results of the two types of fully nonlinear analyses, and were neither consistently high nor low relative to these fully nonlinear analyses. Differences between all three analysis methods were modest, and fully random with no systematic bias.
Based on these site response analysis results, statistically based r d curves were developed for different earthquake magnitude ranges (or "bins"). The initial study by Golesorkhi (1989) has been further extended by Idriss and Golesorkhi (personal communication, 1997) , Idriss (1997) . The main changes were: (1) the addition of several new soil profiles, and (2) the presentation of Golesorkhi's (1989) Fig. 3(a) ] over the upper 12 m (40 ft). These recommendations do, however, address the correlation between r d and earthquake magnitude, and serve to provide improved predictions at magnitudes other than 7.5. As also shown in Fig. 5 , however, these recommendations do not yet capture the full variation in r d , and continue to provide somewhat biased estimates of r d over most depth ranges.
In these current studies, a total of 2,153 site response analyses were performed on carefully selected sets of site conditions using a carefully selected/developed suite of "input" strong motions. All analyses were one-dimensional seismic response analyses performed by the equivalent linear method using the program SHAKE91 (Idriss and Sun 1992) . As demonstrated by Golesorkhi (1989) , these analyses, performed with due care and expertise, produce results compatible with fully nonlinear analysis methods for purposes of r d assessment. Details of the site response analyses performed are reported by Cetin (2000) , , and Cetin and Seed (2004) .
One key to the successful consummation of these studies was to develop a suitably balanced and representative suite of realistic site soil profiles for analysis. The sites must be "realistic" to eliminate concerns raised by the use, in many of the previous studies, of overly uniform idealized sites lacking the stratigraphic variation routinely present in sites of interest with respect to potential for liquefaction. Fifty three actual sites were selected from the liquefaction field case history database used to develop correlations for evaluation of liquefaction resistance. The 53 sites selected were each analyzed, using input motions developed from nearby actual strong motion recordings, for purposes of develop- Idriss and Golesorkhi (personal communication, 1997) and comparison with calculated values from current study ment of liquefaction/nonliquefaction field performance case history data, and the results of these "case-specific" response analyses were included in the overall r d database assembled.
Next, 50 of these sites were selected to develop a suite of sites to be subjected to a broad suite of input motions. Due to the perceived under-representation of relatively shallower sites (Ͻ100 ft. or Ͻ30 m), 12 of the "deep" sites were truncated at the base of the soils of interest and "rock" was added at this depth. For nearly all sites, excepting only those few for which the actual field data indicated otherwise, the transition from soil to "unweathered bedrock" was represented by a transitional zone of weathered rock, typically on the order of about 9-15 m (30-50 ft) in thickness. The unweathered bedrock was modeled as a half space, and in most cases had a shear wave velocity in the range of V s Ϸ 900-1,400 m / sec ͑3,000-4,500 ft/ sec͒.
A suite of 42 strong ground motion recordings were prepared as "input" motions. The characteristics of these motions were developed to provide for suitable and balanced representation of the seismic factors potentially affecting r d , including: (1) seismic source mechanism (strike slip or reverse faulting), (2) magnitude, (3) distance, (4) peak ground acceleration ͑a max ͒, (5) near-field versus far-field effects (including directivity, pulse, fling, wave forms, etc.), and (6) spectral content. In addition to 40 actual recordings, scaled and modified as necessary to provide the desired suite of characteristics, two additional synthetic motions were generated for moment magnitude 8.0 strike slip and reverse events. Important characteristics of the resulting suite of 42 "input" motions are summarized in Table 1 .
The motions of Table 1 were carefully selected (and scaled and/or modified as necessary) to ensure that the full range of motion characteristics were suitably represented. For example, "near field" motions have relatively high a max , but they also have frequency content, waveforms, etc. (some have near-field directivity effects) representative of near-field motions. Far-field motions, similarly, have low a max , longer-period content, and suitable overall waveforms and characteristics.
Seismic response analyses were then performed using all combinations of the 50 sites and the 42 input motions. The light gray lines in Figs. 3(a and b) and 5 show the results of the site response analyses for all of the sites and all of the motions. A total of 2,153 site response analyses, representing all combinations of the 50 "prototypical" sites and the input motions from Table 1 , plus 53 additional analyses of actual liquefaction field case histories, are presented in these figures. Fig. 3(b) presents the results of all 2,153 site response analyses, along with the overall mean and mean ±1 s.d. values (shown with the heavy lines). This figure, as an overall summary, represents an improved version of the earlier recommendations of Seed and Idriss (1971) , based on a much larger and more broadly representative set of response analysis results using carefully selected/developed suites of site conditions and "input" motions.
It is noted that r d is essentially a pseudomodal mass participation factor, and that it is affected by the same factors that affect nonlinear site response. Accordingly, descriptive variables that help to better define the observed r d behavior over the ranges of site conditions and ground motion characteristics analyzed can be evaluated.
Initially, the prospective descriptive variables (parameters that may affect r d ) investigated were: (1) moment magnitude of the earthquake ͑M w ͒; (2) closest distance to the fault rupture ͑D͒; (3) depth below the ground surface ͑d͒; (4) peak horizontal ground acceleration ͑a max ͒; (5) site stiffness, expressed as the representative site shear wave velocity over the top 12 m (top 40 ft) as V s,12 m * [V s,12 m * =12 m ͑40 ft͒ divided by t, where t is the total travel time of shear waves from a depth of 12 m (40 ft) to the surface]; (6) predominant period of the input motion T p ; (7) initial fundamental site period at small strains T 0 ; (8) final "engineering" site period (site period after earthquake-induced strain softening) T f ; and (9) total soil depth (to bedrock). For the sake of simplicity, and because of strong cross correlation among some of the parameters listed above, it was decided to reduce the final number of descriptive variables to four, and these were: (1) depth d; (2) causative moment magnitude M w ; (3) intensity of shaking a max ; and (4) site stiffness V s,12 m * .
To illustrate the variation of r d with these parameters, the results of the 2,153 site response analyses from Fig. 3(b) are subdivided into 12 separate "bins", based on M w , a max , and V s,12 m * , as shown in Figs. 6(a-l). It was clearly suggested by the results that r d decreases with increasing a max , and increases with increasing earthquake magnitude and site stiffness. At depths deeper than ϳ18 m ͑ϳ60 ft͒, the r d curves exhibit a nearly linear decrease with depth. Another interesting observation is that the uncertainty of r d estimations increases with increasing depths (i.e., the range of r d values gets wider with increasing depths) down to a depth of approximately 12 m (40 ft), and then appears to be nearly constant at greater depths.
Based on these observations, and the results of parametric studies, the predictive limit state function shown in the following equation was developed (using Bayesian updating methods as a "regression" approach) to capture the important aspects of the nonlinear shear mass participation factor. Mean estimates, as well as estimates at various multiples of the standard deviation term, The new r d correlations proposed herein, along with the "simplified" approach of Eq. (1) and an equation to follow, provide significant advantages relative to previously available recommendations in that they: 1. Are developed based on a much higher number of cases (2,153 site response analysis cases); 2. Are based on more realistic site stratigraphies adopted from 50 actual liquefied/nonliquefied field case history sites; 3. Are based on site response analysis results using a suite of broadly well-balanced input strong ground motions; 4. Address and incorporate the effects of key seismic source, motion, and soil factors such as moment magnitude of the earthquake, intensity of shaking ͑a max ͒, and site soil stiffness in the estimation of r d values; and 5. Predict the values of the nonlinear shear mass participation factor ͑r d ͒ correctly in a mean sense (i.e., they are not biased). Accordingly, these new r d correlations provide a significantly improved, and unbiased, basis for "simplified" evaluation of CSR for purposes of both (1) back analysis and evaluation of liquefaction field case histories and (2) use in forward engineering analyses for actual projects.
Conventions Used in Analyzing Field Case Histories
This section presents a concise summary of some of the key elements of the conventions and procedures employed in evaluation of the field performance case histories. A more comprehensive description is provided by Cetin (2000) , and by . More complete summaries of each of the case histories employed in these studies, and citations of source references for these are presented in . It should be noted that the processing and analysis of the field case histories is one of the most difficult, sensitive and time-consuming elements of the work involved in developing the types of correlations proposed herein. It is also of critical importance, and often requires considerable judgment. Differences between the correlations proposed by different teams of researchers are often due, in no small part, to differences in the interpretations and analyses of the contributing individual field case histories.
All case histories used in these studies were free-field and level ground cases. Cases in which soil/structure interaction might have significantly influenced performance were eliminated. Similarly, cases with ground slopes of more than about 3%, or cases with a free face (e.g., stream cut, shoreline, etc.) in close enough proximity as to produce a nonzero initial shear stress on horizontal planes in the soil, were eliminated. Any individual case can produce only one performance outcome; sites either liquefied, did not liquefy, or in a few cases were "marginal." Unlike some previous studies, it was not allowed that both "liquefied" and "nonliquefied" data were drawn from the same site, as the onset of liquefaction reduces cyclic shear stresses in both overlying and underlying strata, so that it is not possible to derive meaningful "nonliquefied" data from other strata at a site where one or more strata have liquefied.
Some of the case histories are characterized by a single SPT boring, and at other sites multiple SPT borings are available to characterize a single critical soil stratum. Unlike some previous studies, however, these studies did not assign a "case history" to each valid SPT boring. Instead, multiple borings at a site are generally grouped together to jointly define a stratum, and are then considered en masse as a single case history. Because uncertainty or variance in SPT N values is incorporated directly, cases in which more numerous and extensive characterization data are available for a critical stratum intrinsically carry more weight than less well-characterized cases with more limited in situ data.
In these studies, peak ground acceleration estimates ͑a max ͒ were developed using all available information, including source mechanism and geometry, recorded strong motion data, etc. Values of a max are taken as the geometric mean of the two orthogonal horizontal components of motion. Source mechanism, near-field effects, and local site response effects were all accounted for as fully as possible. In most cases, applicable attenuation relationships were locally calibrated for event-specific and azimuthspecific variations using nearby strong ground motion records. Adjustments for site effects were made either based on judgment or experience, on event-specific data, or were based on performance of full site response analyses. a max was considered to be log-normally distributed. Uncertainty (or variance) in a max is directly reflective of the level and quality of data and information available for each case history.
In situ CSR is taken as the "equivalent uniform CSR" equal to 65% of the single peak CSR as CSR eq = ͑0.65͒ · CSR peak ͑9͒
In situ CSR eq was evaluated directly, based on performance of full seismic site response analyses (using SHAKE 91; Idriss and Sun 1992) , for cases where (1) sufficient subsurface data were available and (2) where suitable "input" motions could be developed from nearby strong ground motion records. For cases wherein full seismic site response analyses were not performed, CSR eq was evaluated using the estimated a max and the following equation with r d values estimated using the new empirical correlation of Eq. (8) (or Figs. 6(a-l)):
where a max ϭpeak horizontal ground surface acceleration; gϭacceleration of gravity; v ϭtotal vertical stress; v Јϭeffective vertical stress; and r d ϭnonlinear shear mass participation factor. Factors contributing to overall variance in estimation of CSR eq were summed within a reliability framework, and the main contributions to this variance were: (1) uncertainty in a max and (2) uncertainty in nonlinear shear mass participation (or r d ). Uncertainty in a max was largest when instrumental recordings in the region of the case history site were sparse, and attenuation projections could not be well calibrated on an event-specific and azimuth-specific basis. Additional variables, which generally contributed slightly to overall variance in estimates of CSR cq were, (1) the limits of the critical soil stratum, (2) uncertainty in soil unit weights, and (3) uncertainty regarding the location of the phreatic surface (or "water table depth") at the time of the earthquake.
At each case history site, the critical stratum was identified as the stratum most susceptible to triggering of liquefaction. When possible, collected surface boil materials were also considered, but problems associated with mixing and segregation during transport, and recognition that liquefaction of underlying strata can result in transport of overlying soils to the surface through boils, limited the usefulness of some of these data.
The N 1,60 values employed were "truncated mean values" within the critical stratum, developed as follows. Measured N values (from one or more points) within a critical stratum were corrected for overburden, energy, equipment, and procedural effects to N 1,60 values, and were then plotted versus elevation. In many cases, a given soil stratum would be found to contain an identifiable substratum (based on a group of localized low N 1,60 values) that was significantly more critical than the rest of the stratum. In such cases, the substratum was taken as the "critical stratum." Occasional high values, not apparently representative of the general characteristics of the critical stratum, were considered "nonrepresentative" and were deleted in a number of the cases. Similarly, though less often, very low N 1,60 values (very much lower than the apparent main body of the stratum, and often associated with locally high fines content) were similarly deleted. The remaining, corrected N 1,60 values were then used to evaluate both the mean of N 1,60 within the critical stratum and the variance in N 1,60 .
Based on assessment of the distributions of N 1,60 in all of the field cases wherein more than five values of N 1,60 were available to characterize a given stratum, the characteristic distribution of N 1,60 appeared to be between normally distributed and lognormally distributed. A normal distribution was selected to represent N 1,60 within each stratum. For the relatively few cases wherein the critical stratum had only one single useful N 1,60 value, the coefficient of variation ͑COV N 1,60 ͒ was taken as 20%; a value typical of the larger variances among the cases with multiple N 1,60 values within the critical stratum (reflecting the increased uncertainty due to lack of data when only a single value was available).
All N values were corrected for overburden effects (to the hypothetical value, N 1 , that "would" have been measured if the effective overburden stress at the depth of the SPT had been 1 atm) ͓1 atmϷ 2,000 lb/ ft 2 Ϸ 1 kg/cm 2 Ϸ 14.7 lb/ in. 2 ͔ as
where C N is taken (after Liao and Whitman 1986) as
where v
Јϭactual effective overburden stress at the depth of the in situ SPT in atmospheres. A maximum (limiting) value of C N = 1.6 was employed for cases where Eq. (12) resulted in a higher value. The resulting N 1 values were then further corrected for energy, equipment, and procedural effects to fully standardized N 1,60 values as
where C R ϭcorrection for "short" rod length; C S ϭcorrection for nonstandardized sampler configuration; C B ϭcorrection for borehole diameter; and C E ϭcorrection for hammer energy efficiency. The corrections for C R , C S , C B , and C E employed correspond largely to those recommended by the NCEER Working Group (NCEER 1997), and are summarized in Table 2 . The correction for "short" rod length between the driving hammer and the penetrating sampler was taken as a nonlinear "curve" as shown in Fig. 7 , rather than the stepwise incremental values of the NCEER Workshop recommendations, but the two agree well at all NCEER mid-increments of length. Except for cases where rod "stickup" (protrusion) above the top of the borehole was recorded, rod protrusion of ϳ1.2 m ͑ϳ4 ft͒ above the top of the borehole was assumed for donut hammers and for the USGS safety hammers, and rod protrusion of ϳ2.1 m ͑ϳ7 ft͒ was assumed for all other safety hammers.
C S was applied in cases wherein a "nonstandard" (though very common) SPT sampler was used in which the sampler had an internal space for sample liner rings, but the rings were not used.
This results in an "indented" interior liner annulus of enlarged diameter, and reduces friction between the sample and the interior of the sampler, resulting in reduced overall penetration resistance (Seed et al. 1984 (Seed et al. , 1985 . The reduction in penetration resistance is on the order of ϳ10% in loose soils ͑N 1 Ͻ 10 blows/ ft͒, and ϳ30% in very dense soils ͑N 1 Ͼ 30 blows/ ft͒, so C S varied from 1.1 to 1.3 over this range.
Borehole diameter corrections ͑C B ͒ were as recommended in the NCEER Workshop Proceedings.
Corrections for hammer energy ͑C E ͒, which were often significant, were as recommended by the NCEER Working Group, except in those cases where better hammer/system-specific information was available. Cases where better information was available included cases where either direct (instrumented) energy measurements were made during driving of the SPT sampler, or where the hammer and the raising/dropping system had been calibrated by means of direct (instrumented) driving energy measurements.
Data Rating System and Data Quality Assessment
A rating system was established to evaluate the quality of each field case history. Data were rated as falling into one of five classes (from highest to lowest quality) as follows:
Class A 1. A minimum of 3 or more N values in the critical stratum, 2.
Equipment and procedural details affecting SPT data welldefined, and 3. COV CSR ഛ 0.20.
Class B
1. Equipment and procedural details affecting SPT data welldefined, and 2. 0.2Ͻ COV CSR ഛ 0.35, or satisfies Class A but less than 3 N values in the critical stratum.
Class C 1. Equipment and procedural details affecting SPT data well defined, and 2. 0.35Ͻ COV CSR ഛ 0.5.
Class D
1. Equipment and procedural details affecting SPT data not well defined, 2. Seismicity, and/or site effects not well defined ͑COV CSR Ͼ 0.5͒, but some reasonable basis for at least approximate estimation of CSR available, 
where ER (efficiency ratio) is the fraction or percentage of the theoretical SPT impact hammer energy actually transmitted to the sampler, expressed as % • The best approach is to directly measure the impact energy transmitted with each blow. When available, direct energy measurements were employed.
• The next best approach is to use a hammer and mechanical hammer release system that has been previously calibrated based on direct energy measurements.
• Otherwise, ER must be estimated. For good field procedures, equipment and monitoring, the following guidelines are suggested: Equipment Approximate ER (see Note 0.5 to 0.8 0.8 to 1.4 • For lesser quality fieldwork (e.g.: irregular hammer drop distance, excessive sliding friction of hammer on rods, wet or worn rope on cathead, etc.) further judgmental adjustments are needed. a Based on rope and cathead system, two turns of rope around cathead, "normal" release (not the Japanese "throw"), and rope not wet or excessively worn. b Rope and cathead with special Japanese "throw" release. (See also Note d ). c For the ranges shown, values roughly central to the mid-third of the range are more common than outlying values, but ER and C E can be even more highly variable than the ranges shown if equipment and/or monitoring and procedures are not good. d Common Japanese SPT practice requires additional corrections for borehole diameter and for frequency of SPT hammer blows. For "typical" Japanese practice with rope and cathead, donut hammer, and the Japanese "throw" release, the overall product of C B ϫ C E is typically in the range of 1.0 to 1.3.
3. Poor site performance data/documentation, or 4. Original boring logs or other important data not directly accessible, etc.
Class E 1. Cases with one or more clearly fatal flaws. Case histories where no basis for equipment/procedure corrections of SPT were available, where very poor seismicity data was available for estimation of CSR, or where other important issues were undefined, and data from sites not qualifying as "level ground," etc., were considered to be of lesser quality even than Class D, and were deleted from further consideration (Class E).
The previous studies of Seed et al. (1984) had employed a total of 126 data points, falling into these data classes as shown in Tables 3 and 4. Table 5 presents a summary of the case histories from 1964 to 1984 eventually selected, after full reanalysis of each case, for use in these current studies. Table 6 presents a summary of the 36 cases from the original database of Seed et al. (1984) that were deleted from consideration in these current studies.
The new data collected and processed for these current studies (beyond those used previously by Seed et al. 1984 ) included a large number of cases of generally higher overall quality, as indicated by Tables 3 and 4 . Based on the availability of a sufficient quantity of relatively high-quality data, it was decided to eliminate all data of Class D or lower, and to employ only data of Class C or better for these current studies. The result was availability of 201 cases of Class C or better, after deletion of 36 Class D cases from the earlier database of Seed et al. (1984) , as shown in Tables 3 and 4.  Table 7 presents a summary of the "new" (post-1984) case histories found to conform to the standards of Classes A, B, or C, and so included in these current studies. Fig. 8(a) shows the mean value locations of the cases deleted on this quality screening basis from the data set of Seed et al. (1984) , and Fig. 8(b) shows the "new" (post-1984) data included in these studies. In both Figs.  8(a and b) , CSR values have been corrected for magnitudecorrelated duration weighting factors ͑DWF M ͒ based on the final correlations developed herein, and in Fig. 8(b) An additional data set evaluated was a proprietary data set from alluvium sites just inboard of the well-known coastal fills at Kobe, Japan. These data were particularly valuable, as the stiffer underlying soil conditions inboard of the coastal fills were able to sustain higher ground accelerations during the 1995 HyogokenNambu ("Kobe") Earthquake than the coastal fills, so that these data provide good additional coverage of the high CSR range ͑CSRϾ 0.25͒ for which data were previously scarce. Table 8 presents the processed data from this set, and these data are also shown in Fig. 8(b) .
Development of Correlations
Using the field case history data as assessed and presented in Tables 5, 7 , and 8, correlations were developed to assess the likelihood of initiation (or "triggering") of liquefaction. The methodology employed was the Bayesian updating method, and the specific formulations and approaches employed are described in 
Youd's small magnitude
Data currently used 109 3 89 Total 201 Note: Cases in parentheses were not used in final correlation development. (1984) detail by Cetin (2000) , and Cetin et al. (2002) . These Bayesian analyses serve essentially the same purpose as multidimensional "regression" analyses, but (1) allow for separate and more appropriate treatment of various contributing sources of aleatory and epistemic uncertainty, and (2) facilitate treatment of more descriptive variables/parameters than have been attempted in most previous, similar studies while also permitting monitoring of parameter interactions and covariances. Within the Bayesian updating analyses, which were performed using a modified version of the program BUMP (Geyskens et al. 1993) , all data were modeled not as "points," but rather as distributions, with variances in both CSR and N 1,60 , as well as vari- Seed et al. (1984) (1996) ances in other key parameters (e.g., fines content, etc.), all carried forward. Details of the formulation and performance of these regression analyses are reported in Cetin et al. (2002) . These regression-type analyses were simultaneously applied to a number of contributing variables, and the results are illustrated in Figs. 9-14, and are expressed in the remaining equations. Fig. 9(a) shows the resulting proposed probabilistic relationship between duration-corrected equivalent uniform cyclic stress ratio ͑CSR eq * ͒, and fines-corrected penetration resistances ͑N 1,60,cs ͒ with the correlations as well as all field data shown normalized to an effective overburden stress of v Ј= 0.65 atm ͑1,300 lb/ ft 2 ͒. The contours shown (solid lines) are for probabilities of liquefaction of P L = 5, 20, 50, 80, and 95%. All "data points" shown actually represent median values of distributions of CSR eq * and N 1,60,cs , also corrected for duration and fines. These are superposed (dashed lines) with the relationship proposed by Seed et al. (1984) for reference.
As shown in this figure, the "clean sand" (fines content ഛ5%) line of Seed et al. (1984) appears to correspond roughly to P L Ϸ 50%. This is actually not the case, however, as the Seed et al. (1984) line was based on biased values of CSR (as a result of biased r d at shallow depths, as discussed earlier). The new correlation uses actual event-specific seismic site response analyses for evaluation of in situ CSR in 53 of the back-analyzed case histories, and the new (and statistically unbiased) empirical estimation of r d (as a function of level of shaking, site stiffness, and earthquake magnitude) of Eq. (8) for the remaining 148 cases. The new estimates of in situ CSR tend to be slightly lower, typically on the order of ϳ5-15%, at the shallow depths that are critical in most of the case histories. Accordingly, the CSRs of the new correlation are also, correspondingly, lower by about 5-15%, and a fully direct comparison between the new correlation and the earlier recommendation of Seed et al. (1984) cannot be made.
It should be noted that the use of slightly biased (high) values of r d was not problematic in the earlier correlation of Seed et al. (1984) , so long as the same biased ͑r d ͒ basis was also employed in forward application of this correlation to field engineering works. It was a problem, however, when forward applications involved direct, response-based calculation of in situ CSR, as often occurs on major analyses of earth dams, etc. As shown in Figs. 3(a and b) , the earlier r d recommendations produced CSR values that were biased to the low side (typically ϳ5-15% low at the shallow depths that dominate the field performance case history database), so that all previous correlations (which were based on these lowered values) are unconservatively biased if used in conjunction with CSR values based on direct project-specific dynamic response analyses.
It was Seed's intent that the recommended (1984) boundary should represent approximately a 10-15% probability of liquefaction, and with allowance for the "shift" in (improved) evaluation of CSR, the 1984 deterministic relationship for clean sands (Ͻ5% fines) does correspond to approximately P L Ϸ 10-40%, except at Seed et al. (1984) , showing data cases deleted and (b) post-1984 field case histories used in these studies very high CSR ͑CSRϾ 0.3͒, a range in which data was previously scarce Also shown in Fig. 9(a) is the boundary curve proposed by Yoshimi et al. (1994) , based on high quality cyclic testing of frozen samples of alluvial sandy soils. The line of Yoshimi et al. is arguably unconservatively biased at very low densities (low N values) as these loose samples densified during laboratory thawing and reconsolidation prior to cyclic testing. Their testing provides potentially valuable insight, however, at high N values where reconsolidation densification was less significant. In this range, the new proposed correlation provides slightly better agreement with the test data than does the earlier relationship proposed by Seed et al. (1984) .
The new correlation is also presented in Fig. 2(d) , where it can be compared directly with the earlier probabilistic relationships of Figs. 2(a-c) . Here, again, the new correlation is normalized to v Ј= 0.65 atm in order to be compatible with the basis of the other relationships shown. As shown in this figure, the new correlation provides a significant reduction in overall uncertainty (or variance); to such an extent that the principal remaining uncertainty is now concentrated not in the correlation itself, but rather in the engineer's ability to assess the necessary project-specific loading and soil characterization parameters.
Adjustments for Fines Content
The new (probabilistic) boundary curve for P L = 15% (again normalized to an effective overburden stress of v Ј= 0.65 atm) represents a suitable basis for illustration of the new correlation's regressed correction for the effects of fines content, as shown in Fig. 9(b) . In this figure, both the correlations as well as the mean values (CSR and N 1,60 ) of the field case history data are shown not corrected for fines [this time with the N value axis not corrected for fines content effects, so that the ͑P L =15%͒ boundary curves are, instead, offset to account for varying fines content]. In this figure, the earlier correlation proposed by Seed et al. (1984) is also shown, with dashed lines, for approximate comparison. In these current studies, based on the overall (regressed) correlation, the energy, procedure, and overburden-corrected N values ͑N 1,60 ͒ are further corrected for fines content as
where the fines correction (FC) was "regressed" as a part of the overall Bayesian updating analyses. The fines correction is equal to approximately 1.0 (a null adjustment) for fines contents of FCഛ 5%, and reaches a maximum (limiting) value for FC ജ 35%. As illustrated in Fig. 9(b) , the maximum fines correction results in an increase of N values of about +6.5 blows/ ft (at FC ജ 35%, and high CSR). As illustrated in this figure, this maximum fines correction is somewhat smaller than the earlier maximum correction of +10 blows/ ft proposed by Seed et al. (1984) .
The relationship for C FINES can be expressed as a close approximation as
where FCϭpercent fines content (by dry weight) expressed as an integer (e.g., 27% fines is represented as FC= 27.0). At fines contents of less than 5%, a value of FC= 0 is used, and similarly a value of FC= 35 is used when fines content exceeds 35%.
Magnitude-Correlated Duration Weighting
Both the probabilistic and "deterministic" (based on P L = 15%) new correlations presented in Figs. 9(a and b) are based on correction of "equivalent uniform cyclic stress ratio" ͑CSR eq ͒ for duration (or number of equivalent cycles) to CSR eq * , representing This duration weighting factor has been somewhat controversial, and has been developed by a variety of different approaches (using cyclic laboratory testing and/or field case history data) by a number of investigators. Fig. 10 (a) summarizes a number of recommendations, and shows (shaded zone) the recommendations of the NCEER Working Group (NCEER 1997; Youd et al. 2001) . In these current studies, this important and controversial factor could be derived as a part of the overall regression analyses. Moreover, the factor ͑DWF M ͒ could also be investigated for possible dependence on density (correlation with N 1,60 ). Figs. 10(a and b) show the resulting values of DWF M , as a function of varying corrected N 1,60 values. As shown in Fig. 10(b) , the dependence on density, or N 1,60 values, was found to be relatively minor.
The duration weighting factors shown in Figs. 10(a and b) fall slightly below those recommended by the NCEER Working group, and slightly above (but very close to) recent recommendations of Idriss (personal communication, 2000) . Idriss' recommendations are based on a judgmental combination of interpretation of high-quality cyclic simple shear laboratory test data and empirical assessment of "equivalent" numbers of cycles from recorded strong motion time histories. The close agreement of this very different (and principally laboratory data based) approach, and the careful probabilistic assessments of these current studies, are strongly mutually supportive.
Adjustments for Effective Overburden Stress
An additional factor not directly resolved in prior studies based on field case histories is the increased susceptibility of soils to cyclic liquefaction, at the same CSR, with increases in effective overburden stress. [This is in addition to the normalization of N values for overburden effects as per Eqs. (11) and (12) ].
The additional effect of reduction of normalized liquefaction resistance with increased effective initial effective overburden stress ͑ v Ј͒ has been demonstrated by means of laboratory testing, and is a manifestation of "critical state" type of behavior (suppression of dilatency at increased effective confining stress). Fig.  11 shows the recommendations of the NCEER Working group (Youd et al. 2001 ) regarding the correction factor K to be used to correct the normalized resistance to liquefaction at an initial effective overburden stress of 1 atm. ͑CSR liq,1atm ͒, as CSR liq = CSR liq,1 atm · K ͑17͒
These current studies were not very sensitive to K , as the range of v Ј in the case history data base was largely between v Ј= 30 and 130 kPa ͑600-2,600 lb/ ft 2 ͒, as shown in Fig. 12(a) , but it was possible to "regress" K as part of the overall Bayesian updating analyses. The results are shown in Fig. 12 , over the range of v ЈϷ 30-180 kPa͑600-3,600 lb/ ft 2 ͒ for which they are considered valid. These are in good agreement with the earlier recommendations of Fig. 11 , and it is recommended that K can be estimated as
where f Ϸ 0.6-0.8 (as a function of N 1,60,cs varying from about 5 to 40 blows/ ft). The field case history data of these current studies are not a sufficient basis for extrapolation of K to much higher values of v Ј, and the authors recommend continued use of The earlier relationships proposed by Seed et al. (1984) , Liao et al. (1988) , and Liao and Lum (1998), Youd and Noble (1997) , and Toprak et al. (1999) were all stated to be normalized to an effective overburden stress of approximately v Ј = 1 atm ͑2,000 lb/ ft 2 ͒. The correlation of Seed et al. (1984) was never formally corrected to v Ј= 1 atm, however, as it was noted the field case histories of the database were "shallow" and approximately in this range. The database was, however, not centered at v Ј= 1 atm, but rather at lesser overburden (mean v Ј Ϸ 1,300 lb/ ft 2 , or 65 kPa), and this proves to render the earlier relationship of Seed et al. (1984 Seed et al. ( , 1985 slightly unconservative if taken as normalized to v Ј= 1 atm. (The same is true of all of the other, similar, previous relationships discussed.) It should be noted, however, that this unconservatism is minimized if the correlations are applied at shallow depths. For correctness, and to avoid ambiguity, both the earlier relationship of Seed et al. (1984) , and the correlations developed in these current studies, need to be formally normalized to v Ј = 1 atm. Accordingly, in these studies, all data are corrected for K effects [by Eqs. (17) and (18)]; not just those data for which v Ј were greater than 1 atm. A recommended limit is K ഛ 1.5 (at very shallow depths). Figs. 14(a and b) again show the proposed new correlations, this time fully normalized to v Ј= 1 atm.
Sources of Potential Bias
A number of earthquakes contributed disproportionally to the database, and this posed a risk of biasing the results. This was addressed by means of a number of adjustments. Case histories from the 1989 Loma Prieta Earthquake experienced unusually short durations of shaking due to the relatively symmetric nature of the event's bilateral rupture mechanism. Accordingly, the "magnitude" representing this event was judgmentally downgraded to M W = 6.5 for purposes of evaluating the magnitude-correlated duration weighting factor ͑DWF M ͒. Similarly, rupture directivity effects compressed the arriving energy pulses in the Port region at Kobe during the 1995 Kobe Earthquake, so the assigned magnitude in the Port region was downgraded slightly to M W = 6.7. Finally, owing to the similarity of seismic excitation in a relatively close proximity, the seismic loading (CSR) data for the Kobe Port region and the Loma Prieta data sets were analytically treated as internally correlated, with assigned correlation factors based on judgment. The analyses were then repeated, without modeling this internal correlation, and the results were found not to differ significantly. The uncorrelated model (requiring no a priori judgmental assignment of internal correlation) was used as the final basis for the studies presented herein. A final, and very difficult, issue was the fact that the data sets assembled overrepresented "liquefied" sites relative to "nonliquefied" sites. The final data set contained roughly twice as many liquefied as nonliquefied cases, and most large data sets assembled by prior researchers were found to have similar ratios. The problem is that this represents a sampling disparity problem, and is not an unbiased reflection of actual field occurrences. Simply put, postearthquake field investigators are more inclined to perform borings and tests at liquefied sites, than at sites where no apparent liquefaction occurred. Given finite research budgets, it would be asking too much to expect researchers to randomly space their SPT borings at nonliquefied sites in the hope of encountering nonliquefied soils of potentially liquefiable type.
This unavoidable sampling disparity produces a bias in the results, as the artificially disproportionate number of "liquefied" data push against the under represented "nonliquefied" data. Two approaches were invoked to address this problem, and these are described in Cetin et al. (2002) . The first was to consult with experts, and to attempt to develop expert consensus regarding a weighting factor that can be applied to eliminate this bias. All experts consulted agreed that the bias was real, and that a corrective weighting factor ͑W NL ͒ for the nonliquefied data should be greater than 1.0. The most common range recommended was on the order of W NL = 1.5-2.
The second approach was to treat the weighting factor as a variable in the Bayesian regression analyses performed, and to assess the weighting factor that provided the best overall model "fit." This was found to be a factor of about 1.5. Finally a sensitivity study was performed, and it was found that a weighting factor of 1.5 produced only a modest shift in the correlations, as illustrated in Fig. 13 , and that it would be potentially overconservative to leave the sampling disparity problem unaddressed. Accordingly, all "nonliquefied" data were scaled by a weighting factor of W NL = 1.5. This was not done, however, simply by weighting the nonliquefied data by this factor, as that would have increased the "apparent" amount of overall case history data, and would have produced biased (reduced) estimates of overall model uncertainty. Instead, all "liquefied" data were weighted by a factor of W L = 0.8, and all "nonliquefied" data were weighted by a factor of W NL = 1.2, resulting in a ratio of W NL / W L = 1.5 without significantly increasing or decreasing the "apparent" overall number of cases or amount of data.
Overall Correlation
The overall correlation can be expressed in parts, as in the previous sections [and Eqs. (14) - (18) 
ͪ ͑19͒
where P L ϭprobability of liquefaction in decimals (i.e., P L = 30% is represented as 0.30); CSR eq is not "adjusted" for magnitude or duration effects (correction for duration effects occurs within the equation itself); FC ϭ percent fines content (by dry weight) expressed as an integer (e.g., 12% fines is expressed as FC= 12) with the limit of 5 ഛ FCഛ 35 as explained previously in Eq. (15); P a ϭatmospheric pressure ͑=1 atm, Ϸ 100 kPa, Ϸ 2,000 psf͒ in the same units as the in situ vertical effective stress ͑ v Ј͒; and ⌽ϭstandard cumulative normal distribution. Also the cyclic resistance ratio for a given probability of liquefaction can be expressed as where ⌽ −1 ͑P L ͒ϭinverse of the standard cumulative normal distribution (i.e., mean= 0, and standard deviation= 1). For spreadsheet construction purposes, the command in Microsoft Excel for this specific function is "NORMINV(P L ,0,1)."
Recommended Use of New Correlations
The proposed new probabilistic correlations can be used in either of two ways. They can be used directly, all at once, as summarized in Eqs. (19) and (20) . Alternatively, they can be used "in parts" as has been conventional for most previous, similar methods. To do this, measured N values must be corrected to N 1,60 values, using Eqs. (11)-(13) . The resulting N 1,60 values must then be further corrected for fines content to N 1,60,cs values, using Eqs. (14) and (15) [or Figs. 9(b) and 13]. Similarly, in situ equivalent uniform CSR eq must be evaluated [either based on direct response analyses, or using Eq. (10) and the new r d relationships proposed herein], and this must then be adjusted by the magnitudecorrelated DWF M using Eq. (16) [and Fig. 10(a) ] as CSR eq,M=7.5 = CSR eq /DWF M ͑21͒
The new CSR eq,M=7.5 must then be further adjusted for effective overburden stress by the inverse of Eq. (17) as CSR eq,M=7.5,1 atm = CSR eq,M=7.5 /K = CSR eq *
͑22͒
The resulting, fully adjusted and normalized values of N 1,60,cs and CSR eq * can then be used, with Fig. 14(a) to assess probability of initiation of liquefaction.
For "deterministic" evaluation of liquefaction resistance, largely compatible with the intent of the earlier relationship proposed by Seed et al. (1984) , the same steps can be undertaken (except for the fines adjustment) to assess the fully adjusted and normalized CSR eq,M=7.5,1 atm values, and normalized N 1,60 values, and these can then be used in conjunction with the recommended "deterministic" relationship presented in Fig. 14(b) . The recommendations of Fig. 14(b) correspond to the new probabilistic relationships (for P L = 15%), except at very high CSR ͑CSRϾ 0.4͒. At these very high CSR; (1) there is virtually no conclusive field data and (2) the very dense soils ͑N 1,60 ജ 30 blows/ ft͒ of the boundary region are strongly dilatent and have only very limited postliquefaction strain potential. Behavior in this region is thus not conducive to large liquefaction-related displacements, and the heavy dashed lines shown in the upper portion of Fig. 14(b) represent the authors' recommendations in this region based on data available at this time.
Finally, it should be noted that these new liquefaction hazard assessment correlations are based on both direct calculation of in situ CSR as well as "simplified" CSR estimates based on improved r d correlations for the back-analyzed field performance case histories. As such, these are compatible either with direct seismic response analyses, or use of the new r d recommendations presented herein [and Eq. (8)] , and without systematic bias. They are not, however, compatible with use of previous r d recommendations for "simplified" estimation of in situ CSR.
Summary and Conclusions
This paper has presented the development of recommended new probabilistic and deterministic relationships for assessment of likelihood of initiation of liquefaction. Stochastic models for assessment of seismic soil liquefaction initiation risk have been developed within a Bayesian framework. In the course of developing the proposed stochastic models, the relevant uncertainties including (1) measurement/estimation errors, (2) model imperfection, (3) statistical uncertainty, and (4) those arising from inherent variables were addressed.
Improved treatment of r d in "simplified" assessment of in situ CSR results in triggering relationships that are unbiased with respect to use in conjunction with either (1) direct seismic response analyses for evaluation of in situ CSR, or (2) improved "simplified" assessment of in situ CSR. This is an important step forward, as these studies also show that all previous, widely used correlations are unconservatively biased when used in conjunction with direct response analyses for assessment of CSR, as a result of bias in previous "simplified" r d recommendations.
The new models provide a significantly improved basis for engineering assessment of the likelihood of liquefaction initiation, relative to previously available models, as shown in Fig. 2 . The new models presented and described in this paper deal explicitly with the issues of: (1) FC, (2) magnitude-correlated ͑DWF M ͒, and (3) effective overburden stress (K effects), and they provide both: (1) an unbiased basis for evaluation of liquefaction initiation hazard and (2) significantly reduced overall model uncertainty. Indeed, model uncertainty is now reduced sufficiently that overall uncertainty in application of these new correlations to field problems is now driven strongly by the difficulties/uncertainties associated with project-specific engineering assessment of the necessary "loading" and "resistance" variables, rather than uncertainty associated with the correlations themselves. This, in turn, allows/ encourages the devotion of attention and resources to improved evaluation of these project-specific parameters. As illustrated in Figs. 2 and 14(a and b), this represents a significant overall improvement in our ability to accurately and reliably assess liquefaction hazard.
