Automatic speech recognition has reached high level performances but it usually fails in coping with real-life, noisy environments. An essential reason is the mismatch between the conditions in which a system is trained and used. A large number of solutions have been proposed in order to solve this problem. Those solutions can be classified into two main, non exclusive categories. Firstly, signal processing and parametrization techniques can be used as a preprocessing step in order to enhance the SNR of the corrupted speech signal. Secondly, the different steps of the pattern matching process can be modified in order to account for the effects of noise. This paper presents a brief survey of the noisy speech recognition field. We first summarize the major difficulties that are encountered in the development of a system, and we then introduce three main categories of solutions dealing with acoustical preprocessing and parametrization of the speech signal, statistical modelling, and recognition techniques.
INTRODUCTION
Speech recognition in adverse conditions has recently received increased attention since noise resistance has become one of the major bottlenecks for practical use of speech recognizers in real life. The methods proposed so far can be classified into four, non exclusive, categories:
. signal acquisition,
. acoustic analysis and parametrization,
. reference modeling,
. recognition techniques.
Most of the techniques developed so far at the analysis and parametrization levels are aimed at noise reduction in the presence of stationary noisc, and they often fail in the case of non-stittionary noise. It is thus important to develop robust techniques capable of dealing with non-stationary noise processes that are quite common in a number of applications areas (military environments, industry, etc.).
This paper presents a brief survey of the noisy speech recognition field. We first summarize the major difficulties that are encountered in the development of a system, and we then introduce three main
OVERVIEW OF PROBLEMS AND SOLUTIONS
The difficulties of noisy speech recognition come from the various effects of noise on speech that can be summarized as addition of ambient noise to the speech signal, distortion of the signal and variations in articulation . They result in two main phenomena: the degradation of the performances of a speech recognition system if the conditions for learning and for test are different. For example, it has been found a degradation of an order of magnitude in the error rate for an isolated word recognizer when trained with clean speech and tested with noisy utterances at a signal-to-noise ratio of 18 dB [Z] . That makes it necessary to increase the overall robustness of speech recognition since the simple solution which consists in having the same conditions for training and testing is seldom affordable and usually not realistic ; the modification of sounds pronounced in a noisy environment (the Lombard effect [I] ). This effect is highly dependent upon the speaker, the context and the level of noise [3] . It is thus very difficult to quantify and to modelize.
In conclusion, the mismatch between training and testing patterns is the major problem to deal with in adverse, real life conditions of speech recognition.
A large number of methods have been proposed so far to cope with these problems, even though none is totally satisfactory. All these methods intervene at five main steps in the basic sequence of speech recognition processing:
. speech signal acquisition: use of noise-cancelling microphones or of microphone arrays, adaptive or active noise cancellation techniques,
. acoustic analysis and parametrization, . segmentation and speech-non speech detection: robust techniques have to be designed since a number of noisy speech recognition errors originate from a wrong determination of utterance boundaries,
. reference patterns modeling, . recognition algorithms and distance measures.
Of course, the different methods are not exclusive, and can be combined in order to obtain satisfactory performances.
ACOUSTICAL PROCESSING AND PARAMETRIZATION
The overall performances of a speech recognizer are highly dependent upon the quality and robustness of the acoustic and sometimes phonetic features extracted from the speech wave as a front end of the recognition algorithms. Therefore a major effort has been devoted to this problem.
Speech Enhancement
As a first step in the recognition process, speech enhancement techniques tend to suppress the noise which corrupts the speech signal. Besides the methods using several microphones, many different types of speech enhancement systems using a single microphone have been proposed and tested [4] . All these systems are based on techniques which intend to recover the clean speech signal by enhancing the signal-tonoise ratio. The performances depend upon the type of noise which corrupts speech and the information they require about noise. It should be noted at this point that the increase of SNR will improve the quality of the speech signal but not always its intelligibility. Therefore, as far as speech recognition is concerned, a trade-off has to be found between SNR improvement and recognition accuracy.
Four main types of methods are used for speech enhancement: noise subtraction: this a very common method which assumes that noise and speech are uncorrelated and additive. In the spectral subtraction approach, the power spectrum of cleaned speech is obtained by subtracting the noise power spectrum from the spectrum of noisy speech [22] . The method assumes that the noise varies slowly so that the noise estimation obtained during a pause can be used for suppression. Obtaining a good estimate of the noise spectrum is obviously the most difficult part of the method.
Non-linear spectral subtraction has been proposed in order to overcome some limitations of basic subtraction. It basically consists in overestimating the noise spectrum, either in a uniform way [5] , or else based on the perceptual evidence that the ear is more sensitive to the peaks of a power spectrum than to the valleys and that noise in the frequency regions of the valleys contributes the most to perceptual distortions 161 ; *filtering: traditional adaptive filtering techniques like Wiener or Kalman filtering have been used for speech enhancement, but more for speech transmission than for recognition purposes [7] . The Wiener filter yields an optimal solution to the adaptive filtering problem in the sense of least mean square error. It necessitates the estimation of some parameters of the noise. Unless the noise is stationary and perfectly known that must usually be done iteratively. A recursive optimal estimation can be obtained with a Kalman filter [g]. Kalman filtering can also be used with a colored noise assumption instead of white noise. Experimental results show an improvement in intelligibility even though no automatic recognition was carried out;
use of Markov models: hidden Markov models (HMM) decomposition is a method which makes it possible to separate speech from additive noise 191. It is assumed that speech and noise are both modeled by separate HMMs and that noisy speech corresponds to a con~posite model combining these two models.
The recognition of a noisy utterance can therefore be carried out by extending the classical Viterbi decoding algorithm to a search in the state space defined by the two models. This method is rather computationally demanding, but it has been demonstrated to perform satisfactorily even in bad SNR conditions; space mnppitzg: speech enhancement can be viewed as the process of transforming noisy speech into clean speech by some kind of mapping. For instance, spectral mapping has been implemented by a set of rules obtained by vector quantization techniques [lo] . It is also possible to implement arbitrarily complex space transformations thanks to connectionist neural networks. Even simple models such as multi-layer perceptrons have been trained on learning samples to realize a mapping of noisy signals to noise-free speech which has been tested with success in an auditory preference test with human listeners [I 11.
Auditory models
Since the human auditory performs remarkably well in noisy conditions (even if speech variation is important) it seems interesting to rely on models of human hearing for designing speech recognizer frontends [12] .
Several experiments have been carried out in the use of auditory models in speech recognition. Some of them consist in incorporating physiological data in existing analysis methods (like PLP, SMC, etc.). Other tend to implement a complete auditory model. Most of those models have been mainly concerned so far with periphery audition, like those of Lyon [I31 , Seneff [14] or Ghitza [IS]. Lateral inhibition has also been used for speech enhancement [16] . Lateral inhibition is a common phenomenon in sensory reception of biological systems, the function of which is to sharpen spatial input patterns.
Some recent advances have also been made toward the modeling of the central auditory system. The central auditory system further processes the spatio-temporal firing pattern on the auditory nerve at the output of the periphery auditory model [17] . The model includes both spatial and temporal processing of signals in the central auditory system and an efferent mechanism modeling the effect induced on the cochlea and auditory nerves by the brain. Experimental results on spoken letters show a good robustness to low SNRs in the recognition of plosive consonants.
Improvement of Speech Analysis Methods
The following methods have produced substantial improvements in recognition accuracy:
non-parametric representatior~s: the use of dynamic and acceleration (second derivative) MFCC and energy features makes it possible to enhance the recognition performances for noisy and/or Lombard speech .
Data analysis techniques have been used in the IMELDA system [I81 in order to obtain a robust representation of noisy speech (but also of clean speech, as further experiments have demonstrated). IMELDA carries out a linear transforn~alion based on discriminant analysis with minimization of withinclass differences and maximization of inter-class differences. The result is a low dimensionality representation space in which recognition algorithms perform well. The combination of IMELDA with a non linear spectral subtraction method has also been shown as giving improved performances in the recognition of speech in a car [19] ; parametric represeiltations: several improvements of LPC analysis in the presence of noise have been tested with some success. Somc of these methods are based upon an alternative solution to the speech deconvolution problem. The classical solution consists in identifying the impulse response of the vocal tract by AR or ARMA modeling. The other solution is to map the time signal space into a linear structure by using a homomorphic transformation, that corresponds to a filtering in the cepstral domain. The logarithm homomorphic deconvolution can be further generalized to a spectral root deconvolution [20] .
The short-time modified coherence (SMC) representation of speech [21] computes coefficients which are LPC coefficients obtained by taking into account the characteristics of the autocorrelation domain. It can be best described as the estimate of an AR model in the autocorrelation domain, and it exploits the fact that an autocorrelation sequence is more resistant to noise than the original signal. SMC analysis made it possible to increase the SNR by 10 to 12 when it was initially 0 to 20 dB. It is worth noticing that the amount of improvement is essentially data dependent.
PLP (Perceptual Linear Prediction) [22] differs from LPC by the use of three concepts derived from the study of human hearing, i.e. critical band spectral resolution, pre-emphasis with equal-loudness curve, and spectral compression according to a intensity-loudness power law, as illustrated in figure 10 . A comparative study has shown the superiority of PLP over LPC for noisy speech recognition [23] , especially in conjunction with a liftered cepstral distance.
The RASTA (Relative Spectral) approach can be considered as another improvement of basic LPC [%I. The method consists in operating in the log power spectral domain. That makes it possible to remove, or at least efficiently reduce, by filtering techniques slow-varying communication noise, which is additive in the log domain.
Noise Masking
In the presence of noise, certain low energy regions of of the speech frequency spectrum will be more heavily corrupted by noise than others, and thus cause distortions in the computation of a distance between spectra during the recognition phase [?a. A solution was proposed by D. Klatt , based on a speech masking method in which only those frequency regions of the spectrum with energy level higher than the masking level are used in the distance computation.
Klatt's initial method was further improved in order to overcome its limitations, especially for the comparison of two speech patterns with very different noise levels [26] . Noise masking has been demonstrated as giving particularly robust recognition performances down to a very low 3dB SNR. The method was also extended for incorporation in a stochastic recognition framework . It should be noticed that the masking relation between speech and noise can be considered as a generalization of the HMM decomposition method presented above in which the relation is simply an addition.
STATISTICAL MODELING
Stochastic methods, particularly hidden Markov models, have been used to model some aspects of noise and variability. We have already mentioned the technique of noise compensation by HMM decomposition for speech enhancement. The basic idea is to take into account the presence of noise in speech by separately modeling an independent noise source as well as a speech source, assuming some relationship between the two sources.
Besides the already mentioned HMM decomposition technique, a possibility consists in exploiting the capability of HMM to segment a speech utterance into quasi-stationary segments corresponding to the states of the HMM. That has been used for iteratively cleaning the speech wave [27] . This approach capitalizes on statistical modeling of both clean speech and noise. From the estimated statistics of the two processes, a maximum a posteriori (MAP) estimation was carried out and implemented using the EstimateMaximize (EM) algorithm. Ekperimental results are especially good for SNRs above 10 dB. The EM algorithm was designed for maximizing complicated likelihoods like the ones encountered in statistical speech processing, and it is widely used in noisy speech processing [28] . As an alternative to the MAP algorithm a minimum mean square error (MMSE) algorithm has also been proposed in order to obtain estimators of the clean signal [29] . This algorithm has been experimentally demonstrated to perfonn better than MAP for noisy speech enhancement [30] . However, in case of complex stochastic models for speech and noise the MAP estimator remains necessary .
The noise robustness of HMMs has also been studied as a function of the training mode. The use of a discriminant minimum error classification (MEC) optimization criterion [31] instead of the conventional maximum likelihood (ML) approach increases the robustness of HMMs in all types of environments. In MEC optimization, it is necessary to define a loss function that will be minimized by a non-linear multidimensional minimization technique, based either on a simple descent minimization, or a on some more sophisticated algorithm.
RECOGNITION TECHNIQUES
Rather than trying only to remove noise from speech, it is also possible to develop robust recognition models and techniques capable of coping with noise.
Since the best performances for a system are obtained when the training and testing conditions are similar, a first idea that has been investigated consists in training a recognizer with a multi-style training procedure. The training data are made up of speech signals produced in different talking styles and noise conditions, thus resulting in a multi-reference recognition system. Although this solution was demonstrated as feasible, it is not easy to implement in practice, and does not really satisfy the problem of robustness in noisy speech recognition.
Robust Distance Measures
The definition of an appropriate speech representation must be complemented by an adapted distance measure so that the recognition algorithm can take full advantage of the robustness of the representation. Amongst the various distance measures used in pattern recognition, the following ones have been sp&ifically adapted to the problem of noisy speech recognition: weighted spectral measures [32] : this distance has been shown robust against white noise by weighting spectral peak regions that are less affected by noise. A similar weighted measure including a noise-adaptive mechanism, and similar to a frequency-weighted Itakura distance, has also been proposed P I ; cepstral distances have given good results in speech recognition. However, their performances degrade in case of varying environments or speakers. A solution to this problem consists in defining weighted (liftered) cepstral distances which are usually represented as:
where C,are the cepstral coefficients of the two spectra f and g to be compared, and w(n) represents the weighting factors [34j.
Root-Power Sums (RPS) are computed from the cepstral distance by weighting the cepstral coefficients by their indices, i.e. w(n) = n. They are equivalent to a distance between spectral slopes. RPS have been used with PLP analysis for noisy speech recognition [35] . Other types of weighted cepstral distances with different weighting factors have also been considered ; cepstral projection has also be proven to be effective in coping with mismatched noise conditions [36] . The principle is based on the observation that additive white noise causes a shrinkage of the cepstral vector norm as a function of the noise level, and that the vector orientation is less affected. This shrinkage obviously affects a traditional distance calculation. It has been suggested to use a projection operation to formulate a new family of distortion measures. A good choice appears to be. d(Cr, Ct) = I Ct la(1-cos 13) where Cr and Ct are respectively the reference and test cepstral vector. a = 0, 1 or 2 is a compensation factor in order to take into account the reduction of cepstral energy.
cos B = (CrT.ct) / (I Cr II Ct I).
In a speaker dependent isolated word recognition experiment, a projection measure was shown to be the best distortion measure.
Noise Adaptation Methods
Noise adaptation methods consist in adapting the reference in order to make its parameters as close as possible to the unknown pattern. Such an adaptation process can be carried out continuously during the recognition, as in [37] where the original reference patterns are updated frame by frame after every suicessful dynamic matching.
The space matching techniques presented above can be used to some extent for adaptation. The main techniques of spectral adaptation proposed so far were initially developed for speaker adaptation purposes, and they have been extended to the problem of adaptation to a new environment. These techniques fall into two categories: codebook mapping: in the histogram method [38] , the adaptation between the codebooks of two speakers (or two different environments) is carried out by a mapped codebook which is determined by dynamic time warping alignment from a small sample of speech from the new speaker. An application of this method to noisy speech recognition is reported in [39] .
The technique of hierarchical spectral clustering has also been applied to the spectral normalization of noisy speech [40] . This is a non-supervised technique which builds up the adaptation codebook iteratively; spectral transformations of parameter spaces: such transformations can be either linear or nonlinear. In both cases, the transformation is determined by multiple linear regression. Non-linear transformations can also be implemented by neural networks [41] .
Noise Contamination of Reference Patterns
A technique for avoiding the mismatch between training and testing conditions consists in adding estimated noise to the reference patterns instead of trying to clean up the observed speech signal. This technique is quite easy to implement and has sometimes given better results than those obtained with more sophisticated speech enhancement techniques. Several methods have been proposed, including the noise contamination of phoneme templates [42] and noise immunity learning. However those methods obviously do not cope with Lombard effect, and they may also be sensitive to variations of noise level.
CONCLUSION
The problem of speech recognition in noisy conditions is very difficult and diverse. It constitutes a major bottleneck for the practical use of speech recognizers in real conditions since no completely satisfactory solution has been proposed so far. This paper has briefly reviewed the major categories of methods, belonging to the two approaches of signal acquisition and preprocessing, and adapted recognition algorithms. The two approaches are not exclusive, and they can be combined in a clever way for obtaining better performances.
Despite significant results, the problem is not yet completely solved. An important effort has still to be done in order to comparatively evaluate the different existing methods, and to improve them. That necessitates an important, and on-going, effort of noisy speech data bases recording and assessment method design.
It can be expected that substantial improvements in the robustness of speech recognition systems will then be obtained through present worldwide effort on this topic.
