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GAUGE-INVARIANT IDEALS OF C∗-ALGEBRAS OF BOOLEAN
DYNAMICAL SYSTEMS
TOKE MEIER CARLSEN AND EUN JI KANG†
Abstract. We enlarge the class of C∗-algebras of Boolean dynamical systems
in order to include all weakly left-resolving normal labelled space C∗-algebras
in it. We prove a gauge-invariant uniqueness theorem and classify all gauge-
invariant ideals of these C∗-algebras of generalized Boolean dynamical systems
and describe the corresponding quotients as C∗-algebras of relative generalized
Boolean dynamical systems.
1. Introduction
Inspired by the C∗-algebra of labelled graphs introduced in [2], the class of C∗-
algebras of Boolean dynamical systems for which each action has compact range and
closed domain was introduced in [4]. In the setting of [4], the class of C∗-algebras
of Boolean dynamical systems contains many labelled graph C∗-algebras, but not
all of them.
In this paper, we enlarge the class of C∗-algebras of Boolean dynamical systems
so that it contains all weakly left-resolving normal labelled space C∗-algebras. As
a result, this class of C∗-algebras contains all graph C∗-algebras, all ultragraph
C∗-algebras, C∗-algebras of shift spaces and homeomorphism C∗-algebras over 0-
dimensional compact spaces, among others.
This is done by considering pairs consisting of a Boolean dynamical system
(B,L, θ) and a family (Iα)α∈L of ideals in B such that θα(B) ⊆ Iα for each α,
and associate a universal C∗-algebra C∗(B,L, θ,Iα) to each such pair. We call such
a pair (B,L, θ,Iα) a generalized Boolean dynamical system.
If (B,L, θ) is a Boolean dynamical system with compact range Rα and closed
domain as in [4] and we let Iα = {B ∈ B : B ⊆ Rα} for each α, then C
∗(B,L, θ,Iα)
is canonically isomorphic to C∗(B,L, θ). If (E,L,B) is a weakly left-resolving normal
labelled space as in [1] where (E,L) is a labelled graph over A, and C∗(E,L,B) is
the C∗-algebra associated with (E,L,B) in [1, Definition 2.5], then C∗(B,A, θ,Ir(α))
is canonically isomorphic to C∗(E,L,B) where θ is the action of A on B given by
θα(A) = r(A,α) and Ir(α) = {B ∈ B : B ⊆ r(α)}.
The second goal of the paper is to give a description of the gauge-invariant ideals
of our C∗-algebras and thus generalize the description of the gauge-invariant ideals of
C∗-algebras of set-finite, receiver set-finite and weakly left-resolving labelled spaces
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given in [7] and the description of the gauge-invariant ideals of C∗-algebras of locally
finite Boolean dynamical systems given in [4].
Working with gauge-invariant ideals of generalized Boolean dynamical system, we
found it convenient to use certain extensions of C∗-algebras of generalized Boolean
dynamical systems. Such an extension is constructed from a generalized Boolean dy-
namical system (B,L, θ,Iα) toghether with an ideal J of Breg. We call such a system
a relative generalized Boolean dynamical system, and we associate a universal C∗-
algebra C∗(B,L, θ,Iα;J ) to it. These C
∗-algebras of relative generalized Boolean
dynamical systems are generalizations of relative graph C∗-algebras introduced by
Muhly and Tomforde in [12]. If J = Breg, then C
∗(B,L, θ,Iα;J ) = C
∗(B,L, θ,Iα).
By imitating a construction in [1], we show that if (B,L, θ,Iα;J ) is a relative
generalized Boolean dynamical system, then C∗(B,L, θ,Iα;J ) can be constructed
as relative Cuntz–Pimsner algebra, and then use Katsura’s gauge-invariant unique-
ness theorem for relative Cuntz–Pimsner algebras [9, Corollary 11.8] to obtain a
gauge-invariant uniqueness theorem for C∗(B,L, θ,Iα;J ). We then use this to
show that there is a one-to-one correspondences between gauge-invariant ideals of
C∗(B,L, θ,Iα;J ) and pairs (H,S) where H is a hereditary J -saturated ideal of
B and S is an ideal of {A ∈ B : θα(A) ∈ H for all but finitely many α} such that
H ∪ J ⊆ S. We show in addition that the quotient by the ideal corresponding to
(H,S) is isomorphic to the C∗-algebra of relative generalized Boolean dynamical
system that can be constructed from (B,L, θ,Iα;J ) and (H,S).
We also use a construction from [9] to show that the C∗-algebra C∗(B,L, θ,Iα;J )
of the relative generalized Boolean dynamical system (B,L, θ,Iα;J ) is canonically
isomorphic to the C∗-algebra C∗(B˜,L, θ˜, I˜α) of a generalized Boolean dynamical sys-
tem (B˜,L, θ˜, I˜α), and we show that if (B,L, θ) is a Boolean dynamical system, J is
an ideal of Breg, and (Iα)α∈L is a family of ideals of B such that θα(B) ⊆ Iα for each
α, then C∗(B,L, θ,Iα;J ) is a full hereditary C
∗-subalgebra of C∗(B,L, θ,B;J ). It
follows that C∗(B,L, θ,Iα;J ) and C
∗(B,L, θ,Rα;J ) where Rα = {A ∈ B : A ⊆
θα(B) for some B ∈ B}, are Morita equivalent. We call the latter C
∗-algebra the
C∗-algebra of the relative Boolean dynamical system (B,L, θ;J ) := (B,L, θ,Rα;J )
or just the C∗-algebra of the Boolean dynamical system (B,L, θ) if J = Breg. We
thus have that the C∗-algebra of any relative generalized Boolean dynamical system
is Morita equivalent to the C∗-algebra of a Boolean dynamical system.
Pre´cis. This rest of the paper is organized as follows.
In section 2, we recall the notions of Boolean algebras and Boolean dynamical
systems. In section 3, we introduce the definition of a generalized Boolean dynamical
system (Definition 3.2) and its C∗-algebra.
In section 4, we show that the C∗-algebras of Boolean dynamical systems with
compact range and closed domain introduced in [4] and the C∗-algebras of weakly
left-resolving normal labelled spaces considered in [1] are all C∗-algebras of gener-
alized Boolean dynamical systems (Example 4.1 and Example 4.2).
In section 5, we construct from each relative generalized Boolean dynamical sys-
tem (B,L, θ,Iα;J ), a relative Cuntz-Pimsner algebra that is isomorphic to C
∗(B,L, θ,Iα;J )
(Theorem 5.5). As a corollary, we get that C∗(B,L, θ,Iα) is isomorphic to a Cuntz-
Pimsner algebra (Corollary 5.6).
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In section 6, we use Katsura’s gauge-invariant uniqueness theorem for relative
Cuntz–Pimsner algebras [9, Corollary 11.8] to obtain a gauge-invariant uniqueness
theorem for C∗(B,L, θ,Iα;J ) (Theorem 6.1). As a corollary, a gauge-invariant
uniqueness theorem for C∗(B,L, θ,Iα) will also be given (Corollary 6.2). We then
show that C∗(B,L, θ,Iα;J ) is a full hereditary C
∗-subalgebra of C∗(B,L, θ,B;J )
(Proposition 6.3), and we construct a Boolean dynamical system (B˜,L, θ˜) such that
C∗(B,L, θ,Iα;J ) and C
∗(B˜,L, θ˜, I˜α) are isomorphic (Proposition 6.4).
In section 7, we classify the gauge-invariant ideals of C∗(B,L, θ,Iα;J ). We show
that a pair (H,S) where H is a hereditary and J -saturated ideal in B and S is
an ideal of {A ∈ B : θα(A) ∈ H for all but finitely many α} such that H ∪ J ⊆ S
give rises to a gauge-invariant ideal I(H,S) of C
∗(B,L, θ,Iα;J ) (Lemma 7.1), and
prove that the quotient C∗(B,L, θ,Iα;J )/I(H,S) of C
∗(B,L, θ,Iα;J ) by the gauge-
invariant ideal I(H,S) is canonically isomorphic to a relative Boolean C
∗-algebra
C∗(B/H,L, θ, [Iα]; [S]) (Proposition 7.3). Using this result, we show that the gauge-
invariant ideals of C∗(B,L, θ,Iα;J ) are in one-to-one correspondence with the pairs
(H,S) (Theorem 7.4).
2. Preliminaries
In this section, we review the notions of Boolean algebras and Boolean dynamical
systems. For the most part we use the notational conventions of [4].
2.1. Boolean algebras. A Boolean algebra is a set B with a distinguished element
∅ and maps ∩ : B × B → B, ∪ : B × B → B and \ : B × B → B such that (B,∩,∪)
is a distributive lattice, A ∩ ∅ = A for all A ∈ B, and (A ∩ B) ∪ (A \ B) = A and
(A ∩ B) ∩ (A \ B) = ∅ for all A,B ∈ B. The Boolean algebra B is called unital if
there exists 1 ∈ B such that 1∪A = 1 and 1∩A = A for all A ∈ B. (often, Boolean
algebras are assumed to be unital and what we here call a Boolean algebra is often
called a generalized Boolean algebra).
We call A ∪ B the union of A and B, A ∩ B the intersection of A and B, and
A \ B the relative complement of B with respect to A. A subset B′ ⊆ B is called
a Boolean subalgebra if ∅ ∈ B′ and B′ is closed under taking union, intersection
and the relative complement. A Boolean subalgebra of a Boolean algebra is itself a
Boolean algebra.
We define a partial order on B as follows: for A,B ∈ B,
A ⊆ B if and only if A ∩B = A.
Then (B,⊆) is a partially ordered set, and A ∪ B and A ∩ B are the least upper-
bound and the greastest lower-bound of A and B with respect to the partial order
⊆. If a family {Aλ}λ∈Λ of elements from B has a least upper-bound, then we denote
it by ∪λ∈ΛAλ. If A ⊆ B, then we say that A is a subset of B.
A non-empty subset I of B is called an ideal [4, Definition 2.4] if
(i) if A,B ∈ I, then A ∪B ∈ I,
(ii) if A ∈ I and B ∈ B, then A ∩B ∈ I.
An ideal I of a Boolean algebra B is a Boolean subalgebra. For A ∈ B, the ideal
generated by A is defined by IA := {B ∈ B : B ⊆ A}.
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2.2. Boolean dynamical systems. A map φ : B → B′ between two Boolean
algebras is called a Boolean homomorphism ([4, Definition 2.1]) if φ(A ∩ B) =
φ(A)∩φ(B), φ(A∪B) = φ(A)∪φ(B), and φ(A\B) = φ(A)\φ(B) for all A,B ∈ B.
A map θ : B → B is called an action ([4, Definition 3.1]) on a Boolean algebra B
if it is a Boolean homomorphism with θ(∅) = ∅.
Given a set L and any n ∈ N, we define Ln := {(α1, . . . , αn) : αi ∈ L} and L
∗ :=
∪n≥0L
n, where L0 := {∅}. For α ∈ Ln, we write |α| := n. For α = (α1, . . . , αn), β =
(β1, . . . , βm) ∈ L
∗, we will usually write α1 . . . αn instead of (α1, . . . , αn) and use αβ
to denote the word α1 · · ·αnβ1 . . . βm (if α = ∅, then αβ := β; and if β = ∅, then
αβ := α). For k ∈ N, we let αk := αα . . . α where the concatenation on the right
has k terms. Similary we let α0 := ∅. For 1 ≤ i ≤ j ≤ |α|, we denote by α[i,j] the
sub-word αi · · ·αj of α = α1α2 · · ·α|α|, where α[i,i] = αi.
Definition 2.1. A Boolean dynamical system is a triple (B,L, θ) where B is a
Boolean algebra, L is a set, and {θα}α∈L is a set of actions on B such that for
α = α1 · · ·αn ∈ L
∗ \ {∅}, the action θα : B → B is defined as θα := θαn ◦ · · · ◦ θα1 .
We also define θ∅ := Id.
Remark 2.2. Given a Boolean algebra B, we say that an action θ on B has compact
range [4, Definition 3.1] if {θ(A)}A∈B has a least upper-bound. We denote by Rθ
this least upper-bound if it exists. We say that an action θ has closed domain [4,
Definition 3.1] if there exists Dθ ∈ B such that θ(Dθ) = Rθ. In [4, Definition 3.3],
a triple (B,L, θ) is called a Boolean dynamical system if θα has compact range Rθα
and closed domain Dθα for each α ∈ L.
Notice that when we call (B,L, θ) a Boolean dynamical system in this paper, we
do not assume that θα has compact range and closed domain.
For B ∈ B, we define
∆
(B,L,θ)
B := {α ∈ L : θα(B) 6= ∅} and λ
(B,L,θ)
B := |∆
(B,L,θ)
B |.
We will often just write ∆B and λB instead of ∆
(B,L,θ)
B and λ
(B,L,θ)
B .
We say that A ∈ B is regular ([4, Definition 3.5]) if for any ∅ 6= B ∈ IA, we have
0 < λB < ∞. If A ∈ B is not regular, then it is called a singular set. We write
B
(B,L,θ)
reg or just Breg for the set of all regular sets. Notice that ∅ ∈ Breg.
2.3. Quotient Boolean dynamical systems. Let (B,L, θ) be a Boolean dynam-
ical system and let J be an ideal of Breg and H an ideal of B. As in [4], we say that
H is hereditary if θα(A) ∈ H for A ∈ H and α ∈ L, and we say that H is J -saturated
if A ∈ H whenever A ∈ J and θα(A) ∈ H for all α ∈ ∆A. When J = Breg, then we
often say saturated instead of J -saturated.
If H is an ideal of a Boolean algebra B, then the relation
A ∼ B ⇐⇒ R : A ∪A′ = B ∪B′ for some A′, B′ ∈ H (1)
defines an equivalent relation on B ([4, Definition 2.5]).
Remark 2.3. We have that A ∼ B if and only if either (and thus both) of the
following two equivalent conditions hold.
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R1 A ∪A′ = B ∪B′ for some A′, B′ ∈ H with A ∩A′ = B ∩B′ = ∅.
R2 A ∪ C = B ∪ C for some C ∈ H.
Proof. Clearly, R1 =⇒ R and R2 =⇒ R. Suppose that A ∪ A′ = B ∪
B′ for some A′, B′ ∈ H. Then A′ \A, B′ \B, A′ ∪B′ ∈ H. One sees that
A ∪ (A′ ∪B′) = (A ∪A′) ∪B′ = (B ∪B′) ∪B′ = B ∪B′,
B ∪ (A′ ∪B′) = (A′ ∪B′) ∪B = A′ ∪ (A ∪A′) = A ∪A′,
and hence, A ∪ (A′ ∪B′) = B ∪ (A′ ∪B′). Thus, R =⇒ R2.
Also, we have that A∪(A′\A) = B∪(B′\B) with A∩(A′\A) = B∩(B′\B) = ∅.
Thus, R =⇒ R1. 
We denote the equivalent class of A ∈ B with respect to ∼ by [A] (or [A]H if we
need to specify the ideal H) and the set of all equivalent classes of B by B/H. It is
easy to check that B/H is a Boolean algebra with operations defined by
[A] ∩ [B] = [A ∩B], [A] ∪ [B] = [A ∪B] and [A] \ [B] = [A \B].
The partial order ⊆ on B/H is characterized by
[A] ⊆ [B] ⇐⇒ A ⊆ B ∪W for some W ∈ H
⇐⇒ [A] ∩ [B] = [A].
If in addition H is hereditary, and we define θα([A]) = [θα(A)] for all [A] ∈ B/H
and α ∈ L, then (B/H,L, θ) becomes a Boolean dynamical system. We call it a
quotient Boolean dynamical system of (B,L, θ).
3. C∗-algebras of generalized boolean dynamical systems
In this section, we introduce a definition of generalized Boolean dynamical sys-
tems and their C∗-algebras. Let (B,L, θ) be a Boolean dynamical system and let
R(B,L,θ)α := {A ∈ B : A ⊆ θα(B) for some B ∈ B}
for each α ∈ L. Note that each R
(B,L,θ)
α is an ideal of B.
We will often, when it is clear which Boolean dynamical system we are working
with, just write Rα instead of R
(B,L,θ)
α .
Remark 3.1. In [4], the notaion Rα is used to denote the least-upper bound of
{θα(A)}A∈B when θα has compact range.
Definition 3.2. A generalized Boolean dynamical system is a quadruple (B,L, θ,Iα)
where (B,L, θ) is a Boolean dynamical system and {Iα : α ∈ L} is a family of ideals
in B such that Rα ⊆ Iα for each α ∈ L. A relative generalized Boolean dynamical
system is a pentamerous (B,L, θ,Iα;J ) where (B,L, θ,Iα) is a generalized Boolean
dynamical system and J is an ideal of Breg.
Definition 3.3. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical
system. A (B,L, θ,Iα;J )-representation is a family of projections {PA : A ∈ B}
and a family of partial isometries {Sα,B : α ∈ L, B ∈ Iα} such that for A,A
′ ∈ B,
α,α′ ∈ L, B ∈ Iα and B
′ ∈ Iα′ ,
(i) P∅ = 0, PA∩A′ = PAPA′ , and PA∪A′ = PA + PA′ − PA∩A′ ;
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(ii) PASα,B = Sα,BPθα(A);
(iii) S∗α,BSα′,B′ = δα,α′PB∩B′ ;
(iv) PA =
∑
α∈∆A
Sα,θα(A)S
∗
α,θα(A)
for all A ∈ J .
Given a (B,L, θ,Iα;J )-representation {PA, Sα,B} in a C
∗-algebra A, we denote
by C∗(PA, Sα,B) the C
∗-subalgebra of A generated by {PA, Sα,B}.
We will show in Section 5 that there exists a universal (B,L, θ,Iα;J )-representation
{pA, sα,B : A ∈ B, α ∈ L and B ∈ Iα} in the sense that if {PA, Sα,B} is a
(B,L, θ,Iα;J )-representation in a C
∗-algebra A, then there exists a unique ∗-
homomorphism piS,P : C
∗(pA, sα,B)→ A such that piS,P (pA) = PA and piS,P (sα,B) =
Sα,B for A ∈ B, α ∈ L and B ∈ Iα. We write C
∗(B,L, θ,Iα;J ) for C
∗(pA, sα,B)
and call it the C∗-algebra of (B,L, θ,Iα,J ).
By a Cuntz–Krieger representation of (B,L, θ,Iα) we mean a (B,L, θ,Iα;Breg)-
representation, and by a Toeplitz representation of (B,L, θ,Iα) we mean a (B,L, θ,Iα; ∅)-
representation. We write C∗(B,L, θ,Iα) for C
∗(B,L, θ,Iα;Breg) and call it the C
∗-
algebra of (B,L, θ,Iα), and we write T (B,L, θ,Iα) for C
∗(B,L, θ,Iα; ∅) and call it
the Toeplitz C∗-algebra of (B,L, θ,Iα).
When (B,L, θ) is a Boolean dynamical system, then we write C∗(B,L, θ) for
C∗(B,L, θ,Rα) and call it the C
∗-algebra of (B,L, θ). If moreover J is an ideal of
Breg, then we write C
∗(B,L, θ;J ) for C∗(B,L, θ,Rα;J ) and call it the C
∗-algebra
of (B,L, θ;J ).
We shall in Proposition 6.4 see that the C∗-algebra C∗(B,L, θ,Rα;J ) of a rel-
ative generalized Boolean dynamical system is isomorphic to the C∗-algebra of a
(different) generalized Boolean dynamical system (B˜,L, θ˜, R˜α). Moreover, it follows
from Proposition 6.3 that C∗(B˜,L, θ˜, R˜α) and C
∗(B˜,L, θ˜) are Morita equivalent. We
thus have that the C∗-algebra of any relative generalized Boolean dynamical system
is Morita equivalent to the C∗-algebra of a Boolean dynamical system.
Remark 3.4. It follows from the universal property of C∗(B,L, θ,Iα;J ) = C
∗(pA, sα,B)
that there is a strongly continuous action γ : T → Aut(C∗(B,L, θ,Iα;J )), which
we call the gauge action, such that
γz(pA) = pA and γz(sα,B) = zsα,B
for A ∈ B, α ∈ L and B ∈ Iα.
Remark 3.5. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical system.
The fact that a family {PA, Sα,B : A ∈ B, α ∈ L and B ∈ Iα} satisfies (i)-(iii) in
Definition 3.3 is equivalent to that the family satisfies that
(a) P∅ = 0, PA∩A′ = PAPA′ , and PA∪A′ = PA + PA′ − PA∩A′ ;
(b) PASα,B = Sα,θα(A)∩B ;
(c) Sα,BPA = Sα,B∩A;
(d) S∗α,BSα′,B′ = δα,α′PB∩B′
for A,A′ ∈ B, α,α′ ∈ L, B ∈ Iα and B
′ ∈ Iα′ .
Proof. By (b) and (c), we see that PASα,B = Sα,θα(A)∩B = Sα,BPθα(A).
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For the converse, note that S∗α,BPA = (PASα,B)
∗ = (Sα,BPθα(A))
∗ = Pθα(A)S
∗
α,B.
It then follows that
‖PASα,B − Sα,θα(A)∩B‖
2
= ‖(PASα,B − Sα,θα(A)∩B)
∗(PASα,B − Sα,θα(A)∩B)‖
= ‖S∗α,BPASα,B − S
∗
α,BPASα,θα(A)∩B − S
∗
α,θα(A)∩B
PASα,B + Pθα(A)∩B‖
= ‖S∗α,BSα,BPθα(A) − Pθα(A)S
∗
α,BSα,θα(A)∩B − S
∗
α,θα(A)∩B
Sα,BPθα(A) + Pθα(A)∩B‖
= ‖Pθα(A)∩B − Pθα(A)∩B − Pθα(A)∩B + Pθα(A)∩B‖ = 0.
Thus, we have PASα,B = Sα,θα(A)∩B . One also sees that ‖Sα,BPA − Sα,B∩A‖
2 = 0,
and hence, we have Sα,BPA = Sα,B∩A. 
For α = α1α2 · · ·αn ∈ L
∗ \ {∅}, we define
Iα := {A ∈ B : A ⊆ θα2···αn(B) for some B ∈ Iα1}.
For α = ∅, we define I∅ := B
Definition 3.6. Let {PA, Sα,B : A ∈ B, α ∈ L, B ∈ Iα} be a (B,L, θ,Iα;J )-
representation. For α = α1α2 · · ·αn ∈ L
∗ \ {∅} and A ∈ Iα, we define
Sα,A := Sα1,BSα2,θα2 (B)Sα3,θα2α3 (B) · · ·Sαn,A,
where B ∈ Iα1 is such that A ⊆ θα2···αn(B). For α = ∅, we also define S∅,A := PA.
Remark 3.7. In the above definition, Sα,A is independent of the choice of B ∈ Iα1 .
It is enough to show that for |α| = 2. Put α = α1α2 ∈ L
∗, A ⊆ θα2(B1) and
A ⊆ θα2(B2) for some B1, B2 ∈ Iα1 . Then we see that
‖Sα1,B1Sα2,A − Sα1,B2Sα2,A‖
2
= ‖(S∗α2,AS
∗
α1,B1
− S∗α2,AS
∗
α1,B2
)(Sα1,B1Sα2,A − Sα1,B2Sα2,A)‖
= ‖S∗α2,APB1Sα2,A − S
∗
α2,A
PB1∩B2Sα2,A
− S∗α2,APB1∩B2Sα2,A + S
∗
α2,A
PB2Sα2,A‖
= ‖PA∩θα2 (B1) − PA∩θα2 (B1∩B2) − PA∩θα2 (B1∩B2) + PA∩θα2 (B2)‖
= ‖pA − pA − pA + pA‖ = 0.
Thus, it follows that Sα1,B1Sα2,A = Sα1,B2Sα2,A.
It is straightforward to check the following lemma.
Lemma 3.8. Let {PA, Sα,B : A ∈ B, α ∈ L, B ∈ Iα} be a (B,L, θ,Iα;J )-
representation. For α ∈ L∗, A ∈ B and B ∈ Iα, we have
(1) PASα,B = Sα,BPθα(A),
(2) PASα,B = Sα,θα(A)∩B ,
(3) Sα,BPA = Sα,B∩A.
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Lemma 3.9. Let {PA, Sα,B : A ∈ B, α ∈ L, B ∈ Iα} be a (B,L, θ,Iα;J )-
representation. For α, β ∈ L∗, A ∈ Iα and B ∈ Iβ, we have
S∗α,ASβ,B =


PA∩B if α = β
S∗
α′,A∩θα′(B)
if α = βα′
Sβ′,B∩θβ′(A) if β = αβ
′
0 otherwise.
Proof. Let α = α1α2 · · ·αn, β = β1β2 · · · βm ∈ L
∗ and put
Sα,A = Sα1,A′Sα2,θα2(A′)Sα3,θα2α3 (A′) · · ·Sαn,A,
Sβ,B = Sβ1,B′Sβ2,θβ2(B
′)Sβ3,θβ2β3 (B
′) · · ·Sβm,B,
where A′ ∈ Iα1 such that A ⊆ θα2···αn(A
′) and B′ ∈ Iβ1 such that B ⊆ θβ2···βm(B
′).
If α = β, we have
S∗α,ASα,B = (S
∗
αn,A · · ·S
∗
α2,θα2 (A
′)S
∗
α1,A′
)(Sα1,B′Sα2,θα2 (B′) · · ·Sαn,B)
= S∗αn,A · · ·S
∗
α2,θα2(A
′)PA′∩B′Sα2,θα2(B′) · · · Sαn,B
= S∗αn,A · · ·S
∗
α2,θα2(A
′)Sα2,θα2 (B′)Pθα2 (A′∩B′) · · ·Sαn,B
= S∗αn,A · · ·Pθα2 (A′∩B′) · · ·Sαn,B
...
= S∗αn,ASαn,BPθα2···αn(A′∩B′)
= PA∩B .
If α = βα′, we first note that
Sβα′,A =
(
Sβ1,A′Sβ2,θβ2(A
′) · · · Sβ|β|,θβ2···β|β|(A
′)
)
Sα′1,θβ2···β|β|α′1
(A′) · · ·Sα′
|α′|
,A
= Sβ,θβ2···β|β|(A
′)Sα′,A.
Thus, we have
S∗βα′,ASβ,B = (Sβ,θβ2···β|β|(A
′)Sα′,A)
∗Sβ,B
= S∗α′,AS
∗
β,θβ2···β|β|
(A′)Sβ,B
= S∗α′,AP(θβ2···β|β|(A
′))∩B
= S∗α′,(θβ2···β|β|α′(A
′))∩θα′ (B)∩A
= S∗α′,A∩θα′(B)
.
Similarly, we also have S∗α,ASαβ′,B = Sβ′,B∩θβ′(A). Otherwise, S
∗
α,ASβ,B = 0 by
Definition 3.3(iii). 
As a corollary of Lemma 3.9, we have the following.
Lemma 3.10. Let {PA, Sα,B : A ∈ B, α ∈ L, B ∈ Iα} be a (B,L, θ,Iα;J )-
representation. For α, β, µ, ν ∈ L∗, A ∈ Iα, B ∈ Iβ, C ∈ Iµ and D ∈ Iν, we
GAUGE-INVARIANT IDEALS OF C∗-ALGEBRAS OF BOOLEAN DYNAMICAL SYSTEMS 9
have
(Sα,AS
∗
β,B)(Sµ,CS
∗
ν,D) =


Sα,A∩B∩CS
∗
ν,D∩B∩C if β = µ
Sα,AS
∗
νβ′,θβ′(C∩D)∩B
if β = µβ′
Sαµ′,θµ′ (A∩B)∩CS
∗
ν,D if µ = βµ
′
0 otherwise.
Remark 3.11. Let {PA, Sα,B : A ∈ B, α ∈ L, B ∈ Iα} be a (B,L, θ,Iα;J )-
representation. We then have that
C∗(PA, Sα,B) = span{Sα,AS
∗
β,B : α, β ∈ L
∗ and A ∈ Iα, B ∈ Iβ} (2)
= span{Sα,AS
∗
β,A : α, β ∈ L
∗ and A ∈ Iα ∩ Iβ}. (3)
Proof. It follows from Lemma 3.11 that the right-hand side of (2) is a C∗-subalgebra
of C∗(PA, Sα,B), and since it contains all the generators of C
∗(PA, Sα,B), they
must be equal. To see the last equality, we only need to observe that Sα,AS
∗
β,B =
Sα,APA∩BS
∗
β,B = Sα,A∩BS
∗
β,A∩B for α, β ∈ L
∗ and A ∈ Iα, B ∈ Iβ. 
4. Examples
The class of C∗-algebras of Boolean dynamical system described in Example 4.1
below was introduced in [4] to study labelled graph C∗-algebras from a more general
point of view. It is shown in [4] that the class of C∗-algebras of Boolean dynamical
system contains weakly left-resolving normal labelled graph C∗-algebras under some
assumption. We show in the following two examples that our C∗-algebras of gen-
eralized Boolean dynamical systems contains all C∗-algebras of Boolean dynamical
systems and all weakly left-resolving normal labelled graph C∗-algebras.
Example 4.1. Let (B,L, θ) be a Boolean dynamical system with assumptions that
θα has compact range Rθα and closed domain Dθα for each α ∈ L (see [4, Definition
3.3] or Remark 2.2). We denote the universal Cuntz–Krieger Boolean C∗-algebra
constructed in [4] by C∗(sα, pA). We then show that
C∗(B,L, θ) ∼= C∗(sα, pA).
We check that
{pA, sαpB : A ∈ B, α ∈ L and B ∈ Rα}
is a Cuntz-Krieger representation of (B,L, θ) in C∗(sα, pA):
(i) pA’s clearly satisfy Definition 3.3(i),
(ii) pA(sαpB) = sαpθα(A)pB = (sαpB)pθα(A),
(iii) (sαpB)
∗(sα′pB′) = pBs
∗
αsα′pB′ = δα,α′pBpRθαpB′ = δα,α′pB∩B′ ,
(iv) pA =
∑
α∈∆A
sαpθα(A)s
∗
α =
∑
α∈∆A
(sαpθα(A))(sαpθα(A))
∗ for all A ∈ Breg.
Then the universal property of C∗(B,L, θ) gives a ∗-homomorphism
φ : C∗(B,L, θ)→ C∗(sα, pA)
defined by
φ(pA) = pA and φ(sα,B) = sαpB
for all A ∈ B, α ∈ L and B ∈ Rα. Since θα(Dθα) = Rθα for each α ∈ L, we have
Rθα ∈ Rα for each α ∈ L. Thus it follows from the equation sα = sαpRθα that the
family {pA, sαpB : A ∈ B, α ∈ L and B ∈ Rα} contains all generators of C
∗(sα, pA).
10 T. M. CARLSEN AND E. J. KANG
Thus φ is surjective. Since pA 6= 0 for all A 6= ∅ and C
∗(sα, pA) admits a gauge
action β : T → Aut(C∗(sα, pA)) such that βz(pA) = pA and βz(sαpB) = zsαpB
for every A ∈ B, α ∈ L and B ∈ Rα, the gauge-invariant uniqueness theorem 6.2
implies that φ is an isomorphism.
Example 4.2 (Weakly left-resolving normal labelled spaces). We refer the reader to
[1, 2, 3, 7] for the basic definitions and terminology of labelled graphs and their C∗-
algebras. Let (E,L) be a labelled graph over A consisting of a directed graph E and
a labelling map L : E1 → A which is assumed to be onto. We then consider a weakly
left-resolving normal labelled space (E,L,B) and put C∗(E,L,B) := C∗(pA, sα).
Then B is a Boolean algebra and for each α ∈ A, the map θα : B → B defined by
θα(A) := r(A,α) (4)
is an action on B (see [4, Example 11.1]). Then the triple (B,A, θ) is a Boolean
dynamical system. It is clear that Rα ⊆ Ir(α)(= {A ∈ B : A ⊆ r(α)}) for each
α ∈ L. We claim that
C∗(E,L,B) ∼= C∗(B,A, θ,Ir(α)).
It it straightforward to check that
{pA, sαpB : A ∈ B, α ∈ A and B ∈ Ir(α)}
is a Cuntz–Krieger representation of (B,A, θ,Ir(α)). Then the universal property of
C∗(B,A, θ,Ir(α)) gives a ∗-homomorphism
φ : C∗(B,A, θ,Ir(α))→ C
∗(E,L,B)
defined by
φ(pA) = pA and φ(sα,B) = sαpB
for all A ∈ B, α ∈ A and B ∈ Ir(α). Since sα = sαpr(α), the family {pA, sαpB :
A ∈ B, α ∈ A and B ∈ Ir(α)} generates C
∗(E,L,B), and hence, the map φ is
onto. Applying the gauge-invariant uniqueness theorem 6.2, we conclude that φ is
an isomorphism.
Remark 4.3. We continue Example 4.2. We claim that
(1) If, in addition, E has no source and (E,L,B) is reciever set-finite, then we
have C∗(E,L,B) ∼= C∗(B,A, θ).
(2) In general, C∗(E,L,B) is not isomorphic to C∗(B,A, θ).
(3) C∗(E,L,B) is Morita equivalent to C∗(B,A, θ).
Proof. (1): For each α ∈ A, put Rα = {B ∈ B : B ⊆ r(A,α) for some A ∈ B}.
Then
{pA, sαpB : A ∈ B, α ∈ A and B ∈ Rα}
is a Cuntz–Krieger representation of (B,A, θ). Clearly, pA’s satisfy Definition 3.3
(i). We show that the family satisfies Definition 3.3(ii)-(iv):
(ii) pA(sαpB) = sαpr(A,α)pB = (sαpB)pr(A,α),
(iii) (sαpB)
∗(sα′pB′) = pBs
∗
αsα′pB′ = δα,α′pBpr(α)pB′ = δα,α′pB∩B′ ,
(iv) pA =
∑
α∈L(AE1) sαpr(A,α)s
∗
α =
∑
α∈∆A
(sαpr(A,α))(sαpr(A,α))
∗ for all A ∈
Breg.
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Then the universal property of C∗(B,A, θ) gives a ∗-homomorphism
φ : C∗(B,A, θ)→ C∗(pA, sαpB)
defined by
φ(pA) = pA and φ(sα,B) = sαpB
for all A ∈ B, α ∈ A and B ∈ Rα. Since pA 6= 0 for all A 6= ∅ and C
∗(pA, sαpB)
admits a gauge action β : T → Aut(C∗(E,L,B)) such that βz(pA) = pA and
βz(sαpB) = zsαpB for every A ∈ B, α ∈ A and B ∈ Rα, the gauge-invariant
uniqueness theorems 6.2 implies that φ is an isomorphism.
If E has no sources and (E,L,B) is reciever set-finite, then we have
r(α) = r(s(α), α) = r(∪mi=1[wi]1, α) = ∪
m
i=1r([wi]1, α)
for some wi ∈ s(α) (i = 1, · · · ,m). The union is disjoint since (E,L,B) is weakly
left-resolving. We then see that
sα = sαpr(α) =
m∑
i=1
sαpr([wi]1,α)
for some r([wi]1, α) ∈ Rα. Thus, the family {pA, sαpB : A ∈ B, α ∈ A and B ∈ Rα}
generates C∗(E,L,B), and hence, the map φ becomes a ∗-homomorphism from
C∗(B,A, θ) onto C∗(E,L,B). The gauge-invariant uniqueness theorems 6.2 implies
that φ is an isomorphism.
(2): Let E0 := N × {1, 2}, E1 := N and define r, s : E1 → E0 by s(e) = (e, 1),
r(e) = (e, 2). Then E := (E0, E1, r, s) is the following directed graph.
· · ·
• • • • •
• • • • •
OO OO OO OO OO
(1, 1) (2, 1) (3, 1) (4, 1) (5, 1)
(1, 2) (2, 2) (3, 2) (4, 2) (5, 2)
Put A := {a} and define L : E1 → A by L(e) = a. Then we have the following
labelled graph (E,L).
· · ·
• • • • •
• • • • •
OO OO OO OO OO
a a a a a
For A,B ⊆ N, we write (A,B) for the subset A× {1} ∪B × {2} of E0. Let
B := {(A,B) : A is a finite subset of N, B is a subset of N such that B or N\B is finite}.
Then (E,L,B) is a weakly left-resolving normal labelled space. Define θa : B → B by
θa((A,B)) := r((A,B), a) = (∅, A). Then (B,A, θ) is a Boolean dynamical system
such that Ra = {(∅, A) : A is a finite subset of N}.
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Let N̂ be the one-point compactification of N, and let A be the C∗-algebra of
2× 2 matrices over C(N̂). For (A,B) ∈ B, let
p(A,B) =
(
1A 0
0 1B
)
.
For a finite subset C of N, let
sa,(∅,C) =
(
0 1C
0 0
)
,
and let
sa =
(
0 1
0 0
)
.
Then it is straightforward to check that
{p(A,B) : (A,B) ∈ B} ∪ {sa}
is a representation of (E,L,B) and
{p(A,B) : (A,B) ∈ B} ∪ {sa,(∅,C) : C is a finite subset of N}
is a representation of (B,A, θ). The C∗-algebra generated by
{p(A,B) : (A,B) ∈ B} ∪ {sa}
is A, while the C∗-algebra generated by
{p(A,B) : (A,B) ∈ B} ∪ {sa,(∅,C) : C is a finite subset of N}
is {(
f11 f12
f21 f22
)
∈ A : f11, f12, f21 ∈ C0(N)
}
(where we consider C0(N) to be an ideal of C(N̂)). This shows that C
∗(B,A, θ) is
not isomorphic to C∗(E,L,B).
(3): By Example 4.2 and Proposition 6.3, we deduce that C∗(E,L,B) is Morita
equivalent to C∗(B,A, θ). 
5. C∗-algebras of relative generalized Boolean dynamical systems
are relative Cuntz-Pimsner algebras
In this section, we shall prove that for each relative generalized Boolean dynamical
system (B,L, θ,Iα;J ), there exists a unique universal (B,L, θ,Iα;J )-representation
by realizing C∗(B,L, θ,Iα;J ) as a relative Cuntz-Pimsner algebra. We do that by
closely imitating the approach used in [1, Section 3].
We first construct a C∗-correspondence of a generalized Boolean dynamical sys-
tem (B,L, θ,Iα). Most of the results can be obtained by arguments similar to
arguments used in [1]. For completenss, we provide detailed proof for the results
which we need to modify compared to [1].
Let (B,L, θ) be a Boolean dynamical system. For each A ∈ B, we define
χA := 1Z(A) ∈ C0(B̂).
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Let A(B,L, θ) denote the C∗-subalgebra of C0(B̂) generated by {χA : A ∈ B}.
We then have that
A(B,L, θ) = span{χA : A ∈ B}.
The following lemma will be frequently used throughout this section. The lemma
can be proved in a way similar to have [1, Lemmas 3.2 and 3.3] is proved. We
therefore omit the proof.
Lemma 5.1. Let (B,L, θ) be a Boolean dynamical system.
(1) Let {pA : A ∈ B} be a family of projections in a C
∗-algebra X such that
pA∩B = pApB, pA∪B = pA + pB − pA∩B for all A,B ∈ B and p∅ = 0. Then
there is a unique ∗-homomorphism φ : A(B,L, θ)→ X such that φ(χA) = pA
for all A ∈ B.
(2) If I is an ideal of A(B,L, θ), then we have I = span{χA : A ∈ B, χA ∈ I}.
Let {Iα : α ∈ L} be a family of ideals of B such that Rα ⊆ Iα for all α ∈ L. For
each α ∈ L, we let Xα denote the ideal of A(B,L, θ) generated by {χA : A ∈ Iα},
that is,
Xα = span{χA : A ∈ Iα}.
It is straightforward to see that Xα is a right Hilbert A(B,L, θ)-module with right
action given by the usual multiplication in A(B,L, θ) and inner product defined by
〈x, y〉 = x∗y for x, y ∈ Xα.
We define
X(B,L, θ,Iα) :=
⊕
α∈L
Xα
=
{
(xα)α∈L ∈
∏
α∈L
Xα :
∑
α∈L
x∗αxα converges in A(B,L, θ)
}
to be the right Hilbert A(B,L, θ)-module with inner product defined by〈
(xα)α∈L, (yα)α∈L
〉
:=
∑
α∈L
〈
xα, yα
〉
=
∑
α∈L
x∗αyα
and the right action given by (xα)α∈L · f := (xαf)α∈L for (xα)α∈L, (yα)α∈L ∈
X(B,L, θ,Iα) and f ∈ A(B,L, θ). It is easy to see that
X(B,L, θ,Iα) = span{eα,A : α ∈ L and A ∈ Iα}
= span{eα,A : α ∈ L and A ∈ F for some F ∈ F},
where eα,A := (δα,βχA)β∈L ∈ ⊕α∈LXα and F is the collection of finite subsets F of
mutually disjoint elements in Iα.
We then have a unique ∗-homomorphism φα : A(B,L, θ)→ Xα defined by
φα(χA) = χθα(A)
for every A ∈ B and for each α ∈ L (see [1, Lemma 3.4]). If we define a map
φ : A(B,L, θ)→ L(X(B,L, θ,Iα))
by
φ(f)((xα)α∈L) = (φα(f)xα)α∈L
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for f ∈ A(B,L, θ) and (xα) ∈ X(B,L, θ,Iα), where L(X(B,L, θ,Iα)) denotes
the C∗-algebra of adjointable operators on X(B,L, θ,Iα), then the map φ is a
∗-homomorphism ([1, Lemma 3.6]). Thus, X(B,L, θ,Iα) is a C
∗-correspondence
over A(B,L, θ).
5.1. Relative Cuntz-Pimsner algebras of generalized Boolean dynamical
systems. Let K(X(B,L, θ,Iα)) denote the ideal of L(X(B,L, θ,Iα)) consisting of
generalized compact operators, that is,
K(X(B,L, θ,Iα)) = span{Θx,y ∈ L(X(B,L, θ,Iα)) : x, y ∈ X(B,L, θ,Iα)}, (5)
where Θx,y is the operator that maps z to x〈y, z〉. As in [5, Definition 1.1], we define
an ideal J(X(B,L, θ,Iα)) of A(B,L, θ) by
J(X(B,L, θ,Iα)) := φ
−1(K(X(B,L, θ,Iα))).
We also define an ideal JX(B,L,θ,Iα) of A(B,L, θ) by
JX(B,L,θ,Iα) := J(X(B,L, θ,Iα)) ∩ ker(φ)
⊥
= φ−1(K(X(B,L, θ,Iα))) ∩ ker(φ)
⊥
([8, Definition 3.2]).
We first characterize the ideals J(X(B,L, θ,Iα)) and JX(B,L,θ,Iα) as follows.
Lemma 5.2. Let X(B,L, θ,Iα) be the C
∗-correspondence over A(B,L, θ).
(1) J(X(B,L, θ,Iα)) = span{χA : A ∈ B such that λA <∞}.
(2) JX(B,L,θ,Iα) = span{χA : A ∈ Breg}.
Proof. (1): By Lemma 5.1(2), we only need to show that for A ∈ B,
φ(χA) ∈ K(X(B,L, θ,Iα)) ⇐⇒ λA <∞.
For the ”if” direction, choose A ∈ B such that λA <∞. We then have
φ(χA) =
∑
α∈∆A
Θeα,θα(A),eα,θα(A) ∈ K(X(B,L, θ,Iα)).
For the ”only if” direction, we first claim that for each η ∈ K(X(B,L, θ,Iα)), the
set {α ∈ L : ‖
〈
eα,θα(A), η(eα,θα(A))
〉
‖ ≥ 1} is finite. By (5), it is enough to check
that for η = θx,y. For each α ∈ L and x = (xα), y = (yα) ∈ X(B,L, θ,Iα), it
is straightforward to check that
〈
eα,θα(A), θx,y(eα,θα(A))
〉
= xαy
∗
αχθα(A). Then our
claim follows since ‖xαy
∗
α‖ ≥ 1 for only a finitely many α’s.
Now choose A ∈ B so that φ(χA) ∈ K(X(B,L, θ,Iα)). Then the set ∆A = {α ∈
L : θα(A) 6= ∅}must be finite because ‖
〈
eα,θα(A), φ(χA)(eα,θα(A))
〉
‖ = ‖χθα(A)‖ = 1.
(2): It is enough to prove that for A ∈ B, we have χA ∈ JX(B,L,θ,Iα) ⇐⇒
A ∈ Breg. We first cliam that
ker(φ)⊥ = span{χA : A ∈ B such that 0 < λB for any ∅ 6= B ∈ IA}. (6)
Since ker(φ) = ∩α∈L ker(φα), we see that
ker(φ) = span{χB : B ∈ B with θα(B) = ∅ for all α ∈ L}
= span{χB : B ∈ B with ∆B = ∅}.
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It then follows that
ker(φ)⊥ = span{χA : A ∩B = ∅ for all B ∈ B with ∆B = ∅}.
We prove (6) by showing that
{A ∈ B : A ∩B = ∅ for all B ∈ B with ∆B = ∅}
= {A ∈ B : 0 < λB for any ∅ 6= B ∈ IA}.
For the inclusion (⊆), we choose ∅ 6= B ∈ IA. Then ∅ 6= B = A ∩B, so ∆B 6= ∅,
which means that λB > 0. For the reverse inclusion (⊇), choose B ∈ B with ∆B = ∅.
Since θα(A∩B) ⊆ θα(B) = ∅ for all α ∈ L, we have ∆A∩B = ∅, meaning λA∩B = 0.
Thus A ∩B = ∅.
Since for A ∈ B, it is obvious that λA < ∞ ⇐⇒ λB < ∞ for all ∅ 6= B ∈ IA.
Then using the result (1) and the equation (6), we have our result. 
Recall that a (Toeplitz) representation ([6] or [8, Definition 2.1]) of the C∗-
correspondence X(B,L, θ,Iα) over A(B,L, θ) on a C
∗-algebra X is a pair (pi, t)
where pi : A(B,L, θ) → X is a ∗-homomorphism and t : X(B,L, θ,Iα) → X is a
linear map satisfying
(1) t(x)∗t(y) = pi(〈x, y〉) for x, y ∈ X(B,L, θ,Iα),
(2) pi(f)t(x) = t(φ(f)x) for f ∈ A(B,L, θ) and x ∈ X(B,L, θ,Iα).
Given a representation (pi, t), there is a ∗-homomorphism ψt : K(X(B,L, θ,Iα))→ X
such that
ψt(Θx,y) = t(x)t(y)
∗
for x, y ∈ X(B,L, θ,Iα). Let K be an ideal in J(X(B,L, θ,Iα)). A representation
(pi, t) is called K-coisometric if it satisfies that
pi(f) = ψt(φ(f))
for all f ∈ K ([11, Theorem 2.19] or [5, Definition 1.1]). The relative Cuntz-Pimsner
algebra O(K,X(B,L,θ,Iα)) determined by the ideal K is the C
∗-algebra generated by a
universal K-coisometric representation of X(B,L, θ,Iα).
Remark 5.3. WhenK is the zero ideal of J(X(B,L, θ,Iα)), the algebraO(K,X(B,L,θ,Iα))
is the Toeplitz algebra TX(B,L,θ,Iα).
Remark 5.4. For an ideal J of B, we let KJ denote the ideal of A(B,L, θ) generated
by {χA : A ∈ J }, that is,
KJ := span{χA : A ∈ J }.
Then the map J 7→ KJ is a bijective map between the set of all ideals of B
and the set of all ideals of A(B,L, θ): For an ideal K of A(B,L, θ), we define
JK := {A ∈ B : χA ∈ K}. Then it is easy to check that JK is an ideal of B and
KJK = span{χA : A ∈ JK} = K since K = span{χA : A ∈ B, χA ∈ K} by Lemma
5.1(2). Thus the map is onto. The injectivity of the map is rather obvious since we
have JKJ = J . Note that K 7→ JK is the inverse map of J 7→ KJ .
The following theorem asserts that for a relative generalized Boolean dynamical
system (B,L, θ,Iα;J ), there exists a universal (B,L, θ,Iα;J )-representation.
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Theorem 5.5. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical sys-
tem. Then there is a one-to-one correspondence between KJ -coisometric repre-
sentations of X(B,L, θ,Iα) and (B,L, θ,Iα;J )-representations that takes a KJ -
coisometric representation (pi, t) of X(B,L, θ,Iα) to the (B,L, θ,Iα;J )-representation
{pi(χA), t(eα,B) : A ∈ B, α ∈ L and B ∈ Iα}. Thus, we have C
∗(B,L, θ,Iα;J ) ∼=
O(KJ ,X(B,L,θ,Iα)).
Proof. Let (pi, t) be a KJ -coisometric representation of X(B,L, θ,Iα). We show
that
{pi(χA), t(eα,B) : A ∈ B, α ∈ L and B ∈ Iα}
is a (B,L, θ,Iα;J )-representation: It is straightforward to check that pi(χA)’s satisfy
Definition 3.3(i). For any α,α′ ∈ L, B ∈ Iα and B
′ ∈ Iα′ , we observe for Definition
3.3(ii) and (iii) that
pi(χA)t(eα,B) = t(φ(χA)eα,B) = t(eα,Bχθα(A)) = t(eα,B)pi(χθα(A))
and that
t(eα,B)
∗t(eα′,B′) = pi(
〈
eα,B , eα′,B′
〉
) = δα,α′pi(χB∩B′).
For Definition 3.3(iv), choose A ∈ J . Then χA ∈ KJ . Hence, it follows that
pi(χA) = ψt(φ(χA))
= ψt(
∑
α∈∆A
Θeα,θα(A),eα,θα(A))
=
∑
α∈∆A
t(eα,θα(A))t(eα,θα(A))
∗.
Thus, {pi(χA), t(eα,B)} is a (B,L, θ,Iα;J )-representation.
For the opposite direction, suppose that {PA, Sα,B : A ∈ B, α ∈ L and B ∈ Iα}
is a (B,L, θ,Iα;J )-representation in a C
∗-algebra X . Since we have A(B,L, θ) =
span{χA : A ∈ B} and
X(B,L, θ,Iα) = span{eα,A : α ∈ L and A ∈ F for some F ∈ F}, (7)
where F is the collection of finite subsets F of mutually disjoint elements in Iα, there
can be at most one representation (pi, t) of X(B,L, θ,Iα) such that pi(χA) = PA
and t(eα,B) = Sα,B for A ∈ B, α ∈ L and B ∈ Iα. We shall construct such a
representation (pi, t).
As [1, Lemma 3.2], we can see that there is a unique ∗-homomorphism
pi : A(B,L, θ)→ X given by pi(χA) = PA
for A ∈ B. We construct a linear map t : X(B,L, θ,Iα)→ X . Given a finite subset
F in F of mutually disjoint elements in Iα and a finite subset F
′ of L, we define
t
( ∑
α∈F ′,B∈F
cα,Beα,B
)
:=
∑
α∈F ′,B∈F
cα,BSα,B,
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where cα,B ∈ C. Then we see that
t
( ∑
α∈F ′,B∈F
cα,Beα,B
)∗
t
( ∑
α′∈F ′,B′∈F
dα′,B′eα′,B′
)
=
( ∑
α∈F ′,B∈F
cα,BSα,B
)∗( ∑
α′∈F ′,B′∈F
dα′,B′Sα′,B′
)
=
∑
α∈F ′ and B,B′∈F
cα,Bdα,B′S
∗
α,BSα,B′
=
∑
α∈F ′ and B∈F
cα,Bdα,BPB
=
∑
α∈F ′ and B,B′∈F
cα,Bdα,B′pi(χB∩B′)
=
∑
α∈F ′ and B,B′∈F
cα,Bdα,B′pi(χB)pi(χB′)
= pi
(〈 ∑
α∈F ′,B∈F
cα,Beα,B ,
∑
α′∈F ′,B′∈F
dα′,B′eα′,B′
〉)
.
Thus, t extends to a linear map from X(B,L, θ,Iα) to X which satisfies
t(x)∗t(y) = pi(〈x, y〉)
for all x, y ∈ X(B,L, θ,Iα). We next show that we have
pi(f)t(x) = t(φ(f)x)
for f ∈ A(B,L, θ) and x ∈ X(B,L, θ,Iα). For A ∈ B, α ∈ L and B ∈ Iα, we have
pi(χA)Sα,B = PASα,B = Sα,BPθα(A) = Sα,Bpi(φα(χA)).
Since A(B,L, θ) = span{χA : A ∈ B}, we have pi(f)Sα,B = Sα,Bpi(φα(f)) for any
f ∈ A(B,L, θ) and α ∈ L. Thus we see that
pi(f)t(eα,B) = pi(f)Sα,B = Sα,Bpi(φα(f))
= t(eα,B)pi(φα(f)) = t(φ(f)eα,B)
for all f ∈ A(B,L, θ), α ∈ L and B ∈ Iα. Our claim then follows from (7).
If A ∈ J , then
pi(χA) = PA =
∑
α∈∆A
Sα,θα(A)S
∗
α,θα(A)
=
∑
α∈∆A
t(eα,θα(A))t(eα,θα(A))
∗
=
∑
α∈∆A
ψt(Θeα,θα(A),eα,θα(A))
= ψt
( ∑
α∈∆A
Θeα,θα(A),eα,θα(A)
)
= ψt(φ(χA)).
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Hence, pi(f) = ψt(φ(f)) for all f ∈ KJ . We have proved that (pi, t) is a KJ -
coisometric representation of X(B,L, θ,Iα).
Therefore, we have C∗(B,L, θ,Iα;J ) ∼= O(KJ ,X(B,L,θ,Iα)) by the universal nature
of each algebra. 
Corollary 5.6. Let (B,L, θ,Iα) be a generalized Boolean dynamical system. Then
we have
(1) T (B,L, θ,Iα) ∼= TX(B,L,θ,Iα),
(2) C∗(B,L, θ,Iα) ∼= OX(B,L,θ,Iα).
Proof. (1): Taking J = ∅ in Theorem 5.5, we have
C∗(B,L, θ,Iα; ∅) ∼= O(K∅,X(B,L,θ,Iα)) = O({0},X(B,L,θ,Iα)) = TX(B,L,θ,Iα).
(2): If J = Breg, then KBreg = span{χA : A ∈ Breg} = JX(B,L,θ,Iα) by Lemma
5.2(2). Thus it follows that
C∗(B,L, θ,Iα;Breg) ∼= O(KBreg ,X(B,L,θ,Iα)) = OX(B,L,θ,Iα).

Corollary 5.7. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical sys-
tem. Let {pA, sα,B : A ∈ B, α ∈ L, B ∈ Iα} be the universal (B,L, θ,Iα;J )-
representation. Then pA 6= 0 for A ∈ B \ {∅}, and pA =
∑
α∈∆A
sα,θα(A)s
∗
α,θα(A)
if
and only if A ∈ J .
Proof. This follows from Theorem 5.5 and [9, Corollary 11.8]. 
6. The gauge-invariant uniqueness theorem
In this section we shall prove a gauge-invariant uniqueness theorem of C∗-algebras
of relative generalized Boolean dynamical systems. We also show that the class of
C∗-algebras of relative generalized Boolean dynamical systems is the same as the
class of C∗-algebras of generalized Boolean dynamical systems, and that the C∗-
algebra of any relative generalized Boolean dynamical system is Morita equivalent
to the C∗-algebra of a Boolean dynamical system.
Theorem 6.1 (Gauge-Invariant Uniqueness for C∗(B,L, θ,Iα;J )). Let (B,L, θ,Iα;J )
be a relative generalized Boolean dynamical system and let C∗(B,L, θ,Iα;J ) =
C∗(pA, sα,B). Suppose that {PA, Sα,B : A ∈ B, α ∈ L and B ∈ Iα} is a (B,L, θ,Iα;J )-
representation in a C∗-algebra X and let pi : C∗(B,L, θ,Iα;J ) → X be the unique
∗-homomorphism such that pi(pA) = PA and pi(sα,B) = Sα,B for all A ∈ B, α ∈ L
and B ∈ Iα. Then pi is injective if and only if the following properties hold:
(1) PA 6= 0 whenever A 6= ∅,
(2) PA −
∑
α∈∆A
Sα,θα(A)S
∗
α,θα(A)
6= 0 for all A ∈ Breg \ J ,
(3) there exists for each z ∈ T a ∗-homomorphism βz : C
∗(PA, Sα,B)→ C
∗(PA, Sα,B)
such that βz(PA) = PA and βz(Sα,B) = zSα,B for A ∈ B, α ∈ L and B ∈ Iα.
Proof. If {PA, Sα,B : A ∈ B, α ∈ L and B ∈ Iα} is a (B,L, θ,Iα;J )-representation
in a C∗-algebra X , then by Theorem 5.5, we have a KJ -coisometric representation
(pi′, t′) of X(B,L, θ,Iα). The conditions (1)-(3) are equivalent to (1)’-(3)’ stated
below, respectively:
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(1)’ ker pi′ = 0,
(2)’ {a ∈ A(B,L, θ) : φ(a) ∈ K(X(B,L, θ,Iα)) and pi
′(a) = ψt′(φ(a))} = KJ ,
(3)’ (pi′, t′) admits a gauge action.
Thus, the result follows from [9, Corollary 11.8]. 
As a corollary, we obtain a version of the gauge-invariant uniqueness theorem for
C∗-algebras of generalized Boolean dynamical systems. It is a generalization of [1,
Corollary 3.10], [4, Theorem 5.10], and [7, Theorem 4.2].
Corollary 6.2 (Gauge-Invariant Uniqueness for C∗(B,L, θ,Iα)). Let (B,L, θ,Iα)
be a generalized Boolean dynamical system, and let C∗(B,L, θ,Iα) := C
∗(pA, sα,B).
Suppose that {PA, Sα,B : A ∈ B, α ∈ L and B ∈ Iα} is a Cuntz–Krieger representa-
tion of (B,L, θ,Iα) in a C
∗-algebra X and let pi : C∗(B,L, θ,Iα)→ X be the unique
∗-homomorphism such that pi(pA) = PA and pi(sα,B) = Sα,B for all A ∈ B, α ∈ L
and B ∈ Iα. Then pi is injective if and only if the following properties hold:
(1) PA 6= 0 whenever A 6= ∅,
(2) there exists for each z ∈ T a ∗-homomorphism βz : C
∗(PA, Sα,B)→ C
∗(PA, Sα,B)
such that βz(PA) = PA and βz(Sα,B) = zSα,B for A ∈ B, α ∈ L and B ∈ Iα.
Proof. Taking J = Breg in Theorem 6.1, we have the result. 
The following proposition has the consequence that the C∗-algebra of any rela-
tive generalized Boolean dynamical system (B,L, θ,Iα;J ) is Morita equivalent to
C∗(B,L, θ;J )(= C∗(B,L, θ,Rα;J )).
Proposition 6.3. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical
system. Then C∗(B,L, θ,Iα;J ) is (isomorphic to) a full hereditary C
∗-subalgebra
of C∗(B,L, θ,B;J ).
Proof. Let C∗(B,L, θ,Iα;J ) := C
∗(qA, tα,B) and C
∗(B,L, θ,B;J ) := C∗(pA, sα,B).
Since {pA, sα,B : A ∈ B, α ∈ L and B ∈ Iα} is a (B,L, θ,Iα;J )-representation,
by the universal property of C∗(B,L, θ,Iα;J ) there exists a ∗-homomorphism ι :
C∗(B,L, θ,Iα;J )→ C
∗(B,L, θ,B;J ) such that
ι(qA) = pA and ι(tα,B) = sα,B
for A ∈ B, α ∈ L and B ∈ Iα. Since C
∗(B,L, θ,B;J ) admits a gauge action,
ι(qA) = pA 6= 0 for A 6= ∅, and pA−
∑
α∈∆A
sα,θα(A)s
∗
α,θα(A)
6= 0 for all A ∈ Breg \J
by Corollary 5.7, the homomorphism ι is injective by Theorem 6.1.
We identify ι(qA) with pA and ι(tα,B) with sα,B so that C
∗(B,L, θ,Iα;J ) is a
subalgebra of C∗(B,L, θ,B;J ). We then have that C∗(B,L, θ,Iα;J ) is hereditary
because pAsα,BpB = sα,B∩θα(A) ∈ C
∗(B,L, θ,Iα;J ) for any A,B ∈ B and any
α ∈ L, and it is full because any ideal of C∗(B,L, θ,B) that contains {pA : A ∈ B}
must be equal to C∗(B,L, θ,B;J ) since sα,BpB = sα,B for any B ∈ B and α ∈ L. 
Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical system. By
imitating a construction in [9, Section 6], we shall now construct a generalized
Boolean dynamical system (B˜,L, θ˜, I˜α) such that C
∗(B,L, θ,Iα;J ) is isomorphic
to C∗(B˜,L, θ˜, I˜α).
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Given a relative generalized Boolean dynamical system (B,L, θ,Iα;J ), we let
B˜ = {(A, [B]J ) : A,B ∈ B and [A]Breg = [B]Breg}.
Then B˜ is a Boolean algebra with empty set (∅, ∅) := (∅, [∅]J ) and operations defined
by
(A1, [B1]J ) ∪ (A2, [B2]J ) := (A1 ∪A2, [B1 ∪B2]J ),
(A1, [B1]J ) ∩ (A2, [B2]J ) := (A1 ∩A2, [B1 ∩B2]J ),
(A1, [B1]J ) \ (A2, [B2]J ) := (A1 \A2, [B1 \B2]J ).
For α ∈ L, we define θ˜α : B˜ → B˜ by
θ˜α(A, [B]J ) = (θα(A), [θα(A)]J ).
Then (B˜,L, θ˜) is a Boolean dynamical system. Since ∆
(B˜,L,θ˜)
(∅,[B]J )
= ∅ for any B ∈ B,
we have that [B]J = ∅ if (A, [B]J ) ∈ B˜
(B˜,L,θ˜)
reg . It follows that
B˜reg := B˜
(B˜,L,θ˜)
reg = {(A, ∅) : A ∈ Breg}.
Proposition 6.4. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical
system. Then we have
C∗(B,L, θ,Iα;J ) ∼= C
∗(B˜,L, θ˜, I˜α),
where I˜α = {(A, [A]J ) : A ∈ Iα} for α ∈ L.
Proof. Let {pA, sα,B : A ∈ B, α ∈ L and B ∈ Iα} be the universal (B,L, θ,Iα;J )-
representation, and let {p(A,[B]J ), sα,(A,[A]J ) : (A, [B]J ) ∈ B˜, α ∈ L and (A, [A]J ) ∈
I˜α} be the universal Cuntz-Krieger representation of (B˜,L, θ˜, I˜α). It is easy to
see that {p(A,[A]J ), sα,(B,[B]J ) : A ∈ B, α ∈ L and B ∈ Iα} is a (B,L, θ,Iα;J )-
representation. There is therefore a ∗-homomorphsim
φ : C∗(B,L, θ,Iα;J )→ C
∗(B˜,L, θ˜, I˜α)
such that
φ(pA) = p(A,[A]J ) and φ(sα,B) = sα,(B,[B]J )
for A ∈ B, α ∈ L and B ∈ Iα.
We shall construct an inverse to φ. For each (A, [B]J ) ∈ B˜, α ∈ L and (A, [A]J ) ∈
I˜α, we define
P(A,[B]J ) := pA + pC −
∑
α∈∆C
sα,θα(C)s
∗
α,θα(C)
− pD +
∑
α∈∆D
sα,θα(D)s
∗
α,θα(D)
,
Sα,(A,[A]J ) := sα,A,
where C,D ∈ Breg are such that A ∪ C = B ∪D and A ∩ C = B ∩D = ∅.
We first prove that the projection P(A,[B]J ) does not depend on the choice of B,
C, and D. Supposet that [B]J = [B
′]J , A ∪ C = B ∪D with A ∩ C = B ∩D = ∅,
and A ∪ C ′ = B′ ∪D′ with A ∩ C ′ = B′ ∩D′ = ∅. To ease notion we let
qA := pA −
∑
α∈∆A
sα,θα(A)s
∗
α,θα(A)
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when A ∈ Breg. Then qA = 0 if A ∈ J . In particular, if A ⊆ B \B
′ or A ⊆ B′ \B,
then qA = 0. Thus,
qC′\(C∪D′) = qC∩C′∩D′\D = qD′\(C′∪D) = 0
since C ′ \ (C ∪D′) ⊆ B′ \B, C ∩C ′ ∩D′ \D ⊆ B \B′ and D′ \ (C ′ ∪D) ⊆ B′ \B.
We also have that qD∩C′∩D′\C = 0 because D ∩ C
′ ∩D′ \ C ⊆ A ∩ C ′ = ∅. It then
follows that
qC′\C = qC′\(C∪D′) + qC′∩D′\C = qC′∩D′\C = qD∩C′∩D′\C + qC′∩D′\(C∪D)
= qC′∩D′\(C∪D) = qC′∩D′\(C∪D) + qC∩C′∩D′\D = qC′∩D′\D
= qC′∩D′\D + qD′\(C′∪D) = qD′\D.
Thus, qC + qD∪D′ = qC + qD + qD′\D = qC + qD + qC′\C = qC∪C′ + qD from which
we have that
pA + qC − qD = pA + qC∪C′ − qD∪D′ = pA + qC′ − qD′ .
So, P(A,[B]J ) = P(A,[B′]J ).
The following calculations show that the family {P(A,[B]J ), Sα,(A,[A]J )} is a Cuntz–
Krieger representation of (B˜,L, θ˜, I˜α):
(i): Clearly, P(∅,∅) = 0. Given (A1, [B1]J ) and (A2, [B2]J ) in B˜, we can choose
C1,D1, C2,D2 ∈ Breg such that
A1 ∪ C1 = B1 ∪D1 with A1 ∩ C1 = B1 ∩D1 = ∅,
A2 ∪ C2 = B2 ∪D2 with A2 ∩ C2 = B2 ∩D2 = ∅,
and
(A1 ∩A2) ∪ {(A1 ∩ C2) ∪ (D1 ∩D2) ∪ (C1 ∩A2) ∪ (C1 ∩C2)}
= (B1 ∩B2) ∪ {(C1 ∩D2) ∪ (D1 ∩A2) ∪ (D1 ∩ C2) ∪ (A1 ∩D2)},
with
(A1 ∩A2) ∩ {(A1 ∩ C2) ∪ (D1 ∩D2) ∪ (C1 ∩A2) ∪ (C1 ∩ C2)} = ∅,
(B1 ∩B2) ∩ {(C1 ∩D2) ∪ (D1 ∩A2) ∪ (D1 ∩ C2) ∪ (A1 ∩D2)} = ∅.
Using the fact that pAqB = qA∩B for all A ∈ B and B ∈ Breg, it easily follows that
P(A1,[B1]J )P(A2,[B2]J )
=
(
pA1 + qC1 − qD1
)(
pA2 + qC2 − qD2
)
= pA1∩A2 + qA1∩C2 + qD1∩D2 + qC1∩A2 + qC1∩C2
− qC1∩D2 − qD1∩A2 − qD1∩C2 − qA1∩D2
= P(A1∩A2,[B1∩B2]J ).
The last equality holds true since one can choose a finite family {Bi}
n
i=1 of mutually
disjoint elements in Breg so that
(A1 ∩ C2) ∪ (D1 ∩D2) ∪ (C1 ∩A2) ∪ (C1 ∩C2) = ∪
n
i=1Bi.
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Let X1 = A1 ∪ C1 = B1 ∪D1 and X2 = A2 ∪ C2 = B2 ∪D2. We then have that
(C1 ∩C2) ∪ (C1 \X2) ∪ (C2 \X1), (D1 ∩D2) ∪ (D1 \X2) ∪ (D2 \X1) ∈ Breg,
(A1 ∪A2) ∩ ((C1 ∩ C2) ∪ (C1 \X2) ∪ (C2 \X1))
= (B1 ∪B2) ∩ ((D1 ∩D2) ∪ (D1 \X2) ∪ (D2 \X1)) = ∅
and that
X1 ∪X2
= A1 ∪A2 ∪
(
(C1 ∩C2) ∪ (C1 \X2) ∪ (C2 \X1)
)
= B1 ∪B2 ∪
(
(D1 ∩D2) ∪ (D1 \X2) ∪ (D2 \X1)
)
.
It then follows that
P(A1∪A2,[B1∪B2]J )
= pA1∪A2 + q(C1∩C2)∪(C1\X2)∪(C2\X1) − q(D1∩D2)∪(D1\X2)∪(D2\X1).
Since C1 \ (A2 ∪ C2) = C1 \
(
(C1 ∩A2) ∪ (C1 ∩ C2)
)
, it follows that
qC1\X2 = qC1 − qC1∩A2 − qC1∩C2 .
Similarly, we have
qC2\X1 = qC2 − qC2∩A1 − qC2∩C1 ,
qD1\X2 = qD1 − qD1∩A2 − qD1∩C2 ,
qD2\X1 = qD2 − qD2∩A1 − qD2∩C1 .
We thus have that
P(A1,[B1]J ) + P(A2,[B2]J ) − P(A1∩A2,[B1∩B2]J )
= (pA1 + qC1 − qD1) + (pA2 + qC2 − qD2)
− pA1∩A2 − qC1∩A2 − qC2∩A1 − qC1∩C2 − qD1∩D2
+ qD1∩A2 + qD1∩C2 + qD2∩A1 + qD2∩C1
= (pA1 + pA2 − pA1∩A2)
+ qC1∩C2 + (qC1 − qC1∩A2 − qC1∩C2) + (qC2 − qC2∩A1 − qC2∩C1)
− qD1∩D2 − (qD1 − qD1∩A2 − qD1∩C2)− (qD2 − qD2∩A1 − qD2∩C1)
= pA1∪A2 + q(C1∩C2)∪(C1\X2)∪(C2\X1) − q(D1∩D2)∪(D1\X2)∪(D2\X1)
= P(A1∪A2,[B1∪B2]J ).
(ii): Using qAsα,A′ = sα,A′∩θα(A) − sα,A′∩θα(A) = 0 for all A ∈ Breg and A
′ ∈ Iα,
we see that
P(A,[B]J )Sα,(A′,[A′]J ) = (pA + qC − qD)sα,A′
= sα,A′pθα(A)
= Sα,(A′,[A′]J )Pθα(A,[B]J ).
(iii): S∗
α,(A,[A]J )
S∗
α′,(A′,[A′]J )
= s∗α,Asα′,A′ = δα,α′pA∩A′ = δα,α′P(A∩A′,[A∩A′]J ).
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(iv): For (A, ∅) ∈ B˜reg, we have
P(A,∅) = pA =
∑
α∈∆(A,∅)
sα,θα(A)s
∗
α,θα(A)
=
∑
α∈∆(A,∅)
Sα,(θα(A),[θα(A)]J )S
∗
α,(θα(A),[θα(A)]J )
.
Thus we have a ∗-homomorphsim
ρ : C∗(B˜,L, θ˜, I˜α)→ C
∗(B,L, θ,Iα;J )
such that
ρ(p(A,[B]J )) = pA + qC − qD and ρ(sα,(A,[A]J )) = sα,A
for (A, [B]J ) ∈ B˜, α ∈ L and (A, [A]J ) ∈ I˜α.
It is then easy to check that
ρ ◦ φ(pA) = ρ(p(A,[A]J )) = pA,
ρ ◦ φ(sα,B) = ρ(sα,(B,[B]J )) = sα,B
for all A ∈ B, α ∈ L and B ∈ Iα. Hence, ρ ◦ φ = id. Also, we see that
φ ◦ ρ(p(A,[B]J ))
= φ(pA + qC − qD)
= p(A,[A]J ) + p(C,[C]J ) −
∑
α∈∆C
sα,(θα(C),[θα(C)]J )s
∗
α,(θα(C),[θα(C)]J )
− p(D,[D]J ) +
∑
α∈∆D
sα,(θα(D),[θα(D)]J )s
∗
α,(θα(D),[θα(D)]J )
= p(A,[A]J )
+ p(∅,[C]J ) + p(C,∅) −
∑
α∈∆(C,∅)
sα,(θα(C),[θα(C)]J )s
∗
α,(θα(C),[θα(C)]J )
− p(∅,[D]J ) − p(D,∅) +
∑
α∈∆(D,∅)
sα,(θα(D),[θα(D)]J )s
∗
α,(θα(D),[θα(D)]J )
= p(A,[A]J ) + p(∅,[C]J ) − p(∅,[D]J )
= p(A,[A∪C]J ) − p(∅,[D]J )
= p(A,[B]J ).
for (A, [B]J ) ∈ B˜. The last equality holds since
p(A,[A∪C]J ) = p(A,[B∪D]J ) = p(A,[B]J ) + p(∅,[D]J ).
For α ∈ L and (A, [A]J ) ∈ I˜α, we have
φ ◦ ρ(sα,(A,[A]J )) = φ(sα,A) = sα,(A,[A]J ).
Hence, φ ◦ ρ = id. 
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Remark 6.5. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical system.
By Proposition 6.4, C∗(B,L, θ,Iα;J ) is isomorphic to C
∗(B˜,L, θ˜, I˜α), and it follows
from Proposition 6.3 that C∗(B˜,L, θ˜, I˜α) is Morita equivalent to C
∗(B˜,L, θ˜). We
thus have that the C∗-algebra of any relative generalized Boolean dynamical system
is Morita equivalent to the C∗-algebra of a Boolean dynamical system.
7. Gauge-invariant ideals in C∗(B,L, θ,Iα;J )
In this section, we give a complete list of the gauge-invariant ideals of C∗-algebras
of (B,L, θ,Iα;J ) and describe the quotients as C
∗-algebras of relative generalized
Boolean dynamical systems, thereby generalizing [4, Proposition 10.11 and Theorem
10.12] and [7, Theorem 5.2].
Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical system. Given a
hereditary J -saturated ideal H of B, we define
BH :=
{
A ∈ B : |∆[A]| <∞
}
.
It is easy to see that BH is an ideal of B and H ∪ Breg ⊆ BH.
Fix a hereditary J -saturated ideal H of B and an ideal S of BH such that H ∪
J ⊆ S. Note that S is also an ideal of B. We let I(H,S) denote the ideal of
C∗(B,L, θ,Iα;J ) := C
∗(pA, sα,B) generated by the family of projections{
pA −
∑
α∈∆[A]
sα,θα(A)s
∗
α,θα(A)
: A ∈ S
}
.
Note that the family contains the family of projections {pA : A ∈ H} (because if
A ∈ H, then ∆[A] = ∅).
We put pA,H :=
∑
α∈∆[A]
sα,θα(A)s
∗
α,θα(A)
throughout this section.
Lemma 7.1. The ideal I(H,S) is gauge-invariant and
I(H,S) = span{sα,B(pA − pA,H)s
∗
β,C : A ∈ S, α, β ∈ L
∗, B ∈ Iα and C ∈ Iβ}. (8)
Proof. Since I(H,S) is generated by a set that is gauge-invariant, I(H,S) is gauge-
invariant.
It follows from Lemma 3.9 that the right-hand side J of (8) is an ideal of
C∗(B,L, θ,Iα). Since sα,B(pA − pA,H)s
∗
β,C = sα,BpAs
∗
β,C for all A ∈ H, J con-
tains the generators of I(H,S). Thus I(H,S) ⊆ J . The opposite inclusion is clear. 
We shall prove in Theorem 7.3 that every gauge-invariant ideals of C∗(B,L, θ,Iα;J )
is of the form I(H,S) for a hereditary J -saturated ideal H and an ideal S of BH with
H ⊆ S and J ⊆ S, and show that the quotient of C∗(B,L, θ,Iα;J ) by the ideal
I(H,S) fall into the class of C
∗-algeras of relative generalized Boolean dynamical
systems. To do this, we first observe the following.
Lemma 7.2. Let I be a nonzero ideal in C∗(B,L, θ,Iα;J ).
(1) The set HI := {A ∈ B : pA ∈ I} is a hereditary and J -saturated ideal of B.
(2) The set
SI :=
{
A ∈ BH : pA −
∑
α∈∆[A]
sα,θα(A)s
∗
α,θα(A)
∈ I
}
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is an ideal of BH (and hence an ideal of B) with HI ⊆ SI and J ⊆ SI .
Proof. (1): Suppose A,B ∈ HI . Then pA∪B = pA+ pB − pA∩B ∈ I, so A∪B ∈ HI .
Suppose then that B ∈ HI and A ∈ B with A ⊆ B. Then pA = pA∩B = pApB ∈ I,
so A ∈ HI .
This shows that HI is an ideal of B. To show that HI is hereditary, suppose
A ∈ HI . Then pAsα,θα(A) = sα,θα(A) ∈ I for all α ∈ L. Thus, s
∗
α,θα(A)
sα,θα(A) =
pθα(A) ∈ I for all α ∈ L, that is, θα(A) ∈ HI for all α ∈ L.
Suppose now that A ∈ J and θα(A) ∈ HI for all α ∈ ∆A. Then sα,θα(A) =
sα,θα(A)pθα(A) ∈ I for all α ∈ ∆A. Thus, pA =
∑
α∈∆A
s∗
α,θα(A)
sα,θα(A) ∈ I, which
means that A ∈ HI . Hence, the hereditary set HI is J -saturated.
(2): If A ∈ SI and B ∈ BH, then obviously |∆[A∩B]| <∞, and
I ∋ pB
(
pA −
∑
α∈∆[A]
sα,θα(A)s
∗
α,θα(A)
)
= pA∩B −
∑
α∈∆[A]
sα,θα(A∩B)s
∗
α,θα(A∩B)
= pA∩B −
∑
α∈∆[A∩B]
sα,θα(A∩B)s
∗
α,θα(A∩B)
.
The last equality holds true since pBsα,θα(A) = sα,θα(A∩B) = 0 for α ∈ ∆[A] with
θα(A ∩ B) = ∅. Thus, A ∩ B ∈ SI . To show that SI is closed under finite unions,
suppose A,B ∈ SI . Then clearly, |∆[A∪B]| <∞ and we see that
pA\B −
∑
α∈∆[A\B]
sα,θα(A\B)s
∗
α,θα(A\B)
∈ I,
pA∩B −
∑
α∈∆[A∩B]
sα,θα(A∩B)s
∗
α,θα(A∩B)
∈ I,
pB\A −
∑
α∈∆[B\A]
sα,θα(B\A)s
∗
α,θα(B\A)
∈ I.
Adding the 3 elements above and using the fact that
pA,H =
∑
α∈∆[A\B]
sα,θα(A\B)s
∗
α,θα(A\B)
+
∑
α∈∆[A∩B]
sα,θα(A∩B)s
∗
α,θα(A∩B)
, (9)
we see that pA∪B −
∑
α∈∆[A∪B]
sα,θα(A∪B)s
∗
α,θα(A∪B)
∈ I. Hence, A ∪B ∈ SI .
Since ∆[A] = ∅ for all A ∈ HI , it is rather obvious that HI ⊆ SI . For any
A ∈ J \HI , we have pA+ I =
∑
α∈∆[A]
sα,θα(A)s
∗
α,θα(A)
+ I, and hence, J ⊆ SI . 
Proposition 7.3. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical
system. Suppose that I is an ideal of C∗(B,L, θ,Iα;J ).
There is then a surjective ∗-homomorphism
φI : C
∗(B/HI ,L, θ, [Iα]; [SI ])→ C
∗(B,L, θ,Iα;J )/I
such that
φI(p[A]HI
) = pA + I and φI(sα,[B]HI
) = sα,B + I,
26 T. M. CARLSEN AND E. J. KANG
where [Iα] := {[A] ∈ B/HI : A ∈ Iα} and [SI ] := {[A] ∈ B/HI : A ∈ SI}. Moreover,
the following are equivalent.
(1) I is gauge-invariant.
(2) The map φI is an isomorphism.
(3) I = I(HI ,SI).
Proof. Since pA ∈ I and sα,A = sα,ApA ∈ I if A ∈ HI , it follows that {pA + I : A ∈
B} ∪ {sα,B + I : α ∈ L, B ∈ Iα} is a (B/HI ,L, θ, [Iα]; [SI ])-representation. So, the
universal property of C∗(B/HI ,L, θ, [Iα]; [SI ]) gives us a surjective ∗-homomorphism
φI : C
∗(B/HI ,L, θ, [Iα]; [SI ])→ C
∗(B,L, θ,Iα;J )/I
such that
φI(p[A]HI
) = pA + I and φI(sα,[B]HI
) = sα,B + I.
That (1) =⇒ (2) follows from Theorem 6.1, and that (3) =⇒ (1) follows from
Lemma 7.1.
(2) =⇒ (3): Since I(HI ,SI) ⊆ I, there is a surjective ∗-homomorphism
q : C∗(B,L, θ,Iα;J )/I(HI ,SI) → C
∗(B,L, θ,Iα;J )/I
such that q(pA+I(HI ,SI)) = pA+I and q(sα,[B]HI
+I(HI ,SI)) = sα,[B]HI
+I. An argu-
ment similar to the one used to construct φI gives us a surjective ∗-homomorphism
φI(HI,SI ) : C
∗(B/HI ,L, θ, [Iα]; [SI ])→ C
∗(B,L, θ,Iα;J )/I(HI ,SI)
such that φI(HI ,SI )(p[A]HI
) = pA + I(HI ,SI) and φI(HI ,SI )(sα,[B]HI
) = sα,B + I(HI ,SI).
We have that φI = q ◦ φI(HI ,SI ) . It follows that if φI is an isomorphism, then q is
an isomorphism and I = I(HI ,SI).

Theorem 7.4. Let (B,L, θ,Iα;J ) be a relative generalized Boolean dynamical sys-
tem. Then the map (H,S) 7→ I(H,S) is a one-to-one correspondence between the set
of all pairs (H,S), where H is a hereditary J -saturated ideal of B and S is an ideal
of BH with H∪J ⊆ S, and the set of all gauge-invariant ideals of C
∗(B,L, θ,Iα;J ).
Proof. It follows from Theorem 7.3 the map (H,S) 7→ I(H,S) is onto.
To see the map (H,S) 7→ I(H,S) is injective, we show that
HI(H,S) = H and SI(H,S) = S.
It is easy to see that H ⊆ HI(H,S) and S ⊆ SI(H,S). It follows from the universal
property of {pA, sα,B : A ∈ B, α ∈ L, B ∈ Iα} that there is a ∗-homomorphism φ :
C∗(B,L, θ,Iα;J ) → C
∗(B/H,L, θ, [Iα]; [S]) such that φ(pA) = p[A] and φ(sα,B) =
sα,[B]. Let I
′ = ker(φ). Then I(H,S) ⊆ I
′. It follows from Corollary 5.7 thatHI′ = H
and SI′ = S. It follows that HI(H,S) ⊆ HI′ = H and SI(H,S) ⊆ SI′ = S.

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