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Abstract
In this work, combining the generalized projection techniques with the idea of a strongly sub-feasible direction method, a
new algorithm for solving systems of nonlinear inequalities is presented. At each iteration of the proposed algorithm, the search
direction is yielded by just one new explicit formula. The proposed algorithm is proved not only to possess global and strong
convergence but also to be able to produce a solution in a finite number of iterations. Finally, some interesting numerical results
are reported.
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1. Introduction
In this work, we consider the systems of nonlinear inequalities
SNI g j (x) ≤ 0, x ∈ Rn, j ∈ I = {1, 2, . . . , m}. (1.1)
Systems of nonlinear inequalities (SNI) are among the problems that need to be solved for many practical models
and the feasible direction algorithms for optimization problems. From this, we can see the necessity for solving the
SNI. Some methods [1–3] using the idea of optimization algorithms have been proposed for dealing with systems of
linear inequalities. And a finitely convergent algorithm combining SQP with the perturbation technique for studying
convex SNI was presented in [4]. Recently, on the basis of the generalized gradient projection technique, Jian and
Liang [5] presented a finitely convergent method for the SNI, in which the search direction is generated by two
generalized projections (i.e., two directions).
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Rather than adopting the methods above, using the generalized projection technique, in this work we present a
new method for solving SNI. At each iteration of the proposed algorithm, the search direction is yielded by just
one generalized projection, so it is simple and involves a small amount of computation, and the technique of step size
benefits from the method of strongly sub-feasible direction (which ensures that the set I−(xk) = { j ∈ I : g j (xk) ≤ 0}
is nondecreasing, i.e., I−(xk+1) ⊇ I−(xk); the details can be seen in [6,7]).
The main advantages of the proposed algorithm can be described as: (i) the search direction can be yielded by
just one explicit and simple generalized projection formula; (ii) the number of functions satisfying inequality is
nondecreasing; (iii) the unit step size can be accepted for some infinite iteration index set; (iv) a solution for the
SNI can be generated after finite iterations.
2. The algorithm and its properties
For the sake of simplicity, for point x ∈ Rn , we denote and use the following notation:
I−(x) = { j ∈ I : g j (x) ≤ 0}, I+(x) = { j ∈ I : g j (x) > 0}, ϕ(x) = max{0; g j (x), j ∈ I }, (2.1)
L−(x) = { j ∈ I−(x) : g j (x) = 0}, L+(x) = { j ∈ I+(x) : g j (x) = ϕ(x)}, L(x) = L−(x) ∪ L+(x). (2.2)
Assumption A1. Functions g j ( j ∈ I ) are all continuously differentiable, and gradient vectors {∇g j (x), j ∈ L(x)}
are linearly independent for each x ∈ Rn .
Remark 1. As pointed out by the referee, Assumption A1 which was assumed in many algorithms for optimization
problems is slightly strong. However, this assumption is satisfied in general for most iteration points; in particular, it
is found from the later numerical testing process that it is satisfied at all iteration points, so our algorithm works well.
For a given iteration point xk ∈ Rn , in this work, we introduce a new explicit generalized projection formula as
follows to generate an improved search direction:
dk = −ϕ(xk)(2 + ϕ(xk))QTk e, (2.3)
with
Qk = Q(xk) = (NTk Nk + Dk)−1 NTk , Nk = N(xk) = (∇g j (xk), j ∈ I ),
Dk = D(xk) = diag(Dkj , j ∈ I ), e = (1, . . . , 1)T ∈ Rm .
(2.4)
Dkj = D j (xk) =
{
g j (xk)2, j ∈ I−(xk);
g j (xk)(ϕ(xk) − g j (xk)), j ∈ I+(xk). (2.5)
It is easy to show that the direction defined above possesses the following important property:
NTk d
k = −ϕ(xk)(2 + ϕ(xk))e + ϕ(xk)(2 + ϕ(xk))Dk(NTk Nk + Dk)−1e. (2.6)
Lemma 2.1. Suppose that Assumption A1 holds. Then
(i) the matrix (NTk Nk + Dk) is nonsingular and positive definite;
(ii) ∇g j (xk)T dk ≤ −ϕ(xk)2, ∀ j ∈ L(xk), and if dk = 0, then xk is a solution of SNI (1.1);
(iii) if xk is not a solution of the SNI (1.1), then dk 
= 0 and ϕ′(xk; dk) ≤ −ϕ(xk)2, i.e., dk is a descent direction of
ϕ at point xk , where ϕ′(xk; dk) denotes the directional derivative of function ϕ(x) at point xk along direction dk.
Algorithm 2.2. Step 1. Choose an arbitrary initial point x0 ∈ Rn , parameters γ, β ∈ (0, 1), k := 0.
Step 2. Compute ϕ(xk). If ϕ(xk) = 0, then stop and xk is a solution of the SNI (1.1); otherwise go to Step 3.
Step 3. Compute index sets I+(xk), I−(xk) using (2.1) and the search direction dk according to (2.3) and (2.5); go
to Step 4.
Step 4. Compute the step size λk which is the first number of λ in the sequence {1, β, β2, . . .} that satisfies the
following inequalities:
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g j (xk + λdk) ≤ ϕ(xk) − γ λϕ(xk)2, j ∈ I+(xk), (2.7)
g j (xk + λdk) ≤ 0, j ∈ I−(xk). (2.8)
Step 5. Set xk+1 = xk + λkdk, k := k + 1 and go back to Step 2.
The following lemma describes some characteristics of Algorithm 2.2, and its proof can be finished using
Lemma 2.1, Taylor expansion and Step 4.
Lemma 2.3. The inequalities (2.7) and (2.8) hold true for λ > 0 sufficiently small; that is, the algorithm is well
defined, and I+(xk) ≡ I+, I−(xk) ≡ I− for k large enough.
3. Global convergence
In this section, we assume that Algorithm 2.2 generates an infinite iteration sequence {xk} of points and x∗ is a
given accumulation point. From Lemma 2.3 one can assume, without loss of generality, that there exists an infinite
subsequence K such that
lim
k∈K x
k = x∗, I+(xk) ≡ I+, I−(xk) ≡ I−, I ≡ I+ ∪ I−, k large enough. (3.1)
Let us define
N∗ = N(x∗) = (∇g j (x∗), j ∈ I ), D∗ = diag(D∗j , j ∈ I ),
D∗j =
{
g j (x∗)2, j ∈ I−;
g j (x∗)(ϕ(x∗) − g j (x∗)), j ∈ I+.
(3.2)
Lemma 3.1. Suppose that Assumption A1 holds. Then the matrix (NT∗ N∗ + D∗) is positive definite; furthermore there
exists a constant c > 0 such that ‖(NTk Nk + Dk)−1‖ ≤ c,∀k ∈ K .
Proof. The proof of the positive definiteness of the matrix (NT∗ N∗ + D∗) is similar to that of Lemma 1 in [5]
and is omitted here. Furthermore, since (NTk Nk + Dk)−1 → (NT∗ N∗ + D∗)−1, k ∈ K , k → ∞, one gets
‖(NTk Nk + Dk)−1‖ ≤ c¯, k ∈ K . 
By Lemma 3.1, we define
Q∗ = (NT∗ N∗ + D∗)−1 NT∗ (3.3)
and it is easy to see that
ϕ(xk) → ϕ(x∗), Dk → D∗, dk → d∗ def= −ϕ(x∗)(2 + ϕ(x∗))QT∗ e, k ∈ K .
The following result is the key to proving the global convergence and the finite convergence of Algorithm 2.2.
Lemma 3.2. Suppose that Assumption A1 holds. Then limk∈K ϕ(xk) = ϕ(x∗) = 0.
Proof. We suppose by contradiction that ϕ(x∗) > 0. Then there exists a constant ε > 0 and an infinite index set
K ′ ⊆ K such that
ϕ(xk) ≥ ε, ∀k ∈ K ′. (3.4)
The rest of proof is divided into two steps and we always assume that k ∈ K ′ is sufficiently large and λ > 0
sufficiently small.
Firstly, we show that there exists a constant λ > 0 such that the step size λk ≥ λ for k ∈ K ′.
Analyze the inequality (2.7): (i) If j ∈ I+ and g j (x∗) = ϕ(x∗), using Taylor expansion, combining (2.6) and (3.4)
with Dkj → 0, one gets
g j (xk + λdk) − ϕ(xk) + γ λϕ(xk)2 ≤ g j (xk) + λ∇g j (xk)T dk + o(λ) − g j (xk) + γ λϕ(xk)2
= λ(−ϕ(xk)(2 + ϕ(xk)) + O(Dkj )) + o(λ) + γ λϕ(xk)2
= −2λϕ(xk) − λϕ(xk)2 + λO(Dkj ) + o(λ) + γ λϕ(xk)2
≤ −(1 − γ )λϕ(xk)2 + o(λ) ≤ −(1 − γ )λε2 + o(λ) ≤ 0.
408 J.-B. Jian et al. / Applied Mathematics Letters 20 (2007) 405–411
(ii) If j ∈ I+ and g j (x∗) < ϕ(x∗), we obtain from Taylor expansion
g j (xk + λdk) − ϕ(xk) + γ λϕ(xk)2 = g j (xk) − ϕ(xk) + O(λ) ≤ 0.5(g j(x∗) − ϕ(x∗)) + O(λ) ≤ 0.
Analyze the inequality (2.8): (1) If j ∈ I− and g j (x∗) = 0, using Taylor expansion, combining (2.6) and (3.4)
with Dkj → 0, one gets
g j (xk + λdk) = g j (xk) + λ∇g j (xk)T dk + o(λ) = g j (xk) + λ(−ϕ(xk)(2 + ϕ(xk)) + O(Dkj )) + o(λ)
= g j (xk) − 2λϕ(xk) − λϕ(xk)2 + λO(Dkj ) + o(λ)
≤ −λϕ(xk)2 + o(λ) ≤ −λε2 + o(λ) ≤ 0.
(2) If j ∈ I− and g j (x∗) < 0, one has from Taylor expansion
g j (xk + λdk) = g j (xk) + O(λ) ≤ 0.5g j (x∗) + O(λ) ≤ 0.
From the discussion above, it follows that the inequalities (2.7) and (2.8) hold for k ∈ K ′ large enough and λ > 0
small enough, i.e., there exists λ¯ such that λk ≥ λ¯, ∀k ∈ K ′.
Next, we bring in a final contradiction. From (2.7) and (2.8), it is easy to know that {ϕ(xk)} is monotone decreasing
and limk→∞ ϕ(xk) = ϕ(x∗) from limk∈K ϕ(xk) = ϕ(x∗). Furthermore, we get from formulas (2.7), (2.8) and (3.4)
ϕ(xk+1) − ϕ(xk) ≤ −γ λkϕ(xk)2 ≤ −γ λ¯ε2, ∀k ∈ K ′. (3.5)
Thus, passing to the limit k ∈ K ′ and k → ∞ in the inequality (3.5), one has −γ λ¯ε2 ≥ 0, which contradicts
γ > 0, λ¯ > 0 and ε > 0. This completes the proof. 
Theorem 3.3. Suppose that Assumption A1 holds. Then the proposed Algorithm 2.2 either stops at a solution of the
SNI (1.1) in a finite number of iterations, or generates an infinite sequence {xk} of points such that each accumulation
x∗ of {xk} is a solution of (1.1).
Proof. From Step 2 of Algorithm 2.2, the first stated conclusion holds true. If an infinite sequence {xk} of iteration
points is yielded by the proposed algorithm, then from Lemma 3.2 one gets ϕ(x∗) = 0, i.e., the accumulation x∗ of
{xk} is a solution of (1.1). 
4. Strong convergence and finite termination
In this section, under a slightly strong assumption, we further show that Algorithm 2.2 possesses three important
features as follows: it is strongly convergent; the step size λk ≡ 1,∀k ∈ K ; it can be terminated after finite iterations.
Assumption A2. The functions g j (x)( j ∈ I ) are all twice continuously differentiable for any x ∈ Rn and the
sequence {xk} of points produced by Algorithm 2.2 is bounded.
Remark 2. As pointed out by the referee, for some special initial point x0, the sequence {xk} of points yielded by
the proposed algorithm may be unbounded (note that the famous Newton’s method is no exception). For example, let
m = 1, g1(x) = x31 − 3x1 + ex2 + 8 and x0 = (1, 0)T ; then xk1 ≡ 1 and xk2 → − ∞. Fortunately, for most initial
points, the bounded property of {xk} is satisfied; in fact, the boundedness of the level set {x ∈ Rn : ϕ(x) ≤ ϕ(x0)}
can be considered as a sufficient condition for the boundedness of {xk}.
In view of Assumption A2, we can assume that the sequence {xk} possesses a limit point x∗, and there exists an
infinite index set K such that (3.1) holds true; moreover, limk→∞ ϕ(xk) = ϕ(x∗) = 0 since {ϕ(xk)} is monotone. On
the other hand, considering the boundedness of sequence {xk} and Lemma 3.1, we can get the following result.
Lemma 4.1. Suppose that Assumptions A1 and A2 hold. Then the total sequence {Qk}∞k=1 of matrices is bounded.
Lemma 4.2. Suppose that Assumptions A1 and A2 hold. Then limk→∞ dk = 0, dk = O(ϕ(xk)), and ‖dk‖2 =
o(ϕ(xk)).
Proof. Taking into account formula (2.3) and Lemma 4.1, the proof is easily finished. 
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Theorem 4.3. Assume that Assumptions A1 and A2 hold. Then the sequence {xk} generated by Algorithm 2.2
satisfies limk→∞ ‖xk+1 − xk‖ = 0. If we further suppose that {xk} has an isolated accumulation point x∗, then
limk→∞ xk = x∗, i.e., Algorithm 2.2 is strongly convergent.
Proof. By Step 5 of Algorithm 2.2 and Lemma 4.2, it follows that limk→∞ ‖xk+1 − xk‖ = limk→∞ ‖λkdk‖ = 0.
Furthermore, if {xk} has an isolated accumulation point x∗, we can conclude limk→∞ xk = x∗ immediately from
Theorem 1.1.5 in [6]. 
Theorem 4.4. Suppose that Assumptions A1 and A2 hold. Then (i) the step size λk ≡ 1 if k ∈ K is sufficiently
large; (ii) ϕ(xk+1) = 0 if the iteration number k ∈ K is large enough, in other words, Algorithm 2.2 can terminate
after finite iterations.
Proof. Part (i): it is sufficient to prove that the formulas (2.7) and (2.8) hold for λ = 1 when k ∈ K large enough. The
statement “k ∈ K large enough” will be omitted in the following discussion.
For j ∈ I \ I (x∗), that is, g j (x∗) < 0, in view of (xk, dk, ϕ(xk)) → (x∗, 0, 0), k ∈ K , we can conclude that (2.7)
and (2.8) hold for λ = 1 and j ∈ I \ I (x∗).
For j ∈ I (x∗), we have limk∈K g j (xk) = g j (x∗) = 0 and limk→∞ ϕ(xk) = ϕ(x∗) = 0; then using Taylor
expansion, Lemma 4.2, (2.6) and Dkj → 0, one has
g j (xk + dk) = g j (xk) + ∇g j (xk)T dk + O(‖dk‖2)
= g j (xk) − ϕ(xk)(2 + ϕ(xk)) + O(Dkj ) + O(‖dk‖2). (4.1)
On the other hand, from the definition (2.5) of Dkj , we can easily get
Dkj =
{
o(|g j(xk)|), j ∈ I (x∗) ∩ I−;
o(ϕ(xk) − g j (xk)), j ∈ I (x∗) ∩ I+. (4.2)
Analyze (2.7) for j ∈ I (x∗) ∩ I+: from (4.1), (4.2) and Lemma 4.2, one gets
g j (xk + dk) − ϕ(xk) + γ ϕ(xk)2
= g j (xk) − ϕ(xk)(2 + ϕ(xk)) + O(Dkj ) + O(‖dk‖2) − ϕ(xk) + γ ϕ(xk)2
= −2ϕ(xk) − ϕ(xk)2 + O(‖dk‖2) + g j (xk) − ϕ(xk) + O(Dkj ) + γ ϕ(xk)2
= −2ϕ(xk) − (1 − γ )ϕ(xk)2 + o(ϕ(xk)) + g j (xk) − ϕ(xk) + o(ϕ(xk) − g j (xk))
≤ −2ϕ(xk) + o(ϕ(xk)) − (ϕ(xk) − g j (xk)) + o(ϕ(xk) − g j (xk)) ≤ 0. (4.3)
Analyze (2.8) for j ∈ I (x∗) ∩ I−: similarly, in view of formulas (4.1), (4.2) and Lemma 4.2, one has
g j (xk + dk) = g j (xk) − ϕ(xk)(2 + ϕ(xk)) + O(Dkj ) + O(‖dk‖2)
= −2ϕ(xk) − ϕ(xk)2 + O(‖dk‖2) + g j (xk) + O(Dkj )
≤ −2ϕ(xk) + o(ϕ(xk)) − |g j (xk)| + o(|g j(xk)|) ≤ 0. (4.4)
Summarizing the discussion above, we can conclude that formulas (2.7) and (2.8) always hold for λ = 1 and k ∈ K
large enough, i.e., the conclusion (i) is at hand.
Part (ii): Firstly, for j 
∈ I (x∗), using limk∈K xk = x∗, g j (x∗) < 0 and limk∈K dk = 0, we know that there exist a
constant η > 0 and an integer k1 ∈ K such that g j (xk) ≤ −η < 0, k > k1, k ∈ K . Hence, one has
g j (xk + dk) = g j (xk) + O(‖dk‖) ≤ −η + O(‖dk‖) ≤ 0, ∀k > k1, k ∈ K . (4.5)
For j ∈ I (x∗) ∩ I+, from (4.1), (4.2) and Lemma 4.2, we get
g j (xk + dk) = g j (xk) − ϕ(xk)(2 + ϕ(xk)) + O(Dkj ) + O(‖dk‖2)
= g j (xk) − ϕ(xk) + O(Dkj ) − ϕ(xk) − ϕ(xk)2 + o(ϕ(xk))
≤ −(ϕ(xk) − g j (xk)) + o(ϕ(xk) − g j (xk)) − ϕ(xk) + o(ϕ(xk)) ≤ 0. (4.6)
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Finally, from (4.4), one has directly g j (xk + dk) ≤ 0 for j ∈ I (x∗) ∩ I−. So, from (4.5) and (4.6) and this inequality
as well as part (i), one gets g j (xk+1) = g j (xk + dk) ≤ 0,∀ j ∈ I, k ∈ K large enough, i.e., ϕ(xk+1) = 0. Hence,
Algorithm 2.2 can terminate after finite iterations. 
5. Numerical experiments
For testing the computational efficiency, based on some typical test problems chosen from [8–12], some preliminary
numerical experiments are reported. During the process, we select randomly five different initial points for each tested
problem. The numerical testing results are summarized in Table 1 below, where a comparison with Algorithm 3.1
in [8] is given. The terms in Table 1 have the following meaning:
 Min: the minimum number of iterations for the five initial points;  Max: the maximum number of iterations
for the five initial points;  AvgN: the average number of iterations for the five initial points;  – : without the
corresponding results.
In the test process, we set parameters β = 0.8, γ = 0.9; moreover, we use the condition ‖dk‖ ≤ 10−8 as the
stopping criterion.
Our test problems are chosen as follows: Problems 1, 2, 3, 4 and 5 are the constraints of examples hs43, hs76,
hs113, s323 and s388 from [9,10], respectively, Problem 6 is the constraints of the example in [11], and Problems 7
as well as 8 given below are selected from [12], but are modified slightly.
Problem 7.
x2i + x2i+1 − 2xi xi+1 cos(xi+10 − xi+11) − 1 ≤ 0, i = 1, 2, . . . , 9,
x2i+1 − x2i+2 ≤ 0, i = 10, 11, . . . , 18.
Problem 8.
x2i + x2i+1 − 2xi xi+1 cos(xi+50 − xi+51) − 1 ≤ 0, i = 1, 2, . . . , 49,
x2i+1 − x2i+2 ≤ 0, i = 50, 51, . . . , 98.
Table 1
Numerical comparison between Algorithm 2.2 and Algorithm 3.1 in [8]
Problem n/m Algorithm 2.2 in this work Algorithm 3.1 in [8]
Min Max AvgN Min Max AvgN
1 4/3 1 1 1 1 4 2.2
2 4/7 1 3 1.8 5 10 7.6
3 10/8 7 13 9.8 6 47 18.2
4 2/4 1 1 1 2 7 4.4
5 15/15 3 16 7.2 – – –
6 5/3 2 5 3.4 – – –
7 20/18 3 4 3.8 – – –
8 100/98 15 19 16.8 – – –
6. Concluding remarks
First, from the numerical results with five randomly generated initial points for each tested problem, we see that our
algorithm is more effective than others. Second, by making a slight modification of Algorithm 2.2 as follows, we can
generate a strict interior point x¯ of the SNI (1.1) after finite iterations: Step 1—generate a solution x˜ of the SNI (1.1)
via Algorithm 2.2; Step 2—compute direction d˜ = −AJ (˜x)(AJ (˜x)T AJ (˜x))−1e, with J = { j ∈ I : g j (˜x) = 0} and
AJ (˜x) = (∇g j (˜x), j ∈ J ); Step 3—compute the step size λ˜, the first number of λ˜ in the sequence {1, β, β2, β3, . . .}
satisfying g j (˜x + λd˜) < 0,∀ j ∈ I ; let x¯ = x˜ + λ˜d˜ .
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