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Objectives and Constraints
for Transonic Wing Optimization
D.J. Poole ∗, C.B. Allen †, T.C.S. Rendall‡
Department of Aerospace Engineering, University of Bristol, Bristol, BS8 1TR, U.K.
Consideration of the aerodynamic shape optimization problem definition is presented.
An issue with drag minimization is that shocked-free solutions often result which have
isolated performance improvements. As such, in this paper, optimizing the range param-
eter is considered enriched with the operating point as a design variable. A constraint
on dimensional lift is therefore required. Analytical treatment of this problem is used to
demonstrate that supercritical solutions result providing the lift is above a critical thresh-
old. Also, three-dimensional effects penalise lift coefficient and promote higher optimum
Mach numbers. Single- and multi-point optimizations of the NASA CRM wing are consid-
ered, inspired by the AIAA ADODG Case 4, as well as a range optimization. A shocked
solution is found for the range optimization.
I. Introduction and Background
A generic single-objective optimization problem requires minimizing an objective function, J , which is a
function of a vector of D design variables, α, subject to a set of inequality, g, and equality, h, constraints.
Formally, this is written as:
minimise
α∈<D
J(α)
subject to g(α) ≤ 0
h(α) = 0
(1)
Numerical simulation methods to model fluid flows, called computational fluid dynamics (CFD), are used
routinely in aerodynamic design, and can be used to evaluate metrics such as lift or drag. Using a metric such
as drag as an objective, with, for example, lift added as a constraint (which are both evaluated numerically,)
then adding in a shape deformation scheme that links design variables to surface perturbations, produces an
aerodynamic shape optimization (ASO) problem. A numerical optimization algorithm is then used to solve
the ASO problem.1–5 The authors have presented work in this area, with developments such as the domain
element method,6 SVD modes,7 subdivision surfaces8 and curvature constraints.9
Optimizing for minimum drag is a commonly studied problem. For transonic flow, a substantial source
of drag is due to the shock; this causes wave drag and also affects the boundary layer. Eliminating the
shock therefore leads to large reductions in the drag of the section, and in inviscid flow, should theoretically
lead to a zero drag section. The first published shock-free sections can be traced back to Boerstoel10 and
Nieuwland.11 Harbeck and Jameson12 later quantified the front in the Mach-CL space between where shock-
free solutions were and were not able to be obtained. Nowadays, shock-free designs for transonic flows around
aerofoils are commonly obtained; for example, of the benchmark cases from the AIAA Aerodynamic Design
and Optimization Discussion Group (ADODG) a shock-free results are readily available for case 2 (transonic,
viscous, drag minimization of RAE2822).13–17
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While shock-free solutions produce low-drag at the design point, this performance can be severely local;
the off-design performance is often severely compromised. It was proved in the final paper of the trilogy by
Morawetz18 that shock-free aerofoils in transonic flow would have a shock if the freestream Mach number
was perturbed. The flow structure for these types of aerofoils tends to be a single shock for an increase
in the freestream Mach number and a double shock for a decrease in the Mach number.19 Hence, using
point-design for aerofoil optimization can be problematic. This issue was also considered when designing
the NASA supercritical aerofoils; Harris20 stated “permitting a weak shock rather than trying to design for
a shock-free design point also reduces the off-design penalties usually associated with point design airfoils”.
Optimising for multiple design points is a common approach to give a performance improvement over a
broader operating envelope wherein the individual objectives at each point are weight-summed to produce
an overall single objective, for example in.4,21,22 The solution is, however, highly sensitive to the weights for
each design point, though automated weight selection has been proposed as a solution.23,24 Furthermore,
the biggest issue is that the cost of a single objective (and gradient) evaluation is multiplied by the number
of points. This makes performing high-fidelity, multi-point optimization on fine numerical grids prohibitively
expensive for more than a handful of design points. Drela25 also pointed out that even multi-point opti-
mization results in point-like performance, and to avoid this the number of chosen operating points should
be on the order of the number of design variables. It has been stated that the problem of posing a suitable
transonic aerofoil optimization problem is still an open one.16,26
In a previous study by the authors,27 the suitable posing of the aerodynamic optimization problem was
considered in the context of transonic aerofoil design. An alternative approach to the construction of the
aerodynamic optimization problem, including the choice of design point, design variables, objective function
and constraints was considered alongside the conventional single- and multi-point drag minimization problem.
Maximization of the Breguet range parameter, ML/D, was introduced, subject to constant non-dimensional
wing loading. This design problem is not often studied in aerodynamic optimization, however, examples of
it can be found in historical aircraft design. For example, figure 1 (which was constructed using the data in
the book of Mair and Birdsall28b, which itself is a processed form of the data from Hanke and Nordwall29)
shows the range parameter variation with Mach number for different non-dimensional wing loadings of early
variants of the Boeing 747.
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Figure 1: Range variation with Mach number for Boeing 747
Further to considering this design problem, the design point was also considered as a design variable,
with Mach number and lift coefficient allowed to vary, however to fully model the trade-offs of speed, lift
and drag with range, an induced drag penalty was also introduced.27 It was shown, both from an analytical
treatment and a numerical one, that by considering careful selection of the optimization problem, good on-
and off-design results can be achieved by forcing a shocked solution using an optimization problem that is
more representative of aircraft design. However, due to considering two-dimensional shapes only, the full
trade-offs between speed, range and the aerodynamic forces had to be simulated by the introduction of the
bMair and Birdsall plotted M against D/ML in Figure 10.15, however the inverse is plotted here
2 of 16
American Institute of Aeronautics and Astronautics
induced drag penalty, and this was sufficient to show that the resulting solution was shocked (and therefore
lead to more favourable off-design performance). In this paper, the previous work by the authors is extended
to investigate three-dimensional wing optimization of range with varying design point subject to constant
non-dimensional wing loading.
The investigations in this paper are based on case 4 of the AIAA ADODG, which is single- and multi-
point drag reduction of the NASA Common Research Model (CRM) wing. Flow cases defined in case 4 are
used, and are compared to range-based optimizations of the wing. The remainder of the paper is organised
as follows: section II poses formally the problem studied; section III provides analytical treatment of the
problem; section IV describes the aerodynamic shape optimization framework used; section V provides
results; finally, conclusions are provided in section VI.
II. Consideration of Range Optimization with Varying Design Point
The majority of transonic aerodynamic optimization seeks to minimise drag at a fixed Mach number,
with the consequence that aerofoil geometry is modified to force solutions that are shock-free. As noted in
the introduction, shock-free design is well known to degrade off-design behaviour at different Mach number
points, as by Morawetz’s proof18 and Drela’s demonstrations;25 a shock-free solution is strongly local. In
addition, aircraft design is not driven purely by drag, and an objective that typifies the industrial process
more closely is optimizing the range R, which for a cruising, jet-powered aircraft is given by the Brequet
range equation:
R =
u
c
L
D
log
(
W1
W2
)
(2)
where u is the aircraft velocity, c is the specific fuel consumption (SFC), L and D are the lift and drag, and
W1 and W2 are the initial and final cruise weights respectively. Under the assumption of constant speed
of sound through cruise (so u ∝ M) and constant SFC, the range factor can be extracted, ML/D, which
can be used as the objective function in optimization. The equivalent expression using non-dimensional
force coefficients is MCL/CD. In this scenario, the aerodynamic optimization problem is enriched with the
operating point as a design variable. A similar optimization problem has also be considered by Buckley and
Zingg,30 albeit for low-speed UAV design.
Before outlining the final optimization problem, it is worth considering the effect that a varying design
point has. A common optimization approach is to constrain CL, however, this is not suitable in a process
where Mach number varies, as equilibrium flight demands a fixed dimensional lift. A more appropriate
constraint is therefore l = M2CL, which is a non-dimensional measure of wing loading (
W
S = CL
1
2γM
2P ).
This means that when Mach number is a free parameter, the aerofoil is trimmed to achieve the required lift
coefficient for that Mach number. The shape is allowed to vary, defined here by a vector, ∆x, subject to an
internal volume (V ) requirement to represent the need to house structure or fuel. Hence, the optimization
problem is described as:
maximise
∆x,M
M
CL
CD
subject to M2CL = l
V ≥ Vinitial
(3)
In the context of optimization, the cost of solving equation 3 is similar to that of a single-point drag
minimization; the addition of Mach number as an extra design variable has little to no effect on the cost.
Hence, if multi-point optimization is performed using N design points, then the cost of the single-point and
range-based optimization is O(1/N) of the cost of the multi-point.
When solving the range maximization problem for aerofoils previously,27 an induced drag factor, CDi =
κC2L (where κ = 1/piAR is a constant relating to the aspect ratio) was introduced to model the effect
that high lift coefficients would have on the induced component of drag. This had the expected effect of
penalising high lift coefficients and resulted in shocked solutions with lower optimal lift but higher optimal
Mach. Clearly, it is more ideal to accurately model the effect of aspect ratio and other three-dimensional
effects on the optimization results of aerodynamic shapes hence this is the motivation for the current work.
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III. Analytical Treatment for Fixed Shape
Before performing geometric optimization, which is presented later, an analytical treatment is considered
to find a value of M that optimizes the Breguet range parameter. This involves differentiating the Breguet
range parameter with respect to the design variable, which is Mach number. This is performed by first
considering inviscid flow, so the only source of drag is due to the shock, as done previously by the authors,27
and second by introducing an induced drag term. An analytical approximation of wave drag is used to
approximate the optimal solution.
A useful (but approximate) analytical result for wave drag is ‘Lock’s fourth power rule’,31 which may be
used to gain insight in to this problem. The premise for this is that drag per unit height of a normal shock
scales with (M −Mc)3 (where Mc is the critical Mach number), while the shock height is proportional to
M −Mc, finally giving a drag proportional to (M −Mc)4. A calibration constant kw also appears in front
of the final result to give a final expression for wave drag, CDw , as:
CDw = kw(M −Mc)4 (4)
The physical trade-off for the operating point is very important. At low Mach, lift coefficient must be
high. This drives a low critical Mach number and consequently a higher wave drag. At high Mach, the wave
drag naturally increases due to the increased offset from Mc. It follows that in between these extremes there
lies an optimum where neither the lift coefficient nor Mach number are too high, and it is this optimum that
shall be explored with a basic analytical treatment. It has been shown that transonic results arise naturally
if M2CL is large for the range problem when Mach number is considered in isolation.
27
The Breguet range parameter is:
R =
MCL
CD
(5)
Multiplying by M gives a numerator that will differentiate to zero, according to the lift constraint.
R =
M2CL
MCD
(6)
Drag is decomposed into wave drag, CDw , induced drag, CDi , and the drag due to other effects, CD0 .
Wave drag is given by equation 4 and induced drag is given by kiC
2
L, hence equation 6 becomes:
R =
M2CL
MCD0 +Mkw(M −Mc)4 +MkiC2L
(7)
At the optimum solution, the gradient of the objective with respect to the design variable is zero. To find the
optimal Mach, equation 7 (the objective function) is therefore differentiated with respect to M (the design
variable), with the result set to zero (noting that M2CL is constant so its gradient is zero). For a constraint
on l, this leads to:
CD0 + ki
(
C2L + 2MCL
dCL
dM
)
+ kw(M −Mc)4 + 4Mkw(M −Mc)3
(
1− dMc
dM
)
= 0 (8)
where:
dCL
dM
= −2MCL
M2
= −2CL
M
= − 2l
M3
(9)
On the other hand, for a CL constraint on the range optimization, this leads to:
CD0 + kiC
2
L + kw(M −Mc)4 − 4Mkw(M −Mc)3
(
1− dMc
dM
)
= 0 (10)
Equations 8 and 10 are the resulting polynomials that dictates the optimal condition for the range
parameter subject to either l or CL constraints, and solving allows the optimal Mach number that maximises
range to be found. This involves finding Mc and dMc/dM . The approach to this is given in,
27 for which the
reader is guided to for a full description.
In these results,
(
1− dMcdM
)
is typically negative for the M2CL case and positive for the CL case. For the
CL constraint both CD0 and induced drag are constant additions and produce a similar effect, increasing
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Mopt above Mcrit as the fourth term in equation 10 becomes more negative to cancel the addition. For
the M2CL constraint, induced drag penalises lower Mach numbers heavily (and therefore higher CL values)
which pushes Mopt up, however CD0 tends to reduce Mopt slightly. However, the result will be super-critical
above a critical loading value. With this result confirmed, wing optimizations are now presented.
IV. Optimization Framework
In this section, the overall optimization framework used for performing the aerodynamic optimizations
outlined later is described. A gradient-based optimizer with a reduced set of design parameters is considered.
The geometry and mesh control scheme, optimizer and flow solver are described individually below.
IV.A. Shape Control
The design variables used in the optimization process are the weightings of various sectional deformations.
These sectional deformations come about by performing a matrix decomposition that uses SVD on a training
library of aerofoils, as proposed by the authors.32
IV.A.1. Aerofoil deformations
To obtain aerofoil deformation modes a training library of aerofoils is requiredc In this work, the library
of aerofoils is as previously used by the authors for transonic aerofoil optimization.7 To obtain aerofoil
deformation modes, the vector difference between each surface point of all aerofoils is computed. These are
combined into an overall deformation matrix Ψ. The deformation matrix has an SVD given by:
Ψ = UΣVT (11)
where U and V are orthonormal matrices and Σ is a diagonal matrix with diagonal entries arranged in
descending order. The columns of U contain the aerofoil deformation modes. A subset of deformation
modes are extracted and used for optimization. Given the chosen number of deformation modes, D, in the
optimization, the design variables are the weightings of each deformation mode. The overall deformation is
then a linear superposition of each mode:
∆X =
D∑
i=1
αiUi (12)
where αi is the design variable relating to the i-th mode and Ui is the i-th mode, the i-th column of U.
IV.A.2. Application to Wing Deformation
The aerofoil deformation modes are surface deformations, however, to ensure body-fitted meshes are retained
in the optimization the mesh also needs to deform. Furthermore, the surface deformation modes are applied
sectionally, which is defined here.
The sectional deformations are applied at a fixed number of spanwise stations, i.e. equation 12 is applied
at these stations locally. The sectional deformations are applied using the RBF control point approach,
where a set of control points are defined in the fluid domain and global volume interpolation translates
deformation of the control points to deformation of the aerodynamic mesh. Hence, the modal deformations
are used to drive deformation of the control points that subsequently deform the wing surface and mesh.
These deformations are decoupled, so the control point modal deformations are determined off-line and then
applied in the optimization process.
At the heart of this technique in an RBF interpolation developed originally for aero-structure coupling
and mesh motion by Rendall and Allen.33 Control points decouple the shape deformations from the surface
mesh and provide a unified framework for surface and mesh deformation. Given nc control points, a global
RBF interpolation of this nature provides exact recovery of data at known sites, and interpolation of that
data away from the sites. In the case of optimization, the data to be interpolated is deformation of the
control points, hence a deformation field is created. The position of the aerodynamic mesh points in the field
cThese are obtained from the UIUC database (http://m-selig.ae.illinois.edu/ads/coord_database.html) and are sub-
sequently smoothed and re-parameterised to ensure consistency.
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therefore defines the deformation of those points. Since exact recovery of data at the know sites (in this case
the position of the control points, which for the j-th control point is defined as (xcj , ycj , zcj )) is specified,
the interpolation takes the form:
∆xc = Mβ
x
where
∆xc =

∆xc1
...
∆xcnc
 βx =

βx1
...
βxnc
 M =

φ1,1 · · · φ1,nc
...
. . .
...
φnc,1 · · · φnc,nc

and analogous definitions hold for the y and z coordinates. The radial basis function φi,j = φ(‖xci − xcj‖)
can take a number of forms, but the radially-decaying functions of Wendland34 are a good choice for the
mesh deformation problem to give the interpolation a local character and ensure deformation is contained
in a region near the moving body. The C2 function is used here.
Once the linear system is solved, the resulting deformation field can be evaluated at the location of each
mesh point. The deformation of an aerodynamic mesh point is given by:
∆xa =
nc∑
i=1
βxi φ(‖xci − xa‖) (13)
with analogous definitions for y and z.
Using RBF interpolation has the advantage of being able to specify the level of control since control
points can be placed arbitrarily in, on the boundary, or outside the fluid domain. The set-up of control
points around the CRM wing used in this paper is shown in figure 2.
Figure 2: Control point cage around CRM wing
Modal deformations are applied sectionally at ten spanwise station (on the red main control points),
while intermediate control points (shown in blue) are used to permit smooth spanwise deformations between
the deformation slices.35 The deformation of intermediate points uses a partition of unity-blend of the
deformation slices at either side. A global twist deformation is also introduced. Hence, the sequences of
operations is given a set of design variables, α, twist deformations of the main sections occurs, followed
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by sectional deformations at main spanwise stations. The intermediate sectional deformations are then
calculated. Once all control point deformations are defined and calculated, mesh deformation occurs.
IV.B. Optimizer
In the instance considered in this paper, only sectional changes are considered and since fixed planform
wing optimization is generally considered to be unimodal (to within numerical tolerances),36 the gradient-
based optimization algorithm, feasible sequential quadratic programming (FSQP) algorithm as implemented
in version 3.7,37 is used. FSQP is based on the sequential quadratic programming (SQP) approach, but
modified to improve convergence by combining a search along an arc38 with a non-monotone procedure for
that search.39 The FSQP algorithm is fully described and analysed in.40,41
The gradient-based optimizer requires the sensitivities of the cost and constraint functions with respect
to each design variable at each major iteration. For this work, a second-order finite difference stencil is used
so for each design variable, two extra flow solutions are required (one each for the positive and negative
perturbations) to evaluate the sensitivities. For computational efficiency, a parallel decomposition of the
gradient evaluation is employed such that each design design variable sensitivity is assigned to its own CPU,
which handles the geometry (and CFD volume mesh) deformations and flow solutions. Once the gradients
are evaluated, these are passed back to the master process where the optimizer update occurs.
IV.C. Flow Solver and Meshes
The flow-solver used is a structured multiblock, finite-volume, cell-centred scheme solving the compressible
Euler or Reynolds-Averaged Navier-Stokes (RANS) equations in Cartesian and rotating coordinate systems.
The convective terms are evaluated using third-order upwind spatial approximation with the flux vector
splitting of van Leer.42 Multi-stage Runge-Kutta with local timestepping is used for time integration, and
convergence acceleration is achieved through V-cycle multigrid.43
To ensure sufficient aerodynamic resolution, a mesh dependence study is presented. A family of eight-
block structured C-meshes (block structure is given in figure 3) was generated using the methods of Allen44
to give high quality meshes. These range in size from 2.1 million to 0.13 million cells, and are designated
L1 (2.1mil), L2 (1.1mil), L3 (580k), L4 (260k) and L5 (130k); sizes were chosen to maximise the number of
multigrid levels for each mesh.
Figure 3: Block structure of eight-block structured C-meshes
Table 1 gives the final drag coefficient on each mesh as well as the run-times as a fraction of the run-time
of the coarsest mesh, with the runs being performed in serial to obtain comparable figures. All wings were
run at a trimmed cruise CL of 0.5. Figure 4 gives the surface pressure coefficients of the coarsest and finest
meshes. Clearly, there is little difference in the flowfields, but the finer meshes capture the shock more
sharply. The L4 mesh, while being relatively coarse, appears to be a good compromise between run-time
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and accuracy. This mesh contains 273k nodes and has a 97 × 57 surface mesh, 21 nodes on either side of
the wake, and 25 nodes between the inner and outer boundary. Two views of the mesh are shown in figure
5.
Table 1: Force coefficients and run-times (relative to L5 mesh) on different meshes
Mesh CL CD
Run-time
(×L5)
L5 0.5 0.0186 1.0
L4 0.5 0.0156 2.2
L3 0.5 0.0123 4.9
L2 0.5 0.0113 7.2
L1 0.5 0.0110 11.9
Figure 4: Surface CP of CRM wing on L5 and L1 meshes
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Figure 5: L4 mesh
V. Optimization Results
In this section, single- and multi-point drag minimizations and range optimizations are presented. The
optimizations are based on Case 4 of the AIAA ADODG. Case 4.1 defines single-point drag reduction of
the CRM wing at a fixed CL = 0.5. This is subject to geometric constraints. It should be noted that the
multi-point case definitions have been given different designations in different publications, so for consistency,
the reference definitions provided by Nadarajahd are used. The case studied here is 4.4 (drag minimization
at fixed CL). Table 2 defines the design points that make up the two cases.
Table 2: Design point definition
Point M CL
a 0.85 0.5
b 0.82 0.5
c 0.88 0.5
In the following definitions of the problems, the superscript refers to the design point designations (a, b
and c). The single-point drag-minimization optimization problem is given by:
minimise
α
CaD
subject to CaL ≥ 0.5
V ≥ Vinitial
(14)
The multi-point optimization uses the conventional weighted-sum approach. The sums are defined in the
problem definitions. Case 4.4 is given as:
minimise
α
1
2
CaD +
1
4
CbD +
1
4
CcD
subject to CaL ≥ 0.5
CbL ≥ 0.5
CcL ≥ 0.5
V ≥ Vinitial
(15)
dhttps://sites.google.com/view/mcgill-computational-aerogroup/adodg, November 2019
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In the range optimization, the design point is allowed to vary but maintaining fixed l, which is given by:
maximise
α
M
CL
CD
subject to M2CL = l
V ≥ Vinitial
(16)
The design variables used for each case are summarised in table 3.
Table 3: Design variable definitions
Deformation variables
Problem Flow variables Global Local Total
Single-point 1 (angle) 1 (twist) 80 (8 modes × 10 sections) 82
Multi-point 3 (angle × 3 points) 1 (twist) 80 (8 modes × 10 sections) 84
Range 2 (angle, Mach) 1 (twist) 80 (8 modes × 10 sections) 83
Given in table 4 are the final results of the single-point case, and in table 5 are the results from the
multi-point case. Surface pressure coefficients of the wings are given in figure 6 and 7.
For the single-point case, the expected shock-free solution has resulted at the specified design point. For
the multi-point case, the resultant geometry is shock free for design points a and b (the lower Mach numbers)
but exhibits a shock at point c. This is a very high cruise Mach number, so is unlikely to be shock-free for
any geometry, at least when considered in a multi-point problem where trade-offs of each design point are
required. This idea of multi-point being a trade-off is evident when comparing the drag values of point a
in cases 4.1 and 4.4, where the multi-point geometry produces slightly higher drag. That being said, both
geometries attempt to accelerate the leading edge flow in a smoother manner than the baseline wing, with
a gentle pressure recovery to avoid a shock.
Table 4: Results for case 4.1
CL CD ∆CD (%)
Initial 0.5 0.0156 -
Optimised 0.5 0.0146 -6.4%
Table 5: Results for case 4.4
Point CL CD ∆CD (%)
A
Initial 0.5 0.0156 -
Optimised 0.5 0.0149 -0.7%
C
Initial 0.5 0.0148 -
Optimised 0.5 0.0147 -4.4%
D
Initial 0.5 0.0210 -
Optimised 0.5 0.0161 -23.3%
For the range optimizations, as already noted, these must be performed at a fixed loading, rather than
fixed lift coefficient since Mach is allowed to vary. The loading that matches design point c is considered.
This case was started from M = 0.85 with CL trimmed to give the required l.
Table 6 gives the result of the range optimization. Range has been improved over the baseline wing. As
found when considering the analytical problem, a high Mach number with lower CL is preferred over lower
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Figure 6: Surface CP of initial and optimized geometry for case 4.1
Mach numbers.
Table 6: Results for range optimization
CL CD M R
Initial 0.55 0.0185 0.850 25.3
Optimized 0.52 0.0167 0.875 27.2
Figure 8 gives detail surface pressures. The optimization clearly exhibits a shocked solution. Therefore, it
appears that the behaviour exhibited in the aerofoil optimizations27 of high Mach number shocked aerofoils
for these type of optimizations, is also repeated for wings.
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Figure 7: Surface CP of initial and optimized geometry for case 4.4
12 of 16
American Institute of Aeronautics and Astronautics
Figure 8: Surface CP of initial and optimized geometry for range at l = 0.40
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VI. Conclusions and Ongoing Work
A study into the effect of the choice of optimization problem for aerodynamic shape optimization has been
presented. The Breguet range parameter has been considered with the design point also being a variable. The
Mach number is allowed to vary, hence a non-dimensional measure of wing loading needs to be introduced
as a constraint. This problem is also more indicative of an aircraft objective than drag minimization and is
equivalent in cost to a single-point optimization.
Previous work by the authors has studied the effect that the optimization problem has on aerofoil prob-
lems. It has been shown that a shocked, optimal solution can be found when performing range optimization.
Hence, in this work this problem has been studied for full wing optimization. An analytical treatment has
demonstrated that compared to not including three-dimensional drag effects, range optimization results in
higher optimum Mach numbers with lower corresponding lift coefficients. Full optimizations of the NASA
CRM wing have been performed, including a single- and multi-point case each based on the AIAA ADODG
cases. Shock-free solutions are found for the single-point case and at a number of the multi-point cases.
However, range optimization results in a shocked solution.
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