, which shows the intensity histograms of nine different neuroanatomical structures defined by a We present a technique for automatically assigning a manual segmentation procedure based on a typical T 1 -neuroanatomical label to each voxel in an MRI volume weighted MRI image. Examining this figure, it is apparent based on probabilistic information automatically estiwhy no global classification scheme can successfully mated from a manually labeled training set. In contrast distinguish structures from each other based only on to existing segmentation procedures that only label a intensity information-there is far too much overlap besmall number of tissue classes, the current method tween the class distributions (even cortical gray matter assigns one of 37 labels to each voxel, including left and white matter overlap by more than 12%). While and right caudate, putamen, pallidum, thalamus, latadding additional MRI sequences with differing contrast eral ventricles, hippocampus, and amygdala. The clasproperties or different imaging modalities entirely can sification technique employs a registration procedure help separate the class distributions, spatial informathat is robust to anatomical variability, including the tion is still required to disambiguate the classification ventricular enlargement typically associated with neuproblem.
Figure 1. Intensity Histograms for White Matter (WM), Cortical Gray Matter (GM), Lateral
Ventricle (lV), Thalamus (Th), Caudate (Ca), Putamen (Pu), Pallidum (Pa), Hippocampus (Hp), and Amygdala (Am) the brain as specified by an atlas coordinate is typically posed to collapsing all gray matter and white matter into two classes, prevents the broadening of the underlying relatively small (note that we will use tissue class to distributions that would otherwise occur, and facilitates mean the type of tissue within a voxel [e.g., gray matter] a more accurate segmentation. Thus, the current proceand anatomical class, or just class, to indicate the neurodure obviates the need to pool information across strucanatomical label assigned to a voxel [e.g., caudate] tures or across space by maintaining class statistics throughout this manuscript); (2) neuroanatomical struc-(e.g., means and variances of the MRI intensities of a tures occur in a characteristic spatial pattern relative to given neuroanatomical structure) on a per-location perone another (e.g., the amygdala is anterior and superior class basis throughout an atlas space. to the hippocampus); and (3) many tissue classes have Local spatial relationships between labeled structures spatially heterogeneous MRI imaging properties that have been encoded by modeling the labeled image usvary in a spatially predictable fashion. This latter result ing Markov random fields (MRFs) in a variety of image has been quantified for some structures using MR relaxprocessing contexts (Geman and Geman, 1984). In the ometry, which reveals that different regions of white MRF approach, the probability of a label at a given voxel matter have significantly different T 1 properties (Cho et is computed not just in terms of the intensities and prior al., 1997). Furthermore, even within cortical gray matter, probabilities at that voxel, but also as a function of the significant variations have been reported in the intrinsic labels in a neighborhood around the voxel in question. tissue parameters. For example, frontal cortex has been
In the context of segmenting MR images, isotropic (all found to have an average T 1 that is 20% longer than directions are equal) and stationary (the probabilities that found in motor and somatosensory cortex (Steen are the same for all spatial location) MRFs have been et al., 2000). Thus, it is clear that information regarding used to provide smoothness constraints on a given segglobal position in the brain could aid in the segmentation mentation (Held et al., 1997; Kapur et al., 1998; Zhang process, to account for within-structure variability in et al., 2001). In this way, the prior probability of a label the intrinsic tissue parameters, as well as to indicate is computed by examining how likely the label is given the prior probability (the probability before observing the the labels of its neighbors, regardless of the direction data) of a structure occurring at a given location indeof the neighbor, or the position within the brain. While pendent of intensity information. this type of approach can obviate the need for prefilterThe problem of differentiating multiple gray matter ing of the images, it does not provide for the use of informastructures presents additional challenges beyond those tion regarding the spatial relationships of classes to one encountered by classification schemes designed to laanother. For example, as can be seen from to one another, with the amygdala residing anterior and Zhang et al., 2001). However, accounting for the heterosuperior to the hippocampus. Encoding this type of ingeneity of the tissue properties of cortical and subcortiformation requires relaxing the spatial isotropy concal gray matter structures can simplify the classification straint of the standard MRF, and tabulating statistics procedure by reducing within-class variability, as subfor each spatial direction separately. This allows the cortical structures such as the thalamus, the putamen, separate calculation, for example, of the probability that and the caudate and cortex all have significantly differa voxel labeled hippocampus will have its inferior neighent T 1 properties (as implied by Figure 1 ). Compiling bor labeled as amygdala, providing a strong set of constraints on the space of allowable segmentations. statistics separately for subcortical structures, as op-Thus, we resolve the inherent ambiguity of the class Note that greater values of D(L 1 ,L 2 ) lead directly to reduced statistical power to detect subtle volumetric intensity distributions in a number of ways. The first is through the use of a space-varying classification procechanges in subcortical structures. The results of quantifying O(L 1 ,L 2 ) and D(L 1 ,L 2 ) for the dure. That is, class statistics (e.g., means and covariance matrices) are tabulated regionally throughout an inter-rater reliability study as well as for the comparison of manual with automated techniques are given in Figure atlas space, using an optimal linear alignment procedure to register each brain with an average. Further, prior 2. In this study, magnetic resonance imaging (MRI) scans from seven healthy young subjects were manually probabilities are computed via a frequency histogram in the atlas space, allowing the calculation of the probasegmented, and a separate atlas was built for each volume, using a standard jackknifing procedure in which bility that a given anatomical class occurs at a given atlas location. Finally, the prior probability of a given the remaining 6 volumes were used to estimate the class statistics and prior densities. Each volume was then spatial arrangement of anatomical labels is incorporated into the final segmentation procedure. These priors are registered and segmented using the atlas constructed without it. The results of this labeling were then comalso computed from the training set for each point in the atlas by modeling the segmentation as an anisotropic pared to the manual labeling of the same volume in order to compute the volume overlap and volume difference nonstationary Markov random field, resulting in a procedure that even using a low-dimensional linear transform between the automatic and manual labelings. The interrater reliability of the manual labeling was computed in (i.e., a transformation of coordinates y into coordinates x of the form x ϭ M yϩb where M is a 3 ϫ 3 matrix a similar manner, with a single volume being segmented by five separate experts, as described above. The reand b is a vector of translations resulting in 12 total parameters) is comparable in terms of accuracy to mansults of these studies are given in Figure 2, In order to assess the ability of the segmentation proce-(note that we normalize by the volume of the average dure to reveal subtle structural differences associated of the automatic and manually labeling, as opposed to with disease, MRI scans from 134 subjects were regisusing the manual labeling). tered and labeled using the automated methods outlined Given two different labelings of a structure, denoted in this paper. The labeling was based on an atlas generby L 1 and L 2 , and a function V(L), which takes a label ated from 12 manually labeled datasets that had been and returns its volume, the percent volume overlap is acquired using the same MR protocol as the larger subgiven by: ject group. Structure volumes were corrected for total brain size by dividing each structure by the volume of
(1) all brain labels (note that this is a nonstandard means for accounting for the variability of intra-cranial volume For identical labelings, O(L 1 ,L 2 ) achieves its maximum (ICV). However, for the current purposes, it renders the value of 100, with decreasing values indicating less perprocedure self-contained, as it does not depend on a fect overlap. Note that the overlap between two different separate tool for measuring ICV. For any detailed morlabelings will be reduced by slight shifts in the spatial phometric study using these tools, we anticipate the location of one label with respect to another. Given that need to correct for ICV Table 1 lists the statistical significances of the develop probable AD within three years of scanning volumetric differences between the groups. The statistiwere a distinct group in this study (converters). Thus, it cal significance of the volumetric differences between is possible that the questionable AD group included the different groups was computed using a random efparticipants with disorders other than AD, contributing fects model (using a two-tailed t test with unequal varito the lack of differences. Prior studies have shown ance). Significances are given if they are below the 0.05 equivalent amygdala volume in healthy subjects and level (comparisons below this threshold are listed as NS subjects with early AD (Killiany et al., 1993). Although it for not significant). Note that no correction for multiple is clear that the amygdala degenerates with AD, there comparisons has been performed. If no prior hypothesis is controversy over the temporal progression of this existed, one would need to correct for the number of degeneration in the broader literature that is possibly comparisons made, and the p values given in this secdue to differential volumetric methods, subject selection would be overly liberal. While further work is retion, and statistical power. Importantly, the current study quired in order to analyze these results (as well as a examined a large number of clinically screened subjects, number of other affected brain structures), it is apparent supporting confidence in our findings of early involvethat even the subtle structural changes that presage the ment of the amygdala. Thus, the results presented sugonset of Alzheimer's disease are clearly distinguishable gest that these automated procedures could be useful using these automated techniques. The great majority in the discrimination of healthy aging from prodromal of these findings would be expected with a sufficiently AD as described in prior studies ( Shown are statistical comparisons of the volumes fo the lateral ventricles (column 2), the 3 rd and 4 th ventricles (column 3), the inferior lateral ventricles (column 4), the hippocampus (column 5), the amygdala (column 6), and the thalamus (column 7) in normal controls versus AD (rows 1 and 2), controls versus converters (rows 3 and 4), converters versus AD (rows 5 and 6), and converters versus questionables (rows 7 and 8). The table entries resolution structural MR volume requires on the order The automatic labeling procedure can also be used to automatically define regions of interest (ROIs) for use of a week for a trained neuroanatomist or technician. This makes the routine analysis of large patient and in functional imaging studies. Specifically, this will allow one to generate average time courses by structure, or control populations untenable. Further, manual labeling procedures typically generate a labeling that is more even parts of structures, facilitating, for example, the comparison of the response of the caudate to that of consistent when viewed in one slice direction than in others, or in noncardinal directions. Finally, manual lathe putamen, or anterior hippocampus to posterior hippocampus. Furthermore, having access to voxel labels beling procedures do not generalize well to the use of multi-spectral inputs.
should help MR relaxometry analysis, in which intrinsic tissue parameters are inferred from a set of MR images, The automated method described in this paper for assigning a neuroanatomical label to every voxel in the a procedure that is extremely sensitive to partial volume effects, as the models of image formation used in the brain has been shown to be comparable in terms of accuracy to a previously validated method of manual parameter estimation rarely allow more than one tissue type to occur in a voxel. Explicit models of the anatomisegmentation. The accurate labeling of a large number of structures is enabled through the use of both global cal classes would permit the parameter estimates to be computed using voxels that do not border a different and local spatial information allows the expression of prior information regarding the spatial The problem of automatically labeling brain structures from neurostructure of the anatomical classes. Finally, the term p(f) provides imaging data can be naturally phrased within the framework of a means for constraining the space of allowable atlas functions Bayesian parameter estimation theory. In this approach, one can (e.g., continuity, differentiability, and invertibility). relate the probability of a segmentation W given the observed (poNote that the atlas information expressed by p(I|W,f) depends on tentially multispectral) image I to the probability p(I|W) of the image the details of the image acquisition protocol or scanner type. In occurring given a certain segmentation, together with the prior proborder to reduce this dependence, information about the relationship ability of the segmentation p(W):
between the image intensities and the acquisition parameters ␣ and tissue properties ␤ can be explicitly incorporated into this term.
p(W|I) ϰ p(I|W) p(W)
That is, p(I|W,f) can be factored as follows:
The primary advantage of the Bayesian approach is that it allows p(I|W,f ) ϭ p(I(␣)|␤) p(␤|W,f ) (5) for the explicit incorporation of prior information via the p(W) term in Equation 3. In order to render the problem more tractable in the face
The intrinsic tissue parameters ␤ (e.g., T 1 , T 2 , proton density) can of the large degree of overlap in the class distributions shown in 
, 1999). Equation 11 is maximized assuming p(I|LЈ,W) is normally distributed
In the current work, we take a Bayesian approach, as this allows with parameters computed using the atlas Equations 7 and 8, using us to incorporate prior information that is necessary for the segmenan iterative global search along each of the rotation, scale, and tation procedure. The prior information takes two forms. The first translation axes, followed by a Davidson-Fletcher-Powell (DFP) numerical maximization using the gradient of (11) (Press et al., 1994) . After this procedure has converged, we then remove the second constraint above and use the highest prior class at all locations in the atlas to guide a final DFP minimization. This final step is helpful in aligning the borders of the brain where priors are typically low. An example of this procedure is given in Figure 6 , which shows a coronal slice through a T 1 -weighted volume, with the atlas samples before (left) and after (right) maximization of (11). Note that the global search of the parameter space obviates the need to estimate the prior density p(LЈ), which has been shown to help registration procedures avoid local minima (Ashburner et al., 1997) .
The accuracy of the registration procedure can be assessed by examining the number of anatomical classes that occur at each atlas location. In the limit of perfect registration, assuming the source and destination have the same topology (which may not be the case), all voxels would have only a single anatomical class ever occur at that atlas location. As the registration become less accurate, the number of anatomical classes occurring within an atlas voxel grows. A histogram showing the distribution of number of anatomical classes per voxel for an atlas generated from 7 manually labeled and linearly aligned volumes is given in Figure 7 . As can be seen, the mean and mode are both approximately 3 classes per voxel. Thompson et al., 1996) , which does not affect any of the subsequent derivations. The intensity distribution of each class at each location in the atlas is modeled as a Gaussian, the mean vector c (r) and where again we have explicitly included the dependence on the covariance matrix ⌺ c (r) of which are computed using Equations 7 neighbor location r i to emphasize that the probability densities are and 8. The probability of observing the image intensity at I(Lr) is maintained separately for each neighbor position in N(r). Using this then expressed as: assumption, we arrive at an expression for the prior probability of the full segmentation:
Equation 21 allows two types of prior information to be incorporated All that remains is to find an expression for the prior probability of into the segmentation procedure. The approximate location a neuroa given classification W. Here we assume that the spatial distribution anatomical structure may occupy within the brain is given by p(W(r)), of labels can be well approximated by an anisotropic nonstationary which is computed and stored in the atlas using Equation 6. The Markov random field. This allows one to encode prior information local relationship between anatomical classes is encoded in about the relationship between labels as a function of location within p(W(r i )|W(r),r i ) using Equation 9. We currently let the neighborhood the brain (i.e., nonstationary), as well as with local direction (i.e., function N(r) include the 6 voxels in the positive and negative anisotropic). Formally, the Markov assumption can be expressed as:
cardinal directions at each location in the atlas space. This allows the segmentation procedure to automatically extract and apply inp(W(r)|W(R Ϫ {r})) ϭ p(W(r)|W(r 1 ),W(r 2 ), . . . ,W(r K )),r i ʦ N(r) (15) formation such as "if a voxel is labeled hippocampus then the probability of the voxel inferior to it being labeled amygdala is low." That is, the prior probability of a label at a given voxel r is only 
