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Abstract
Some relevant transport properties of solids do not depend only on the spectrum
of the electronic Hamiltonian, but on finer properties preserved only by unitary equiv-
alence, the most striking example being the conductance. When interested in such
properties, and aiming to a simpler model, it is mandatory to check that the sim-
pler effective Hamiltonian is approximately unitarily equivalent to the original one, in
the appropriate asymptotic regime. In this paper, we consider the Hamiltonian of an
electron in a 2-dimensional periodic potential (e.g. generated by the ionic cores of a
crystalline solid) under the influence of a uniform transverse magnetic field. We prove
that such Hamiltonian is approximately unitarily equivalent to a Hofstadter-like (resp.
Harper-like) Hamiltonian, in the limit of weak (resp. strong) magnetic field. The result
concerning the case of weak magnetic field holds true in any dimension. Finally, in the
limit of strong uniform magnetic field, we show that an additional periodic magnetic
potential induces a non-trivial coupling of the Landau bands.
MSC 2010: 81Q15; 81Q20; 81V70 ; 81S05.
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1 Introduction
Schrödinger operators with periodic potentials and magnetic fields have been fascinating
physicist and mathematicians for the last decades. Due to the competition between the
crystal length scale and the magnetic length scale, these operators reveals striking features as
fractal spectrum [GPPO00], anomalous localization [OGM08], quantization of the transverse
conductance [TKNN82, ASS83, BSE94], anomalous thermodynamic phase diagrams [Avr04,
OA01].
Due to its relevance for the Quantum Hall Effect (QHE) [Mor88, Gra07], we focus on
2
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the two-dimensional Bloch-Landau Hamiltonian
HBL :=
1
2m
(
−i}∇r − ιq |q|B
2c
e⊥ ∧ r
)2
+ VΓ (r) , (1)
acting in the Hilbert space Hphy = L2(R2, d2r), r = (r1, r2) ∈ R2. Here c is the speed of
light, h := 2pi} is the Planck constant, m is the mass and q the charge (positive if ιq = 1
or negative if ιq = −1) of the charge carrier, B is the strength of the external uniform
time-independent magnetic field, e⊥ = (0, 0, 1) is a unit vector orthogonal to the sample,
and VΓ is a periodic potential describing the interaction of the carrier with the ionic cores
of the crystal. For the sake of a simpler notation, in this introduction we assume that the
periodicity lattice Γ is simply Z2.
While extremely interesting, a direct analysis of the fine properties of the operator HBL
is a formidable task. Thus the need to study simpler effective models which capture the
main features of (1) in suitable physical regimes, as for example in the limit of weak (resp.
strong) magnetic field. The relevant dimensionless parameter appearing in the problem is
hB := Φ0/ZΦB ∝ B−1, where Φ0 = hc/e is the magnetic flux quantum, ΦB = ΩΓB is the flux
of the external magnetic field through the unit cell of the periodicity lattice Γ (whose area
is ΩΓ) and Z = |q|/e is the magnitude of the charge q of the carrier in units of e (the positron
charge). It is also useful to introduce the reduced constant }B := hB/2pi.
In the limit of weak magnetic field, }B → ∞, one expects that the relevant features
are captured by the well-known Peierls’ substitution [Pei33, Har55, Hof76], thus yielding to
consider, for each Bloch band E∗ = E∗(k1, k2) of interest, the following effective model: in
the Hilbert space L2(T2, d2k), k being the Bloch momentum and T2 ' [0, 2pi)× [0, 2pi), one
considers the Hamiltonian operator
HHof ψ = E∗
(
k −
(
ιq
}B
)
1
2
e⊥ ∧ i∇k
)
ψ, ψ ∈ L2(T2, dk). (2)
In physicists’ words, the above Hamiltonian corresponds to replace the variables k1 and k2
in En with the symmetric operators (magnetic momenta)
K1 := k1 +
i
2
(
ιq
}B
)
∂
∂k2
, K2 := k2 − i
2
(
ιq
}B
)
∂
∂k1
. (3)
Since [K1,K2] 6= 0 the latter prescription is formal and (2) must be defined by an appropriate
variant of the Weyl quantization. The rigorous justification of the Peierls’ substitution and
the definition and the derivation of the Hamiltonian (2) are the content of Section 3.
The use of the operator (2) traces back to the pioneering works of R. Peierls [Pei33] and
P. G. Harper [Har55], and its spectrum was extensively studied by D. Hofstadter in the
celebrated paper [Hof76], where he specialized to the case E∗(k1, k2) = 2 cos k1 + 2 cos k2. In
view of that, we call Hofstadter-like Hamiltonian any operator in the form (2), while
the name Hofstadter Hamiltonian is used only for the special case above. However, this
nomenclature is far to be unique. For instance M. A. Shubin in [Shu94] names discrete
magnetic Laplacian the same operator (up to a Fourier transform).
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As for the case of a strong magnetic field, }B → 0, the periodic potential can be con-
sidered a small perturbation of the Landau Hamiltonian, which provides the leading order
approximation of HBL. To the next order of accuracy in }B, to each Landau level there
corresponds an effective Hamiltonian, acting in L2(R, dx), given (up to a suitable rescaling
of the energy scale) by
HHar ψ = VΓ
(
−i(ιq}B) ∂
∂x
, x
)
ψ, ψ ∈ L2(R, dx), (4)
where the r.h.s refers to the ordinary (ιq}B)-Weyl quantization of the Z2-periodic function
VΓ : R2 → R. We refer to Section 4 for the definition of the effective Hamiltonian (4).
We call Harper-like Hamiltonian any operator of the form (4), using the name Harper
Hamiltonian for the special case VΓ(p, x) = 2 cos(2pip) + 2 cos(2pix).
Remark 1.1 (nomenclature and historical overview). In a remarkable series of papers
[HS88, HS90, HS89a] B. Helffer and J. Sjöstrand studied the relation between the spectrum
of the operator (4) and the spectra of a one-parameter family of one-dimensional operators
on `2(Z) defined by
(hβu)n := un−1 + un+1 + 2 cos(2piθn+ β)un, (5)
where θ ∈ R is a fixed number (deformation parameter) and β ∈ [0, 2pi) is the parameter of
the family. In the work of the French authors the operator defined by (5) is called Harper
operator (and indeed it was introduced by Harper in [Har55]). However, in the last three
decades, the operator (5) has been extensively studied by many authors (see [Las05, Las94]
for an updated review) with the name of almost-Mathieu operator. To avoid confusion and
make the nomenclature clear, we chose to adhere to the most recent convention, using the
name almost-Mathieu operator for (5). We thus decided to give credits to Harper’s work by
associating his name to the operator (4). ♦
The regime of strong magnetic field was originally investigated by A. Rauh [Rau74,
Rau75]. However the correct effective model, the operator (4), was derived firstly by M.
Wilkinson [Wil87] and then, rigorously, by J. Bellissard in an algebraic context [Bel88] and
by B. Helffer and J. Sjöstrand in [HS89b], inspired by the latter paper. In both these papers
the case of weak magnetic field is also considered. In particular, in [HS89b] it is proven that
HHar (resp. HHof) has, locally on the energy axis, the same spectrum and the same density
of states of HBL, as }B → 0 (resp. }B →∞).
Beyond the spectrum and the density of states, there are other mathematical prop-
erties of HBL which reveal interesting physics, as for example the orbital magnetization
[GA03, TCVR05, CTVR06] or the transverse (Hall) conductance (1). These properties are
not invariant under a loose equivalence relation as isospectrality, then it is important to
show that HHar (resp. HHof) is approximately unitarily equivalent to HBL in the appropriate
(1)Some authors refer to the “Hall conductivity” rather than to the “Hall conductance”. Indeed, in two space
dimensions the conductivity (microscopic quantity) coincides exactly with the conductance (macroscopic
quantity), so the two concepts are synonymous. In this sense the quantization of the Hall conductivity is a
macroscopic quantum phenomenon.
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limit. This is the main goal of this paper. The problem is not purely academic, since there
exist examples of two isospectral Schrödinger operators which are however not unitarily
equivalent and which exhibit different values of the transverse conductance. In particular,
in [DFP10b] we prove that the Hofstadter operator and the Harper operator are isospectral
but not unitarily equivalent. One concludes that, in the study of the conductance, it is not
enough to prove that the effective model is isospectral to the original Hamiltonian.
We thus introduce the stronger notion of unitarily effective model, referring to the
concept of almost-invariant subspace introduced by G. Nenciu [Nen02] and to the related
notion of effective Hamiltonian [PST03b, PST03a, Teu03], which we shortly review. Let us
focus on the regime of weak (resp. strong) magnetic field and define ε = ε(B) = 1/}B (resp.
ε(B) = }B) so that ε→ 0 in the relevant limit. Let Πε be an orthogonal projector in Hphy
such that, for any N ∈ N, N ≤ N0 there exist a constant CN such that
‖[HBL; Πε]‖ ≤ CN εN (6)
for ε sufficiently small. Then Ran Πε is called an almost-invariant subspace [Nen02,
Teu03] at accuracy N0, since it follows by a Duhammel’s argument that
‖(1− Πε) e−isHBL Πε‖ ≤ CN εN |s|
for every s ∈ R, N ≤ N0. Granted the existence of such a subspace, we call (unitarily)
effective Hamiltonian a self-adjoint operator Heff acting on a Hilbert space Href, such
that there exists a unitary Uε : Ran Πε → Href such that for any N ∈ N, N ≤ N0, one has
‖ (ΠεHBL − U−1ε Heff Uε)Πε‖ ≤ CN′ εN . (7)
The estimates (6) and (7) imply that
‖ (e−isHBL − U−1ε e−isHeff Uε) Πε‖ ≤ CN′′ εN |s|. (8)
When the macroscopic time-scale t = εs is physically relevant, the estimate above is simply
rescaled. The triple (Href, Uε, Heff) is, by definition, a unitarily effective model for HBL. To
our purposes, it is important to notice that the asymptotic unitary equivalence in (7) assures
that the topological invariants related with the spectral projections of ΠεHεBL Πε (K-theory,
Chern numbers, . . . ) are equal to those of Heff, for ε sufficiently small [DP09].
In this paper we prove that in the limit }B → ∞ the Hofstadter-like Hamiltonian (2)
provides a unitarily effective model forHBL with accuracyN0 = 1, and we exhibit an iterative
algorithm to construct an effective model at any order of accuracy N0 ∈ N (Theorem 3.12).
As for the limit }B → ∞, up to a rescaling of the energy, the non-trivial leading order
(accuracy N0 = 1) for the effective Hamiltonian is given by the Haper-like Hamiltonian (4).
We also exhibit the effective Hamiltonian with accuracy N0 = 2, i.e. up to errors of order
O(ε2) (Theorem 4.7). Moreover, due to the robustness of the adiabatic techniques, we can
generalize the simple model described by (1) to include other potentials, see (9), including
in particular a periodic vector potential AΓ. This terms produces interesting consequences
especially in the Harper regime (see Section 4.8) and it could play a relevant role in the
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theory of orbital magnetization. This kind of generalization is new with respect to both
[Bel88] and [HS89b].
Our proof is based on the observation that both the Hofstadter and the Harper regime are
space-adiabatic limits, and can be treated in the framework of space-adiabatic perturbation
theory (SAPT) [PST03b, PST03a], see also [Teu03]. As for the Hofstadter regime, the
proof follows ideas similar to the ones in [PST03a]. Our generalization allows however to
consider a constant magnetic field (while in [PST03a] the vector potential is assumed in
C∞b (Rd)) and to include a periodic vector potential. Moreover the proof extends the one
in [PST03a], in view of the use of the special symbol classes defined in Section 3.4. On
the contrary, from the discussion of the Harper regime }B → 0 some new mathematical
problems emerge. Then, although the “philosophy” of the proof of Theorem 4.7 is of SAPT-
type, the technical part is new as it will be explained in Section 4. Notice that the regime
of weak magnetic field can also be conveniently approached by using the magnetic Weyl
quantization [MP04, MPR05, IMP07, IMP09], a viewpoint which is investigated in [DL10].
For the sake of completness, we summarize some salient aspects of the SAPT. We refer
to specific references (e.g. [Teu03]) for a complete exposition. Let H be the Hamiltonian
of a generic physical system which acts on the total (or physical) Hilbert space H. For the
SAPT to be applicable, three important ingredients needs: (i) a distinction between fast
and slow degrees of freedom which is mathematically expressed by a unitary decomposition
of the physical space H into a product space Hs⊗Hf (or, more generally, a direct integral),
the first factor being the space of the slow degrees of freedom and the second the space of
the fast degrees of freedom; Hs ∼= L2(M) for suitable measure spaceM is also required; (ii)
a dimensionless adiabatic parameter ε 1 that quantifies the separation of scales between
the fast and slow degrees of freedom and which measures how far are the slow degrees of
freedom to be “classical” in terms of some process of quantization; (iii) a relevant part of
the spectrum for the fast dynamics which remains separated from the rest of the spectrum
under the perturbation caused by the slow degrees of freedom.
A numerical simulation of the spectrum of the Hofstadter operator, as a function of the
parameter ε = 1/}B, leads to a fascinating picture known as Hofstadter butterfly [Hof76].
Since the spectrum has zero measure as a subset of the square, the physically relevant object
is its complement, the resolvent set. It has been pointed out by D. Osadchy and J. Avron
[OA01] that the open connected regions of the resolvent set (islands) can be associated to
different thermodynamic phases (at zero temperature) of a gas of non interacting fermions in
a periodic potential, with ε ∝ B and the chemical potential as thermodynamic coordinates.
The different phases are labeled by an integer (topological quantum number), interpreted
as the value of the transverse conductance of the system in units of e2/h in the limit of
weak magnetic field. The latter integers are conveniently visualized by different colors, thus
leading to the colored Hofstadter butterfly [OA01, Avr04]. With this language in mind,
the main result of this paper can be reformulated by saying that the Hofstadter-like and
Harper-like Hamiltonians are “colour-preserving effective models” for the original Bloch-
Landau Hamiltonian. Thus they describe, though in a distorted and approximated way,
some aspects of the thermodynamics of the original system.
Acknowledgments. It is a pleasure to thank Y. Avron, J. Bellissard, G. Dell’Antonio,
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M. Măntoiu, D. Masoero, H. Spohn and S. Teufel for many useful discussions, and F. Faure
for stimulating comments on a previous version of the paper. We are grateful to B. Hellfer
for suggesting useful references. Financial support by the INdAM-GNFM project Giovane
ricercatore 2009 is gratefully acknowledged.
2 Description of the model
A generalized Bloch-Landau Hamiltonian
The Hamiltonian (1) describes the dynamics of particle with mass m and charge q which in-
teracts with the ionic structure of a two dimensional crystal and with an external orthogonal
uniform magnetic field. A more general model is provided by the operator
HBL :=
1
2m
[
−i}∇r − q
c
AΓ (r)− q
c
A (r)
]2
+ VΓ (r) + q Φ (r) (9)
still called Bloch-Landau Hamiltonian and, with an abuse of notation, still denoted with
the same symbol used in (1). The vector-valued function A := (A1,A2) is a vector potential
corresponding to an (orthogonal) external magnetic field B = ∇r ∧ A = (∂1A2 − ∂2A1) e⊥,
Φ is a scalar potential corresponding to a (parallel) external electric field E = −∇rΦ and
AΓ and VΓ are internal periodic potentials which describe the electromagnetic interaction
with the ionic cores of the crystal lattice. The external vector potential is assumed to have
the following structure
A (r) = A0 (r) + AB (r) , (10)
where A0 is a bounded function and AB describes a uniform orthogonal magnetic field of
strenght B, i.e. in the symmetric gauge
AB (r) =
B
2
e⊥ ∧ r =
(
−B
2
r2,
B
2
r1
)
, ∇r ∧ AB = B e⊥, ∇r · AB = 0. (11)
The evolution of the system is prescribed by the Schrödinger equation
i}
d
ds
ψ(r, s) = HBL ψ(r, s), (12)
where s corresponds to the microscopical time-scale.
Mathematical description of the crystal structure
The periodicity of the crystal is described by a two dimensional lattice Γ ⊂ R2 (namely a
discrete subgroup of maximal dimension of the Abelian group (R2,+)), thus Γ ' Z2. Let
{a, b} ⊂ R2 be two generators of Γ, i.e.
Γ = {γ ∈ R2 : γ = n1a+ n2b, n1, n2 ∈ Z}.
The fundamental or Voronoi cell of Γ is MΓ := {r ∈ R2 | r = l1 a + l2 b, l1, l2 ∈ [0, 1]}
and its area is given by ΩΓ = |a∧ b|. We fix the orientation of the lattice in such a way that
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ΩΓ = (a1b2−a2b1) > 0. We say that a function fΓ : R2 → C is Γ-periodic if fΓ(r+γ) = fΓ(r)
for all γ ∈ Γ and all r ∈ R2. The electrostatic and magnetostatic crystal potentials VΓ and
AΓ are assumed to be Γ-periodic according to the previous definition.
An important notion is that of dual lattice Γ∗ which is the set of the vectors γ∗ ∈ R2 such
that γ∗ ·γ ∈ 2piZ for all γ ∈ Γ. Let {a∗, b∗} ⊂ R2 be defined by the relations a∗ ·a = b∗ ·b = 1
and a∗ · b = b∗ · a = 0; these vectors are the generators of the lattice Γ∗, i.e.
Γ∗ = {γ∗ ∈ R2 : γ∗ = m1 2pia∗ +m2 2pib∗, m1,m2 ∈ Z}.
The Brillouin zone MΓ∗ := {k ∈ R2 | k = k1 a∗+k2 b∗, k1, k2 ∈ [0, 2pi]} is the fundamental
cell of the dual lattice Γ∗. The explicit expressions for the dual generators {a∗, b∗} in terms
of the basis {a, b} is
a∗ =
e⊥ ∧ b
|a ∧ b| =
1
ΩΓ
(b2,−b1), b∗ = −e⊥ ∧ a|a ∧ b| =
1
ΩΓ
(−a2, a1). (13)
It follows from (13) that the surface of the Brillouin zone is ΩΓ∗ = (2pi)2|a∗ ∧ b∗| = (2pi)2/ΩΓ.
Given a Γ-periodic function fΓ, we denote its Fourier decomposition as
fΓ(r) =
∑
γ∗∈Γ∗
f(γ∗) eiγ
∗·r =
∑
m1,m2∈Z
fm1,m2 e
i2pi(m1 a∗+m2 b∗)·r. (14)
A Z2-periodic function f : R2 → C is a function periodic with respect to an orthonormal
lattice, namely such that f(x1 + 1, x2) = f(x1, x2 + 1) = f(x1, x2) for all x1, x2 ∈ R. If one
replaces the two real variables by x1 := a∗·r and x2 := b∗·r one has that fΓ(r) := f(a∗·r, b∗·r)
is Γ-periodic in r. Every Γ-periodic function can be obtained in this way.
Assumptions on the regularity of the potentials and self-adjointness
Let us denote by Cnb (R2,R) the space of real-valued n-times differentiable functions (smooth
functions if n = ∞) with continuous and bounded derivatives up to order n. Concerning
the internal potentials AΓ and VΓ we need to assume that:
Assumption (As) [internal potentials, strong form]. The Γ-periodic potential VΓ and
the two components of the Γ-periodic vector potential AΓ are functions of class C∞b (R2,R).
Sometime will be enough to consider a weaker version of this assumption, namely:
Assumption (Aw) [internal potentials, weak form]. The two components of the
Γ-periodic vector potential AΓ are in C1b(R2,R). The Γ-periodic potential VΓ verifies the
condition
∫
MΓ
|VΓ(r)|2 d2r < +∞.
Assumption (Aw) implies that VΓ is uniformly locally L2 and this implies also that VΓ
is infinitesimally bounded with respect to −∆r (see Theorem XIII.96 in [RS78]). Concern-
ing the external potentials A and Φ, we need to assume that:
8
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Assumption (B) [external potentials]. The scalar potential Φ is of class C∞b (R2,R).
The vector potential A consists of a linear term AB of the form (11) plus a bounded term
A0 which is of class C∞b (R2,R).
When the external potentials A and Φ vanish, the Bloch-Landau Hamiltonian (9) reduces
to the periodic Hamiltonian (or Bloch Hamiltonian)
Hper :=
1
2m
[
−i}∇r − q
c
AΓ(r)
]2
+ VΓ(r). (15)
The domains of self-adjointness of HBL and Hper are described in the following proposition.
Its proof, together with some basic notion about the Sobolev space H2(R2) and themagnetic-
Sobolev space H2M(R2), is postponed to Section A.1.
Proposition 2.1. Let Assumptions (Aw) and (B) hold true. Then both HBL and Hper
are essentially self-adjoint operators on L2(R2, d2r) with common domain of essential self-
adjointness the space of smooth functions with compact support C∞c (R2,C). Moreover the
domain of self-adjointness of Hper is H2(R2) while the domain of self-adjointness of HBL
is H2M(R2).
3 Space-adiabatic theory for the Hofstadter regime
3.1 Adiabatic parameter for weak magnetic fields
The SAPT for a Bloch electron developed in [PST03a] is based on the existence of a sep-
aration between the microscopic space scale fixed by the lattice spacing ` :=
√
ΩΓ, and
a macroscopic space scale fixed by the scale of variation of the “slowly varying” external
potentials. The existence of such a separation of scales is expressed by introducing a di-
mensionless parameter ε  1 (adiabatic parameter) to control the scale of variation of the
vector potential and the scalar potential Φ appearing in (9), namely by setting A = A(εr)
and Φ = Φ(εr). In particular the external magnetic and electric fields are weak compared
to the fields generated by the ionic cores.
It is useful to rewrite the (ε-dependent) Hamiltonian (9) in a dimensionless form. The
microscopic unit of length being `, we introduce the dimensionless position vector x := r/`
and the dimensionless gradient ∇x = `∇r. Moreover, since the vector potential has the
dimension of a length times a magnetic field, then A(εx) := ε/`B A(ε`x) is a dimensionless
function, with B a dimensional constant which fixes the order of magnitude of the magnetic
field due to the external vector potential A. Similarly for AΓ (with ε = 1). Factoring out
the dimensional constants one finds
HBL :=
1
E0HBL =
1
2
−i∇x − qΩΓBΓc}︸ ︷︷ ︸
=:}−1Γ
AΓ (x)− ιq |q|ΩΓB
c}︸ ︷︷ ︸
=}−1B
1
ε
A (εx)

2
+VΓ (x)+φ (εx) , (16)
9
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where E0 := }2/mΩΓ is the natural unit of the energy fixed by the problem, VΓ(x) := 1/E0 VΓ(`x)
and φ(εx) := q/E0 Φ(ε`x) are both dimensionless quantities. The constant }Γ will play
no particular role in the rest of this paper, so it is reabsorbed into the definition of the
dimensionless vector potential AΓ, i.e. formally }Γ = 1.
Comparing the dimensional Hamiltonian (16) with the original Hamiltonian (9) , or
observing that the strenght of the magnetic field goes to zero (at least linearly) with ε, it is
physically reasonable to estimate ε}B ∝ 1. This is rigorously true in the case in which the
external electromagnetic field is uniform.
The external force due to A and φ are of order of ε and therefore have to act over a
time of order ε−1 to produce a finite change, which defines the macroscopic time-scale. The
macroscopic dimensionless (slow) time-scale is fixed by t := εE0} s where s is the dimensional
microscopic (fast) time-scale. With this change of scale the Schrödinger equation (12) reads
iε
d
dt
ψ = HBL ψ (17)
with HBL given by equation (16).
Remark 3.1. Observe that from the definition of the dimensionless periodic potential AΓ
and VΓ it follows that they are periodic with respect to the transform x 7→ x + γ/`. This
means that AΓ and VΓ are periodic with respect to a “normalized” lattice whose fundamental
cell has surface 1. ♦
3.2 Separation of scales: the Bloch-Floquet transform
To make explicit the presence of the linear term of the external vector potential, we can
rewrite the (16) as follows
HBL =
1
2
[
−i∇− AΓ (x)− A0 (εx)− ιq 1
2
e⊥ ∧ εx
]2
+ VΓ (x) + φ (εx) , (18)
where the adiabatic parameter ε expresses the separation between the macroscopic length-
scale, defined by the external potentials, and the microscopic length-scale, defined by the
internal Γ-periodic potentials. The separation between slow and fast degrees of freedom can
be expressed decomposing the physical Hilbert space Hphy = L2(R2, d2x) into a product
of two Hilbert spaces or, more generally, into a direct integral. To this end, we use the
Bloch-Floquet transform [Kuc93]. As in [PST03a] we define the (modified) Bloch-Floquet
transform Z of a function ψ ∈ S(R2) to be
(Zψ)(k, θ) :=
∑
γ∈Γ
e−i(θ+γ)·kψ(θ + γ), (k, θ) ∈ R2 × R2. (19)
Directly from the definition one can check the following periodicity properties:
(Zψ)(k, θ + γ) = (Zψ)(k, θ) ∀ γ ∈ Γ (20)
(Zψ)(k + γ∗, θ) = e−iθ·γ∗(Zψ)(k, θ) ∀ γ∗ ∈ Γ∗. (21)
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Equation (20) shows that for any fixed k ∈ R2, (Zψ)(k, ·) is a Γ-periodic function and can
be seen as an element of Hf := L2(V, d2θ) with V := R2/Γ a two-dimensional slant torus
(Voronoi torus). The torus V coincides with the the fundamental cellMΓ endowed with the
identification of the opposite edges and d2θ denotes the (normalized) measure induced on V
by the identification with MΓ. The Hilbert space Hf is the space of fast degrees of freedom,
corresponding to the microscopic scale. Equation (21) involves a unitary representation
τ : Γ∗ −→ U (Hf) of the group of the (dual) lattice translations Γ∗ on the Hilbert space
Hf. For every γ∗ ∈ Γ∗ the unitary operator τ(γ∗) is the multiplication with eiθ·γ∗ . It will be
convenient to introduce the Hilbert space
Hτ :=
{
ψ ∈ L2loc
(
R2, d2k,Hf
)
: ψ(k − γ∗, ·) = τ(γ∗) ψ(k, ·)} (22)
equipped with the inner product 〈ψ;ϕ〉Hτ :=
∫
MΓ∗
(ψ(k);ϕ(k))Hf d
2k where d2k := d2k
(2pi)2
is the normalized measure. There is a natural isomorphism from Hτ to L2 (MΓ∗ , d2k, Hf)
given by restriction from R2 to MΓ∗ , and with inverse given by τ -covariant continuation, as
suggested by (21). The Bloch-Floquet transform (19) extends to a unitary map
Z : Hphy −→ Hτ ' L2
(
MΓ∗ , d
2k,Hf
) ' L2(MΓ∗ , d2k)⊗Hf. (23)
The Hilbert space L2(MΓ∗ , d2k) can be seen as the space of slow degrees of freedom and in
this sense the transform Z produces a decomposition of the physical Hilbert space according
to the existence of fast and slow degrees of freedom.
We need to discuss how differential and multiplication operators behave under Z. Let
Q = (Q1, Q2) be the multiplication by x = (x1, x2) defined on its maximal domain and
P = (P1, P2) = −i∇x with domain the Sobolev space H1(R2), then from (19) it follows:
Z P Z−1 = k ⊗ 1Hf + 1L2(MΓ∗ ) ⊗−i∇θ, Z Q Z−1 = i∇τk (24)
where −i∇θ acts on the domain H1(V) while the domain of the differential operator i∇τk
is the space Hτ ∩H1loc (R2,Hf), namely it consists of vector-valued distributions which are
in H1 (MΓ∗ ,Hf) and satisfy the θ-dependent boundary condition associated with (21). The
central feature of the Bloch-Floquet transform is, however, that multiplication operators
corresponding to Γ-periodic functions like AΓ or VΓ are mapped into multiplication operators
corresponding to the same function, i.e.
Z AΓ(x) Z−1 = 1L2(MΓ∗ ) ⊗ AΓ(θ) Z VΓ(x) Z−1 = 1L2(MΓ∗ ) ⊗ VΓ(θ). (25)
Let HZ := Z HBL Z−1 be the Bloch-Floquet transform of the Bloch-Landau Hamiltonian
(18). According to the relations (24) and (25) one obtains from (18) that
HZ =
1
2
[
−i∇θ + k − AΓ (θ)− A0 (iε∇τk)− ιq
1
2
e⊥ ∧ (iε∇τk)
]2
+ VΓ (θ) + φ (iε∇τk) (26)
with domain of self-adjointness ZH2M(R2) ⊂ Hτ , i.e. the image under Z of the second
magnetic-Sobolev space.
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3.3 The periodic Hamiltonian and the gap condition
When ε = 0 the Bloch-Landau Hamiltonian (18) reduces to the periodic Hamiltonian
Hper =
1
2
[−i∇x − AΓ (x)]2 + VΓ (x) . (27)
According to (26) the Bloch-Floquet transform maps Hper into a fibered operator. In other
words, denoting HZper := Z Hper Z−1, one has HZper =
∫ ⊕
MΓ∗
Hper(k) d
2k where, for each
k ∈MΓ∗
Hper(k) =
1
2
[−i∇θ + k − AΓ(θ)]2 + VΓ(θ). (28)
The operator Hper(k) acts on Hf = L2(V, d2θ) with self-adjointness domain D := H2(V)
(the second Sobolev space) independent of k ∈ MΓ∗ . Moreover it is easy to check that the
Bloch-Floquet transform induces the following property of periodicity, called τ -equivariance:
Hper([k]− γ∗) = τ(γ∗) Hper([k]) τ(γ∗)−1 ∈ Γ∗ ∀γ∗ ∈ Γ∗. (29)
where the notation k := [k]− γ∗ denotes the a.e.-unique decomposition of k ∈ R2 as a sum
of [k] ∈MΓ∗ and γ∗ ∈ Γ∗.
Remark 3.2 (Analiticity). For any k ∈ R2, let I(k) be the unitary operator acting on
Hf as the multiplication by e−iθ·k. Obviously I(k) = I([k] − γ∗) = I([k])τ(γ∗)−1. A simple
computation shows that
Hper(k) = I(k) Hper(0) I(k)
−1 (30)
where the equality holds on the fixed domain of self-adjointness D = H2(V). The τ -
equivariance property (29) follows immediately from (30). Moreover from (30) is evident
that Hper(k) defines an analytic family (of type A) in the sense of Kato (see [RS78] Chapter
XII). Finally a short computation shows
(∂kjHper)(k) = −iI(k) [θj;Hper(0)] I(k)−1 = I(k) (−i∇θ − AΓ (θ))j I(k)−1
and (∂2kjHper)(k) = 1D, (∂
2
k1,k2
Hper)(k) = 0 on the domain D. ♦
The spectrum of Hper, which coincides with the spectrum of HZper, is given by the union
of all the spectra of Hper(k). The following classical results hold true:
Proposition 3.3. Let VΓ and AΓ satisfy Assumption (Aw), then:
(i) for all k ∈ R2 the operator Hper(k) defined by (27) is self-adjoint with domain D =
H2(V) and is bounded below;
(ii) Hper(k) has compact resolvent and its spectrum is purely discrete with eigenvalues
En(k)→ +∞ as n→ +∞;
(iii) let the eigenvalues be arranged in increasing order and repeated according to their
multiplicity for any k ∈ MΓ∗, i.e. E1(k) 6 E2(k) 6 E3(k) 6 . . . then En(k) is a
continuous Γ∗-periodic function of k.
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The above result differs from the standard theory of periodic Schrödinger operators just
for the presence of a periodic vector potential AΓ. Since we were no able to find a suitable
reference in the literature, we sketch its proof in Appendix A.1.
We call En(·) the nth Bloch band or energy band. The corresponding normalized eigen-
states {ϕn(k)}n∈N ⊂ D are called Bloch functions and form, for any k ∈MΓ∗ , an orthonormal
basis of Hf. Notice that, with this choice of the labelling, En(·) and ϕn(·) are continuous in
k, but generally they are not smooth functions if eigenvalue crossings are present.
We say that a family of Bloch bands {En(·)}n∈I , with I := [I+, I−] ∩ N, is isolated if
inf
k∈MΓ∗
dist
⋃
n∈I
{En(k)},
⋃
j /∈I
{Ej(k)}
 = Cg > 0. (31)
The existence of an isolated part of the spectrum is a necessary ingredient for an adiabatic
theory. We introduce the following:
Assumption (C) [constant gap condition]. The spectrum of Hper admits a family
of Bloch bands {En(·)}n∈I which is isolated in the sense of (31).
Let PI(k) be the spectral projector of Hper(k) corresponding to the family of eigenval-
ues {En(k)}n∈I , then PZI :=
∫ ⊕
MΓ∗
PI(k) d2k is the projector on the isolated family of Bloch
bands labeled by I. In terms of Bloch functions (using the Dirac notation), one has that
PI(·) =
∑
n∈I |ϕn(·)〉〈ϕn(·)|. However, in general, ϕn(·) are not smooth functions of k at
eigenvalue crossing, while PI(·) is a smooth function of k because of the gap condition.
Moreover, from the periodicity of Hper(·), one argues PI([k]− γ∗) = τ(γ∗) PI([k]) τ(γ∗)−1.
In general the smoothness of PI(·) is not enough to assure the existence of family of or-
thonormal basis for the subspaces RanPI(·) which varies smoothly (or only continuously)
with respect to k ∈MΓ∗ . Then we need the following assumption.
Assumption (D) [smooth frame]. Let {En(·)}n∈I be a family of Bloch bands (|I| =
m > 1). We assume that there exists an orthonormal basis {ψn(·)}mj=1 of RanPI(·) whose
elements are smooth and (left) τ -covariant with respect to k, i.e. ψj(·−γ∗) = τ(γ∗)ψj(·) for
all j = 1, . . . ,m and γ∗ ∈ Γ∗.
Note that it is not required that ψj(k) is an eigenfunction of Hper(k). However, in the
special but important case in which the family of bands consist of a single isolated m-fold
degenerate eigenvalue, i.e. En(k) = E∗(k) for every n = 1, . . . ,m, then the Assumption (D)
is equivalent to the existence of an orthonormal basis consisting of smooth and τ -covariant
Bloch functions.
Remark 3.4 (Time-reversal symmetry breaking). As far as low dimensional models are
concerned (d ≤ 3), Theorem 1 in [Pan07] assures that Assumption (D) is true whenever the
Hamiltonian Hper is invariant with respect to the time-reversal symmetry, which is imple-
mented in the Schrödinger representation by the complex conjugation operator. However,
the term AΓ 6= 0 in Hper generically breaks the time reversal symmetry. Therefore, to con-
sider also the effects due to a periodic vector potential, we need to assume the existence of
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a smooth family of frames. Anyway is opinion of the authors that the result in [Pan07] can
be extended to the case of a periodic vector potential, at least assuming that AΓ is small in
a suitable sense. ♦
Let k0 be a fixed point inMΓ∗ and define the projection pir := PI(k0). If the Assumption
(C) holds true then dim pir = dim PI(k) for all k ∈ R2. Let {χn}mj=1 be an orthonormal
basis for Ran pir and define a unitary map
u0(k) := u˜0(k) + u
⊥
0 (k), with u˜0(k) :=
∑
1≤j≤`
|χj〉〈ψj(k)|, (32)
which maps Ran PI(k) in Ran pir. The definition of this unitary is not unique because
the freedom in the choice of the frame and of the orthogonal complement u⊥0 (k). From
the definition and the τ -covariance of ψj(·) one has that u0(k) PI(k) u0(k)−1 = pir and
u0([k]− γ∗) = u0([k]) τ(γ∗)−1 (right τ -covariance).
3.4 τ -equivariant and special τ -equivariant symbol classes
Proposition 3.3 shows that for all k ∈ R2, the operator Hper(k) defines an unbounded self-
adjoint operator on the Hilbert space Hf with dense domain D := H2(V). However the
domain D can be considered itself as a Hilbert space with respect to the Sobolev norm
‖ · ‖D := ‖(1Hf − ∆θ) · ‖Hf and so Hper(k) can be seen as a bounded linear operator from
D to Hf, i.e. as an element of the Banach space B(D,Hf). The map R2 3 k 7→ Hper(k) ∈
B(D,Hf) is a special example of a operator-valued symbol. For a summary about the theory
of the Weyl quantization of vector-valued symbols, we refer to Appendices A and B in
[Teu03]. In what follows we will need the following definition.
Definition 3.5 (Hörmander symbol classes). A symbol is any map F from the (cotangent)
space R2 × R2 to the Banach space B(D,Hf), i.e. R2 × R2 3 (k, η) 7→ F (k, η) ∈ B(D,Hf).
A function w : R2 × R2 → [0,+∞) is said to be an order function if there exists constants
C0 > 0 and N0 > 0 such that
w(k, η) 6 C0
(
1 + |k − k′|2 + |η − η′|2)N02 w(k′, η′) (33)
for every (k, η), (k′, η′) ∈ R2 × R2. A symbol F ∈ C∞(R2 × R2,B(D,Hf)) is an element of
the (Hörmander) symbol class Sw(B(D,Hf)) with order function w, if for every α, β ∈ N2
there exists a constant Cα,β > 0 such that ‖(∂αk ∂βηF )(k, η)‖B(D,Hf) 6 Cα,β w(k, η) for every
(k, η) ∈ R2 × R2.
According to the previous definition, the vector-valued map Hper(·) defines a Hörmander
symbol constant in the η-variables and with order function v(k, η) := 1+|k|2 (see the proof of
Proposition 3.10 below). However, as showed by equation (29), the symbol Hper(·) satisfies
an extra condition of periodicity.
Definition 3.6 (τ -equivariant symbols). Let Γ∗ be a two dimensional lattice (the dual
lattice defined in Section 2 for our aims) and τ : Γ∗ → U (Hf) the unitary representation
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defined in Section 3.2. Denote by τ˜ := τ |D the bounded-operator (2) representation of Γ∗ in
D. A symbol F ∈ Sw(B(D,Hf)) is said to be τ -equivariant if
F (k − γ∗, η) = τ(γ∗) F (k, η) τ˜(γ∗)−1 ∀ γ∗ ∈ Γ∗, k ∈ R2.
The space of τ -equivariant symbols is denoted as Swτ (B(D,Hf)).
For the purposes of this work, it is convenient to focus on special classes of symbols. By
considering the kinetic momentum function R2 × R2 3 (k, η) κ7−→ κ(k, η) := k − A(η) ∈ R2,
with A fulfilling Assumption (B), one defines the minimal coupling map by
(k, η)
κ7−→ κ(k, η) := (κ(k, η), η) ∈ R2 × R2. (34)
Definition 3.7 (Special τ -equivariant symbols). Let w be an order function, in the sense
of (33). We define
Swκ;τ (B(D,Hf)) := {F˜ = F ◦ κ : F ∈ Swτ (B(D,Hf))}.
We refer to Swκ;τ (B(D,Hf)) as the class of special τ -equivariant symbols. The following
result shows that special symbols can be considered as genuine τ -equivariant symbols with
respect to a modified order function. The key ingredient is the linear growth of the kinetic
momentum.
Lemma 3.8. With the above notations Swκ;τ (B(D,Hf)) ⊂ Sw′τ (B(D,Hf)) where w′ := w◦κ.
Proof. If F ∈ Swτ (B(D,Hf)) then also F ◦κ is τ -equivariant, indeed κ(k−γ∗, η) = κ(k, η)−
γ∗ and (F ◦ κ)(k − γ∗, η) = τ(γ∗) (F ◦ κ)(k, η) τ˜(γ∗)−1. Since κ is a smooth function,
then also the composition F ◦ κ is a smooth function. Observing that (F ◦ κ)(k, η) =
F (k − A(η), η) it follows that
(∂kj(F ◦ κ))(k, η) = ((∂kjF ) ◦ κ)(k, η)
(∂ηj(F ◦ κ))(k, η) = ((∂ηjF ) ◦ κ)(k, η) +
2∑
i=1
(∂ηjκi)(k, η) ((∂kiF ) ◦ κ)(k, η)
where ∂ηjκi are bounded functions because Assumption (B). From the first equation it
follows that
‖∂kj(F ◦ κ)(k, η)‖B(D,Hf) 6 Cj,0 (w ◦ κ)(k, η) j = 1, 2
for suitable positive constants Cj,0. Similarly the second equation implies
‖∂ηj(F ◦ κ)(k, η)‖B(D,Hf) 6 [C0,j +K(C1,0 + C2,0)](w ◦ κ)(k, η).
where K > 0 is a bound for the functions ∂ηjκi. By an inductive argument on the number
of the derivatives one can proof that the derivatives of F ◦ κ are bounded by the function
w′ := w ◦ κ. To complete the proof we need to show that w′ is an order function according
to Definition 3.5. This follows by a simple computation using the fact that κ has a linear
growth in k and η. 
(2)Clearly τ(γ∗) acts as an invertible bounded operator on the space D, but it is no longer unitary with
respect to the Sobolev-norm defined on D.
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In view of Lemma 3.8, all the results of Appendix B of [Teu03] hold true for symbols in
Swκ;τ (B(D,Hf)) and in particular the quantization of a symbol in Swκ;τ (B(D,Hf)) preserves
the τ -equivariance and that the pointwise product or the Moyal product of two symbols of
order w1 and w2 produce a symbol of order w1w2 (see [Teu03], Propositions B.3 and B.4).
Remark 3.9 (Notation). In what follows we will use the short notation F (κ; η) := (F ◦
κ)(k, η) to denote the special symbol F ◦ κ ∈ Swκ;τ (B(D,Hf)) related to the τ -equivariant
symbols F ∈ Swτ (B(D,Hf)). We emphasize on the use of the semicolon “;” instead the
comma “,” and of the symbol of the kinetic momentum κ instead the quasi-momentum k.
♦
3.5 Semiclassics: quantization of equivariant symbols
As explained in Section 3.2, the Bloch-Floquet transform Z provides the separation between
the fast degrees of freedom, associated to the Hilbert space Hf = L2(V, d2θ), and the slow
degrees of freedom, associated to the Hilbert L2(MΓ∗ , d2k). A fruitful point of view is to
consider the slow degrees of freedom “classical” with respect to the “quantum” fast degrees of
freedom. Mathematically, this is achived by recognizing that the Hamiltonian HZ defined in
(26) is the Weyl quantization of an operator-valued “semiclassical” symbol over the classical
phase space R2 × R2. As explained rigorously in the Appendices A and B of [Teu03], the
quantization procedure maps an operator-valued symbol F : R2 × R2 → B(D,Hf) into a
linear operator Opε(F ) : S(R2,D) → S(R2,Hf), where S(R2,H) denotes the space of H-
valued Schwartz functions. The quantization procedure concerns only the slow degrees of
freedom and at a formal level can be identified with the prescription
k 7−→ Opε(k) := multiplication by k ⊗ 1D; η 7−→ Opε(η) := iε∇k ⊗ 1D. (35)
Let us consider the operator-valued symbol H0 : R2 × R2 → B(D,Hf) defined by
H0(k, η) :=
1
2
[
−i∇θ + k − AΓ (θ)− A0(η)− ιq 1
2
e⊥ ∧ η
]2
+ VΓ (θ) + φ(η). (36)
The symbol H0 does not depend on ε and in view of Proposition 3.3 it defines an unbounded
operator on Hf with domain of self-adjointness D = H2(V) for all choice of (k, η) ∈ R2×R2.
According to the notation of Section 3.4 and comparing (36) with (28) we can write
H0(k, η) = Hper (κ(k, η)) + φ(η) = (Hφ ◦ κ)(k, η). (37)
where Hφ(k, η) := Hper(k) + φ(η). As suggested by equation (29), Hφ is a τ -equivariant
symbol. Thus the symbol H0 is τ -equivariant with respect to the kinetic momentum κ. The
following result establishes the exact symbol class for H0.
Proposition 3.10. If Assumption (Aw) and (B) hold true then H0 ∈ Svκ;τ (B(D;Hf)) with
order function v(k, η) := 1 + |k|2.
Proof. Using the result of Lemma 3.8, we only need to show that Hφ ∈ Sv(B(D,Hf)). The
later claim is easy to verify, indeed the derivative in η are bounded functions, the second
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derivative in k is a constant and the derivatives of higher order in k are zero. Then we need
only to check the growth of the first derivative in k. A simple computation shows that
‖(∂kjHφ)(k, η)‖B(D,Hf) = ‖(∂kjHper)(k) (1Hf −∆θ)−1‖B(Hf)
and since ∂kjHper is τ -equivariant (see Remark 3.2), then
‖(∂kjHφ)(k, η)‖B(D,Hf) = ‖(∂kjHper)([k])τ(γ∗)−1(1Hf −∆θ)−1‖B(Hf).
Observing that τ(γ∗) is the multiplication by eiθ·γ∗ in Hf and by a simple computation that
(∂kjHper)([k])τ(γ
∗)−1 = τ(γ∗)−1[−2γ∗j + (∂kjHper)([k])] one has
‖(∂kjHφ)(k, η)‖B(D,Hf) 6 C1|γ∗j |+ ‖(∂kjHper)([k])‖B(D,Hf) 6 C1(|k|+ C3) + C2
where C1 = 2‖(1Hf−∆θ)−1‖B(Hf), C2 := maxk∈MΓ∗ ‖(∂kjHper)([k])‖B(D,Hf) and |γ∗j | 6 |γ∗| =
|k − [k]| 6 |k| + C3 with C3 := maxk∈MΓ∗ |k|. The claim follows observing that 1 + |k| 6
2(1 + |k|2). 
Figure 1: Structure of the spectrum of H0(k, η). The picture shows schematically a “relevant part of the
spectrum”, consisting of two energy bands {E∗, E∗+1}, with E∗+j(k, η) = E∗+j(κ(k, η)) + φ(η). Notice that
we assume only a local gap condition, as stated in (38), while in the picture a stronger condition is satisfied:
a gap exists when projecting the relevant bands on the vertical axis.
Equation (37) provides information about the dependence on k and η of the spectrum
of H0. The nth eigenvalue En(k, η) of the operator H0(k, η) is related to the nth eigenvalue
En(k) of the periodic Hamiltonian Hper(k) by the relation En(k, η) = En(κ(k, η)) + φ(η).
The function En : R2 × R2 → R is still Γ∗-periodic in k but only oscillating with bounded
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variation in η. Assumption (C) for the family of Bloch bands {En(·)}n∈I immediately implies
that
inf
(k,η)∈MΓ∗×R2
dist
⋃
n∈I
{En(k, η)},
⋃
j /∈I
{Ej(k, η)}
 = Cg > 0. (38)
This is the relevant part of the spectrum of H0 which we are interested in.
According to the general theory (see Appendices A and B of [Teu03]), one has that
Opε(H0) =
1
2
[
−i∇θ + k − AΓ(θ)− A0 (iε∇k)− ιq 1
2
e⊥ ∧ (iε∇k)
]2
+ VΓ(θ) + φ (iε∇k) (39)
defines a linear operator from S(R2,D) in S(R2,Hf) and by duality it extends to a continuous
mapping Opε(H0) : S ′(R2,D) → S ′(R2,Hf) (with an abuse of notation we use the same
symbol for the extended operator). The τ -equivariance assures that Opε(H0)ϕ([k]− γ∗) =
τ(γ∗)Opε(H0)ϕ([k]) (see [Teu03] Proposition B.3). Since Opε(H0) preserves τ -equivariance
it can then be restricted to an operator on the domain ZH2M(R2) ⊂ S ′(R2,D) which is the
domain of self-adjointness of HZ , according to (26). To conclude that Opε(H0), restricted
to ZH2M(R2), agrees with HZ it is enough to recall that i∇τk is defined as i∇k restricted
to its natural domain H1 (R2,D) ∩ Hτ and to use the spectral calculus. These arguments
justify the following:
Proposition 3.11. The Hamiltonian HZ , defined by (26), agrees on its domain of defi-
nition with the Weyl quantization of the operator-valued symbol H0 defined by (36).
With a little abuse of notation, we refer to this result by writing HZ = Opε(H0).
3.6 Main result: effective dynamics for weak magnetic fields
Let Aε and Bε be ε-dependent (possibly unbounded) linear operators in H. We write
Aε = Bε +O0(ε∞) if: for any N ∈ N there exist a positive constant CN such that
‖Aε −Bε‖B(H) ≤ CN εN (40)
for every ε ∈ [0, ε0). Notice that, though the operators are unbounded, the difference is
required to be a bounded operator.
We refer to Appendices A and B of [Teu03] for the basic terminology concerning pseu-
dodifferential operators, and in particular as for the notions of principal symbol, asymptotic
expansion, resummation, Moyal product.
Theorem 3.12. Let Assumptions (Aw), (B), (C) and (D) be satisfied and let {En(·)}n∈I
(with |I| = m) be an isolated family of energy bands for H0 satisfying condition (38). Then:
1. Almost-invariant subspace: there exist an orthogonal projection Πε ∈ B(Hτ ), with
Πε = Opε(pi) + O0(ε∞) and the symbol pi(k, η) 
∑∞
j=0 ε
j pij(k, η) having principal part
pi0(k, η) = PI(k − A(η)), so that
[HZ ; Πε] = O0(ε∞).
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In particular for any N ∈ N there exist a CN such that
‖(1− Πε) e−i tεHZ Πε‖ ≤ CN εN |t| (41)
for ε sufficiently small, t ∈ R.
2. Effective dynamics: let Href = L2(MΓ∗ , d2k) ⊗ Hf, pir as defined above (32) and
Πr = 1L2(MΓ∗ ) ⊗ pir ∈ B(Href). Then there exist a unitary operator
Uε : Hτ → Href
such that
(i) Uε = Opε(u) + O0(ε∞), where the symbol u 
∑∞
j=0 ε
juj has principal part u0 given
by (32) with k replaced by κ(k, η);
(ii) Πr = Uε Πε Uε−1;
(iii) posing K := ΠrHref, one has
Uε ΠεH
Z Πε U−1ε = H
ε
eff +O0(ε∞) ∈ B(K)
with Hεeff = Opε(h) and h a resummation of the formal symbol u ] pi ] H0 ] pi ] u−1
(thus algorithmically computable at any finite order). Moreover,
‖(e−i tεHZ − U−1ε e−i
t
ε
Hεeff Uε) Πε‖ ≤ CN′ εN (ε+ |t|). (42)
Remark 3.13. The previous theorem and the following proof generalize straightforwardly
to any dimension d ∈ N. We prefer to state it only in the case d = 2 in view of the
application to the QHE and of the comparison with the results in Section 3, the latter being
valid only for d = 2. ♦
Proof of Theorem 3.12
Step 1. Almost-invariant subspace
The proof of the existence of the super-adiabatic projection is very close to the proof of
Proposition 1 of [PST03a], so we only sketch the strategy and emphasize the main differences
with respect to that proof.
First of all, one constructs a formal symbol pi ∑∞j=0 εj pij (the Moyal projection) such
that: (i) pi ] pi  pi; (ii) pi† = pi; (iii) H0 ] pi  pi ]H0 where  denotes the asymptotic
equivalence of formal series.
The symbol pi is constructed recursively at any order j ∈ N starting from pi0 and H0. One
firstly show the uniqueness of pi (see Lemma 2.3. in [PST03b]). The uniqueness allows us
to construct pi locally, i.e. in a neighborhood of some point z0 := (k0, η0) ∈ R2 × R2. From
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the continuity of the map k 7→ Hper(k) and the condition (31) it follows that there exists a
neighborhood Uk0 of k0 such that for every k ∈ Uk0 the set {En(k)}n∈I can be enclosed by a
positively-oriented circle Σ(k0) ⊂ C independent of k. Moreover it is possible to choose Σ(k0)
in such a way that: it is symmetric with respect to the real axis; dist(Σ(k0), σ(Hper(k))) >
1
4
Cg for all k ∈ Uk0 ; Radius(Σ(k0)) 6 Cr is bounded by a constant Cr independent of k0;
Σ(k0 − γ∗) = Σ(k0) for all γ∗ ∈ Γ∗.
With the notation of Section 3.4 we have H0 = Hφ ◦ κ with Hφ(k, η) := Hper(k) + φ(η).
Let Λ˜(k0, η0) := Σ(k0) + φ(η0) denote the translation of the circle Σ(k0) by φ(η0) ∈ R and
pose Λ := Λ˜ ◦ κ. From the smoothness of φ it follows that there exists a neighborhood
Uz0 ⊂ R2 × R2 of z0 such that dist(Λ(z0), σ(H0(z))) > 14Cg for all z ∈ Uz0 . Moreover Λ(z0)
is symmetric with respect to the real axis, has radius bounded by Cr and is Γ∗-periodic in
the variable κ = k − A(η) (see Figure 1).
We proceed by using the Riesz formula, namely by posing
pij(z) :=
i
2pi
∮
Λ(z0)
dλ Rj(λ, z) on Uz0
where Rj(λ, ·) denotes the j-th term in the Moyal resolvent R(λ, ·) =
∑∞
j=0 ε
jRj(λ, ·) (also
known as the parametrix ), defined by the request that
(H0(·)− λ1D) ]R(λ, ·) = 1Hf , R(λ, ·) ] (H0(·)− λ1D) = 1D on Uz0 .
Each termRj is computed by a recursive procedure starting fromR0(λ, ·) := (H0(·)−λ1D)−1,
as illustrated in [GMS91]. Following [PST03a, equations (30) and (31)] one obtains that
Rj(λ, z) = −R0(λ, z) Lj(λ, z) (43)
where Lj is the (j − 1)-th order obstruction for R0 to be the Moyal resolvent, i.e.
(H0(·)− λ1D) ]
(
j−1∑
n=0
εn Rj(λ, ·)
)
= 1Hf + ε
j Lj(·) +O(εj+1). (44)
At the first order L1 = − i2 {H0, R0}k,η, with {·, ·}k,η the Poisson brackets.
The technical (and crucial) part of the proof is to show that
pij ∈ Svκ;τ (B(Hf,D)) ∩ S1κ;τ (B(Hf))
for all j ∈ N, with v(k, η) := (1 + |k|2). By means of the recursive construction each Rj(λ, ·)
inherits the special τ -equivariance from the principal symbolR0(λ, ·) = ((Hφ◦κ)(·)−λ1D)−1.
The special periodicity in κ of the domain of integration Λ(·) which appears in the Riesz
formula assures also the special τ -equivariance of each pij(·).
Since ‖(∂αz pij)(z)‖[ 6 2piCr supλ∈Λ(z0) ‖∂αz (Rj)(λ, z)‖[ ([ means either B(Hf) or B(Hf;D),
α ∈ N4 is a multiindex and ∂αz := ∂α1k1 ∂α2k2 ∂α3η1 ∂α4η2 ), we need only to prove that Rj(λ, ·) ∈
Svκ;τ (B(Hf,D)) ∩ S1κ;τ (B(Hf)) uniformly in λ. This is the delicate point of the proof.
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First of all, from the definition of Λ(z0) it follows that
‖R0(λ, z)‖B(Hf) = [dist(λ, σ(H0(z)))]−1 6 4/Cg
uniformly in λ. Let σ ∈ N4, with |σ| = 1. One observes that ∂σzR0(λ, z) = −R0(λ, z)Nσz (λ, z)
with Nαz (λ, z) := ∂αzH0(z) R0(λ, z). From the relation
∂σzN
α
z = N
α+σ
z −Nαz Nσz
and an inductive argument, it follows the chain rule
∂αzR0 = R0
∑
ωβ1...β|α|N
β1
z . . . N
β|α|
z
where β1, . . . , β|α| ∈ N4, |α| := α1 + . . . + α4, ωβ1...β|α| = ±1 is a suitable sign function and
the sum runs over all the combinations of multiindices such that β1 + . . . + β|α| = α with
the convention N0z = 1. The chain rule implies that R0 ∈ S1κ;τ (B(Hf)) provided that
‖Nαz ‖B(Hf) = ‖∂αzH0 R0‖B(Hf) 6 Cα uniformly in λ.
The latter condition is true since ‖(∂αzH0)(k, η) R0(λ, k, η)‖B(Hf) 6 (g ◦ κ)(k, η), for a
suitable g(k, η), Γ∗-periodic in k and bounded in η; the latter claim can be checked as in
Proposition 3.10.
Similarly to prove that R0 ∈ Svκ;τ (B(Hf,D)) we need to show that
‖R0 Nαz ‖B(Hf,D) = ‖(1Hf −∆θ) R0 Nαz ‖B(Hf) 6 Cα v′(·)
uniformly in λ. SinceNαz is bounded onHf it is sufficient to show that ‖(1Hf−∆θ)R0(λ; z)‖B(Hf) 6
C ′α v
′(z). Observe that ‖(1Hf−∆θ)R0(λ, [κ]−γ∗; η)‖B(Hf) = ‖(1Hf−∆θ)τ(γ∗)−1R0(λ, [κ]; η)‖B(Hf).
The commutation relation
−∆θτ(γ∗)−1 = τ(γ∗)−1
(|γ∗|2 + i2γ∗ · ∇θ −∆θ)
and the straightforward bound
‖ (|γ∗|2 + i2γ∗ · ∇θ −∆θ) (1Hf −∆θ)−1‖B(Hf) 6 C(1 + |γ∗|2) 6 C ′(1 + |κ(k, η)|2)
imply
‖(1Hf −∆θ)R0(λ, z)‖B(Hf) 6 C ′α v′(z)‖(1Hf −∆θ)R0(λ, [κ]; η)‖B(Hf)
with v′ := v ◦ κ. Finally observe that
‖(1Hf −∆θ)R0(λ, [κ]; η)‖B(Hf) 6 f([κ]; η) 6 C ′′. (45)
The first inequality above follows by an expansion on the Fourier basis, for fixed [κ] and
η; the second follows from the fact that [κ] takes values on a compact set and the explicit
dependence on η is through the bounded function φ. The bound (45) implies that R0 ∈
Svκ;τ (B(Hf,D)) ∩ S1κ;τ (B(Hf)) uniformly in λ.
To prove that Rj ∈ S1κ;τ (B(Hf)), we observe that for any α ∈ Nd one has
∂αzRj(λ, z) = R0(λ, z) M
α
z;j(λ, z)
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whereMαz;j is a linear combination of terms which are product of Nβz and ∂δzLj with |β|, |δ| 6
|α|. Thus it is sufficient to prove that Lj ∈ S1κ;τ (B(Hf)) for every j ∈ N. The latter claim is
proved by induction on j ∈ N. Referring to (43), one has trivially that L1 ∈ S1κ;τ (B(Hf)).
Lj+1 is a linear combination of products of Nαz (with 0 6 |α| 6 j + 1) and Mβz,i (with
|β| + i = j + 1 and 0 6 i 6 j). Then the induction hypothesis on Li for all i = 1, . . . , j
implies that Lj+1 is in S1κ;τ (B(Hf)).
Finally observing that ‖∂αzRj‖B(Hf,D) 6 ‖Mαz;j‖B(Hf) ‖R0‖B(Hf,D) and using the fact that
R0 ∈ Svκ;τ (B(Hf,D)) it follows that Rj ∈ Svκ;τ (B(Hf,D))∩S1κ;τ (B(Hf)) uniformly in λ, for
all j ∈ N.
As explained in Section 3.4, we can apply the result of Proposition B.4 in [Teu03] to spe-
cial τ -equivariant symbols obtaining H0 ] pi ∈ Sv2κ;τ (B(Hf)). However the τ -equivariance
of H0 ] pi and its derivatives implies that the norms are bounded in z, hence H0 ] pi ∈
S1κ;τ (B(Hf)) which implies by adjointness also pi ]H0 ∈ S1κ;τ (B(Hf)). By construction
[HZ ;Opε(pi)] = Opε(H0 ] pi − pi ]H0) = O0(ε∞) where the remainder is bounded in the
norm of B(Hτ ).
The operator Opε(pi) is only approximately a projection, since Opε(pi)2 = Opε(pi ] pi) =
Opε(pi) +O0(ε∞). We obtain the super adiabatic projection Πε by using the trick in [NS04].
Indeed, one notices that, for ε sufficiently small, the spectrum of Opε(pi) does not contain
e.g. the points {1/2} and {3/2}. Thus, the formula
Πε =
i
2pi
∮
|z−1|=1/2
(Opε(pi)− z)−1. (46)
yields an orthogonal projector such that Πε = Opε(pi) +O0(ε∞).
Finally, equation (41) follows by observing that [HZ ; Πε] = O0(ε∞) implies
[e−i
t
ε
HZ ; Πε] = O0(ε∞|t|)
as proved in Corollary 3.3 in [Teu03].
Step 2. Construction of the intertwining unitary
The construction of the intertwining unitary follows as in the proof of Proposition 2 of
[PST03a]. Firstly one constructs a formal symbol u  ∑∞j=0 εjuj such that: (i) u† ] u =
u ] u† = 1Hf ; (ii) u ] pi ] u† = pir.
The existence of such a symbol follows from a recursive procedure starting from u0 and
using the expansion of pi ∑∞j=0 εjpij obtained above. However, the symbol u which comes
out of this procedure is not unique.
Since u0 is right τ -covariant (see the end of Section 3.3) in κ, then one can prove by
induction that the same is also true for all the symbols uj and hence for the full symbol
u. Finally, since u0 ∈ S1(B(Hf)) one deduces by induction also uj ∈ S1(B(Hf)) for all
j ∈ N. The quantization of this symbol is an element of B(Hτ ,Href) satisfying the following
properties:
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(i) Opε(u)Opε(u)† = 1Href +O0(ε∞),
(ii) Opε(u)†Opε(u) = 1Hτ +O0(ε∞),
(iii) Opε(u)ΠεOpε(u)† = Πr +O0(ε∞).
Nevertheless Opε(u) can be modified by an O0(ε∞) term using the same technique of
Lemma 3.3 (Step II) in [PST03b] to obtain the true unitary Uε.
Step 3. Effective dynamics
The last step of the proof is identical to the corresponding part (Proposition 3) of [PST03a].
3.7 Hofstadter-like Hamiltonians
We now focus on the special case of a single isolated energy band E∗, i.e. m = 1, and we com-
ment on the relation between the effective Hamiltonian, the celebrated Peierls substitution
and Hofstadter-like Hamiltonians (see Section 1).
In this special case, pi0(κ) = |ψ∗(κ)〉〈ψ∗(κ)| and u0(κ) = |χ〉〈ψ∗(κ)| + u⊥0 where ψ∗(k) is
the eigenvector of Hper(k) corresponding to the eigenvalue E∗(k). Let h ∈ S1(B(Hf)) be a
resummation of the formal symbol u ] pi ]H0 ] pi ] u−1. A straightforward computation yields
h0 = u0 pi0H0 pi0 u
†
0 = |χ〉〈ψ∗| |ψ∗〉〈ψ∗| H0 |ψ∗〉〈ψ∗| |ψ∗〉〈χ| = E∗ pir.
Since pir is one-dimensional, h0 can be regarded as a scalar-valued symbol with explicit
expression
h0(k, η) = E∗(k, η) = E∗ (k − A(η)) + φ(η).
By considering the quantization of the latter, the effective one-band Hamiltonian reads
Opε(h0) = E∗(k, iε∇k) = E∗ (k − A(iε∇k)) + φ(iε∇k). (47)
The latter formula corresponds to the momentum-space reformulation of the well-known
Peierls substitution [Pei33, AM76].
To illustrate this point, we specialize to the case of a uniform external magnetic field and
zero external electric field, setting φ = 0 and A0 = 0 in (36). The leading order contribution
to the dynamics in the almost invariant subspace is therefore given by a bounded operator,
acting on the reference Hilbert space L2(MΓ∗ , d2k), defined as the quantization (in the sense
of Section 3.5) of the function E∗ ◦ κ : (k, η) 7→ E∗(k − A(η)), defined on Td × Rd.
Loosely speaking, the above procedure corresponds to the following “substitution rule”:
one may think to quantize the smooth function E∗ : Td → R by formally replacing the
variables (k1, k2) with the operators (K ′1 ,K ′2 ) defined by
K ′1 := k1 +
i
2
(ιqε)
∂
∂k2
, K ′2 := k2 −
i
2
(ιqε)
∂
∂k1
, (48)
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regarded as unbounded operators acting in L2(MΓ∗ , d2k). To make this procedure rigorous,
one can expand E∗ in its Fourier series, i.e. E∗(k) =
∑
n,m∈Z cn,m e
i2pi(na+mb)·k and define
the Peierls’ quantization of E∗ as the operator obtained by the same series expansion
with the phases ei2pi(na+mb)·k replaced by the unitary operators ei2pi(na+mb)·K ′ (the series is
norm-convergent, in view of the regularity of E∗). This fixes uniquely the prescription for
the quantization.
To streamline the notation, one introduces new coordinates ξ1 := 2pi(a·k) and ξ2 := 2pi(b·
k) such that the function E ′∗, E ′∗(ξ1, ξ2) := E∗(k(ξ)) becomes (2piZ)2-periodic. The change
of variables induces a unitary map from L2(MΓ∗2, d2k) to L2(T2, d2ξ) which intertwines the
operators (48) with the operators (recall ε = 2pi/hB)
K1 := ξ1 + ipi
(
ιq
hB
)
∂
∂ξ2
, K2 := ξ2 − ipi
(
ιq
hB
)
∂
∂ξ1
, (49)
so that 2pi(a ·K ′) 7→ K1 and 2pi(b ·K ′) 7→ K2.
Let F : T2 → C be sufficiently regular that its Fourier series F (ξ1, ξ2) =
∑
n,m∈Z fn,me
i(nξ1+mξ2)
is uniformly-convergent. We define the Peierls quantization of F as
F̂ :=
∑
n,m∈Z
fn,mei(nK1+mK2).
Let U0 = eiK1 and V0 = eiK2 (Hofstadter unitaries), acting on L2(T2, d2ξ) as
(U0ψ)(ξ1, ξ2) = eiξ1ψ
(
ξ1, ξ2 − pi ιq
hB
)
, (V0ψ)(ξ1, ξ2) = eiξ2ψ
(
ξ1 + pi
ιq
hB
, ξ2
)
. (50)
We regard (50) as the definition of the two unitaries, so there is no need to specify the
domain of definition of the generators (49). Thus the Peierls quantization of the function F
defines a bounded operator on L2(T2, d2ξ) given, in terms of the Hofstadter unitaries, by
F̂ (U0,V0) =
+∞∑
n,m=−∞
fn,m e
ipinm
(
ιq
hB
)
Un0 V
m
0 , (51)
where the fundamental commutation relation U0V0 = e
−i2pi
(
ιq
hB
)
V0U0 has been used. For-
mula (51) defines a Hofstadter-like Hamiltonian with deformation parameter 1/hB. Indeed,
the special case HHof = U0 +U−10 +V0 +V
−1
0 is (up to a unitary equivalence) the celebrated
Hofstadter Hamiltonian [Hof76].
Summarizing, we draw the following
Conclusion 3.14. Under the assumption of Theorem 4.7, for every VΓ ∈ L2loc(R2, d2r),
in the Hofstadter regime (hB →∞), the dynamics generated by the Hamiltonian HBL (1) in
the subspace related to a single isolated Bloch band, is approximated up to an error of order
1/hB (and up to a unitary transform) by the dynamics generated on the reference Hilbert
space L2(T2, d2ξ) by a Hofstadter-like Hamiltonian, i.e. by a power series in the Hofstadter
unitaries U0 and V0 defined by (50).
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4 Space-adiabatic theory for the Harper regime
4.1 Adiabatic parameter for strong magnetic fields
We now consider the case of a strong external magnetic field. Since we are interested in the
limit B → +∞ we set A0 = 0 and Φ = 0 in the Hamiltonian (9). By exploiting the gauge
freedom, we choose
∇r · AΓ = 0,
∫
MΓ
AΓ(r) d
2r = 0, (52)
this choice being always possible [Sob97]. Let us denote by Qr = (Qr1 , Qr2) the multipli-
cation operators by r1 and r2 and with Pr = (Pr1 , Pr2) = −i}∇r. Taking into account
conditions (52) and A0 = 0, φ = 0, the Hamiltonian (9) is rewritten as
HBL =
1
2m
[(
Pr1 +
qB
2c
Qr2
)2
+
(
Pr2 −
qB
2c
Qr1
)2]
+ V˜Γ(Qr) + W˜(Qr) (53)
where
V˜Γ(Qr) = VΓ(Qr) +
q2
2mc2
|AΓ(Qr)|2 (54)
W˜(Qr, Pr) = − q
mc
(AΓ)1(Qr)
[
Pr1 +
qB
2c
Qr2
]
− q
mc
(AΓ)2(Qr)
[
Pr2 −
qB
2c
Qr1
]
(55)
with (AΓ)1 and (AΓ)2 the Γ-periodic components of the vector potential AΓ. The first of
(52) assures that W˜ is a symmetric operator.
It is useful to define two new pairs of canonical dimensionless operators:
(fast)

K1 := − 1
2δ
b∗ ·Qr − ιq δ} a · Pr
K2 :=
1
2δ
a∗ ·Qr − ιq δ} b · Pr
(slow)

G1 :=
1
2
b∗ ·Qr − ιq δ
2
}
a · Pr
G2 :=
1
2
a∗ ·Qr + ιq δ
2
}
b · Pr
(56)
where δ :=
√
}B =
√
Φ0/2piZΦB according to the notation introduced in Section 1. Since
δ2 ∝ 1/B, the limit of strong magnetic field corresponds to δ → 0. We consider δ as the
adiabatic parameter in the Harper regime. A direct computation shows that
[K1;K2] = iιq 1Hphy , [G1;G2] = iιq δ
2 1Hphy , [Kj;Gk] = 0, j, k = 1, 2. (57)
These new variables are important for three reasons:
(a) they make evident a separation of scales between the slow degrees of freedom related
to the the dynamics induced by periodic potential and the fast degrees of freedom
related to the cyclotron motion induced by the external magnetic field. Indeed, for
VΓ = 0, the fast variables (K1, K2) (the kinetic momenta) describe the kinetic energy
of the cyclotron motion, while the slow variables (G1, G2) correspond semiclassically
to the center of the cyclotron orbit and are conserved quantities.
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(b) The new variables are dimensionless. According to the notation used in Section 3.1
let HBL := 1/E0HBL be the dimensionless Bloch-Landau Hamiltonian with E0 := }2/mΩΓ
the natural unit of energy.
(c) The use of the new variables simplifies the expression of the Γ-periodic functions
appearing in HBL. Indeed, a∗ ·Qr = G2 + δ K2 and b∗ ·Qr = G1− δ K1, hence if fΓ is
any Γ-periodic function one has
fΓ(Qr) = f(G2 + δ K2, G1 − δ K1) (58)
where f is the Z2-periodic function related to fΓ.
In terms of the new variables (56), the Hamiltonian HBL reads
HBL =
1
δ2
Ξ(K1, K2) + V (G2 + δ K2, G1 − δ K1) + 1
δ
W (K1, G1, K2, G2) (59)
where
Ξ(K1, K2) :=
1
2ΩΓ
[|a|2K22 + |b|2K12 − a · b {K1;K2}] (60)
is a quadratic function of the operators K1 and K2 ({·; ·} denotes the anticommutator),
V is the Z2-periodic function related to the Γ-periodic function 1/E0V˜Γ and W denotes the
function 1/E0W˜ with respect the new canonical pairs, namely
W (K1, G1, K2, G2) = f1 (G2 + δ K2, G1 − δ K1)K1 − f2 (G2 + δ K2, G1 − δ K1)K2 (61)
where f1 and f2 are the Z2-periodic dimensionless functions
f1(a
∗ · r, b∗ · r) := 2piZΩΓ
Φ0
(a∗ · AΓ)(r) and f2(a∗ · r, b∗ · r) := 2piZΩΓ
Φ0
(b∗ · AΓ)(r).
An easy computation shows that the first gauge condition of (52) is equivalent to
∂f1
∂x1
(x1, x2) +
∂f2
∂x2
(x1, x2) = 0. (62)
Obviously W is a symmetric operator, since W˜ is symmetric.
The problem has a natural time-scale which is fixed by the cyclotron frequency ωc = |q|Bmc .
With respect to the (fast) ultramicroscopic time-scale τ := ωcs, equation (12) becomes
i
1
δ2
∂
∂τ
ψ = HBLψ, δ
2 =
E0
}ωc
. (63)
Thus the physically relevant Hamiltonian is
HδBL := δ
2 HBL = Ξ(K1, K2) + δ W (K1, G1, K2, G2) + δ
2 V (G2 + δ K2, G1 − δ K1) . (64)
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4.2 Separation of scales: the von Neumann unitary
The commutation relations (57) show that (K1, K2) and (G1, G2) are two pairs of canonical
conjugate operators. The Stone-von Neumann uniqueness Theorem (see [BR97] Corollary
5.2.15) assures the existence of a unitary map W (called von Neumann unitary)
W : Hphy−→Hw := Hs ⊗Hf = L2(R, dxs)⊗ L2(R, dxf) (65)
such that
WG1W
−1 = Qs = multiplication by xs, WG2W−1 = Ps = −iιqδ2 ∂
∂xs
(66)
WK1W
−1 = Qf = multiplication by xf, WK2W−1 = Pf = −iιq ∂
∂xf
. (67)
The explicit costruction of the von Neumann unitary W is described in Appendix B.
Let Xj := Gj + (−1)jδ Kj with j = 1, 2. From (66) and (67) it follows that
X ′1 := WX1W
−1 = Qs − δ Qf, X ′2 := WX2W−1 = Ps + δ Pf. (68)
Since X1 and X2 commute, one can use the spectral calculus to define any measurable func-
tion ofX1 andX2. For any f ∈ L∞(R2, d2x) one defines f(X1, X2) :=
∫
R2 f(x1, x2) dE
(1)
x1 dE
(2)
x2
where dE(j) is the projection-valued measure corresponding to Xj. In view of the unitarity
of W , and observing that dE′(j) := WdE(j)W−1 is the projection-valued measure of X ′j, one
obtains that
Wf(X1, X2)W
−1 =
∫
R2
f(x1, x2) dE
′
x1
(1)
dE′x2
(2)
= f(X ′1, X
′
2).
So the effect of the conjugation through W on a function f of the operators X1 and X2
formally amounts to replace the operators Xj with X ′j inside f .
In view of the above remark, one can easily rewrite HδBL making explicit the rôle of the
fast and slow variables, obtaining
HW := WHδBLW
−1 = 1Hs ⊗ Ξ(Qf, Pf) + δ W (Qf, Qs, Pf, Ps) + δ2 V (Ps + δ Pf, Qs − δ Qf)
(69)
where, according to (61),
W (Qf, Qs, Pf, Ps) = f1 (Ps + δ Pf, Qs − δ Qf) Qf − f2 (Ps + δ Pf, Qs − δ Qf) Pf. (70)
4.3 Relevant part of the spectrum: the Landau bands
The existence of a separation between fast and slow degrees of freedom and the decompo-
sition of the physical Hilbert space Hphy into the product space Hw = Hs ⊗Hf are the first
two ingredients to develop the SAPT. According to the general scheme, we “replace” the
canonical operators corresponding to the slow degrees of freedom with classical variables
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which will be re-quantized “a posteriori”. Mathematically, we show that the Hamiltonian
HW acting in Hw is the Weyl quantization of the operator-valued function (symbol) Hδ,
Hδ(ps, xs) := Ξ(Qf, Pf) + δ W (Qf, xs, Pf, ps)︸ ︷︷ ︸
=Wδ(ps,xs)
+δ2 V (ps + δ Pf, xs − δ Qf)︸ ︷︷ ︸
=Vδ(ps,xs)
. (71)
The quantization is defined (formally) by the rules
xs 7−→ Opδ(xs) := Qs ⊗ 1Hf , ps 7−→ Opδ(ps) := Ps ⊗ 1Hf .
For every (ps, xs) ∈ R2, equation (71) defines an unbounded operator Hδ(ps, xs) which acts
in the Hilbert space Hf. To make the quantization procedure rigorous, as explained in
Appendix A of [PST03b], we need to consider Hδ as function from R2 into some Banach
space which is also a domain of self-adjointness for Hδ(ps, xs). We take care of this details
in the Section 4.4.
To complete the list of ingredients needed for the SAPT, we need to analize the spectrum
of the principal part of the symbol (71) as (ps, xs) varies in R2. The principal part of the
symbol, denoted by H0(ps, xs), is given by (71) when δ = 0, so it reads:
H0(ps, xs) := Ξ(Qf, Pf) =
1
2ΩΓ
[|a|2Pf2 + |b|2Qf2 − a · b {Qf;Pf}] . (72)
Since the principal symbol is constant on the phase space, i.e. H0(ps, xs) = Ξ for all
(ps, xs) ∈ R2, we are reduced to compute the spectrum of Ξ. As well-known (see Remark
4.1 below), the spectrum of Ξ is pure point with σ(Ξ) = {λn := (n + 1/2) : n ∈ N}. We
refer to the eigenvalue λn as the n-th Landau level.
The spectrum of the symbolH0 consists of a collection of constant functions σn : R2 → R,
n ∈ N, σn(ps, xs) ≡ λn, which we call Landau bands. The band σn is separated by the rest
of the spectrum by a constant gap. In the gap condition (analogous to (31)) one can choose
Cg = 1. Therefore, each finite family of contiguous Landau bands defines a relevant part of
the spectrun appropriate to develop the SAPT.
Remark 4.1 (The domain of self-adjointness). We describe explicitly the domain of self-
adjointness of H0(ps, xs). Mimicking the standard theory of Landau levels, one introduces
operators
a :=
i√
2
`
ΩΓ
[(a1 + ia2)Pf − (b1 + ib2)Qf] = i√
2
[za Pf − zb Qf] (73)
a† :=
−i√
2
`
ΩΓ
[(a1 − ia2)Pf − (b1 − ib2)Qf] = −i√
2
[za Pf − zb Qf] , (74)
where za := 1` (a1 − ia2) and zb := 1` (b1 − ib2). It is easy to check that
aa† = Ξ(Qf, Pf) + ιq
1
2
1Hf , a
†a = Ξ(Qf, Pf)− ιq 1
2
1Hf , [a; a
†] = ιq 1Hf . (75)
Without loss of generality, we suppose that ιq = 1. Let ψ0 be the ground state defined
by aψ0 = 0. A simple computation shows that ψ0(xf) = Ce−(β−iα)x
2
f , where C > 0 is a
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Figure 2: Structure of the spectrum of H0. The picture shows a “relevant part of the spectrum” consisting
of two Landau bands of constant energy λ∗ and λ∗+1.
normalization constant, and α ∈ R, β > 0 are related to the geometry of the lattice Γ by
α := a·b/2|a|2 and β := ΩΓ/2|a|2. Since ψ0 is a fast decreasing smooth function, the vectors
ψn := (n!)
− 1
2 (a†)nψ0, with n = 0, 1, . . ., are well defined. From the algebraic relations (75)
it follows straightforwardly that: (i) aψn =
√
nψn−1; (ii) the family of vectors {ψn}n∈N is
an orthonormal basis for Hf called the generalized Hermite basis ; (iii) Ξψn = λnψn; (iv) the
spectrum of Ξ is pure point with σ(Ξ) = {λn : n ∈ N}.
Let L ⊂ Hf be the set of the finite linear combinations of the elements of the basis
{ψn}n∈N. The unbounded operators a, a† and Ξ are well defined on L and on this domain a†
acts as the adjoint of a and Ξ is symmetric. Both a and a† are closable and we will denote
their closure by the same symbols. The operator Ξ is essentially selfadjoint on the domain
L (the deficiency indices are both zero) and so its domain of selfadjointness F := D(Ξ) is
the closure of L with respect to the graph norm ‖ψ‖2Ξ := ‖ψ‖2Hf + ‖Ξψ‖2Hf . The graph norm
is equivalent to the more simple regularized norm
‖ψ‖F := ‖Ξψ‖Hf .
The domain F has the structure of an Hilbert space with hermitian structure provided by
the regularized scalar product (ψ;ϕ)F := (Ξψ; Ξϕ)Hf . ♦
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4.4 Symbol class and asymptotic expansion
In this section, we firstly identify the Banach space in which the symbol Hδ defined by
(71) takes values and, secondarily, we explain in which sense Hδ is a “semiclassical symbol”
in a suitable Hörmander symbol class. The main results are contained in Proposition 4.2.
Readers who are not interested in technical details can jump directly to the next section. For
the definitions of the Hörmander classes S1(B(Hf)) and S1(B(F ;Hf)) we refer to Section
3.4.
Proposition 4.2. Assume that Assumption (As) holds true. Then for all (ps, xs) ∈ R2 the
operator Hδ(ps, xs) is essentially self-adjoint on the dense domain L ⊂ Hf consisting of finite
linear combinations of generalized Hermite functions, and its domain of self-adjointness is
the domain F on which the operator H0 = Ξ is self-adjoint. Finally, Hδ is in the Hörmander
class S1(B(F ;Hf)).
In particular, Hδ(ps, xs) is a bounded operator from the Hilbert space F to the Hilbert
space Hf for all (ps, xs) ∈ R2. The proof of the Proposition 4.2 follows from the Kato-Rellich
Theorem showing that for any (ps, xs) ∈ R2 the operator Hδ(ps, xs) differs from H0 by a rel-
atively bounded perturbation. The latter claim will be proved in Lemmas 4.3 and 4.4 below.
In view of Assumption (As), V˜Γ ∈ C∞b (R2,R) so its Fourier series
V˜Γ(r) =
∑
n,m∈Z
wn,m ei2pin a
∗·rei2pim b
∗·r
converges uniformly and moreover
∑+∞
n,m=−∞ |m|α1|n|α2 |wn,m| 6 Cα for all α ∈ N2.
Let V be the Z2-periodic function related to 1/E0V˜Γ, as in Section 4.1. In view of (58)
one has
W
V˜Γ
E0 (X1, X2)W
−1 = V (Ps + δPf, Qs − δPf) =
+∞∑
n,m=−∞
vn,m ei2pi(nPs+mQs) ei2piδ(nPf−mQf) (76)
with vn,m := 1/E0wn,m and where we used the fact that fast and slow variables commute
and [Qs;Ps] = δ2[Qf;Pf]. The operator (76) can be seen as the Weyl quantization of the
operator-valued symbol
Vδ(ps, xs) :=
+∞∑
n,m=−∞
vn,m ei2pi(nps+mxs) ei2piδ(nPf−mQf) (77)
with quantization rule
Opδ
(
ei2pi(nps+mxs)
)
= ei2pi(nPs+mQs) ⊗ 1Hf . (78)
Lemma 4.3. Let Assumption (As) hold true. Then Vδ ∈ S1(B(Hf)) ∩ S1(B(F ;Hf)). In
particular Vδ(ps, xs) is a bounded self-adjoint operator on Hf for all (ps, xs) ∈ R2.
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Proof. It is sufficient to show that Vδ ∈ S1(B(Hf)) since
‖∂αVδ‖B(F ;Hf) = ‖(∂αVδ) Ξ−1‖B(Hf) 6 2‖∂αVδ‖B(Hf)
in view of ‖Ξ−1‖B(Hf) = 2. Let α := (α1, α2) ∈ N2, then
∥∥∂α1ps ∂α2xs Vδ(ps, xs)∥∥B(Hf) 6 (2pi)|α| +∞∑
n,m+−∞
|n|α1|m|α2 |vn,m| 6 (2pi)
|α|
E0 Cα
for all (ps, xs) ∈ R2, as a consequence of the unitarity of ei2piδ(nPf−mQf). The self-adjointness
follows by observing that {vn,m} are the Fourier coefficients of a real function. 
Assumption (As) implies that the Γ-periodic functions a∗ ·AΓ and b∗ ·AΓ are elements of
C∞b (R2,R). By the same arguments above, one proves that the operators fj(Ps + δPf, Qs −
δPf), j = 1, 2, appearing in (70), are the Weyl quantization of the operator-valued functions
f
(j)
δ (ps, xs) :=
+∞∑
n,m=−∞
f (j)n,m e
i2pi(nps+mxs) ei2piδ(nPf−mQf) j = 1, 2 (79)
according to (78). The coefficients 1
2pi
Φ0
ZΩΓ
f
(j)
n,m are the Fourier coefficients of a∗ · AΓ if j = 1
and of b∗ · AΓ if j = 2. Thus, equation (70) shows that the operator W (Qf, Qs, Pf, Ps)
coincides with the Weyl quantization of the operator-valued symbol
Wδ(ps, xs) := f
(1)
δ (ps, xs) Qf + f
(2)
δ (ps, xs) Pf, (80)
defined, initially, on the dense domain L.
Lemma 4.4. Let Assumption (As) hold true. Then f
(j)
δ ∈ S1(B(Hf)) ∩ S1(B(F ;Hf)),
for j = 1, 2. For all (ps, xs) ∈ R2, the bounded operators f (j)δ (ps, xs) are self-adjoint while
Wδ(ps, xs) is symmetric on the dense domain L and infinitesimally bounded with respect to
Ξ. Finally Wδ ∈ S1(B(F ;Hf)).
Proof. As in the first part of the proof of Lemma 4.3, one proves that f (j)δ ∈ S1(B(Hf)) ∩
S1(B(F;Hf)) and its self-adjointness. The operator Wδ(ps, xs) is a linear combination of Qf
and Pf, which are densely defined on L, multiplied by bounded operators. Using (62) one
checks by a direct computation that Wδ(ps, xs) acts as a symmetric operator on L. Since Qf
and Pf are infinitesimally bounded with respect to Ξ, then the same holds true forWδ(ps, xs),
(ps, xs) ∈ R2. The last claim follows by observing that
‖∂α(f (j)δ Xf)‖B(F ;Hf) = ‖(∂αf (j)δ ) Xf Ξ−1‖B(Hf) 6 ‖Xf Ξ−1‖B(Hf) ‖∂αf (j)δ ‖B(Hf),
with j = 1, 2 and Xf = Qf or Pf. Since ‖Xf Ξ−1‖B(Hf) 6 C and f (j)δ ∈ S1(B(Hf)), the claim
is proved. 
Lemmas 4.3 and 4.4, together with the fact that H0 ≡ Ξ is clearly in S1(B(F ;Hf))
imply the last part of Proposition 4.2.
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4.5 Semiclassics: the O(δ4)-approximated symbol
In this section we consider the asymptotic expansion for the symbol Hδ in the parameter δ.
The Fourier expansion (77) for Vδ and the similar expression for Wδ, namely
Wδ(ps, xs) =
+∞∑
n,m=−∞
ei2pi(nps+mxs) ei2piδ(nPf−mQf)
[
f (1)n,m Qf + f
(2)
n,m Pf
]
, (81)
suggest a way to expand the symbolHδ in powers of δ. By inserting the expansion ei2piδIn,m =∑+∞
j=0
(i2piδ)j
j!
In,m
j, with In,m := nPf −mQf, in (77) and (81) and by exchanging the order of
the series one obtains the formal expansions
Vδ(ps, xs) '
+∞∑
j=0
δj Vj+2(ps, xs) Wδ(ps, xs) '
+∞∑
j=0
δj Wj+1(ps, xs) (82)
where
Vj+2(ps, xs) :=
(i2pi)j
j!
+∞∑
n,m=−∞
ei2pi(nps+mxs) In,mj vn,m (83)
Wj+1(ps, xs) :=
(i2pi)j
j!
+∞∑
n,m=−∞
ei2pi(nps+mxs) In,mj
[
f (1)n,m Qf + f
(2)
n,m Pf
]
. (84)
In view of (62), one easily shows that the operators Wj are (formally) symmetric.
The justification of the formal expansions above requires some cautions: (i) we need to
specify the domains of definitions of the unbounded operators In,mj and consequently the
domains of definitions of Vj and Wj; (ii) we need to justify the exchange of the order of the
series in the equations (77) and (81).
As for (i), one notices that
In,m = αn,m a + αn,m a
†, αn,m :=
nzb −mza√
2
. (85)
For all (n,m) ∈ Z2 the operators In,m are essentially self-adjoint on the invariant dense
domain L (their deficiency indices are both zero). The powers In,mj are also well defined
and essentially self-adjoint on L, as consequence of the Nelson Theorem (Theorem X.39 in
[RS75]) since the set {ψn}n∈N of the generalized Hermite functions is a total set of analytic
vectors for every In,m (see Example 2 Section X.6 of [RS75]). The domain of self-adjointness
for In,mj is the closure of L with respect the corresponding graph norm.
The operator Vj(ps, xs) defined by equation (83) is an homogeneous polynomial of degree
j−2 in a and a†. It is symmetric (hence closable) and essentially self-adjoint on the invariant
dense domain L. Analogously, the operators
M jn,m := In,m
j
[
f (1)n,m Qf + f
(2)
n,m Pf
]
= In,m
j
[
gn,m a + gn,m a
†] , gn,m := zaf (1)n,m + zbf (2)n,m√
2
(86)
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which appear in the right-hand side of equation (84), are essentially self-adjoint on L since
the set of the generalized Hermite functions provides a total set of analytic vectors. Thus
we answered to point (i).
Since the generalized Hermite functions are a total set of analytic vectors for all In,m
then the series
∑+∞
j=0
(i2piδ)j
j!
In,m
jψ converges in norm for every ψ ∈ L. From this observation,
the fact that the series of coefficients vn,m, f
(1)
n,m and f (2)n,m are absolutely convergent and that
Qf end Pf leave invariant the domain L, one argues that for all ψ ∈ L the double series
which defines Vδ(ps, xs)ψ and Wδ(ps, xs)ψ are absolutely convergent, hence the order of the
sums can be exchanged. Thus the series appearing on the r.h.s. of (82) agrees with Vδ
(respectively, with Wδ) on the dense domain L. By a density argument, the equality in (82)
holds true on the full domain of definition of Vδ (which is Hf) and Wδ respectively.
In view of the above, we write the “semiclassical expansion” of the symbol Hδ as:
Hδ(ps, xs) = Ξ +
+∞∑
j=1
δj Hj(ps, xs), Hj(ps, xs) := Wj(ps, xs) + Vj(ps, xs) (87)
with V1 = 0.
Proposition 4.2 shows that the natural domain for the full symbolHδ(ps, xs) is the domain
F of self-adjointness of Ξ. However, if we want to truncate the series (87) at the j-th order,
we must be careful in the determination of the domain of definition of the single terms and
to control the remainder. Every term in the expansion (87) is essentially self-adjoint on L.
However, the j-th order term Hj is the sum of two homogeneous polynomials in Qf and Pf
(or equivalently in a and a†), Wj of degree j and Vj of degree j− 2. Since Wj = 0 if AΓ = 0,
one obtains
deg Hj =
{
j, if AΓ 6= 0
j − 2, if AΓ = 0
where deg Hj means the degree of Hj as a polynomial in Qf and Pf. If deg Hj > 2 then
the operator Hj is not bounded by the principal symbol Ξ, and in this sense it cannot be
considered as a “small perturbation” in the sense of Kato. Moreover, some other problems
appear (see Remark 4.8). In order to avoid these problems, we truncate the expansion (87)
up to the polynomial term of degree 2, i.e. up to order δ2 if AΓ = 0 and up to order δ4 if
AΓ 6= 0.
Hereafter let \ be the indicator function of the periodic vector potential, defined as
\ =
{
0, if AΓ 6= 0
1, if AΓ = 0.
Let H˜\δ(ps, xs) := Ξ +
∑2(1+\)
j=1 δ
jHj(ps, xs), namely
H˜1δ (ps, xs) = Ξ + δ
2
+∞∑
n,m=−∞
vn,m ei2pi(nps+mxs)
(
1Hf + i2piδIn,m +
1
2
(i2pi)2δ2In,m
2
)
(88)
H˜0δ (ps, xs) = Ξ + δ
+∞∑
n,m=−∞
ei2pi(nps+mxs)
[
M0n,m + δ(i2piM
1
n,m + vn,m1Hf)
]
. (89)
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We call H˜\δ the approximated symbol up to order δ
2(1+\). As a consequence of the Kato-
Rellich theorem we have the following result:
Proposition 4.5. Under Assumption (As) there exists a constant δ0 such that for every
δ < δ0 and for every (ps, xs) ∈ R2 the operator H˜\δ(ps, xs) (both for \ = 0 or 1) is self-adjoint
on the domain F and bounded from below. Moreover H˜\δ ∈ S1(B(F ;Hf)).
Proof. As proved in Lemma A.2, a and a† are infinitesimally bounded with respect to Ξ.
This fact and Assumption (As), which assures the fast decay of the coefficients vn,m and
gn,m (see (86)), imply that the operators
+∞∑
n,m=−∞
vn,m ei2pi(nps+mxs) (1Hf + i2piδIn,m) ,
+∞∑
n,m=−∞
ei2pi(nps+mxs)
[
M0n,m + δvn,m1Hf
]
are infinitesimally bounded with respect to Ξ and are elements of S1(B(F ;Hf)).
The operators In,m2 and M1n,m are only bounded (and not infinitesimally bounded) with
respect to Ξ. First of all it is easy to check that ‖a]2ψ‖Hf 6 3‖Ξψ‖Hf for every ψ ∈ F ,
where a] means a or a†. Then, for every ψ ∈ F ,
‖In,m2ψ‖2Hf 6 |αn,m|4
(
‖a2ψ‖Hf + ‖{a; a†}2ψ‖Hf + ‖a†
2
ψ‖Hf
)2
6 27 d
4
Ω2
(n2 +m2)2 ‖Ξψ‖2Hf
(90)
where we used the inequality (α+ β + γ)2 6 3(α2 + β2 + γ2), the identity {a; a†} = 2Ξ and
the bound |αn,m|2 6 d2/Ω(n2 −m2) with d2 := max{|a|, |b|}. Assumption (As) assures that
the operator δ42pi2
∑+∞
n,m=−∞ vn,m e
i2pi(nps+mxs)In,m
2, which appears in (88), is bounded by Ξ
by a constant δ4C, with C ∝∑+∞n,m=−∞ vn,m(n2 + m2), and is in S1(B(F ;Hf)). The claim
for H˜1δ follows from the Kato-Rellich theorem fixing δ0 := C−
1
4 .
The claim for H˜0δ follows in the same way proving an inequality of the type (90) for
M1n,m = cn,ma
2 + cn,ma
†2 + 2<(dn,m)Ξ + ιq=(dn,m) where cn,m := αn,mgn,m and dn,m :=
αn,mgn,m. Observe that the series of coefficients gn,m decays rapidly, then also the serie cn,m
and dn,m have a fast decay and in particular are bounded. This implies that in the inequality
of type (90) we can find a global constant which does not depend on n and m. 
It is useful to have explicit expressions of the first terms Hj, in terms of a and a†.
From equations (87), (88) and (89), using the Fourier expansion of the derivatives of V and
g := 1/
√
2 (zaf1 + zbf2), it is easy to check the following:
- Case 1: AΓ = 0 - In this situation
H˜1δ = Ξ + δ
2H2 + δ
3H3 + δ
4H4
with
H2(ps, xs) = V (ps, xs) 1Hf (91)
H3(ps, xs) = − 1√
2
[
Dz(V ) a +Dz(V ) a
†] (92)
H4(ps, xs) =
1
4
[
|Dz|2(V ) 2Ξ +D2z(V ) a2 +D2z(V ) a†2
]
(93)
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where Dz is the differential operator defined by Dz :=
(
za
∂
∂xs
− zb ∂∂ps
)
and Dz is obtained by
replacing za and zb with za and zb. Since V is real, Dz(V ) = Dz(V ), which shows that H3 is
symmetric. The explicit expression of the second order differential operator |Dz|2 := Dz ◦Dz
is
|Dz|2 = 1
ΩΓ
(
|a|2 ∂
2
∂x2s
− 2a · b ∂
2
∂xs∂ps
+ |b|2 ∂
2
∂p2s
)
. (94)
- Case 2: AΓ 6= 0 - In this situation
H˜0δ = Ξ + δH1 + δ
2H2
with
H1(ps, xs) = g(ps, xs) a + g(ps, xs) a
† (95)
H2(ps, xs) = V 1Hf −
√
2Dz(g) Ξ− 1√
2
[
Dz(g) a
2 +Dz(g) a
†2
]
. (96)
In the computation of (96) we used the first of the gauge conditions (52) which assures that
Dz(g) =
1√
2ΩΓ
[
|a|2 ∂f1
∂xs
+ a · b
(
∂f2
∂xs
− ∂f1
∂ps
)
− |b|2 ∂f2
∂ps
]
is a real function. From the definition of g, f1 and f2 it follows that
g(a∗ · r, b∗ · r) = pi
√
2
Z`
Φ0
[(AΓ)1 − i(AΓ)2] (r), (97)
namely g is the dimensionless Z2-periodic function related to the Γ-periodic function (AΓ)1−
i(AΓ)2, up to a multiplicative constant.
4.6 Main result: effective dynamics for strong magnetic fields
Preliminary estimates on the remainder
The difference R\δ := Hδ − H˜\δ is a self-adjoint element of S1(B(F ;Hf)), which we call the
remainder symbol. To develop the SAPT for the Harper regime we need to estimate the
order of the remainder symbol. The next result shows essentially that
Hδ(ps, xs) = H˜
\
δ(ps, xs) +O(δ2(\+1)), pir Hδ(ps, xs) pir = pir H˜\δ(ps, xs) pir +O(δ2(\+1)+1),
(98)
where
pir :=
m∑
i=1
|ψki〉〈ψki | (99)
is the projection on the subspace spanned by the finite family of generalized Hermite func-
tions {ψki}mi=1. In other words, the error done by replacing the true symbol Hδ with the
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approximated symbol H˜\δ (which has order 2(\ + 1) in δ) is of the same order of the ap-
proximated symbol, so in this sense H˜\δ is not a good approximation for Hδ. On the other
side, what we need to develop the SAPT is to control the operator pir Hδ pir, which is well
approximated by pir H˜\δ pir up to an error of order 2(\+ 1) + 1 in δ.
Proposition 4.6. Let Assumption (As) hold true. Then R\δ has order O(δ2(\+1)), i. e.
there exist a constant C such that ‖R\δ(ps, xs)‖B(D,Hf) 6 Cδ2(\+1) for all (ps, xs) ∈ R2.
Moreover ‖R\δ pir‖B(Hf) = ‖pir R\δ‖B(Hf) 6 Cδ2(\+1)+1, for all (ps, xs) ∈ R2, i.e. R\δ pir, pir R\δ
and [R\δ; pir] are B(Hf)-valued symbols of order O(δ2(\+1)+1).
Proof. (Case \ = 1) The explicit expression of the remainder symbol is
R1δ(ps, xs) = δ
2
+∞∑
n,m=−∞
vn,m ei2pi(nps+mxs)
[
ei2piδIn,m −
(
1Hf + i2piδIn,m +
1
2
(i2pi)2δ2In,m
2
)]
.
(100)
and from (100) it follows that ‖R1δ(ps, xs)‖B(D,Hf) 6 δ2
∑+∞
n,m=−∞ |vn,m|Λn,m with
Λn,m := sup
ψ∈Hf
\{0}
∥∥∥∥[ei2piδIn,m − (1Hf + i2piδIn,m + 12(i2pi)2δ2In,m2
)]
Ξ−1ψ
∥∥∥∥
Hf
‖ψ‖Hf
(101)
since ‖ψ‖F := ‖Ξψ‖Hf and F = Ξ−1Hf. The operators In,m are essentially self-adjoint on L
and we denote their closure with the same symbol. Since the operators In,m2 are positive,
we can consider the resolvent operators Rn,m := (In,m2 + 1Hf)−1. Let suppose that
ζn,m(δ) :=
∥∥∥∥[ei2piδIn,m − (1Hf + i2piδIn,m + 12(i2pi)2δ2In,m2
)]
Rn,m
∥∥∥∥
B(Hf)
6 ζ(δ), (102)
for all n,m ∈ Z, with supδ ζ(δ) < +∞. Then equation (101) would imply
Λn,m 6 ζ(δ)
∥∥(In,m2 + 1Hf) Ξ−1∥∥B(Hf) .
Noticing that In,m2 = αn,m2 a2 + αn,m2 a†
2
+ 2|αn,m|2 Ξ and observing that ‖Ξ−1‖B(Hf) = 2,
‖a2Ξ−1‖B(Hf) = 1 and ‖a†2Ξ−1‖B(Hf) = 2
√
2, one deduces from inequality (102) that
‖R1δ(ps, xs)‖B(D,Hf) 6 C1
(
+∞∑
n,m=−∞
|vn,m|(|n|+ |m|)2
)
δ2ζ(δ) 6 C2δ2ζ(δ)
for suitable positive constants C1 and C2.
It remains to prove the inequality (102) and the estimate on ζ(δ). By spectral calculus
one has that ζn,m(δ) = supt∈σ(In,m) |Zδ(t)| 6 supt∈R |Zδ(t)| =: ζ(δ) where
Zδ(t) := 4pi
2δ2
ei2piδt −
(
1 + i2piδt− 1
2
(2piδt)2
)
(2piδt)2 + 4pi2δ2
.
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After some manipulations and the change of variable τ := 2piδt one has that
Gδ(τ) :=
1
4pi4δ4
∣∣∣Zδ ( τ
2piδ
)∣∣∣2 6 τ 4 + 4τ 2 cos(τ)− 8τ sin(τ)− 8 cos(τ) + 8
τ 4
< C3.
Thus ζ(δ)2 = 4pi4δ4 supτ∈RGδ(τ) 6 4pi4C3δ4, hence ‖R1δ(ps, xs)‖B(D,Hf) 6 Cδ4. This con-
cludes the first part of the proof.
Since ‖R1δpir‖B(Hf) 6
∑m
i=1 ‖R1δ|ψki〉〈ψki|‖B(Hf), then it is enough to show that for any
Hermite vector ψk the inequality ‖R1δ|ψk〉〈ψk|‖B(Hf) 6 Ckδ5 holds true. Observing that
‖R1δ|ψk〉〈ψk|‖B(Hf) = ‖R1δψk‖Hf , one deduces
lim
δ→0
δ−5‖R1δ|ψk〉〈ψk|‖B(Hf) = lim
δ→0
∥∥∥∥∥
+∞∑
n,m=−∞
vn,mei2pi(nps+mxs)
(
+∞∑
j=3
(i2pi)jδj−3
j!
In,m
j
)
ψk
∥∥∥∥∥
Hf
6 4
3
pi3
+∞∑
n,m=−∞
|vn,m| ‖In,m3ψk‖Hf 6
32
3
pi3C ′‖A†3ψk‖Hf =
32
3
√
(k + 3)! pi3C ′ =: Ck
where C ′ :=
∑+∞
n,m=−∞ |vn,m| |αn,m|3 is finite in view of Assumption (As).
This shows that for all δ ∈ [0, δ0) (for a suitable δ0 > 0) the norm ‖R1δ|ψk〉〈ψk|‖B(Hf)
is bounded by Ckδ5 and so it follows that ‖R1δpir‖B(Hf) 6 mCδ5 with C := max1,...,m{Cki}.
Finally ‖pirR1δ‖B(Hf) = ‖(R1δpir)†‖B(Hf) = ‖R1δpir‖B(Hf).
(Case \ = 0) The proof proceeds as in the previous case. Divide the remainder symbol
in two terms R0δ = R00 + R01 where:
R00(ps, xs) := δ
+∞∑
n,m=−∞
ei2pi(nps+mxs)
(
ei2piδIn,m − 1Hf − i2piδIn,m
)
M0n,m
R01(ps, xs) := δ
2
+∞∑
n,m=−∞
vn,m ei2pi(nps+mxs)
(
ei2piδIn,m − 1Hf
)
.
The control ofR01 is easy, indeed ‖R01‖B(D,Hf) 6 2‖R01‖B(Hf) 6 4Cδ2 where C :=
∑+∞
n,m=−∞ |vn,m|.
Moreover (with the same technique used for the case \ = 1), one can check that for any
Hermite vector ψk the function t1(δ) := 1δ3‖R01(ps, xs)ψk‖Hf is bounded by a constant Ck > 0
in a suitable interval [0, δ0). This assures that ‖R01 pir‖B(Hf) is of order O(δ3).
To controlR00 we need to estimate Σn,m := ‖
(
ei2piδIn,m − 1Hf − i2piδIn,m
)
M0n,mΞ
−1‖B(Hf).
LetR′n,m be the resolvent (In,m+i1Hf)−1. It is easy to check that ‖(In,m+i1Hf)M0n,mΞ−1‖B(Hf)
is bounded by a linear expression in |n| and |m|. Indeed, as proved in Proposition 4.5, both
M0n,m andM1n,m are bounded by Ξ. By spectral calculus ‖
(
ei2piδIn,m − 1Hf − i2piδIn,m
)
R′n,m‖2B(Hf)
is bounded by the maximum in τ of the function Fδ(τ) := 4pi2δ2 τ
2−2τ sin τ−2 cos τ+2
τ2
.
The last part follows observing that M0n,m is a linear combinations of a and a† and
so they act splitting a Hermite vector ψk as ckn,mψk−1 + dkn,mψk+1 where for a fixed k the
coefficients depend on f (j)n,m. To conclude the proof it is sufficient to notice that t0(δ) :=
1
δ2
‖ (ei2piδIn,m − 1Hf − i2piδIn,m)ψk‖Hf is bounded by a constant Ck > 0 in a suitable interval
[0, δ0). 
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Derivation of the adiabatically decoupled effective dynamics
We recall that the Weyl quantization of the symbol Hδ is the Hamiltonian (69), namely
Opδ(Hδ) = HW. As for the approximated symbol H˜
\
δ, we pose H˜
\ := Opδ(H˜
\
δ). Both H
W
and H˜\ are bounded operators from L2(R, dxs)⊗F to Hw := L2(R, dxs)⊗Hf.
Theorem 4.7. Let Assumption (As) be satisfied. Let {σn(·)}n∈I, with I = {n, . . . , n+m−
1}, be a family of Landau bands for Ξ and let pir :=
∑
n∈I |ψn〉〈ψn| be the spectral projector
of H0 = Ξ corresponding to the set {σn(ps, xs)}n∈I. Then:
1. Almost-invariant subspace: there exists an orthogonal projection Π\δ ∈ B(Hw), with
Π\δ = Opδ(pi) +O0(δ∞), pi(ps, xs) 
∑∞
j=0 δ
j pij(ps, xs), and pi0(ps, xs) ≡ pir , such that
[H˜\; Π\δ] = O0(δ∞), [HW; Π\δ] = O0(δ2(\+1)+1). (103)
2. Effective dynamics: let Πr := 1Hs⊗pir ∈ B(Hw) and K := Ran Πr ' L2(R, dxs)⊗Cm.
Then there exists a unitary operator U \δ ∈ B(Hw) such that
(i) U \δ = Opδ(u) +O0(δ∞), where the symbol u 
∑∞
j=0 δ
juj has principal part u0 ≡ 1Hf;
(ii) Πr = U \δ Π
\
δ U
\
δ
−1
;
(iii) Let h\ in S1(B(Hf)) be a resummation of the formal symbol u ] pi ] H˜\δ ] pi ] u† and define
the effective Hamiltonian by Hδeff := Opδ(h\). Since [Hδeff; Πr] = 0, Hδeff is a bounded
operator on K. Then
U \δ Π
\
δH
W Π\δ U
\
δ
−1
= Hδeff +O0(δ2(\+1)+1) ∈ B(K). (104)
2’. Effective dynamics for a single Landau band when AΓ = 0: Consider a single
Landau band σ∗(·) = λ∗, so that pir = |ψ∗〉〈ψ∗|. Then, up to the order δ4, one has that
Hδeff = λ∗1Hs + δ
2 V (Ps, Qs) + δ
4 λ∗
2
Y (Ps, Qs) +O0
(
δ5
)
(105)
where V (Ps, Qs) := Opδ(V ) is the Weyl quantization of the Z2-periodic function V (ps, xs)
related to the Γ-periodic potential VΓ, while Y (Ps, Qs) := Opδ(|Dz|2(V )) is the Weyl quanti-
zation of the function |Dz|2(V )(ps, xs) defined through the differential operator (94).
The derivation of the effective dynamics when AΓ 6= 0 will be considered in Section 4.8.
Proof of Theorem 4.7
Step 1. Almost-invariant subspace
As explained in the first part of proof of the Theorem 3.12 one constructs a formal symbol
pi (the Moyal projection) such that: (i) pi ] pi  pi; (ii) pi† = pi; (iii) H˜\δ ] pi  pi ] H˜\δ. Such a
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symbol pi  ∑∞j=0 δjpij is constructed recursively order by order starting from pi0 = pir and
H˜\δ and it is unique (see Lemma 2.3. in [PST03b]). The recursive relations are
pin := pi
D
n + pi
OD
n (106)
where the diagonal part is piDn := pirGnpir + (1Hf − pir)Gn(1Hf − pir) with
Gn :=
[(
n−1∑
j=0
δjpij
)
]
(
n−1∑
j=0
δjpij
)
−
(
n−1∑
j=0
δjpij
)]
n
. (107)
The off-diagonal part is defined by the implicit relation [H0; piODn ] = −Fn where
Fn :=
[
H˜\δ ]
(
n−1∑
j=0
δjpij + δ
npiDn
)
−
(
n−1∑
j=0
δjpij + δ
npiDn
)
] H˜\δ
]
n
. (108)
The uniqueness allows us to construct pi only locally and this local construction is ex-
plained in the second part of Lemma 2.3 in [PST03b]. In our case we can choose a (ps, xs)-
independent positively oriented complex circle Λ ⊂ C, symmetric with respect to the real
axis, which encloses the family of (constant) spectral bands {σn(·) = λn}n∈I and such that
dist(Λ, σ(H0)) > 12 (see Figure 2). For all λ ∈ Λ we construct recursively the Moyal resolvent
(or parametrix ) R\(λ; ·) := ∑∞j=0 δjR\j(λ; ·) of H˜\δ, following the same technique explained
during the proof of Theorem 3.12. The approximants of the symbol pi are related to the
approximants of the Moyal resolvent by the usual Riesz formula pij(z) :=
i
2pi
∮
Λ
dλ R\j(λ; z)
where z := (ps, xs) ∈ R2. Some care is required to show (iii) since, by construction, H˜\δ ] pi
takes values in B(Hf) while pi ] H˜\δ takes values in B(F). To solve this problem one can use
the same argument proposed in Lemma 7 of [PST03a].
The technical and new part of the proof consist in showing that pi ∈ S1(B(Hf)) ∩
S1(B(Hf,F)). The Riesz formula implies ‖(∂αz pij)(z)‖[ 6 2pi supλ∈Λ ‖∂αzR\j(λ; z)‖[ for all
α ∈ N2 ([ means either B(Hf) or B(Hf;F) and ∂αz := ∂α1ps ∂α2xs ) since Λ does not depend
on z. Then we need only to show that R\j(λ; ·) ∈ S1(B(Hf)) ∩ S1(B(Hf,F)). The choice
of Λ assures ‖R\0(λ; z)‖B(Hf) = ‖(Ξ − λ1Hf)−1‖B(Hf) 6 2. Moreover ∂αzR\0(λ; z) = 0 for all
α 6= 0 and this implies that R\0 ∈ S1(B(Hf)) uniformly in λ. Since ‖R\0(λ; z)‖B(Hf,F) =
‖Ξ(Ξ− λ1Hf)−1‖B(Hf) 6∞ one concludes that R\0 ∈ S1(B(Hf,F)) uniformly in λ.
By means of equation (43), one hasR\j = −R\0L\j where L\j is the j-th order obstruction for
R\0 to be the Moyal resolvent. In view of this recursive relation, the proof of R
\
j ∈ S1(B(Hf))
for all j ∈ N is reduced to show that L\j ∈ S1(B(Hf)) for all j ∈ N.
The first order obstruction, computed by means of (44), is
L\1(λ; z) = δ
−1[(H˜\δ(z)− λ1Hf) ]R\0(λ; z)− 1Hf ]1 = H1(z) R\0(λ; z)−
i
2
{Ξ;R\0(λ; z)}ps,xs .
Since Ξ and R\0 do not depend on z ∈ R2 it follows that L\1 = H1R\0. The operator H1 is
linear in a and a† (with all its derivative) if \ = 0 or H1 = 0 if \ = 1. In both cases H1 (with
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its derivatives) is infinitesimally bounded with respect to Ξ (see Lemma A.2). This shows
that L\1 ∈ S1(B(Hf)) (but not in S1(B(Hf,F)) if \ = 0).
We proceed by induction assuming that L\j ∈ S1(B(Hf)) for all j 6 m ∈ N. The (m+1)-
th order obstruction L\m+1 can be computed by means of equation (44) and the Moyal formula
for the expansion of ] (see equation (A.9) in [Teu03]). After some manipulations, one gets
L\m+1(λ; z) =
1
(2i)m+1
∑
α1+α2+r+l=m+1
06l6m, 06r62(\+1)
(−1)|α|+1
α1!α2!
(
∂α1xs ∂
α2
ps HrR
\
0
)
(λ; z)
(
∂α1ps ∂
α2
xs L
\
l
)
(λ; z).
Since HrR\0 ∈ S1(B(Hf)) uniformly in λ (see Proposition 4.6) then L\m+1 ∈ S1(B(Hf)), and
this concludes the inductive argument.
Finally to prove R\j ∈ S1(B(Hf,F)), observe that ‖∂αzR\j‖B(Hf,F) = ‖ΞR\0 (∂αz L\j)‖B(Hf) 6
Cα‖ΞR\0‖B(Hf) 6 +∞ for all j, α ∈ N.
Remark 4.8. It clearly emerges from the proof that the order δ2(\+1) is the best ap-
proximation which can be obtained with this technique. The obstruction is the condition
HrR
\
0 ∈ S1(B(Hf)), which can be satisfied by the resolvent R\0 := (Ξ − ζ1f)−1 only for
0 6 r 6 2(\+ 1). ♦
Proposition A.9 of [Teu03] assures that H˜\δ ] pi ∈ S1(B(Hf)) and, by adjointness, also
pi ] H˜\δ ∈ S1(B(Hf)). By construction [H˜\;Opδ(pi)] = Opδ([H˜\δ; pi]]) = O0(δ∞) where
[H˜\δ; pi]] := H˜
\
δ ] pi − pi ] H˜\δ = O(δ∞) denotes the Moyal commutator. Observing that
[Hδ; pi]] = [H˜
\
δ + R
\
δ; pi]] = [R
\
δ; pi]] + O(δ∞) and since Proposition 4.6 implies [R\δ; pi]] =
[R\δ; pir] + O(δ2(\+1)+1) = O(δ2(\+1)+1), it follows [Hδ; pi]] = O(δ2(\+1)+1) which implies after
the quantization [HW;Opδ(pi)] = O0(δ2(\+1)+1).
The last step is to obtain the true projection Π\δ (the super adiabatic projection) from
Opδ(pi) by means of the formula (46). Since Π
\
δ − Opδ(pi) = O0(δ∞), one recovers the
estimates (103).
Step 2. Construction of the intertwining unitary
The construction of the intertwining unitary follows as in the proof of Theorem 3.1 of
[PST03b]. Firstly one constructs a formal symbol u  ∑∞j=0 δjuj such that: (i) u† ] u =
u ] u† = 1Hf ; (ii) u ] pi ] u† = pir.
The existence of such a symbol follows from a recursive procedure starting from u0
(which can be fixed to be 1Hf in our specific case) and using the expansion of pi 
∑∞
j=0 δ
jpij
obtained above. However, the symbol u which comes out of this procedure is not unique.
The recursive relations are
un := an + bn with an := −1
2
An, bn := [pir;Bn] (109)
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where
An :=
(n−1∑
j=0
δjuj
)
]
(
n−1∑
j=0
δjuj
)†
− 1Hf

n
(110)
and
Bn :=
(n−1∑
j=0
δjuj + δ
nan
)
] pi ]
(
n−1∑
j=0
δjuj + δ
nan
)†
− pir

n
(111)
Since u0 = 1Hf ∈ S1(B(Hf)), then it follows by induction that uj ∈ S1(B(Hf)) for all j ∈ N.
The quantization of u is an element of B(Hw) but it is not a true unitary. Nevertheless
Opδ(u) can be modified by an O0(δ∞) term using the same technique of Lemma 3.3 (Step
II) in [PST03b] to obtain the true unitary U \δ .
Step 3. Effective dynamics
By construction [Hδeff; Πr] = Opδ([h\; pir]]) = [U
\
δ Π
\
δ H˜
\
δ Π
\
δ U
\
δ
−1
; Πr] = 0 since Πr = U \δ Π
\
δ U
\
δ
−1
.
Moreover equation (104) follows observing that U \δ Π
\
δH
W Π\δ U
\
δ
−1−Hδeff coincides with the
quantization of u ] pi ]R\δ ] pi ] u
† which is a symbol of order O(δ2(\+1)+1).
Step 4. The case of a single Landau band when AΓ = 0
We need to expand the Moyal product h\=1 = u ] pi ] H˜1δ ] pi ] u† = pir ] u ] H˜1δ ] u† ] pir +O(δ∞)
up to the order δ4. To compute the various terms of the expansion h\=1  ∑∞j=0 δjhj it is
useful to define χj := [u ] H˜1δ ] u†]j, so that hj = pirχjpir. Observing that
u ] H˜1δ −
(
m−1∑
j=0
δj χj
)
] u =
(
u ] H˜1δ ] u
† −
m−1∑
j=0
δjχj
)
] u+O(δ∞) = δmχm +O(δm+1)
one obtains the useful formula
χm =
[
u ] H˜1δ −
(
m−1∑
j=0
δj χj
)
] u
]
m
. (112)
At the zeroth order one finds h0 = pi0 u0H0 u†0 pi0 = pir Ξ pir = λ∗ pir since u0 = 1Hf and
pi0 = pir. Its quantization is the operator Opδ(h0) = λ∗1Hs acting on K = L2(R, dxs).
As for the first order (m = 1), χ1 = u1H0 + u0H1−χ0u1 + [u0 ]H0]1− [χ0 ] u0]1 = [u1; Ξ]
since χ0 = u0H0u−10 = Ξ and H1 = 0. Then h1 = pir[u1; Ξ]pir = λ∗(piru1pir − piru1pir) = 0,
hence Opδ(h1) = 0.
At the second order (m = 2), one obtains after some manipulations χ2 = H2 + u2 Ξ −
Ξu2−χ1 u1 which implies h2 = pirH2pir−pirχ1u1pir. We need to compute u1. Using equations
(109), (110) and (111) one obtains that −2a1 :=
[
u0 ] u0
† − 1Hf
]
1
= 0 and b1 := [pir;B1] with
B1 = [u0 ] pi ] u0
∗−pir]1 = pi1 since a1 = 0. To compute pi1 we use equations (106), (107) and
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(108). Since G1 = [pir ] pir − pir]1 = 0 it follows that piD1 = 0. In the case of a single energy
band in the relevant part of the spectrum, the implicit relation which defines piODn can be
solved, obtaining the useful equation
piODn = pirFn(Ξ− λ∗1Hf)−1(1Hf − pir)− (1Hf − pir)(Ξ− λ∗1Hf)−1Fnpir. (113)
Since F1 = [H˜1δ ] pir − pir ] H˜1δ ]1 = H1pir − pirH1 = 0, being H1 = 0, it follows B1 = pi1 =
piOD1 = 0 and consecutively u1 = b1 = 0. Then h2 = pirH2 pir = V pir, according to (91), and
its quantization defines on K the operator Opδ(h2) = V (Ps, Xs).
Considering (112) at the third order (m=3) and using u1 = 0, one obtains after some
computations χ3 = H3 + u3 Ξ − Ξu3 − χ1 u2 which implies h3 = pirH3 pir − pir χ1 u2 pir.
Thus we need to compute u2. Since u1 = 0, it follows −2a2 = [u0 ] u0† − 1Hf ]2 = 0, B2 =
[u0 ] pi ] u0
† − pir]2 = pi2 and b2 = [pir; pi2]. Since pi1 = 0, one has that G2 = [pir ] pir − pir]2 = 0
which implies piD2 = 0. To compute piOD2 we need F2 = [H˜1δ ] pir − pir ] H˜1δ ]2 = [H2; pir] =
[1Hf ; pir] = 0, where H2 = V 1Hf has been used. Then B2 = pi2 = piOD2 = 0 and consequently
u2 = b2 = 0. Therefore h3 = pirH3pir, and equation (92) implies that pirH3pir = 0 in view of
pirapir = 〈ψ∗|a|ψ∗〉pir = 0 and similarly for a†. Then Opδ(h3) = 0.
To compute the fourth order, we do not need to compute u3 and pi3. Indeed, by computing
(112) at the fourth order (m=4) one finds χ4 = H4 + u4 Ξ − Ξu4 + u3H1 − χ3 u1 = H4 +
u4 Ξ − Ξu4 since H1 = u1 = u2 = 0. Then h4 = pirH4pir = λ∗2 |Dz(V )|2 pir, according to
equation (93), and its quantization yields Opδ(h4) = λ∗2 Y (Ps, Qs).
4.7 Harper-like Hamiltonians
The first term in (105) is a multiple of the identity, and therefore does not contribute to
the dynamics as far as the expectation values of the observables are concerned. The leading
term, providing a non-trivial contribution to the dynamics at the original microscopic time
scale s ∝ δ2τ , is the bounded operator V (Ps, Qs) acting on the reference Hilbert space
L2(R, dxs). This operator is the Weyl quantization of the Z2-periodic smooth function V
defined on the classical phase space R2. Hereafter we write xs ≡ x to simplify the notation.
The quantization procedure can be reformulated by introducing the unitary operators
U∞ := e−i2piQs and V∞ := e−i2piPs (Harper unitaries), acting on L2(R, dx) as (recall δ2 =
hB/2pi)
(U∞ψ)(x) = e−i2pixψ(x), (V∞ψ)(x) = ψ(x− ιqhB). (114)
For any Z2-periodic function F (p, x) =
∑+∞
n,m=−∞ fn,me
−i2pi(np+mx) whose Fourier series
is uniformly convergent, the hB-Weyl quantization of F is given by the formula
F̂ (U∞,V∞) =
+∞∑
n,m=−∞
fn,me−ipinm(ιqhB) Vn∞U
m
∞. (115)
where the fundamental commutation relation U∞V∞ = e−i2pi(ιqhB) V∞U∞ has been used.
Formula (115) defines a Harper-like Hamiltonian with deformation parameter hB. Indeed,
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the special case HHar = U∞+U−1∞ +V∞+V−1∞ is the celebrated Harper Hamiltonian, namely
the operator acting on L2(R, dx) as
(HHarψ)(x) = ψ(x+ hB) + ψ(x− hB) + 2 cos(2pix)ψ(x). (116)
In analogy with Section 3, we summarize the discussion in the following conclusion
Conclusion 4.9. Under the assumptions of Theorem 4.7, for every VΓ ∈ C∞b (R2,R), in
the Harper regime (hB → 0), the dynamics generated by the Hamiltonian HBL (1) restricted
to the spectral subspace corresponding to a Landau level λ∗ is approximated up to an error of
order hB (and up to a unitary transform and an energy rescaling) by the dynamics generated
on the reference Hilbert space L2(R, dx) by a Harper-like Hamiltonian, i.e. by a power series
in the Harper unitaries U∞ and V∞, defined by (114).
4.8 Coupling of Landau bands in a periodic magnetic potential
According to Theorem 4.7, the first non-trivial term which describes the effective dynamics
in the almost invariant subspace related to a single Landau band λ∗ is of order δ2 ∝ hB.
An important ingredient in the proof is that AΓ = 0 implies H1 = 0. Moreover, the second
non-trivial correction appears at order δ4 ∝ hB2 although H3 6= 0. Indeed, the correction
at order δ3 vanishes since H3, defined by (92), is linear in a and a†, hence 〈ψ∗|H3|ψ∗〉 = 0.
This observation suggests that for a family of Landau bands which contains two contiguous
bands {λ∗, λ∗+1} one has, in general, a second non-trivial correction of order δ3 ∝ hB 32
for the effective dynamics. Indeed, in this case one has pirH3pir 6= 0 since 〈ψ∗|H3|ψ∗+1〉 is
generally non zero. Nevertheless, also in this case, the first non-trivial correction is of order
δ2.
Is there any mechanism to produce a non-trivial correction in the effective dynamics with
leading order δ ∝ hB 12 ? An affirmative answer requires H1 6= 0, and the latter condition is
satisfied if we include in the Hamiltonian HBL the effect of a Γ-periodic vector potential AΓ
(i.e. \ = 0). Since in this situation H1 is linear in a and a†, to obtain a non-trivial effect we
need to consider a spectral subspace which contains at least two contiguous Landau bands.
Our goal is to derive the (non-trivial) leading order for the effective Hamiltonian in this
framework. According to the notation of Theorem 4.7, we need to expand the Moyal product
h\=0 = u ] pi ] H˜0δ ] pi ] u
† = pir ] u ] H˜0δ ] u
† ] pir + O(δ∞) up to the first order δ. The symbols
pi = pir +O(δ) and u = 1Hf +O(δ) are derived as in the general construction showed in the
proof of Theorem 4.7. Now K := Ran Πr ' L2(R, dxs)⊗ C2.
Expanding at zero order one finds h0 = pi0 u0H0u−10 pi0 = pir Ξpir = pir Ξ = Ξpir and its
quantization is the operator on K defined by
Opδ(h0) =
( (
n∗ + 32
)
1Hs 0
0
(
n∗ + 12
)
1Hs
)
= (n∗ + 1)1K +
(
1
2
1Hs 0
0 −1
2
1Hs
)
(117)
As for the next order, from equation (112) it follows χ1 = H1 + u1H0 − H0u1 (we use
χ0 = H0) which implies h1 = pirχ1pir = pirH1 pir + pir [u1; Ξ]pir. To conclude the computation
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we need u1 and pi1. Using the recursive formulas (106), (107), (108), (109), (110) and (111),
one obtains −2a1 :=
[
u0 ] u0
† − 1Hf
]
1
= 0, b1 := [pir;B1] and B1 = [u0 ] pi ] u0∗ − pir]1 = pi1
since a1 = 0. Observing that G1 = [pir ] pir − pir]1 = 0, it follows that piD1 = 0 and so
u1 = [pir; pi1] = [pir; pi
OD
1 ] which implies piru1pir = 0. Finally pir[u1; Ξ]pir = pir[u1; pirΞpir]pir = 0
and so h1 = pirH1pir. According to (95) the quantization of h1 is an operator which acts on
K as
Opδ(h1) =
√
n∗ + 1
 0 G(Ps, Qs)
G(Ps, Qs)
† 0
 (118)
where the operator G(Ps, Qs) is defined on L2(R, dxs) as the Weyl quantization of the Z2-
periodic function g defined by equation (97). Summarizing, we obtained the following result:
Theorem 4.10 (Effective Hamiltonian with a periodic magnetic potential). Under the
assumptions of Theorem 4.7, in the case AΓ 6= 0 the dynamics in the spectral subspace related
to a family of two contiguous Landau bands {σ∗+j(·) = λ∗+j | j = 0, 1} is approximated by
the effective Hamiltonian Hδeff := Opδ(h(\=0)) on the reference space K = L2(R, dxs) ⊗ C2
which is given, up to errors of order δ2, by
Hδeff = (n∗ + 1)1K +
√
n∗ + 1
 12√n∗+11Hs δ G(Ps, Qs)
δ G(Ps, Qs)
† − 1
2
√
n∗+1
1Hs
+O0 (δ2) , (119)
according to the notation introduced in (117) and (118).
Equation (97) shows that g(ps, xs) = g1(ps, xs) − ig2(ps, xs) where the function g1 and
g2 are related to the component (AΓ)1 and (AΓ)2 of the Γ-periodic vector potential by the
relation gj(a∗ · r, b∗ · r) = pi
√
2Z`
Φ0
(AΓ)j(r), j = 1, 2. Let Gj(Ps, Qs) be the Weyl quantization
of gj. By introducing the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ⊥ =
(
1 0
0 −1
)
(120)
one can rewrite the effective Hamiltonian (119) in the form
Hδeff =
(
(n∗ + 1)1C2 +
1
2
σ⊥
)
⊗ 1Hs + δ
√
n∗ + 1
2∑
j=1
σj ⊗ Gj(Ps, Qs) +O0
(
δ2
)
. (121)
Clearly, the operator Gj(Ps, Qs) are Harper-like Hamiltonians and can be represented as a
power series of the Harper unitaries U∞ and V∞ of type (115). In this case the coefficients in
the expansion are (up to a multiplicative constant) the Fourier coefficients of the components
(AΓ)j of the Γ-periodic vector potential.
The determination of the spectrum of Hδeff can be reduced to the (generally simpler)
problem of the computation of the spectrum of GG†.
Proposition 4.11. Let Hδ=1eff be the first order approximation of the effective Hamiltonian
(119) (or (121)). Then
σ(Hδ=1eff ) = (n∗ + 1) + S+ ∪ S−, S± := {±
√
1/4 + δ2(n∗ + 1) λ : λ ∈ σ(GG†)}
where σ(GG†) = σ(GG†) ∪ {0} if {0} ∈ σ(G†G) \ σ(GG†) and σ(GG†) = σ(GG†) otherwise.
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Proof. We give only a sketch of the proof. The term (n∗ + 1)1K shifts the spectrum of a
constant value (n∗+ 1), then we can consider only the spectrum of B := Hδ=1eff − (n∗+ 1)1K.
A simple computation shows that
B2 =
(
1
2
1Hs δ
√
n∗ + 1 G
δ
√
n∗ + 1 G† −121Hs
)2
=
1
4
1K + δ2(n∗ + 1)
(
GG† 0
0 G†G
)
which implies that σ(B2) = {1/4 + δ2(n∗ + 1)λ : λ ∈ σ(GG†) ∪ σ(G†G)}. The operators
GG†, G†G and B are bounded and self-adjoint. To show that σ(GG†) \ {0} = σ(G†G) \
{0}, let λ ∈ σ(GG†) with λ 6= 0 and {ψn}n∈N ⊂ Hs \ Ker(G†) be a sequence of non zero
vectors such that ‖(GG† − λ)ψn‖Hs → 0 (Weyl’s criterion), then ‖(G†G − λ)G†ψn‖Hs 6
‖G†‖B(Hs)‖(GG† − λ)ψn‖Hs → 0. This implies that σ(GG†) ∪ σ(G†G) = σ(GG†). Now let
ε±(λ) := ±
√
1/4 + δ2(n∗ + 1) λ with λ ∈ σ(GG†) and {ψn}n∈N a sequence of generalized
eigenvectors for GG† relative to λ. Then Ψ(±)n := ((1/2 + ε±)ψn, δ
√
n∗ + 1G†ψn) ∈ Hs ⊗C2 is
a sequence of generalized eigenvectors for B relative to ε±. 
A Some technical results
Since we include in our analysis a periodic vector potential AΓ (as a new ingredient with
respect to the standard literature) we include a short discussion of the self-adjointness and
the spectral properties of the operators HBL and Hper.
A.1 Self-adjointness of HBL and Hper
The second Sobolev space H2(R2) is defined to be the set of all ψ ∈ L2(R2) such that
∂n1x1 ∂
n2
x2
ψ ∈ L2(R2) in the sense of distributions for all n := (n1, n2) ∈ N2 with |n| :=
n1 + n2 6 2. One can proves that H2(R2) is the closure of C∞c (R2,C) with respect to
the Sobolev norm ‖ · ‖H2 := ‖(1 − ∆x) · ‖L2 and has a Hilbert space structure. Similarly
the second magnetic-Sobolev space H2M(R2) is defined to be the set of all ψ ∈ L2(R2) such
that Dn11 D
n2
2 ψ ∈ L2(R2) in the sense of distributions for all n ∈ N2 with |α| 6 2, where
D1 := (∂x1 +
i
2
x2) and D2 := (∂x2 − i2x1). One can prove that H2M(R2) is the closure of
C∞c (R2,C) with respect to the magnetic-Sobolev norm ‖ · ‖H2M := ‖(1 − ∆M) · ‖L2 , where
∆M := D1
2 +D2
2 is the magnetic-Laplacian. Moreover, H2M(R2) has a natural Hilbert space
structure. For further details see Section IX.6 and IX.7 of [RS75] and Chapter 7 of [LL01].
Proof of Proposition 2.1.
We prove the claim for the dimensionless operators, namely we fix all the physical constants
equal to 1 in (9) and (15).
- Step 1. First of all we prove that Hper is essentially self-adjoint on C∞c (R2,C) and self-
adjoint on H2(R2). Notice that
Hper =
1
2
[−i∇x − AΓ(x)]2 + VΓ(x) = −1
2
∆x + T1 +
1
2
T2 (122)
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with T1 := iAΓ · ∇x and T2 := i(∇x · AΓ) + |AΓ|2 + 2VΓ. The free Hamiltonian −1/2∆x is
a self-adjoint operator with domain H2(R2), essentially self-adjoint on C∞c (R2,C) and from
Assumption (Aw) it follows that T2 is an infinitesimally bounded with respect to −1/2∆x
(notice that T2 − 2VΓ is bounded). The symmetric operator T1 is unbounded with domain
D(T1) ⊃ H2(R2). Let ψ ∈ H2(R2), then∥∥(AΓ)j∂xjψ∥∥2L2 6 ‖(AΓ)j‖2∞ ∫
R2
λ2j |ψ̂(λ)|2 d2λ
with ψ̂(λ) the Fourier transform of ψ(x). For every a > 0, if b = 1
2a
then λ2j 6 (a|λ|2 +b)2. It
follows that
∥∥(AΓ)j∂xjψ∥∥2L2 6 C‖(a|λ|2 + b) ψ̂‖2L2 which implies that for all a′ > 0 (arbitrary
small) there exists a b′ (depending on a′) such that∥∥(AΓ)j∂xjψ∥∥2L2 6 a′ ‖|λ|2 ψ̂‖2L2 + b′ ‖ψ̂‖2L2 = a′ ‖∆xψ‖2L2 + b′ ‖ψ‖2L2 .
This inequality implies that T1 is infinitesimally bounded with respect to −1/2∆x and the
thesis follows form the Kato-Rellich Theorem (see [RS75] Theorem X.12).
- Step 2. The Bloch-Landau Hamiltonian is
HBL :=
1
2
[−i∇x − AΓ (x)− A (x)]2 + VΓ (x) + φ (x) . (123)
Assumptions (Aw) and (B) imply that (AΓ+A)j ∈ C1(R2,R), j = 1, 2, and VΓ+φ ∈ L2loc(R2)
and this assures thatHBL is essentially self-adjoint on C∞c (R2,C) (see [RS75] Theorem X.34).
Let A = A0 +AB be the decomposition of the external vector potential with A0 smooth and
bounded and AB = 12(−x2, x1). By posing D := ∇x− iAB, ∆M := |D|2 and Ab := AΓ +A0,
the Hamiltonian HBL reads
HBL = −1
2
∆M − Ab ·D + 1
2
T.
where T := i(∇x·Ab)+|Ab|2+2(VΓ+φ). The operator T−2VΓ is bounded and the observation
that Ab ·D is infinitesimally bounded with respect to −1/2∆M is an immediate consequence
of Lemma A.2. the assumption
∫
MΓ
|VΓ(x)|2 d2x < +∞ implies that VΓ is uniformly locally
L2 and hence, infinitesimally bounded with respect to −∆x (see Theorem XIII.96 in [RS78]).
As proved in [AHS78] (Theorem 2.4) this is enough to claim that VΓ is aslo infinitesimally
bounded with respect to −∆M . Therefore, by the Kato-Rellich Theorem it follows that
the domain of self-adjointness of HBL coincides with the domain of self-adjointness of the
magnetic-Laplacian, which is H2M(R2). 
A.2 Band spectrum of Hper
We describe the spectral properties of the periodic Hamiltonian. The Bloch-Floquet trans-
form maps unitarily Hper in HZper :=
∫ ⊕
M∗Γ
Hper(k) d
2k. Then to have information about the
spectrum of Hper we need to study the spectra of the family of Hamiltonians
Hper(k) =
1
2
[−i∇θ + k − AΓ(θ)]2 + VΓ(θ) = −1
2
∆θ + T1(k) +
1
2
T2(k)
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where T1(k) := i(AΓ − k2 ) · ∇θ and T2(k) := i(∇θ · AΓ) + |k|2 + |AΓ|2 + 2VΓ are operators
acting on the Hilbert space Hf := L2(V, d2θ) with V := R2/Γ (Voronoi torus).
Proof of Proposition 3.3.
- (i) The operator −1/2∆θ on the Hilbert space Hf, is essentially selfadjoint on C∞(V), has
domain of self-adjointness D := H2(V) and its spectrum is pure point with {eiθ·γ∗}γ∗∈Γ∗
a complete orthogonal system of eigenvectors. If Assumption (Aw) holds true then T2(k)
infinitesimally bounded with respect to −1/2∆θ, indeed T − 2VΓ is bounded and VΓ is in-
finitesimally bounded (see [RS78] Theorem XIII.97). With a Fourier estimate similar to
those in the proof of Proposition 2.1 one can also show that T1(k) is infinitesimally bounded
with respect to −1/2∆θ, hence the Kato-Rellich Theorem implies that Hper(k) is essentially
self-adjoint on C∞(T2) and self-adjoint on the domain D. Moreover since −1/2∆θ is bounded
below then also Hper(k) is bounded below.
- (ii) For all ζ in the resolvent set of −1/2∆θ the resolvent operator r0(ζ) := (−1/2∆θ−ζ1Hf)−1
is a compact operator. Since T1(k) + 12T2(k) is a bounded perturbation of −1/2∆θ it follows
that Hper(k) has compact resolvent (see [RS78] Theorem XIII.68) and moreover it has a
purely discrete spectrum with eigenvalues En(k) → +∞ as n → +∞ (see [RS78] Theorem
XIII.64).
- (iii) The continuity of the function En(·) follows from the perturbation theory of dis-
crete spectrum (see [RS78] Theorem XII.13). Indeed, as discussed in Remark 3.2, Hper(·)
is an analytic family (of type A) in the sense of Kato. Finally, since Hper(k − γ∗) =
τ(γ∗)Hper(k)τ(γ∗)−1, with τ(γ∗) a unitary operator, then En(·) are Γ∗-periodic. 
A.3 The Landau Hamiltonian HL
The Landau Hamiltonian is the operator
HL := −1
2
∆M =
1
2
(
K21 +K
2
2
)
=
1
2
[(
−i ∂
∂x1
+
1
2
x2
)2
+
(
−i ∂
∂x2
− 1
2
x1
)2]
(124)
where Kj := −iDj, with j = 1, 2, are the kinetic momenta. The Landau Hamiltonian HL
is essentially self-adjoint on on C∞c (R2;C) ⊂ L2(R2) (see [RS75] Theorem X.34) and its
domain of self-adjointness is exactly the second magnetic-Sobolev space H2M(R2) defined
in Section A.1. To describe the spectrum of HL is helpful to introduce another pair of
operators: G1 := −i∂x1 − 12x2 and G2 := i∂x2 − 12x1. The operators K1, K2, G1, G2 are all
essentially self-adjoint on C∞c (R2;C) (they have deficiency indices equal to zero) and on
this domain the following commutation relations hold true
[K1;K2] = [G1;G2] = i1, [Gj;Ki] = 0. (125)
The last of the (124) implies [Gj;HL] = 0 hence the operators G1 and G2 are cause for
the degeneration of the spectral eigenspaces of HL. It is a common lore to introduce the
annihilation operator a := i/√2(K2− iK1) (its adjoint a† is called creation operator) and the
degeneration operator g := i/√2(G2− iG1). They fulfill the following (bosonic) commutation
relation
[a; a†] = [g; g†] = 1, [g;HL] = [g†;HL] = 0, [a;HL] = a, [a†;HL] = −a†. (126)
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The last two relations follow from the equalityHL = aa†−1/21 = a†a+1/21. Define the ground
state ψ0 ∈ L2(R2) as the normalized solution of gψ0 = 0 = aψ0, i.e. ψ0(x) = Ce− 14 |x|2 . The
generalized Hermite function of order (n,m) is defined to be ψn,m := 1√n!m!
(
g†
)m (
a†
)n
ψ0.
We will denote by F ⊂ L2(R2) the set of the finite linear combinations of the vectors ψn,m
and we will call it the Hermite domain. Clearly F ⊂ S(R2) (the Schwartz space).
Lemma A.1. With the notation above:
(i) the set {ψn,m : n,m = 0, 1, 2, . . .} is a complete orthonormal basis for L2(R2) and so F
is a dense domain;
(ii) the spectrum of HL is pure point and is given by {λn := (n + 1/2) : n = 0, 1, 2, . . .},
moreover HL ψn,m = λn ψn,m for every m = 0, 1, 2, . . . (degeneration index);
(iii) HL is essentially self-adjoint on F and the closure of F with respect to the magnetic-
Sobolev norm coincides with the magnetic-Sobolev space H2M(R2).
Proof. - (i) LetW : L2(R2, d2x)→ L2(R, du)⊗L2(R, dv) be the unitary map such that the
conjugate pairs (K1, K2) and (G1, G2) are transformed byW . . .W−1 into the canonical pairs
(u,−i∂u) and (v,−i∂v). The existence of such a unitary W will be discussed in Appendix
B. Obviously a 7→ a˜ = 1/√2(u + ∂u), g 7→ g˜ = 1/√2(v + ∂v) and ψ˜0 := Wψ0 is the solution
of g˜ψ˜0 = a˜ψ˜0 = 0, namely ψ˜0(u, v) = h0(u) ⊗ h0(v) where h0(t) := pi− 14 e− 12 t2 is the 0-th
Hermite function. Then ψ˜n,m(u, v) := (Wψn,m)(u, v) = hn(u) ⊗ hm(v) which shows that
the functions ψ˜n,m define an orthonormal basis for L2(R, du)⊗ L2(R, dv) since the Hermite
functions hn are an orthonormal system for L2(R). The claim follows since W is a unitary
map.
- (ii) Clearly HLψ0 = (a†a + 1/21)ψ0 = 1/2ψ0 and from relations (126) it follows that
HLψn,m =
1√
n!m!
(
g†
)m
HL
(
a†
)n
ψ0 = 1/2ψn,m +
1√
n!m!
(
g†
)m
(a†a)
(
a†
)n
ψ0 = λn ψn,m. Then
the generalized Hermite functions ψn,m are a complete set of orthonormal eigenvectors for
HL. This proves that the spectrum of HL is pure point.
- (iii) The operator HL is essentially self-adjoint in F since the deficiency indices are both
zero. This implies that last part of the claim. 
Lemma A.2. The operators K1, K2, a and a† are infinitesimally bounded with respect to
HL.
Proof. Since K1 = 1/
√
2(a + a†) and K2 = 1/i
√
2(a − a†) it is enough to prove the claim for
a and a†. Let ψ :=
∑+∞
n,m=0 cn,m ψn,m ∈ H2M(R2). An easy computation shows that
‖aψ‖2L2 =
+∞∑
n,m=0
|cn,m|2 n, ‖a†ψ‖2L2 =
+∞∑
n,m=0
|cn,m|2 (n+ 1) .
Since n 6 n + 1 6 2
(
n+ 1
2
)
6 a
(
n+ 1
2
)2
+ 1
a
holds true for any a > 0 (arbitrarily small),
then
‖a]ψ‖2L2 6 a
+∞∑
n,m=0
|cn,m|2
(
n+
1
2
)2
+ b
+∞∑
n,m=0
|cn,m|2 = a‖HLψ‖2L2 + b‖ψ‖2L2
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with b := 1
a
+ 1
2
where a] denotes either a or a†. 
B Canonical transform for fast and slow variables
This appendix is devoted to the concrete realization of the von Neumann unitary W intro-
duced (in abstract way) in Section 4.2. The unitary W maps the fast and slow variables,
which satisfy canonical commutation relation, into a set of canonical Schrödinger operators.
In Section B.1 we derive a general version of the transform W “by hand”, as a composition
of three sequential transforms. In Section B.2 we compute the integral kernel of W.
B.1 The transform W built “by hand”
Let H := L2(R2, d2r) be the initial Hilbert space, with r := (r1, r2). Let Qr := (Qr1 , Qr2)
where Qrj is the multiplication operator by rj and Pr := (Pr1 , Pr2) where Pr1 := −i}∂rj ,
with j = 1, 2. Consider the fast and slow operators
(fast)

K1 := − α
2β
v ·Qr − αβ} w
∗ · Pr
K2 :=
α
2β
w ·Qr − αβ} v
∗ · Pr
(slow)

G1 :=
1
2
v ·Qr − β
2
}
w∗ · Pr
G2 :=
1
2
w ·Qr + β
2
}
v∗ · Pr
(127)
with α, β ∈ C and v, w, v∗, w∗ ∈ R2 such that v · v∗ = w · w∗ = 1, v∗ · w = v · w∗ = 0 and
|v ∧ w| = `2 > 0.
Remark B.1. The choice v = b∗, w = a∗, α = √ιq and β = √ιq δ defines the operators
(56), while the choice v = v∗ = (0,−1), w = w∗ = (−1, 0), α = β = 1 defines the kinetic
momenta and the related conjugate operators introduced in Section A.3. ♦
Observing that [a · Qr + b · Pr; c · Qr + d · Pr] = i}(a · d − b · c)1H one deduce that the
operators (127) verify the following canonical commutation relations (CCR)
[K1, K2] = iα
21H, [G1, G2] = iβ21H, [Ki, Gj] = 0, i, j = 1, 2. (128)
The Stone-von Neumann uniqueness theorem (see [BR97] Corollary 5.2.15) assures the ex-
istence of a unitary map W (von Neumann unitary)
W : H−→Hw := Hs ⊗Hf := L2(R, dxs)⊗ L2(R, dxf) (129)
such that
WG1W
−1 := Qs = multiplication by xs, WG2W−1 := Ps = −iβ2 ∂
∂xs
(130)
WK1W
−1 := Qf = multiplication by xf, WK2W−1 := Pf = −iα2 ∂
∂xf
. (131)
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In other words, (Qs, Ps) is a pair of operators which defines a Schrödinger representation
on the Hilbert space Hs := L2(R, dxs) while the pair (Qf, Pf) defines a Schrödinger represen-
tation on the Hilbert space Hf := L2(R, dxf). Our purpose is to give an explicit construction
for W. First of all consider the change of coordinates (r1, r2) 7→ (k1 := v·r` , k2 := w·r` ). The
inverse transforms are defined by r1(k) = 1` (w2k1 − v2k2) and r2(k) = 1` (v1k2 − w1k1). The
map J : L2(R2, d2r) → L2(R2, d2k) defined by (Jψ)(k) := ψ(r(k)) if ψ ∈ L2(R2, dr) is
unitary since the change of coordinates is invertible and isometric. Moreover JQrjJ −1
acts on L2(R2, dk) as the multiplication by rj(k), while JPrjJ −1 = vj` Pk1 + wj` Pk2 where
Pkj := −i}∂kj , with j = 1, 2. Then
JG1J −1 := `
2
Qk1 −
β2
}
1
`
Pk2 , JG2J −1 :=
`
2
Qk2 +
β2
}
1
`
Pk1 (132)
JK1J −1 := −α
β
`
2
Qk1 −
αβ
}
1
`
Pk2 , JK2J −1 :=
α
β
`
2
Qk2 −
αβ
}
1
`
Pk1 . (133)
Let F2,µ : L2(R, dk2) → L2(R, dζ2) be the k2-Fourier transfor of weight µ, defined by
(F2,µψ)(ζ2) :=
√
|µ|
2pi
∫
R e
−iµζ2k2ψ(k2) dk2 and let Π1 : L2(R, dk1) → L2(R, dζ1) be the k1-
parity operator defined by (Π2ψ)(ζ1) := ψ(−ζ1) (namely by the change of coordinates k1 7→
ζ1). Let I the unitary map which identifies L2(R2, d2k) with L2(R, dk1) ⊗ L2(R, dk2). Let
Qζ := (Qζ1 , Qζ2) whit Qζj the multiplication operator by ζj and Pζ := (Pζ1 , Pζ2) where
Pζ1 := −i}∂ζj , with j = 1, 2. One can check that
F2,µQk2F−12,µ = −
1
µ}
Pζ2 , F2,µPk2F−12,µ = µ}Qζ2 , Π1Qk1Π−11 = −Qζ1 , Π1Pk1Π−11 = −Pζ1 .
(134)
Fix µ := − `2
2β2
, then the unitary map L := (Π1⊗F2,µ) ◦ I ◦J : H → L2(R, dζ1)⊗L2(R, dζ2)
acts on the operators (127) in the following way
LG1L−1 := − `
2
(Qζ1 −Qζ2) , LG2J −1 := −
1
`
β2
}
(Pζ1 − Pζ2) (135)
LK1L−1 := α
β
`
2
(Qζ1 +Qζ2) , LK2L−1 :=
1
`
αβ
}
(Pζ1 + Pζ2) . (136)
Now we can consider the change of coordinates (ζ1, ζ2) 7→ (xs, xf) defined by
xs = − `
2
(ζ1 − ζ2)
xf =
α
β
`
2
(ζ1 + ζ2)

ζ1 = −1
`
(
xs − β
α
xf
)
ζ2 =
1
`
(
xs +
β
α
xf
)
The jacobian of this transformation is |∂(ζ1, ζ2)/∂(xs, xf)| = 2`2
∣∣β
α
∣∣ =: C, then the map
(Rψ)(xs, xf) :=
√
C ψ(ζ(xs, xf)) defines a unitary map R : L2(R2, d2ζ) → L2(R2, dxs dxf).
With a direct computation one can check that RQζjR−1 acts on L2(R2, dxs dxf) as the
multiplication by ζj(xs, xf), while RPζjR−1 = `}2αβ
(
(−1)jα
β
Ps + Pf
)
, with j = 1, 2. This
shows that the unitary map W := I ◦ R ◦ I−1 ◦ L := I ◦ R ◦ I−1 ◦ (Π1 ⊗ F2,µ) ◦ I ◦ J is the
von Neumann unitary that verifies the relations (130) and (131).
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B.2 The integral kernel of W
The unitary operators J : L2(R2, d2k)→ L2(R2, d2r) and R : L2(R2, d2ζ)→ L2(R2, dxsdxf)
related to the change of coordinates (r1, r2) 7→ (k1, k2) and (ζ1, ζ2) 7→ (xs, xf) can be written
an integral operators
(Jψ)(k) =
∫
R2
J(r; k) ψ(r) d2r, (Rϕ)(xs, xf) =
∫
R2
R(ζ;xs, xf) ϕ(ζ) d
2ζ
with distributional integral kernels
J(r1, r2; k1, k2) := δ
(
r1 − 1
`
(w2k1 − v2k2)
)
δ
(
r2 +
1
`
(w1k1 − v1k2)
)
R(ζ1, ζ2;xs, xf) :=
√
C δ
(
ζ1 +
1
`
(
xs − β
α
xf
))
δ
(
ζ2 − 1
`
(
xs +
β
α
xf
))
with C = 2
`2
∣∣β
α
∣∣. The k1-parity operator Π1 can be written as an integral operator with the
distributional kernel δ(r1 + k1) while the integral kernel of the k2-Fourier transform F2,µ,
with µ := − `2
2β2
, is `
2|β|√pie
i `
2
2β2
ζ2k2 . Then the unitary map I−1 ◦ (Π1⊗F2,µ)◦I : L2(R2, d2k)→
L2(R2, d2ζ) as the integral distributional kernel
L(k1, k2; ζ1, ζ2) := δ(ζ1 + k1)
`
2|β|√pi e
i `
2
2β2
ζ2k2 .
Summarizing the total transform W : L2(R2, d2r) → L2(R2, dxs dxf) (up to the obvious
identification I) can be expressed as an integral operator
(Wψ)(xs, xf) =
∫
R2
W (r;xs, xf) Ψ(r) d
2r
with a (total) integral distributional kernel
W (r1, r2;xs, xf) :=
`√
2pi|αβ| δ
(
v · r −
(
xs − β
α
xf
))
ei
w·r
2β2
(xs+ βα xf).
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