ollowing the dominance of Ethernet in local area, campus, and enterprise networks, efforts are underway in the IEEE, Metro Ethernet Forum (MEF), and International Telecommunication Union (ITU) to extend Ethernet into metro networks. Service providers are already starting to deploy scalable, cost-effective value-added metro services. Ethernet technology, which was originally developed for LAN applications, now supports different traffic priorities (voice, video, data) in enterprise networks. The major challenge for deploying this technology in metro networks and wide area networks (WANs) is to guarantee the quality of service (QoS) using intelligent traffic engineering (TE) management schemes. Other challenges include scalability (Ethernet flat addressing, i.e., no hierarchical structure for the medium access control, MAC, address space), reliability, and operations, administration, and maintenance (OAM).
Customers are demanding an end-to-end Ethernet solution in which geographically distant LANs are connected as if they were one single LAN. This customer virtual LAN (C-VLAN) provides full connectivity between customer sites (LANs), and allows a station in one LAN to engage in unicast, multicast, and broadcast communication with any other station belonging to the C-VLAN. This type of communication is referred to as multipoint. Customer sites connect to the metro Ethernet at provider access points (APs). In this article the APs can be realized as provider edge (PE) routers or bridges. The metro provider usually implements the connectivity of its APs using a Steiner tree that spans all APs. In metro Ethernet, this tree is simply referred to as a spanning tree (ST). An ST is a bidirectional tree that has, as its leafs, all APs of the metro network. The logical interface of the customer to the metro Ethernet is called a user-to-network interface (UNI), while the logical connection between UNIs constituting all sites of a given customer is referred to as an Ethernet virtual connection (EVC). The MEF is currently defining these key logical elements, among others.
This article looks into the basic problems of TE in Metro Ethernet networks, such as load balancing, QoS-based protection, and label-space management. Evolving trends in traffic management at standard bodies and their implications are also discussed.
Network Scenarios
There are several architectures available to carry Ethernet frames across metro networks. The following two approaches are attracting much attention from the industry:
• Using multiprotocol label switching (MPLS) as the transport technology in the metro network • Extending the native Ethernet protocol, currently under consideration in IEEE 802.1 [1] In the following we briefly elaborate on these two approaches. Fig. 1 , the metro network comprises the APs given in the form of PE routers, label switch routers (LSRs), and label switched paths (LSPs) between the two PE routers. The PEs are connected to customer equipment (CE) via the UNI. In this scenario, MPLS layer 2 encapsulation (also known as Martini encapsulation) facilitates the transportation of layer 2 frames across an MPLS service provider domain [2, 3] . Two MPLS labels are inserted into the customer Ethernet frames based on destination MAC address/port/802.1Q information at the ingress nodes. The first label at the top of the stack is the tunnel label, which is used to carry the frame across the provider network. The core LSRs only look at the top label to switch the labeled frame across the MPLS domain. The top tunnel label is typically removed by the penultimate hop, that is, the hop before the egress label edge router (LER). The second label at the bottom of the stack is the virtual circuit (VC) label, which is used by the egress LER to determine how to process the frame and where to deliver it on the destination network. The egress LER infers from the VC label how to process the frame and then forwards it to the appropriate outgoing port. The VC label is not visible until the frame reaches the egress LER because of the MPLS tunneling hierarchy. Thus, in the case of MPLS encapsulation, two labels are necessary (tunnel/VC).
MPLS Metro Networks -As illustrated in
Provider Bridged Networks -This scenario is an extension of the native Ethernet protocol into metro networks, and is currently being considered in IEEE 802.1 [1] . As shown in Fig. 2 , the metro network comprises Ethernet switches/bridges. An ST protocol is used to establish one or more trees that span all APs. Each tree provides a path between all the customer sites in the F F Maher Ali, Girish Chiruvolu, and An Ge, Alcatel
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virtual LAN (VLAN) of that customer. Two main encapsulation schemes are used to address scalability problems of deploying Ethernet in the metro domain. The first scalability problem is due to the limited number of VLANs that can be supported. Because the VLAN tag (often referred to as the Q-tag since it is defined in IEEE 802.1Q) is limited to 12 bits, an additional Qtag can be inserted by the metro provider into the customer Ethernet frames at the ingress switch of the metro domain. Using this scheme, the provider is able to carry more customer VLANs than would be otherwise possible. This encapsulation scheme is referred to as Q-in-Q or VLAN stacking.
The other scalability problem is the MAC address table explosion. This issue arises because of the need for the core switches to learn all customer MAC addresses. To compact this problem, an encapsulation scheme such as MAC-in-MAC (MiM) is used to transport customer traffic across the metro domain. In MiM, each ingress node inserts (into the customer frames) two additional MAC address fields. These fields are the source and destination MAC addresses that correspond to the respective APs and have local significance within the metro domain. In this way, the end users' MAC addresses are associated with the corresponding ingress (AP) node's MAC address. Each of the core switches has to learn only the edge switch MAC address. As a result, huge end-user MAC address entries are avoided in the core switches.
For more information on these encapsulation schemes (and others), please refer to [4] .
Metro Ethernet Services
The MEF has defined a number of new metro Ethernet services based on the network architecture of Fig. 3 [5] . The customer equipment is connected to the metro Ethernet network via its Ethernet port. This interface to the network, the UNI, acts as the physical demarcation point between the responsibility of the service provider and the responsibility of the subscriber. Inside metro networks, the connectivity between UNIs is provided by an EVC. A transport layer, such as synchronous digital hierarchy (SDH), Ethernet, MPLS, or asynchronous transfer mode (ATM), provides this virtual connection. From the customer's viewpoint, the metro network looks like an Ethernet wire.
Two types of services are defined based on the network connectivity: Ethernet Line (E-Line) and E-LAN services [6] . The E-Line service, which provides a point-to-point EVC between two UNIs, can be used to create a broad range of point-to-point services, such as Ethernet private line (EPL) services and Ethernet virtual private line (EVPL) services. More sophisticated forms of an E-Line service can be found in [6] . Service multiplexing of more than one EVC may occur at none, one, or both of the UNIs. Figure 4 shows an example of the EVPL service in which one physical port at customer A (UNI A) supports connectivity for two Ethernet services. Some service frames may be sent to EVC1 (customer B) while other service frames may be sent to EVC2 (customer C).
To connect three or more sites, the subscriber could use the E-LAN service for which the carrier network performs switching/bridging functions. Figure 5 , for instance, shows LAN extension using an E-LAN service. The edge nodes perform a bridging/switching function, while an ST protocol is used to prevent loops in the provider network.
In the following section we summarize the issues addressed in this article. Table 1 provides a summary of the issues addressed in this article. For each issue we list the proposed solution, the targeted network, the networking scenario, and the article section where this issue is addressed.
Issues and Solutions

Issue I: Scalability of the Number of Active VLANs
The first issue we look at is the problem of limited VID space in the provider domain. This problem arises in the native Ethernet realization scenario. The 12-bit VID, in the Q-tag of the Ethernet frame [7] , allows for up to 4096 VLANs to be active at any time in a domain. To overcome this limitation, it is beneficial to group several C-VLANs, assign one VID for that group, and map this group to an ST. It should be noted that the assigned VID has local significance within the provider domain, and the egress node can segregate respective C-VLAN traffic. However, during the learning (of MAC addresses) phase, the broadcast traffic of a C-VLAN can end up at some APs where there is no presence of this C-VLAN. This phenomenon is referred to as leakage [8] . The APs shall drop these leaked frames, preventing potential security problems. Even though the grouping results in better utilization of VID space, it may lead to some wastage of network resources (due to leaked frames). Moreover, the grouping can result in stringent aggregate bandwidth requirements and/or may render some of the STs unsuitable. A given ST becomes unsuitable for carrying traffic of VLAN X if VLAN X is grouped with VLAN Y that has this ST as unsuitable in the first place. Thus, proper attention has to be paid when designing the grouping and mapping algorithms. It should be noted that tunneling/encapsulation schemes exist [4] that address the limited support for the number of VLANs. However, the grouping can help reduce the state space to be maintained at core switches. This issue is addressed later.
Issue II: Scarcity of Bandwidth
In many applications it is beneficial to employ alternate routes. These alternate routes are important in the realization of protection, QoS routing, and TE. The network management system (NMS) is provided with multiple STs (based on our tree calculation algorithm) to be used in the establishment of customer VLANs. Due to scalability issues, most vendors limit the total number of active STs to 256. In practice, an average of 64 STs is used. These STs can be constructed by either a VLAN-agnostic approach such as the IEEE 802.1s rooted trees or taking the traffic distribution of the C-VLANs into account in order to produce STs tailored to the customer's traffic. As an example of the latter approach, one can construct an ST for a group of C-VLANs such that the total bandwidth consumed by the customers of this group on the physical links of this ST is minimized. For the former approach, one can construct generic STs, each rooted at a different AP. In either case, these STs provide a mechanism for alternate routing that can provide better utilization and balancing of the usage of network resources. This article address- es only STs constructed using the former approach. These issues are addressed later.
Issue III: QoS-Based Survivability
The third issue addressed in this article is the problem of providing differentiated levels of protection in metro/enterprise Ethernet environments. The IEEE 802.3ad bundling mechanism of link aggregation is used to mitigate disruption of traffic due to link failure. We focus on problem of mapping EVCs' traffic with given protection requirement on multiple STs utilizing novel TE-based schemes. This issue is addressed in another section. Throughout this article, numerical examples are obtained using the Italian network topology [9] . This is a 21-node network used as an example of a mesh topology with an average node degree of 3.4. VLANs are generated randomly with average VLAN size of 7 (i.e., 30 percent AP participation probability). 
Customer VLAN Grouping
As mentioned earlier, it is beneficial to group multiple CVLANs and share the same provider VID. However, the grouping of multiple C-VLANs in the provider network may introduce leakage at the provider APs for the broadcast messages [8] . The leakage occurs if not all the APs are part of the C-VLANs in the group. As a result, the total bandwidth used in the provider network is not optimal. More important, leakage can be a serious security problem and needs to be managed properly. Note that the unicast traffic would be delivered to the designated edge node based on their MAC address and provider VID; thus, unicast traffic is not affected by grouping. Figure 6 illustrates the potential leakage problem. Two CVLANs, VLAN Y and VLAN B, are grouped together. VLAN B is connected to the metro domain via edges B, C, D, and E. VLAN Y is connected to the metro domain via edges A, B, C, and D. Thus, the two C-VLANs share edge nodes B, C, and D. If one of the hosts in VLAN B sends a broadcast message, it will reach all the edge nodes (A, B, C, D, and E). Among them, VLAN B does not involve edge node A. As a result, the broadcast traffic leaks to edge node A, and the message is dropped (by edge node A). When the leakage of traffic is only measured at the edge nodes without considering the traffic route, we call this AP-based leakage. On the other hand, wastage of bandwidth on the links that are not part of the paths of a C-VLAN with respect to an ST is referred to as network leakage.
To quantify the network leakage, the actual traffic routes, or specific ST, need to be included in the leakage computation. When multiple STs exist in a network, the network leakage varies with the ST selection for a given group. For example, when the VLAN Y segment attached to edge node A sends a broadcast frame, the message introduces network leakage on ST 2 at edge node E. On the other hand, there is no network leakage on ST 1 as edge node E is a necessary hop for the packet to reach the other edges.
Since the network leakage needs actual mapping of the group to the ST, interaction between the unicast and broadcast traffic matrix of different C-VLANs is required. Computation-intensive analysis is demanded for the optimal solution in finding the minimum network leakage. AP-based leakage is used as an approximation for leakage in this article.
AP-Based Leakage Calculation
Recall that a customer VLAN connects to the provider network via multiple geographically distant APs. Two VLANs who have an identical set of APs are considered a perfect match for grouping. However, when one or more of the APs is not used by all the grouped VLANs, leakage occurs. A grouping scheme must aim at minimizing this leakage through intelligent grouping of similar VLANs. There are several ways to quantify the matching criterion. As an illustrative example, consider an already formed group of VLANs. The cost of adding VLAN X to this group is proportional to the number of mismatched APs. The total leakage as a result of grouping a set of VLANs is basically the aggregate cost from all the VLAN members of this group.
A Heuristic for VLAN Grouping
A new heuristic algorithm that can group the C-VLANs with limited leakage is described below.
Best Fit (BF) -
Sort the C-VLANs by the number of access points 2. Initial the group set G as empty 3. Pick a C-VLAN (Cj) according the sorted order from the ungrouped C-VLAN set 4. If the set G is empty, then the first C-VLAN forms the initial group, Go to Step 7 5. If the set G is not empty, then calculate the leakage of the C j
for all existing groups 4. Find the group that has the minimum leakage for C j .
If the minimum leakage does not exceed the leakage limit, then join the C j to that group 4.2 Otherwise, C j forms a new group 7. Update the group set information 8. Go to step 3, until every C-VLANs joins a group
Our AP matching criterion for grouping and the proposed BF algorithm provide a reasonable and feasible approach to address the VLAN grouping problem.
Bandwidth Requirement, Load Balancing, and Spanning Tree Mapping
In this section we discuss several aspects of load balancing and appropriate C-VLAN mapping onto STs. Given the set of groups obtained from the above grouping scheme, we aim to produce the best load-balanced routing of these groups. Clearly, as the number of STs increases, more alternate routes become available, thus providing more opportunities for balancing the traffic. We address the load-balancing problem, comprising three steps, as follows. First, we obtain a solution that minimizes the total bandwidth used by the groups in the network. After minimizing the total bandwidth, we find the link with the maximum amount of bandwidth used (MAX). Second, the physical link maximum capacity is changed from infinity to MAX for all links. Finally, we solve for routing the groups again, but this time with the objective of balancing the n traffic. Let U and L denote the maximum and minimum bandwidth reservation on links in the network, respectively. The balancing aims at minimizing (U-L). The output is a routing solution where physical links are highly balanced. This algorithm can be executed hourly to accommodate the dynamic nature of the traffic. Related information, such as link congestion level, is disseminated back to the network management system through protocols such as Simple Network Management Protocol (SNMP). We first start by studying the interactions between grouping and bandwidth provisioning.
Grouping and Bandwidth Requirement
The leakage of grouping multiple C-VLANs may affect optimal ST selection for C-VLANs and thus increase the bandwidth usage at the metro Ethernet. In the following study, 100 C-VLANs are grouped by the BF method with the maximum AP-based leakage for each VLAN of 0.3. It was observed that minimal bandwidth increase can be achieved using more aggressive optimization methods such as the BF grouping scheme. There was, however, a small increase of about 2 percent in bandwidth compared to no grouping. However, this slight increase in bandwidth (due to non-shortest path for some VLANs) is tolerable compared to saving about 34 percent in the label space.
As discussed before, the leakage for a given group depends on the selected ST. We would like to study the impact on the bandwidth required for provisioning due to the constraints on leakage for a group. Given the source STs, a given group has a specified leakage. If one has a hard constraint on the leakage for a given group, some of the STs cannot be assigned for that group; otherwise, the leakage constraint is violated. As the number of STs available for routing is decreased due to this constraint, one expects the amount of bandwidth required for provisioning to increase because of the elimination of some STs with shortest paths. The difference threshold percentage is defined as follows. For each group, the set of 21 STs is evaluated to compute the network leakage (between zero and one). The difference value for each group is the maximum leakage for a tree minus the smallest leakage. A difference threshold percentage of X allows all STs that do not exceed (X*difference value of the minimum leakage) to be included in the routing for that group. Thus, a zero difference threshold percentage allows only STs that have the minimum leakage to be included, while a 100 percent difference threshold percentage allow the inclusion of all STs. Figure 7 shows the total bandwidth as a function of the difference threshold percentage for the BF grouping resulting in 66 groups and using the Italian network topology.
As the figure shows, strict requirements on network leakage have significant impact on the total bandwidth needed. Thus, a group that requires less network leakage may have to pay more for more bandwidth usage. The figure shows that at 60 percent and above, the total bandwidth required is not affected. This suggests that moder-
The Impact of Alternate Routing on Load Balancing
A successful routing of C-VLANs can be measured by the traffic distribution in the network. A routing scheme that balances the traffic from the C-VLANs across the network is better than another routing scheme that tends to use the physical links in an unbalanced way. Clearly, as we have more routing options (i.e., more STs) for the C-VLANs, more opportunities exist for balancing the traffic. Figure 8 shows the link utilization of the Italian network as a function of the number of alternate routes (i.e., trees) available. On the x-axis we show the link utilization, defined as the amount of traffic routed on a link divided by the link capacity. On the y-axis we show the number of physical links that have the same link utilization. Notice how the traffic is unbalanced when one ST is used. Some of the links are highly utilized while others are not. When 21 trees are used, our scheme is able to spread out the traffic across the network such that most of the links are evenly utilized. As the figure shows, no individual link is utilized more than 20 percent. This routing is highly desirable for it provides balanced load on switching and transmission equipment, and is more preferable for survivability schemes. Figure 9 illustrates the benefits of multiple STs in reducing the bandwidth usage in the Italian network. On the x-axis we vary the number of employed spanning trees from 1 to 21. As mentioned earlier, these spanning trees are computed according to the Multiple Spanning Tree Protocol (MSTP, IEEE 802.1s) for a network with 21 APs. On the y-axis we show the n Figure 6 . Illustration of the leakage concept. bandwidth reduction percentage computed relative to using only one ST. From the figure one can see the benefits of using multiple STs. Using all 21 STs allowed the bandwidth usage to be reduced by 50 percent. We also notice that the improvement rate decreases as the number of STs is increased beyond 11. Thus, only half of the STs produce about 80 percent of the bandwidth reduction. This is due to the fact that alternate shortest paths were available in the set of STs computed,thereby reducing the overall bandwidth usage.
The Impact of Alternate Routing on Bandwidth Usage
QoS-Based Survivability
Survivability issues in Ethernet environment have become very important as network links carry large amounts of traffic. In an Ethernet network, switches participate in a distributed protocol in order to build one or more STs. An ST provides loopfree connectivity among Ethernet sources and defines what is called an active topology. In case of a link failure, the SST protocol or its enhanced version, Rapid Spanning Tree Protocol (RSTP), enforces that the connectivity is restored in full by activating alternate ports/links. However, this process takes time, and enhancements to the protocol are being investigated. The IEEE 802.3 standard provides a mechanism to bundle a group of ports into one logical entity. In case of failure of one of these ports, a Link-Aggregate Control Protocol (LACP) (IEEE 802.3ad [10] ) is activated to switch over the affected traffic to redundant capacity in the bundled logical link. The reconvergence of the ST protocol is not triggered in this case, and the logical topology of the active topology is maintained. In addition, this scheme provides high-speed switchover in the form of the well-known 1:1 protection on a logical link (i.e., half of the resources on a logical link are reserved for backup). Different customers' EVCs have different requirements for traffic disruption in case of link failures. One EVC, for instance, carrying real-time sensitive multimedia traffic will most likely have more stringent requirements on data loss/ recovery than another EVC carrying low-priority traffic. To allow for such differentiation, we propose differentiated multiple STs (MSTs) that vary in robustness to link failures. Robustness is defined as the fraction of link aggregate links to the number of links comprising an ST. At one extreme, a fully robust ST employs (n -1) links that are based on link aggregation. In case of a link failure of one component of a linkaggregated logical link, all the EVCs' traffic on the failed component can be hitlessly switched onto the other underlying components of the logical link aggregate. Thus, the EVCs gracefully experience degradation of QoS (in terms of bandwidth) and further delay in the triggering of ST reconvergence. On the other extreme, a nonrobust ST has none of its (n -1) links employing link aggregation. In case of failure, ST convergence is triggered (e.g., RSTP), and the logical connectivity of Ethernet is changed for carried EVCs. Using the continuum of spanning trees between these two extreme cases, spanning trees can be constructed in such a way that they have varying degrees of robustness. This allows the provider to arrive at differentiated mapping of EVCs onto the STs depending on the ranking of their robustness and lower likelihood of traffic disruption among the given set of STs. Customers who require minimal traffic disruption can pay more to have their EVCs mapped onto robust trees.
In the following, we illustrate the benefits of intelligent VLAN mappings to accommodate QoS-based survivability requirements for VLANs. Informally, the management problem entails the mapping of VLANs onto STs such that projected differentiated traffic of VLANs meets its service level agreements (SLAs). These SLAs are defined in terms of both bandwidth requirement (delays incorporated) and protection level. Figure 10 illustrates this idea. It shows the performance, in terms of average robustness per VLAN, for a simulation run. We assume that 10 percent of links in the network are link aggregate. On the x-axis we show the number of STs available for routing and on the y-axis we show the robustness value per VLAN. The robustness is defined as the percentage of total bandwidth of a VLAN that is protected. The results are shown for two different sets of STs. The first set (labeled IEEE 802.1s STs) correspond to an LACP-agnostic ST construction algorithm. These trees are what one would expect from running the standard MST algorithm. The second set of trees (labeled enhanced STs) are constructed by taking advantage of LACP links as discussed in the introduction of this section. The algorithm employed for VLAN mapping optimizes robustness as an objective function for each VLAN. The figure shows the improved VLAN survivability by intelligent construction of STs and informed mapping of VLANs on MSTs.
The spare capacity used at the link aggregate equipment can be used to carry bronze-type traffic (i.e., traffic that does not require beyond RSTP to mitigate failure). In the case of failure, this bronze traffic can be kicked out to be rerouted using RSTP, thus allowing gold traffic (i.e., protected traffic) to be moved to spare capacity. We would like to find the savings in terms of the average bandwidth used for a bronze VLAN in environments employing link aggregate. Figure 11 shows the average bandwidth used for a bronze-type VLAN as a function of the percentage of link aggregates in the network. The figure plots the results for two cases, using one and four STs for routing VLANs. As expected, the link aggregate n Figure 7 . 
Summary
This article addresses a number of issues that arise when traffic engineering is considered in metro Ethernet. We discuss several efficient schemes and algorithms for proper provisioning of customer VLANs in metro Ethernet networks. We address the relevant issues such as VLAN ID space, load balancing, bandwidth minimization, and network survivability. We first propose a grouping scheme that extends the current label space in the provider domain and allows a large number of VLANs to be provisioned efficiently. After that, the issues of load balancing, multiple spanning trees, and interaction between grouping and bandwidth provisioning are discussed and solutions provided. Finally, we present a technique that allows the provider to map VLANs according to their survivability requirements. Simulation results showed that:
• Enlargement of the VID label space can be achieved using a simple heuristic.
• Balanced traffic distribution can be obtained using an efficient and fast provisioning tool.
• QoS-based survivability can be provided to customers using intelligent multiple spanning tree construction/mapping algorithms.
n Figure 9 . Reducing bandwidth usage using multiple spanning trees for the Italian network. 
