Abstract. We study the existence and uniqueness of the backward stochastic variational inequalities driven by m-dimensional fractional Brownian motion with Hurst parameters H k (k = 1, . . . m) greater than 1/2. The stochastic integral used throughout the paper is the divergence type integral.
has a long range dependence, that is if we put r(n) = cov(B
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Dariusz Borkowski and Katarzyna Jańczak-Borkowska has been developed. Firstly definitions of integrals of Stratonovich type with respect to fBm were introduced (see [7, 14] ), but they did not satisfy the natural property
f s dB H s = 0. Next, a new type of stochastic integral with respect to fBm was defined to satisfy the mentioned property. The definition introduced in [8] is the divergence operator (Skorokhod integral), defined as the adjoint of the derivative operator in the framework of the Malliavin calculus and the equivalent for H > 1/2 definition introduced in [9] is based on the Wick product as the limit of Riemann sums.
Pardoux and Peng were first who proved the existence and uniqueness of solution of the backward stochastic differential equations (BSDEs) with respect to Wiener process (see [19] ). Since then many papers have been devoted to the study of BSDEs, mainly due to their applications. The main purpose of studying these equations was to give a probabilistic interpretation for viscosity solutions of semilinear partial differential equations.
BSDEs driven by a fBm with Hurst parameter H > 1/2 were first considered in [3] and with Hurst parameter H ∈ (0, 1) in [2] . Next, Hu and Peng in [12] considered the nonlinear BSDEs with respect to a fBm with Hurst parameter H > 1/2. However, the existence and uniqueness of the solution of the BSDE driven by a fBm was obtained there with some restrictive assumption. Maticiuc and Nie, [15] improved their result and omitted this assumption. Moreover, they developed a theory of backward stochastic variational inequalities, that is they proved the existence and uniqueness of the solution of the reflected BSDEs driven by a fBm. The existence and uniqueness of the generalized BSDEs driven by a fBm with Hurst parameter H greater than 1/2 was shown in [13] and in [4] the existence and uniqueness of the generalized backward stochastic variational inequalities driven by a fBm with Hurst parameter H greater than 1/2 was proven.
The existence and uniqueness of BSDE driven by multidimensional fBm was shown with a very restrictive assumption by Miao and Yang in [17] . In [5] it was shown that this assumption is redundant.
In the current paper we show the existence and uniqueness of the backward stochastic variational inequalities (BSVI for short) driven by multidimensional fBm, i.e. we consider the reflected BSDE. In our approach we use as stochastic integral the divergence operator.
The paper is organized as follows. In Section 2 we recall some definitions and results about a fractional stochastic integral, which will be needed throughout the paper. Section 3 contains assumptions, the definition of BSDE driven by multidimensional fBm and formulation of the main theorem of the paper. Section 4 is devoted for some a priori estimates. Finally, in Section 5 we prove the main theorem using a penalization method. 
FRACTIONAL CALCULUS -MULTIDIMENSIONAL FBM
where f is a polynomial function of l variables, is defined as follows:
Now, introduce another derivative
Theorem 2.1. Let F : (Ω, F, P) → H be a stochastic process such that
Then, the Itô-type stochastic integral denoted by 
where
is a constant vector and b i are deterministic continuous functions with
Let F be continuously differentiable with respect to t and twice continuously differentiable with respect to x. Then
Theorem 2.3 (fractional Itô chain rule). Let
Denote
and
The above theorems can be found in [9, 10, 12, 15, 17] and for a deeper discussion we refer the reader to [10, 18] .
In solving backward stochastic differential equation with respect to a fractional Brownian motion the major problem is the absence of a martingale representation type theorem. Considering such equations an important role plays the quasi conditional expectation, which was introduced in [11] . For a while, in what follows to simplify the notations we will drop the superscripts k in the Hurst index H and in a function φ. For any natural n define the set H ⊗n of all real symmetric Borel functions f of n variable such that
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Then we can define the iterated integral in the sense of Itô-Skorokhod (see [9] )
For n = 0 and f 0 being a constant we put I 0 (f 0 ) = f 0 and f
(Ω, F, P ). Then there exists a sequence f n ∈ H ⊗n , n ≥ 0, such that F has the following chaos expansion:
Moreover,
Definition 2.5. The quasi-conditional expectation of some random variable of the form
relative to a fractional Brownian motion B H and the filtration {F t } t≥0 generated by
Now, following [17] , for any k = 1, . . . , m take f n ∈ H ⊗n k and denote byL
(Ω, F, P ) such that F has the following chaos expansion:
The quasi-conditional expectation of random variable F ∈L
2
(Ω, F, P ) is defined as in the definition above. Proposition 2.7. Let F : (Ω, F, P) → H be a stochastic process such that
BACKWARD STOCHASTIC VARIATIONAL INEQUALITIES
Assume that 
Note that, since
We suppose that (H 2 ) ξ = h(η T ) for some function h with bounded derivative and such that E|ξ|
Now consider the set
ByṼ H T denote the completition of the set of processes from V T with the following norm: 
Remark 3.1. ∂ϕ is maximal in this sense that
We will consider the following backward stochastic variational inequality driven by multidimensional fBm: 
and such that Y, U ∈Ṽ
There exists a unique solution of (3.2).
The proof of the above theorem is deferred to Section 5. 
A PRIORI ESTIMATES
Proof. By C we will denote a constant which may vary from line to line. From the Itô formula,
It is known (see [12, 15] ) that
Moreover, by Remark 6 in [15] , there exists M k > 0 such that for all t ∈ [0, T ],
Denote M = max 1≤k≤m M k . By the above, integrating (4.1) we have 
and therefore
By the Gronwall inequality, .2) with data (ξ, f ) and (ξ,f ), respectively. Then
Proof. By the Itô formula, computing similarly as in the previous theorem
From assumptions we get
Therefore, we obtain
Using the Gronwall Lemma we get the required inequality.
PENALIZATION SCHEME
We will approximate the function ϕ by a sequence of convex,
where J ε (y) = y − ε∇ϕ ε (y).
Here are some properties of ϕ ε (see [1] or [6] ):
where by π Domϕ (y) we denote the projection of y on the closure of the set Domϕ. Note that if for some a ≤ 0 we define convex indicator function
, where x − = max(−x, 0). Consider a sequence of BSDEs 
