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1.1 Diagram of the human outer, middle, and inner ear [1] with the primary
parts labeled for reference. The pinna collects incoming sounds and directs
them down the ear canal to the tympanic membrane. In the middle ear, the
ossicles (malleus, incus, and stapes) vibrate and transmit the signal to the
cochlea in the inner ear. The sketch of the ossicles is given for clarity and
to label each bone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Conceptual example of an audiogram. Red circles indicate the measured
threshold of the pure tone stimulation frequency for air-conducted sound
in a single ear. Additional data are typically included for bone-conducted
test signals and for the left ear, but are omitted for simplicity. Shaded
regions demonstrate the hearing level ranges, measured in dB HL relative
to a healthy hearing threshold), for various severities of hearing loss. This
diagram does not include real data, and was not directly recreated from any
source, but was influenced by open-source images and examples in [2, 3]. . 6
1.3 Images of different hearing aid styles. (a) and (b) demonstrate in-the-ear
and in-the-canal type HAs. Behind-the-ear systems are shown in (c) and (d).
This image is reused by permission from: Hearing Aids, Springer Handbook
of Auditory Research, Springer International Publishing Switzerland 2016 [4]. 8
1.4 Illustration of the external and internal parts of a cochlear implant (CI). The
microphone(s) and signal processor are located in a behind-the-ear housing;
outputs are connected to an inductive link that transmits the signal to an
internal receiver. The receiver stimulates the implanted cochlear electrode
based on the frequency content of the incoming sound. (Images: BC Family
Hearing, CC BY 4.0 [5]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Average dB SPL values of the hearing threshold and two equal-loudness-
level contours (10 and 20 phon). Hearing threshold data points (black), and
10 phon (red) and 20 phon (blue) data points are estimated or taken directly
from BS ISO 226:2003 [6]. The 20-phon contour will represent the minimum
detectable signal specification for the accelerometer. . . . . . . . . . . . . . 18
viii
2.1 Schematic representations of the direct and inverse piezoelectric effect. Panel
(A) illustrates an applied stress that results in charge generation on the elec-
trodes of a piezoelectric element. Panel (B) shows the longitudinal extension
that occurs when a voltage is applied to the electrodes and an electric field is
generated within the material. Panel (C) demonstrates that a single piezo-
electric element with an applied bending moment about its neutral axis will
not generate any electrical signal due to a lack of net strain within the material. 25
2.2 Schematic representations of the direct and inverse piezoelectric effect for
a piezoelectric bimorph structure. At the top, the bimorph is subject to
a bending moment about the combined neutral axis and results in charge
accumulation due to all positive or all negative strain through the thickness
of the layer. At the bottom, a voltage is applied to a bimorph (accounting
for material polarity and extension direction) causing bending deflections of
the layered beam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Circuit representations of series and parallel in- and out-of-phase connection
combinations of piezoelectric elements. The series, in-phase combination is
simply a sum of voltage outputs from the individual sensors, while the out-
of-phase combination is a difference of the voltages. Similarly, the parallel,
in-phase combination is a sum of the current generated by each sensor sent
through the total impedance of the parallel capacitors. The out-of-phase
result is a difference in currents through this same capacitive impedance.
This chart includes examples of two connected elements, but any number is
possible and will follow these equations. . . . . . . . . . . . . . . . . . . . . 27
2.4 Series and parallel resistor-capacitor pair representations for the lossy capac-
itive sensing element. Panels (A) and (B) provide the impedance equation
for each respective pair as well as the resistance value in terms of dissipation
factor, tanδ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 Diagram of the modeled structure. The device is a piezoelectric cantilever
bimorph beam of length L made of AlN with a total thickness tb. A silicon
proof mass with dimensions LM and tM, mass M, and moment of inertia IM
is attached to the end of the beam. The beam is anchored to a silicon frame
that sits on a PCB carrier that also includes the signal processing electronics
for the voltage output Vout. . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 MDA pseudo-color plots for length combinations discretized into 25 µm and
10 µm increments with a mass thickness of 500 µm. The contour line indi-
cates the resonant frequency of 600 Hz. The black star on each plot marks
the lowest MDA combination, and the black circle indicates the equal-length
combination. Results indicate that the finer resolution improves the MDA
result by achieving a resonant frequency closer to the set limit. . . . . . . . 41
2.7 Length combination MDA results for five different mass thicknesses. Masses
from 500 µm thick down to 100 µm thick are plotted over the same MDA
range. The resonant frequency contour reference is 1 kHz. Decreasing the
mass thickness results in combinations with higher resonant frequencies, but
also higher MDA values. The black arrow on each plot marks the combina-
tion with the lowest MDA in each case. . . . . . . . . . . . . . . . . . . . . 43
ix
2.8 MDA dependence on beam width, b. Sample calculated values are marked
with black circles, and the dashed line through them is the known 1/
√
b
trend. A red dotted line highlights the MDA for the beam width used in
Approach 1 (100 µm), and a blue dotted line indicates the desired MDA
value (10x less) that results in a 10 mm wide beam. . . . . . . . . . . . . . 44
2.9 (A) Beam deflection W (L) and (B) resonant frequency fR results for increas-
ing beam width. In both plots, the blue dashed line denotes the analytic
uniaxial stress model, and the red dashed line denotes the analytic plane-
strain model. Finite element solutions for W (L) at the tested widths are
marked with black “×” symbols and the fR solutions are marked with black
circles. Beam deflection and resonant frequency simultaneously increase to
the plane-strain asymptote. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1 Photographs of Design 1 and Design 2 MEMS die. In A), samples of Design
1 and Design 2 are shown with four electrically-independent sensors within
each frame. Note that the photograph of the Design 2 die was taken after
wirebonds were attached to the electrode pads. In B), a magnified picture
of the beam under test is labeled to indicate the beam, proof mass, and
wirebond locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Abbreviated process flow for microfabrication, not drawn to scale. In A),
alternating layers of Mo electrodes (20 nm) and AlN piezoelectric material
(0.5 µm) are deposited on a Si wafer substrate (400 µm) that was covered by
a SiO2 isolation layer (10 µm). In B), vias are defined to access and connect
these electrode layers for the desired output. In C), electrode pads are
deposited and DRIE defines the frame, beam, and proof mass and releases
individual MEMS die. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3 A sample amplifier circuit on a printed circuit board. Off-the-shelf surface
mount components are soldered onto the pad layout (the largest items are
the coin cell battery holder and the BNC connector at the output). The
MEMS die is adhered to the PCB with glue and connected to the pads on
the board with wirebonds. This layout was not designed to meet any specific
size parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 Simulated and experimental gain and phase of the amplification circuit. A
50 mV chirp signal was sent to the gate of the JFET and the output of
the circuit was connected to the DAQ. The resulting gain is approximately
43 V/V or 33 dB. The -3 dB cutoff frequency for the high-pass filter is 6 Hz. 54
3.5 Diagram of the actuation experiment configuration. The chirp voltage signal
is sent from the driver to the pads on the accelerometer die through the probe
tips used to access the electrode pads on the MEMS die. The LDV focused
at the end of the beam detects vibration and sends a voltage signal back to
the DAQ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
x
3.6 Simulated and experimental voltage actuation amplitude and phase of the
sensor. A 1 V chirp driving signal was sent to device and the acceleration
of the beam was measured using an LDV focused at x=L. Low-frequency
fluctuations (from 10 to 30 Hz) are due to the amplifier chosen to drive the
high-impedance sensor. The acceleration amplitude is 23.8 mm/s2 at 100 Hz,
resulting in a data-fit d31=-2.0 pC/N. Proof mass dimensions of LM=63 µm
and bm=740 µm fit the first resonant frequency of 1420 Hz. . . . . . . . . . 57
3.7 (A) Schematic diagram of the sensing experiment set-up and (B) image of
the PCB attached to the vibration exciter. The driving chirp voltage signal
is sent to a power amplifier that drives the vibration exciter. The MEMS
die on the PCB is attached to a fixture that is then coupled to the vibration
exciter. The amplified voltage output from the device is sent to one DAQ
input and the LDV-measured excitation of the die frame is sent to another
DAQ input. These data sets are used to compute the transfer function of
the sensor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.8 Simulated and experimental device sensitivity amplitude and phase. The
device is driven by a shaker and the imparted acceleration is measured with
the LDV. The voltage output through the amplifier is sent to the DAQ. Ac-
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100 Hz is 1.3 mV/g (not including amplifier gain). The maximum difference
between the modeled and measured result from 10 to 900 Hz is -3 dB at
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3.9 Simulated and experimental input referred noise spectral density (left axis)
and minimum detectable acceleration assuming constant sensor sensitivity
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ABSTRACT
The structures comprising the human auditory periphery each perform unique functions
to direct incoming sound, provide frequency-dependent gain, match impedance between air
and liquids, and decompose the signal into its component frequencies. However, conductive
and sensorineural hearing loss can significantly inhibit these functions, necessitating inter-
vention to acquire or restore hearing capability. It is important to address hearing loss to
avoid communication difficulties, cognition decline or hindered development, and social iso-
lation. Technological solutions such as hearing aids, cochlear implants, and active middle ear
implants have been developed to mitigate hearing loss. Despite the many historical successes
of these devices, the externally-placed components still have significant drawbacks that have
motivated research and development of completely-implantable sensing options. Not only do
they require specific care and removal for certain activities (sleeping, bathing, exercise), but
also necessitate signal processing to address feedback, improve microphone directionality,
and reduce wind noise. An implanted system could function continuously and would utilize
the outer ear for sound localization and protection from wind noise. The performance of
implantable sensors must achieve all desired outcomes to outweigh the primary disadvan-
tage - invasive implantation surgery. Therefore, the ultimate goal of this work is to advance
completely-implantable auditory prosthesis systems through improved sensing capabilities.
In this work, we design a piezoelectric MEMS accelerometer as an ossicular vibration
sensor. Piezoelectric sensing offers output linearity, low-noise material options, and the abil-
ity to interface the sensor with low-power circuits. To design the sensor, we first derive an
analytic model. The analytic solution provides the full frequency response of the piezoelec-
xiv
tric beam to physical or electrical stimuli, but it does not readily allow for the observation of
trends in the minimum detectable acceleration with dimension parameter changes. Hence, an
assumed-mode model is used to obtain a closed-form solution of the minimum detectable ac-
celeration of the sensor. With this model, we have enabled full design space analysis and can
assess the influence of each design parameter on this key performance metric. Additionally,
fabricated devices were tested experimentally to validate the analytic model.
In order to propose a design for this application, we map input sound pressure levels to
acceleration values using ossicle vibration data from the literature. Based on hearing thresh-
olds, we then set a minimum detectable acceleration design limit, which can be as low as
0.12 mm/s2. Throughout the historical development of accelerometers for this purpose, the
standard device design has a single resonance. However, with insights gained from this work,
we conclude that a single-resonance accelerometer cannot meet the minimum detectable sig-
nal requirement across the entire frequency range in a small sensor die volume (less than
2.2 mm x 2.2 mm x 0.4 mm). Therefore, we propose a dual-resonant piezoelectric ac-
celerometer design that incorporates two sensing elements, each with its own sensitivity and
resonant frequency (i.e. functional bandwidth). This provides the necessary minimum de-
tectable acceleration improvement over the low-frequency range, while the higher-resonance
sensor maintains a wide bandwidth (8 kHz). The proposed sensor design can detect 20 phon
equivalent acceleration levels from 100 Hz to 8 kHz. Modeled results also indicate that the
proposed sensor design maintains a small die area (1.1 mm x 0.74 mm x 0.4 mm). Thus, the
proposed design holds the potential to be the best-performing implantable ossicular vibration




Humans are constantly immersed in a complex sound field in everyday life. Sounds in the
environment caused by people, animals, traffic, and alarms must be sensed and interpreted
for general understanding, to detect dangers, and to communicate with others. As these
signals reach the ear, they are converted from the acoustic domain to structural vibrations
to electrical signals in the brain. The structures comprising the auditory periphery each per-
form unique functions to direct sound, provide frequency-dependent gain, match impedance
between air and liquids, and decompose the signal into its component frequencies. Various
forms of hearing loss inhibit these functions and necessitate intervention to acquire or restore
hearing capability.
In this introduction, we begin with a brief overview of the auditory periphery and
its function for normal hearing, followed by an explanation of the types and severity of
hearing loss and how it is measured. Technological solutions developed to mitigate the
effects of hearing loss are mentioned to highlight shortcomings in the technology and mo-
tivate completely-implantable systems. The research on different sensing mechanisms for
completely-implantable systems and the approach taken in this work are discussed, along
with the specifications pertinent to sensor design.
1
1.1 The Auditory Periphery and Hearing Loss
1.1.1 Structure and Function of the Auditory Periphery
The human peripheral auditory system is shown in Fig. 1.1. Hearing begins at the outer
ear, which has two main parts - the pinna (or auricle) and the external auditory canal (or
ear canal). The cartilaginous pinna serves to direct incoming airborne sound pressure waves
down the external auditory canal where they impinge upon the tympanic membrane [7]. The
pinna provides some high-frequency filtering of the sound, and helps to distinguish whether
the sound source is in front of or behind the listener [8]. Advantageously, a portion of
the pinna, called the concha, and the ear canal resonate at approximately 2.5 and 5 kHz,
respectively, providing natural amplification to the incoming sound [8, 9, 10]. The tympanic
membrane terminates the internal end of the ear canal, separating the external environment
from the internal middle ear cavity. It is a fibrous, toroidal and conic structure that is
oriented at an angle with respect to the ear canal walls [11, 12]. Its shape, in conjunction
with variable thickness and material properties, creates a complex vibratory pattern with
many resonances [13], allowing for an efficient transfer of energy over a broad range of
Figure 1.1: Diagram of the human outer, middle, and inner ear [1] with the primary parts
labeled for reference. The pinna collects incoming sounds and directs them down the ear
canal to the tympanic membrane. In the middle ear, the ossicles (malleus, incus, and stapes)
vibrate and transmit the signal to the cochlea in the inner ear. The sketch of the ossicles is
given for clarity and to label each bone.
2
frequencies from the outer to middle ear [12].
On the enclosed side of the tympanic membrane lies the middle ear cavity. The cavity is
filled with air (when fluid from infection is not present) and is only open to the external envi-
ronment through the Eustachian tube (opening for pressure equalization) [8]. Three ossicles
- the smallest bones in the human body - called the malleus, incus, and stapes, are suspended
by ligaments (the posterior ligament of the incus and the anterior ligament of the malleus)
and muscles (the tensor tympani and the stapedius muscle) within the middle ear cavity
(bones are depicted in Fig. 1.1). The malleus is firmly attached to the tympanic membrane
at its top edge and at the vertex by the manubrium at the umbo [7, 12]. Between these
two points, which are only a few millimeters apart [9], the membrane and the manubrium
can be separated slightly in humans [12]. The head of the malleus joins the body of the
incus at a double saddle joint and the ligaments attached to each bone keep the joint from
separating [7]. The long process of the incus projects downward and connects to the head
of the stapes at the incudostapedial joint [8]. The footplate of the stapes is attached to the
oval window of the cochlea, where the signal is efficiently transferred to the fluid-filled ducts
and other structures of the inner ear. The ossicular chain achieves impedance matching
between the air in the ear canal and the fluid in the cochlea first by the decrease in sur-
face area between the ear drum and the stapes footplate, resulting in a significant pressure
increase [7, 9, 10]. Second, the lever action of the malleus and incus create a mechanical
advantage to further aid in this transmission [7, 10]. All of these contributions in the middle
ear system create a frequency-dependent transfer function that exhibits a maximum gain of
23.5 dB around 1.2 kHz [7, 8, 13, 14].
The inner ear is the most complex part of this system. The three main parts of the
inner ear are the vestibule, the semicircular canals, and the cochlea which are situated in the
temporal bone [7, 8]. The vestibule and semicircular canals comprise the vestibular system
which is responsible for sensing changes in head motion, understanding spatial orientation,
and maintaining balance and posture. The cochlea is a snail-shaped structure that contains
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the organ of Corti, the sensory organ of hearing [9]. When the vibrating stapes moves the oval
window, the fluid moves due to a pressure “release” at the membrane-covered round window.
The fluid motion in the ducts, and the resulting pressure gradient, creates a traveling wave
that deflects the basilar membrane, a structure that supports the sensory hair cells [10, 15].
The hair cells have rows of stereocilia which move in response to fluid motion, opening
mechanoelectrical transduction channels and sending electrical signals to be perceived as
sound in the brain. As the structure of the basilar membrane changes along its length, the
maximum excitation for a particular frequency corresponds to a specific place [9, 10]. In this
way the cochlea exhibits a tonotopic map with high frequencies close to the oval window
(base of the cochlea) and low frequencies at the end of the spiral shape (apex of the cochlea).
The process of sound transmission described up to this point is called air conduction
hearing, but this is not the only way to stimulate the cochlea. Acoustic signals can also
be perceived through bone conduction hearing where incoming sound vibrates the bones
of the skull. There are two subsets of bone conduction hearing that are distinguished by
the stimulation frequency, inertial and compressional [7]. At low frequencies (below about
1.5 kHz), the skull moves as a rigid body and the ossicles move relative to the skull due
to their inertia. This results in the previously described cochlear response to oval window
motion. At higher frequencies, where the bones of the skull are responding in complex mode
shapes, the cochlea may be directly compressed (since it is surrounded by the temporal
bone) [16]. The round window membrane moves in response to the compression and the
fluid is able to move within the ducts and stimulate hearing.
1.1.2 Hearing Loss: Types, Severity, and Measurement
In the United States, bilateral (both ears) hearing loss affects at least 13% of people age
12 or older [17] and increases to 23% for unilateral (one ear) hearing loss [18]. While disabling
hearing loss can be experienced at all ages, its prevalence increases as people age [19]. The two
primary types of hearing loss are conductive hearing loss and sensorineural hearing loss [3].
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A third category, mixed hearing loss, arises as the combination of the two types. Conductive
hearing loss refers to a disruption in the air-conduction hearing pathway; essentially, the
sound and vibration cannot be transmitted to the inner ear, or it is transmitted at amplitudes
significantly lower than the threshold that can be detected in the cochlea. Conductive
losses can be caused by outer ear obstructions (wax), infections and trapped fluid in the
middle ear, perforation of the ear drum, dislocation of the ossicles, or abnormal bone growth
(otosclerosis) [15, 20]. Sensorineural hearing loss results from hair cell damage or natural
degradation within the cochlea that inhibits the mechanoelectrical transduction required to
sense the sound. This can occur over all frequencies (damage throughout the entire cochlea)
or over a range of frequencies (localized damage). Sensorineural hearing loss is often the
result of aging, but also can be caused by heredity, infections, prolonged noise exposure, or
trauma [2, 20]. The severity of either type of hearing loss can range from mild cases where it
has become difficult to hear soft sounds to profound cases where sounds must be very loud
to be audible. It can also vary with frequency and can even change over time.
Hearing tests are used to identify and characterize the level and frequency-dependence of
an individual’s hearing loss. Periodic testing also demonstrates how one’s hearing threshold
changes as they age. One such hearing assessment is pure-tone audiometry. During this test,
as the name suggests, pure tones ranging in frequency from 125 Hz to 8 kHz are presented to a
patient through headphones (air conduction) or with a bone conduction device [2, 3, 7]. The
intensity level at which the patient can reliably detect the presented sound is compared to the
normal hearing threshold of a healthy-hearing population (measured in decibels hearing level,
dB HL) [2]. Test data is presented graphically for both ears with air and bone conducted
stimulation in an audiogram. Figure 1.2 shows an example of an audiogram wherein air-
conduction data are conventionally marked with circles; for the sake of simplicity, only one
data set is shown here. The tested frequencies are plotted on the x-axis and the threshold
value is plotted on the y-axis (with increasing positive values downward). This example
plot also includes shaded ranges of dB HL values indicating the severity of hearing loss that
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Figure 1.2: Conceptual example of an audiogram. Red circles indicate the measured thresh-
old of the pure tone stimulation frequency for air-conducted sound in a single ear. Additional
data are typically included for bone-conducted test signals and for the left ear, but are omit-
ted for simplicity. Shaded regions demonstrate the hearing level ranges, measured in dB
HL relative to a healthy hearing threshold), for various severities of hearing loss. This dia-
gram does not include real data, and was not directly recreated from any source, but was
influenced by open-source images and examples in [2, 3].
would typically be experienced with each dB HL [3].
With the information provided in an audiogram, an audiologist can assess important
aspects of the hearing loss. They will determine if the hearing loss is the same or different in
the left and right ears and distinguish the type(s) of hearing loss present. For instance, sen-
sorineural hearing loss is indicated by the same air and bone conduction threshold levels at
each tested frequency. On the other hand, if they are different, particularly if the bone con-
duction threshold is lower than air conduction threshold, the individual is likely experiencing
conductive hearing loss [2]. The audiogram highlights other hearing loss characteristics as
well, such as the increasing threshold with increasing frequency trend typical to age-related
hearing loss (such as the example shown in Fig. 1.2). Other hearing tests, such as tympa-
nometry, auditory brainstem response (ABR), and otoacoustic emmissions, can be used to
further interrogate the causes of hearing loss. These examinations are also appropriate for
small children or others who cannot respond to complete the pure-tone audiometry [7].
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Once the hearing loss is identified and quantified, it is important to address it with
medical, surgical, or technological interventions. Studies have demonstrated that neglect-
ing hearing loss in adults may result in social isolation, difficulties communicating, and has
detrimental affects on cognition [2, 3]. In children, hearing loss negatively impacts cognitive
development, speech, and learning [3]. Medications can be used to resolve cases of infection
or middle ear fluid, leading to restored hearing levels. Conductive hearing losses involving
tympanic membrane perforations or otosclerosis may necessitate surgical procedures to fix
the perforation or to implant passive ossicular chain prostheses to improve hearing. Sen-
sorineural hearing loss and cochlear damage, on the other hand, cannot be fixed my surgery
or medicine (although development of drugs and therapies for this purpose is an active
area of research [21]). It is addressed with technological solutions such as hearing aids and
cochlear implants that amplify the incoming sound to stimulate the hair cells at a higher
level or bypass the sensory cells and directly electrically stimulate the auditory nerve. These
technologies and their shortcomings will be discussed in the next section.
1.2 Technological Solutions for Hearing Loss
1.2.1 Hearing Aids
For the sake of completeness in this discussion, it is important to mention that there are
two sub-categories of hearing aids (HAs) - acoustic HAs and bone conduction HAs. Acoustic
HAs stimulate hearing with amplified sound through the air conduction hearing pathway,
whereas bone conduction HAs stimulate the bone conduction pathway. Bone conduction
HAs sense and process incoming acoustic sounds, then drive a transducer that is anchored
to the skull to induce vibration [22]. Aside from noting that the external components of
this system and anchoring method may require specific care or cause issues that motivate
the transition to completely-implantable systems, we will not be discussing the literature
surrounding these devices in this introduction.
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With an acoustic HA, environmental sounds are sensed with a microphone (or array of
microphones), the signals are digitally processed and amplified according to the needs of the
user, and then a receiver (specifically an acoustic speaker) is driven with the conditioned
signal [4]. The components of this system are arranged/housed in several different externally-
placed configurations, as demonstrated in Fig. 1.3. For example, the microphone, processor,
and speaker can be housed in a single case that is molded to fit in the ear at the canal
opening or to be inserted deeper within the ear canal (images (a) and (b)). Alternatively,
the sensor and signal processor can be packaged and placed in a housing behind the ear
while the receiver is placed in the ear canal with a dome fitting to hold it in place (such as
(c) or (d)) [4]. The choice of device style depends on many user-dependent diagnostic and
experiential factors.
In general, acoustic HAs are used to treat mild to moderate hearing loss. Mild/moderate
cases necessitate practical levels of amplification from the signal processors and driven speak-
ers to overcome the increased hearing threshold. If the hearing loss worsens, requiring
increased signal gain for audibility, the possibility of acoustic feedback also increases. Al-
though, the trade-off between achievable gain and acoustic feedback exists for HAs, regardless
Figure 1.3: Images of different hearing aid styles. (a) and (b) demonstrate in-the-ear and
in-the-canal type HAs. Behind-the-ear systems are shown in (c) and (d). This image is
reused by permission from: Hearing Aids, Springer Handbook of Auditory Research, Springer
International Publishing Switzerland 2016 [4].
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of stimulation levels. Oftentimes, feedback can be eliminated by reducing gain at problem
frequencies, testing a style in which the microphone and speaker are spaced farther apart,
or using tighter-fitting molded earpieces (less sound leakage) [23]. For receivers secured in
the ear canal with dome fittings, vent hole size is another variable that can be adjusted to
address this issue. However, another design/functionality trade-off arises because tighter
fitting molds and reduced venting can lead to noticeable occlusion effects, especially if the
user has milder hearing loss at low frequencies than at high frequencies [23].
Signal processing strategies such as digital feedback suppression or occlusion-specific
programs are also successful without physical device changes [23]. Additional algorithms
are implemented for frequency-dependent signal compression, microphone directionality or
beamforming, noise and reverberation cancellation, wind noise reduction, and environmen-
tal classification, among others [4]. Many of these signal processing strategies - particularly
those for feedback, occlusion, directionality, and wind noise - would become obsolete with
a completely implanted system. There would no longer be a device in the ear canal caus-
ing occlusion, irritation, or infection. Furthermore, the (extremely variable [24]) acoustic
feedback path would be eliminated without the combination of a microphone and speaker
in close physical proximity. Finally, the system would take advantage of the pinna and ear
canal which contribute to determine signal directionality and block wind noise from affecting
the ear drum.
Modern devices have incorporated advanced signal processing strategies and extra func-
tionality to be compatible with electronics (such as Bluetooth connectivity to cell phones) [23].
However, still only 16% of 20 to 69 year-olds and 30% of people 70 and older who could ben-
efit from using HAs have actually adopted the technology [19]. The low uptake is likely
due to many of the aforementioned factors as well as the patience required to endure iter-
ations of physical fitting procedures and adjustments to the many electrical parameters to
achieve optimal function. While some tuning of the signal processing would still remain for
a completely-implantable system, eliminating stigma and the need to care for small external
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components could benefit many HA users.
1.2.2 Cochlear Implants
Cochlear implants (CIs) bypass the air and bone conduction hearing pathways and stim-
ulate the auditory nerve directly [3, 25]. Current CI systems consist of both external and
internal components, illustrated in Fig. 1.4 (behind-the-ear style shown). The microphones
and signal processors are contained in behind-the-ear or off-the-ear external housings [25].
The behind-the-ear housing is wired to an inductive link that transmits the digital signal to
the implant below the skin [26, 27]. This portion of the system is secured magnetically, as
are the off-the-ear style processors (that also contain the inductive signal transmission in the
same component). Acoustic signals detected by the microphones are processed into frequency
bins according to spectral content, then sent to the internal receiver that is connected to the
implanted electrode array [27]. The dedicated frequency range for each electrode corresponds
to the particular cochlear location that is being stimulated with electrical pulses (recall the
tonotopic place-frequency map). According to the National Institute on Deafness and Other
Communication Disorders, over 180 thousand adults and children in the United States have
a CI [19]. In order to justify surgical implantation of a CI, the case of sensorineural hearing
loss should be severe or profound. In these instances, even high gains through a HA would
Figure 1.4: Illustration of the external and internal parts of a cochlear implant (CI). The
microphone(s) and signal processor are located in a behind-the-ear housing; outputs are
connected to an inductive link that transmits the signal to an internal receiver. The receiver
stimulates the implanted cochlear electrode based on the frequency content of the incoming
sound. (Images: BC Family Hearing, CC BY 4.0 [5])
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not be enough to stimulate hearing, at least not before causing feedback or saturating the
capabilities of the hardware (speakers) [3]. Therefore, direct electrical stimulation is more
appropriate.
Considering the use of external microphones and signal processing units, many of the
same challenges facing HAs are translated to CIs, except for acoustic feedback and ear
canal occlusion [27, 28]. Additional signal processing algorithms could be eliminated with a
completely-implantable system that experiences a natural representation of hearing though
the outer and middle ear. Furthermore, the external components have some physical draw-
backs, which are also pertinent to HAs. The signal processor, or the entire HA, may need
to be removed during sleeping or rigorous exercise, and if it is not waterproof, also during
bathing or swimming [29, 30]. The lack of 24/7 functionality causes safety concerns, partic-
ularly for the level of hearing loss addressed by CIs. Clearly, complete implantability will
improve CI systems and benefit CI users as well.
1.2.3 Active Middle Ear Implants
In the effort to bridge the gap between HAs and CIs, especially in cases of mid-range
hearing loss, systems called active middle ear implants (AMEIs) were developed [31]. These
devices aim to eliminate externally-worn, in-the-canal components of HAs, but some re-
tain behind-the-ear processors with microphones for sensing. Internally, electromagnetic or
piezoelectric transducers drive the motion of the ossicles or the round window of the cochlea
to stimulate hearing at an amplified level, which allows the cochlea to remain undisturbed
surgically [32]. Despite these advantages offered by AMEIs, the primary disadvantage of
this approach is the need for invasive implantation surgery even when an electrode is not
implanted in the cochlea (accompanied by the potential need for revision surgeries and
irreversible changes within the middle ear cavity). The long history and progression of
AMEIs will not be recounted here, but the interested reader can find detailed reviews on the
topic [31, 32, 33]. However, three systems should be highlighted owing to their “complete
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implantability” - the totally implantable cochlear amplifier (TICA, purchased by Cochlear
Ltd., Sydney, Australia in the early 2000s [32]), the Carina (also now owned by Cochlear Ltd.,
Sydney, Australia), and the Esteem (Envoy Medical Corporation, White Bear Lake, MN,
USA). The references that follow in this section provide detailed diagrams and photographs
of these and other devices.
The TICA was the first completely-implantable device. Implantability was achieved
placing the sensing microphone under the skin in the ear canal near the tympanic mem-
brane [31, 33]. Sensed signals are processed and used to drive an internal piezoelectric
actuator that can be attached to the incus or stapes footplate. Despite utilizing the natural
functional benefits of the pinna and ear canal at the chosen microphone location, issues of
noise feedback arose due to the actuator-driven tympanic membrane motion [32, 33]. Malleus
resection to decouple the ossicles resolved the feedback issue, but also created conductive
hearing loss that must be addressed in the event of device explantation.
The Carina system was changed from semi-implantable to fully-implantable with the
inclusion of a subcutaneous microphone placed behind the ear [33]. Microphone signals
are sent to an internal receiver and processor that drive an electromagnetic transducer;
the transducer can be connected to the incus body, stapes, oval window, or round window
by various specialized attachments [34]. Since the microphone is far from the ear canal,
there is no risk of acoustic pick-up from the driven ossicle motion; thus, disarticulation is
not required. However, since it is located beneath the skin, the microphone is sensitive to
changes in tissue thickness that can occur naturally over time or may be short-term changes
as a result of head or neck movements [35, 36]. Noise from these movements will be detected
and processed, and other body noises may interfere with daily listening though this device.
This system also neglects the pinna and ear canal functions that would benefit the incoming
signal.
The Esteem system is comprised of two implanted piezoelectric transducers, one to de-
tect motion of the body of the incus, and one to drive the head of the stapes [32, 33, 34].
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To eliminate feedback from the stapes driver, the long process of the incus must be cut
to disrupt the ossicular chain [33]. Similar to the TICA, this hinders the reversibility of
Esteem implantation. However, the implanted transducers are effective sensors and actua-
tors, and the system provides constant hearing through the natural filters of the pinna and
ear canal [31, 36]. In some cases, the transducers and signal processor are too large to be
implanted. Decreasing the sensor size may increase the applicability of this technology to
more patients.
As evidenced by these completely-implantable AMEIs, implantation by way of subcu-
taneous microphone is not as effective as sensor placement in the middle ear. There are
ongoing research efforts to alter the size and attachment scheme of the ossicle motion sensor,
or to employ a different method of sensing altogether. Some of this sensor-focused research
is discussed in the next section.
1.2.4 Sensors for Completely Implantable Systems
The sensor, signal processor, and actuator (be it a physical or electrical stimulator) must
all be carefully designed to enable a completely-implantable auditory prosthesis and justify
the risks associated with surgery. The sensor must be able to detect all of the necessary
information so that the signal processor can drive the actuator in the most effective way
possible. While the external placement of microphones in HAs and CIs is not ideal, these
microphones are high-performance sensors with high sensitivities, low noise floors, and wide
frequency and dynamic ranges [37]. Therefore, approaches including commercially designed,
high-performance microphones have been attempted.
Two commercial microphone approaches will be highlighted here. First, a trans-tympanic
approach is taken whereby a ventilation tube (commonly used to treat otitis media) is con-
nected to the inlet port of an electret microphone implanted in the middle ear cavity [38].
This concept is stated to have minimal impact on the normal vibration of the tympanic
membrane, however some downsides to this approach include possible wax obstruction of
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the tube, migration of the ventilation tube into or out of the tympanic membrane, and
requiring care to prevent fluid from entering the tube. Second, out of the same research
group, is a vibro-acoustic hybrid sensor that incorporates a microphone to sense acoustic
signals transmitted through the tympanic membrane and an accelerometer to detect ossicle
vibration [39]. While the results of this work are promising (the microphone does indeed aid
in extending the frequency range of the system), there is no discussion concerning protective
diaphragms for the microphone. This will be necessary to prevent moisture or fluid from
degrading the microphone performance or damaging the sensor, and will inherently affect
microphone performance. Microphone degradation aside, the sensor may pick up undesirable
body-generated sounds reaching the middle ear cavity by bone conduction in this type of
system.
An alternative to pressure detection in air within the middle ear cavity is pressure detec-
tion in fluid within the cochlea. This is an attractive sensing mechanism because the input
signal will have been shaped by both the outer ear and the middle ear transfer functions.
The first device to mention is a natural transition from the previous two devices - it is called
the intracochlear acoustic receiver (ICAR) [40, 41]. In this system, a high-end commercial
microelectromechanical systems (MEMS) microphone is protected by a specially designed
titanium enclosure which is partially inserted in the cochlea. Next, pressure sensors designed
to directly interact with the cochlear fluid have been designed in our group and by others.
Knisely, Zhao, and Grosh developed piezoelectric cantilever arrays called the completely
implantable artificial organ of Corti (CIAO) or the piezoelectric implantable acoustic trans-
ducer (PIAT) [30, 42, 43, 44, 45]. The cantilevers on these sensors have different resonances
to be more sensitive to certain frequency stimuli, but they are fabricated on a rigid back-
bone that cannot flex around the turns of the cochlea. On the contrary, Creighton, et al. and
Park, et al. created a flexible, silicone and piezoelectric polymer sensor for this purpose, but
the device geometry has a single frequency response to incoming pressure [46, 47]. All of
these works have shown successful experimental proof-of-concept for these devices, but it
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has yet to be determined how these devices will work in conjunction with, or instead of, an
implanted stimulation electrode.
Finally, MEMS accelerometer designs have been studied for more than 20 years in the
effort to overcome electrical noise limitations and achieve the bandwidth required for this
application [48, 49, 50, 51, 52, 53, 54]. Similar to the Esteem system, a MEMS accelerometer
measures vibration by contact with an ossicle; however, rather than being anchored in the
wall of the middle ear cavity and contacting the bone at a point, it is placed directly on the
ossicle. This simpler attachment scheme may be advantageous for surgical implantation and
to eliminate necessary healing of internal tissue. Furthermore, attaching the accelerometer to
an ossicle accounts for the effects of the outer and middle ear on the incoming signal. Unlike
microphones, MEMS accelerometers can be packaged and protected from the environment
without performance degradation. With advances in MEMS microfabrication, especially in
regard to depositing high-quality piezoelectric films, acceleration sensing is a promising path
forward for completely-implantable hearing systems.
1.3 Piezoelectric MEMS Accelerometer Approach
1.3.1 Benefits for Implantable Auditory Prosthesis Applications
In this work, we present a MEMS piezoelectric accelerometer design for this application.
Piezoelectric sensing offers several conveniences and advantages. First, piezoelectric sensors
behave linearly over a wide range, as opposed to capacitive sensing which is limited by
small gaps between electrode faces [55]. Next, with modern microfabrication techniques,
piezoelectric sensors can be made of materials such as aluminum nitride (AlN) or scandium-
doped AlN that have low dielectric loss properties (i.e. they are low-noise) [56].
Power consumption is a key factor in the success of completely-implantable systems.
Although a specific focus on designing a low-power system is outside the scope of this work,
we are confident that this sensor can inherit low-power circuit design strategies (resulting in
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roughly tens of µW consumed) used for piezoelectric sensor inputs as seen in the literature
[57, 58, 59] and with commercial sensors [37]. Furthermore, since piezoelectrics intrinsically
generate a voltage in response to applied load they do not require a charge pump to develop a
bias voltage. Therefore, there is greater flexibility in creating power saving cycling algorithms
(e.g., startup times are much smaller without a charge pump).
Unfortunately, commercial MEMS accelerometers do not offer a convenient plug-and-
play solution. Despite being meticulously designed for use in consumer electronics, inertial
measurement units, and wearable activity monitors, many of the low-noise and low-power
options also have a narrow bandwidth. For instance, packaged MEMS accelerometers with
digital outputs from Bosch Sensortec such as the BMA456 are conveniently small (2 mm
x 2 mm x 0.65 mm) and consume little power, but the bandwidth of the sensors is only
1600 Hz (limited by the output data rate) [60]. Another example, the TE Connectivity
Model 820M1 piezoelectric accelerometer, has a large bandwidth (up to 10 kHz) but the
packaged dimensions are nearly 9 mm x 9 mm [61]. Recently, MEMS accelerometers for
detecting voice through bone conduction vibration have been manufactured and incorpo-
rated into headphones. One particular example is the Vesper Technologies VA1200, which
comes in a small package (2.9 mm x 2.76 mm x 0.9 mm), but resonates at 2.8 kHz so the
usable bandwidth only reaches about 2.4 kHz [62]. While this is not an exhaustive list of
accelerometers on the market, these examples demonstrate that the specific combination of
design requirements for this application is unique. Therefore, a new sensor must be designed
with all of the requirements in mind from the start; the criteria for measuring the vibration
of ossicles in the middle ear are discussed in the next section.
1.3.2 Sensor Specifications for Measuring Ossicular Vibration
To use a MEMS accelerometer to sense middle ear motion, several stringent (and often
conflicting) physical and electrical requirements must be met. First, the middle ear space
is highly constrained; the packaged sensor must have small linear dimensions to be securely
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attached to a half-centimeter sized ossicle [8]. In our experience, approximately 3 mm long
or wide is possible to fit on the manubrium of the malleus at the umbo, but the height
of the device should not exceed approximately 1 mm. Even with these guidelines, the
available space in any middle ear will vary; a volume up to about 22 mm3 can be used,
but may require removal of the incus [39, 49, 63]. If the long process of the incus is chosen
as the attachment location, then the volume has been demonstrated to increase to nearly
90 mm3 [52]. However, such large volumes also have large masses. The device from Jia,
et al. in particular is 67 mg [52], which is more than twice the average mass of the incus
(approximately 30 mg [8]). Large linear and rotational inertia are more likely to adversely
affect the vibration of the ossicular chain, making the signal more difficult to detect and
hindering the transmission of signals where there may be residual hearing. Other research
groups have found that middle ear sensors with masses on the order of tens of milligrams
(25 mg [50] and ∼50 mg [39], for example) have had minimal effect on ossicular motion, so
this mass range serves as an order of magnitude benchmark. Nevertheless, decreasing the
mass as much as possible and testing inertial-loading effects based on implantation location
will still be needed.
HA or CI microphones provide a sufficiently large usable frequency range and input
dynamic range that should be emulated with the implanted accelerometer. These acoustic
sensors typically have a usable bandwidth of 0.1-10 kHz and an 80-90 dB dynamic range
[37, 64] closely corresponding to the 70-100 dB dynamic range of human hearing [6, 63].
For the accelerometers, the frequency range does not have to be quite as generous; anything
wider than 100 Hz - 8 kHz is sufficient to detect frequencies important to speech while
neglecting body motion sounds below 100 Hz [63].
In previous reviews and discussions about the accelerometer requirements, the minimum
detectable signal was specified as a constant sound pressure level across the desired frequency
range, specifically 40 dB SPL [63]. However, that definition does not take into account the
frequency-dependence of hearing or utilize the frequency-dependence of the sensor minimum
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Figure 1.5: Average dB SPL values of the hearing threshold and two equal-loudness-level
contours (10 and 20 phon). Hearing threshold data points (black), and 10 phon (red) and
20 phon (blue) data points are estimated or taken directly from BS ISO 226:2003 [6]. The
20-phon contour will represent the minimum detectable signal specification for the accelerom-
eter.
detectable signal (this will be discussed in Chapter II). Hence, we aim for a requirement
that is defined by the threshold of hearing so that the sensor can detect and process low-
level input signals. The average dB SPL values for the hearing threshold are plotted with
black points in Fig. 1.5. Two equal-loudness-level contours are also plotted; the 10 phon
(red points) and 20 phon (blue points) contours illustrate the sound pressure levels that are
perceived to be as loud as a 10 or 20 dB SPL 1 kHz reference signal. These data are found
in BS ISO 226:2003 [6], given as table values for the 10 and 20 phon contours and estimated
from the plot in Annex A for the hearing threshold values. Interestingly, the 20 phon contour
is approximately 20 dB greater than the threshold level across much of the frequency range.
Therefore, since hearing loss is measured relative to the normative threshold, using the 20
phon contour as the requirement will result in normal hearing or mild hearing loss level
functionality to the implanted person. The conversion from sound pressure level input to
equivalent ossicle acceleration will be discussed later in Chapter III.
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Previous research has been undertaken to develop an accelerometer to meet these re-
quirements. Capacitive accelerometer embodiments, such as those presented by the Ko
group [49, 50] and Sachse, et al. [51] do not meet the bandwidth requirement nor do meet
the 20 phon detectable signal specification over tested frequencies. A hybrid microphone-
accelerometer design proposed by Seong, et al. [39] has a slightly improved signal-to-noise
ratio compared to Ko, et al. [49], but still cannot detect the lowest desired signals. Park, et
al. [48] created a very small piezoresistive device, but the lower limit of the bandwidth is 700
Hz and the minimum detectable signal much higher than the 20 phon equal-loudness-level
contour across the entire frequency range. Piezoelectric sensors have been designed by Jia,
et al. [52], and Gesing, et al. [53, 54], but none meet the minimum detectable signal require-
ment (especially at low frequencies) nor do they cover the full bandwidth of interest. While
considerable progress has been made in the area of acceleration sensors, none of these sensors
yet meets the minimum detectable signal requirement over the desired acoustic bandwidth
for implementation in an implantable auditory prosthesis.
1.4 Overview and Organization
Overall, the work presented in this dissertation has followed a design-build-test-iterate
approach. The ultimate goal of this work is to advance completely-implantable auditory
prosthesis systems through improved sensing capabilities.
In Chapter II, the analytic model of the proposed MEMS piezoelectric bimorph ac-
celerometer is discussed in detail. The model begins with uniaxial stress constitutive as-
sumptions that are used to derive a minimum detectable acceleration design equation. In
this process, it is found that the design equation trends indicate that the piezoelectric beams
should be much wider than is valid for the original assumptions. A plane-strain constitutive
hypothesis is used to derive and test equivalent material properties; a full 3-dimensional
finite element model confirms that the wider structures are more accurately modeled with
the plane-strain hypothesis. Regardless of the hypothesis used, the design equation is still
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valid and is used to quickly assess the design space without requiring lengthy finite element
simulations. Case studies using the minimum detectable signal expression demonstrate its
use in a non-application-specific context.
Chapter III includes the experimental testing of the first fabricated accelerometers. These
devices were fabricated in a collaboration with Vesper Technologies; therefore, our designs
were constrained to their processes and available MEMS die space. Rather than use the
derived design equation with the applied constraints, we chose conservative dimensions to
ensure yield of functional sensors. Ideally, each step in a fabrication process will be tuned
so that the resulting geometry matches the as-drawn design. Since we did not have control
over the process in this case, we identify that the proof mass is under-etched, meaning that
it is larger than the designed dimensions. The fabricated devices undergo material property
and sensor performance characterization testing, and the results are presented for a tested
beam. Measured and data-fit parameters indicate that the deposited AlN films were of good
quality. The results also demonstrate that the analytic models are valid for devices that are
subject to realistic fabrication variability. Ultimately, the work in this chapter elucidates
that this piezoelectric accelerometer configuration with a single device resonance will not
achieve the all of the requirements for implantation and sensing in the middle ear.
Based on these results, a new concept is proposed in Chapter IV. In theory, many of
the design variables for this system can be independently controlled for a single beam that
is electrically connected to other specially-designed beams. This approach is explored to
understand if it is possible to simultaneously increase the sensitivity and bandwidth of the
sensor by adding beam outputs of differing sensitivity and resonant frequency in phase with
each other. The modeled results demonstrate that this is indeed possible. In addition, an
alternating phase case shows that a band-pass region of higher sensitivity caused by the
beam resonant peaks can be achieved. Although these are interesting ideas, the number
of beams required to generate a smooth sensitivity spectrum is expected to be high, and
the fabrication processes become increasingly complicated when for varying beam and mass
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dimensions. Scaling back this concept to fewer beams and a different approach to obtain
the desired sensitivity output, we consider a dual-resonant accelerometer. Two piezoelectric
beams are designed to meet the requirements for minimum detectable acceleration over
independent frequency ranges within the application bandwidth. The chapter concludes with
a proposed design that would be, to our best knowledge, the best-performing implantable
ossicle vibration sensor for auditory prostheses in the literature.
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CHAPTER II
Modeling the Piezoelectric Accelerometer
This chapter discusses the mathematical modeling of piezoelectric elements, particularly
in response to bending, as well as their connections to each other in sensing systems. The
accelerometer model builds on the body of work developed for layered piezoelectric cantilevers
by researchers in the Grosh Lab over the past decade [30, 45, 55]. The model presented here
will be used for the sensors in Chapters III and IV, with any specific additions or changes
indicated in those chapters.
The full analytic solution for the sensitivity, actuation response, noise, and minimum
detectable acceleration are given, as well as an assumed mode solution that results in low-
frequency design expressions for the system. The use of the design equation is demonstrated
with two approaches in a case study. Finally, a brief comparison of the analytic model results
to a finite element model solution highlights differences in the constitutive hypotheses that
are used to model these piezoelectric beams.
2.1 Introduction
Electromechanical transducers convert energy to or from the mechanical and electrical
domains. In devices such as microphones, speakers, motors, or accelerometers the conversion
occurs through capacitors, magnets and coils, and piezoelectric materials, among other meth-
ods. Since the discovery of piezoelectricity in the late 1800s, through the search for naturally
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occurring and man-made piezoelectric materials in the mid-1900s, and due to modern-day
inclusion of piezoelectric thin films in microfabrication processes, piezoelectric media are
commonly used for electromechanical transduction [65].
The piezoelectric effect occurs naturally in quartz, tourmaline, and Rochelle Salt (potas-
sium sodium tartrate tetrahydrate) based on the lack of central symmetry in the material’s
crystal structure [65]. In these crystals, an electric dipole is generated when a stress/strain is
applied in one or more particular crystallographic orientations. Conversely, an applied elec-
tric field will cause material strain. Transducers made of these materials must be precisely
cut to take advantage of the piezoelectric effects. Dipoles also exist naturally in ferroelec-
tric polycrystalline materials such as lead zirconate titanate (PZT) or barium titanate at
temperatures below the Curie point where the material phase forms a tetragonal structure.
However, they are randomly oriented within the material and must be aligned to create a
bulk piezoelectric response [66]. Once the material is formed into the desired shape (by
sintering or other processes), and electrodes are applied to opposing parallel surfaces, it can
be poled. The poling process requires a strong, constant electric field applied across the
electrodes that is held for a period of time at raised temperatures. The dipoles within the
material will nominally reorient in the direction of the applied electric field. Non-ferroelectric
materials do not respond to this type of poling process; rather, they must be deposited or
grown in the proper orientation to align the polar directions and function as a piezoelectric
material [66]. As piezoelectric materials have been incorporated into MEMS devices, thin
film deposition techniques such as sputter deposition are used to achieve poled piezoelectric
films with good properties [67].
Whether the material is poled or grown in a particular orientation, the polar axis of the
piezoelectric material is conventionally assigned the 3-coordinate (considering a Cartesian
coordinate system where the 3-axis is perpendicular to the 1-2 plane). Ferroelectric or non-
ferroelectric thin films have in and out-of-plane piezoelectric responses, as described by the
piezoelectric coupling equations that can account for any direction of applied physical or
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electrical stimuli [55, 65, 66]. Different forms of the coupling equations depend on the choice
of dependent and independent variables, and the material property coefficients used will
change accordingly. For instance, the strain-charge form of the coupling equations has strain
(ε) and electric displacement (D) as dependent variables, with stress (σ) and electric field (E)
being independent variables. The general strain-charge form is the following set of equations:
[ε] = sE[σ] + dt[E] (2.1)
[D] = d[σ] + εσ[E] . (2.2)
The matrices sE, d, and εσ, indicated in bold font, are the elastic compliance measured under
constant electric field, piezoelectric coefficient, and permittivity measured under constant
stress, respectively. dt denotes the transpose of the piezoelectric coefficient matrix.
Conveniently, poled or oriented piezoelectric films have a particular symmetry (dihexag-
onal polar class with in-plane isotropy [55]) that reduces the number of non-zero material
constants in the matrices above. The remainder of this chapter will focus on modeling
the direct and inverse piezoelectric response of beam structures with particular constitutive
assumptions and specific electrical/mechanical boundary conditions.
2.2 Preliminaries of Piezoelectric Beam Sensing and Actuation
2.2.1 Direct and Inverse Piezoelectric Effect with Bending Elements
As mentioned above, the piezoelectric coupling equations describe the physical and elec-
trical responses for the direct piezoelectric effect and the inverse piezoelectric effect [68].
These scenarios are depicted for beam elements in Fig. 2.1. First, panel (A) shows a beam
element with electrodes on the top and bottom surfaces that is subjected to a distributed
force (stress) in the 3-direction causing the material to be strained. As a result or the direct
piezoelectric effect, a proportional charge is generated on the top and bottom electrodes,
where positive or negative charge depends on the polarity of the piezoelectric material.
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Figure 2.1: Schematic representations of the direct and inverse piezoelectric effect. Panel
(A) illustrates an applied stress that results in charge generation on the electrodes of a
piezoelectric element. Panel (B) shows the longitudinal extension that occurs when a voltage
is applied to the electrodes and an electric field is generated within the material. Panel (C)
demonstrates that a single piezoelectric element with an applied bending moment about its
neutral axis will not generate any electrical signal due to a lack of net strain within the
material.
Panel (B) illustrates the same beam with prescribed voltages applied to the electrodes (one
is ground). The electric field generated thorough the layer thickness (in the 3-direction)
causes a mechanical strain by the inverse piezoelectric effect. However, no effect is seen if
the same beam is subjected to a pure bending moment, as shown in Fig. 2.1 panel (C). In
that case, since the polarity of the material above and below the neutral axis is the same,
the positive strain on through the top half of the element is equally opposed by the negative
strain through the bottom half of the element and no charge is generated on the surface
electrodes.
To successfully sense voltage from a bending piezoelectric element, or to achieve trans-
verse deflection with a voltage input, it must be part of a layered structure [69, 70]. In
other words, the neutral axis of the individual piezoelectric layer must lie above or below the
neutral axis of all the layers combined. This can be achieved by including a structural layer
with the piezoelectric layer (unimorph), or by using two or more stacked piezoelectric layers
(bimorph or multimorph). A piezoelectric bimorph is demonstrated in Fig. 2.2; when a me-
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Figure 2.2: Schematic representations of the direct and inverse piezoelectric effect for a
piezoelectric bimorph structure. At the top, the bimorph is subject to a bending moment
about the combined neutral axis and results in charge accumulation due to all positive or
all negative strain through the thickness of the layer. At the bottom, a voltage is applied
to a bimorph (accounting for material polarity and extension direction) causing bending
deflections of the layered beam.
chanical moment is applied, both layers are able to generate charge on their electrodes since
they experience all positive or all negative strain through the full layer thickness. Similarly,
a bimorph that is appropriately electrically connected (accounting for the material polarity)
will deflect in response to applied voltage, which is the result of one layer expanding while
the other layer contracts. Assuming the layers are identical, the longitudinal extension at
the neutral axis will be cancelled and the beam will be in pure bending.
2.2.2 Connecting Piezoelectric Elements Electrically
Each individual piezoelectric layer in one of these beam structures can be represented
electrically as a current source in parallel with the layer capacitance. As mentioned briefly
in the preceding section, the choice of layer connection is important for both obtaining a
voltage signal from a piezoelectric structure and actuating it with a voltage. In addition,
it is also possible to connect independent beams to obtain a desired output. For any of
these purposes, there are four possible connection combinations - series or parallel and in-
or out-of-phase. These are represented in the chart in Fig. 2.3.
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Figure 2.3: Circuit representations of series and parallel in- and out-of-phase connection
combinations of piezoelectric elements. The series, in-phase combination is simply a sum
of voltage outputs from the individual sensors, while the out-of-phase combination is a
difference of the voltages. Similarly, the parallel, in-phase combination is a sum of the current
generated by each sensor sent through the total impedance of the parallel capacitors. The
out-of-phase result is a difference in currents through this same capacitive impedance. This
chart includes examples of two connected elements, but any number is possible and will
follow these equations.
As seen in the example circuits, the total voltage output from series-connected piezo-
electric elements is a sum of the voltage outputs for in-phase connections and a difference
for out-of-phase connections. For parallel-connected piezoelectric elements, the result is a
sum or difference of the individual generated currents passed through the impedance of the
parallel capacitors. It is important to properly account for the phase connection since an
out-of-phase connection of identical elements will result in signal cancellation. Although
these trends are demonstrated with two sensing elements for the sake of simplicity, any num-
ber of connected elements are possible. The concepts presented in this chart will become
important for the sensor design described in Chapter IV.
2.2.3 Series and Parallel Resistor-Capacitor Representations of Impedance
Although the simple piezoelectric circuits in the previous section only included the ideal
capacitance of the element, they actually have losses represented by a parallel or series
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Figure 2.4: Series and parallel resistor-capacitor pair representations for the lossy capacitive
sensing element. Panels (A) and (B) provide the impedance equation for each respective
pair as well as the resistance value in terms of dissipation factor, tanδ.
equivalent resistance. These resistor-capacitor (R-C) pair options are presented in Fig. 2.4
along with the calculated series or parallel impedance, Zs or Zp, respectively. If the real and
imaginary components of the impedance are plotted on orthogonal axes, the dielectric loss
factor is the tangent of δ, the angle by which the imaginary part lags the real part. This
parameter will be denoted as tan δ throughout the remainder of this document. In either
case, the capacitance value and tan δ are the same, but the value of the resistor changes with
each representation to maintain the same overall device impedance.
Conveniently, both representations have the same real part when the resistor value defined
in terms of tanδ is substituted into the corresponding impedance expression. Therefore,
the noise voltage generated by the dielectric material losses is the same regardless of the
chosen R-C representation. However, the equivalent series or parallel resistance distinction
is important for measuring this value experimentally, but does not play a large role in the
system models.
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2.3 Analytic Model of the Bimorph Accelerometer
2.3.1 Design Concept
The general acceleration sensor structure considered in this work is depicted in Fig. 2.5.
It comprises a piezoelectric beam affixed to a rigid silicon (Si) frame at one end with a Si
proof mass attached at the other end. The beam has length L defined in the x-direction
and total thickness tb defined in the z-direction. The bimorph beam is made of two active
piezoelectric layers that are covered by electrode material starting at the base of the structure
and extending to length Le on the top and bottom surfaces and separated by a full-length
electrode in the middle. In this system, the electrode length is constrained to the range
0 < Le ≤ L.
The mass is assumed to be a rigid body of length LM that sits flush with the top face
of the beam and hangs downward as defined by its thickness, or height, tM ; it has mass M
and mass moment of inertia IM defined about the point where the mass meets the neutral
axis of the beam (center electrode). The beam and the mass are designed to be the same
width, b, in the y-direction (into the page). Wbz is the prescribed base displacement in the
z-direction representing the vibration input to the sensor. In conjunction with Wbz, the
Figure 2.5: Diagram of the modeled structure. The device is a piezoelectric cantilever
bimorph beam of length L made of AlN with a total thickness tb. A silicon proof mass with
dimensions LM and tM, mass M, and moment of inertia IM is attached to the end of the
beam. The beam is anchored to a silicon frame that sits on a PCB carrier that also includes
the signal processing electronics for the voltage output Vout.
29
the physical connections to the frame and mass define the boundary conditions needed to
determine the transverse motion of the beam and therefore its piezoelectric voltage output,
Vout. The piezoelectric layers are electrically connected in parallel, and the voltage output
is sent to electrical components on a printed circuit board (PCB) that condition the signal
during experimental testing.
As opposed to constrained piezoelectric structures [71], the cantilevered configuration
will release stresses developed during layer deposition, avoiding the need for detailed residual
stress analysis. In this design, the location of the center of gravity of the proof mass is not
ideal, but is designed to the realities of planar microfabrication processes. Since it lies below
the neutral axis of the beam, the device will also be sensitive to motion in the x-direction.
In the derivations that follow, we assume that there is no excitation in the x-direction and
proceed to find the z-direction sensitivity solution. A brief explanation of the x-direction
sensitivity solution is given in Appendix A.4.
2.3.2 Sensitivity
To design the accelerometer, we model its sensitivity, the frequency-dependent voltage
output with respect to input acceleration in the z-direction. We assume Bernoulli-Euler








The longitudinal extension of the neutral axis of the beam, U0(x), and its derivative are
assumed to be zero in this case. Considering harmonic time dependence, the transverse





− ω2ρAW (x) = 0 . (2.4)
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Here, ω is frequency, ρ is the density of the piezoelectric material, and A is the cross-sectional
area of the beam defined as A = 2tpiezob where b is the width of the beam and tpiezo is the
thickness of a single piezoelectric material layer. EI in this equation is the beam bending
stiffness that takes piezoelectricity into account. The full derivation of the piezoelectric
bending stiffness can be found in Krommer and Littrell and Grosh [69, 70]. EI for the














In Eq. 2.5, d31 is the piezoelectric coefficient, s11 is the material’s elastic compliance, and
ε33 is its permittivity. Since the electrodes are thin layers, their effect on the beam bending
mechanics is neglected. However, if the residual stress or the thickness of these electrode
layers is non-negligible, then this effect can be included in the calculation of bending stiffness
[69, 70].
The free vibration solution to the differential equation (Eq. 2.4) can be written in the
form
W (x) = C1 sin(kx) + C2 cos(kx) + C3 sinh(kx) + C4 cosh(kx) (2.6)
where the wave number is k4 = ρAω2/EI. The constants C1 through C4 are determined with
the boundary conditions defined for the system. At the connection to the frame, x = 0, the
boundary conditions include the prescribed base displacement in the z-direction
W (0) = Wbz (2.7)
and the zero slope condition
dW (0)
dx
= 0 . (2.8)
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The displacement-dependent term in Eq. 2.9 and the slope-dependent term in Eq. 2.10
result from the moment and force generated by the rigid body motion of the mass center
of gravity that is far from the beam attachment location. Me in Eq. 2.9 is the electrical
moment contribution of the bimorph piezoelectric beam that has identical layers connected





VP is the potential difference across each of the piezoelectric layers that generates this elec-
trical moment which opposes the mechanical moment condition (the derivation of this is
also given in Krommer [69]). In the moment condition in Eq. 2.11, the electrode length
is assumed to be equal to the full beam length, otherwise the electrical moment would be
applied at Le with a Dirac delta function.
The final expression needed to close this system of equations and solve for the sensitivity
is the voltage output from the connected piezoelectric layers, VP . To derive this expression,
we return to the piezoelectric coupling equations which now have a reduced form not only
from the material symmetry assumptions mentioned previously, but also according to the
uniaxial stress constitutive hypothesis associated with Bernoulli-Euler theory [55, 30]. In
this case, σx 6= 0 while σy = σz = 0 (note that the axis labels have been translated from 1,
2, and 3 to x, y, and z for the stress and strain of the modeled system, but the subscripts of
the material properties remain in numeral form). Additionally, with electrodes defined on





11σx + d31Ez (2.12)
Dz = d31σx + ε
σ
33Ez . (2.13)
To calculate the charge generated from each piezoelectric layer, first solve Eq. 2.12 for σx
and substitute the result into Eq. 2.13. Next, insert Eq. 2.3 for εx. Finally, integrate the new
Dz expression through the thickness (z-direction) to determine the total strain contribution
and over the electrode area (x- and y-directions) to determine the total charge [69].
Two key assumptions are made during this process: first, the neutral axis of the beam
lies at the location of the center electrode (owing to two piezoelectric layers with identical
properties and dimensions); second, the center electrode is held at ground voltage. In a
parallel connection, the charge output from the layered beam is Qp = Qb − Qt (Qb is from
the bottom layer and Qt is from the top layer) and the electric potential on the top and
bottom electrode will be equal. Therefore, the sensor equation for the bimorph is






where Cp = 2ε̂33bL/tpiezo is the parallel capacitance of the beam layers and ε̂33 = ε33−d231/s11.
To determine the open circuit sensitivity of this device design (Qp = 0), we assemble the
boundary conditions and the electrical equation (Eq. 2.14) in a matrix of terms associated
with each coefficient (C1-C4) and Vp. The matrix equation is the following:

0 1 0 1 0
k 0 k 0 0
X1 X2 X3 X4 α
X5 X6 X7 X8 0



















where α = d31btpiezo/s11. The expressions for X1-X8 are given in Appendix A.1 for the
interested reader. Any value of Wbz can be chosen to solve this system of equations, but
Wbz = 1 is a convenient solution to determine the normalized voltage output Vp to the
base displacement input. The conversion to acceleration sensitivity in the z-direction, SZ =
Vp/Ẅbz, is simple for harmonic forcing where Ẅbz = −ω2Wbz. The resulting units are
V/(m/s2) or V/g.
2.3.3 Actuation
Piezoelectric actuator design has much different application-specific requirements com-
pared to sensor design. Even so, the sensors will be actuated during experimental testing to
verify their functionality and to measure material properties [70]. A simple model can be
derived from the equations already developed for sensing.

0 1 0 1
k 0 k 0
−X1/α −X2/α −X3/α −X4/α
















α is calculated as before, and setting Vp = 1 will result in a beam deflection results that
are normalized to voltage. Using Eq. 2.6, displacement, velocity, and acceleration, as well as
slope, moment, and force can be determined for any point along the length of the beam. As
will be discussed in Chapter III, the velocity at x = L is the measured quantity for actuation
experiments, which is converted to acceleration with a factor of jω and presented in units of
m/s2/V.
2.3.4 Noise
Next, we need an expression for the output electrical-thermal noise spectral density ex-
pected from intrinsic dielectric losses of the piezoelectric material [72]. The thermal fluc-
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tuations in the material generate a small voltage that can be calculated using the familiar
Johnson noise equation
v2n = 4kBT |Re(Z)|δf (2.17)
where kB is the Boltzmann constant, T is temperature in Kelvin, Re(Z) is the real part of
the electrical impedance of the piezoelectric layer (as mentioned in Section 2.2.3), and δf
is the frequency bandwidth. We represent the piezoelectric layer as a parallel R-C pair and
connect two of them in parallel to define the impedance Z, which includes the relationship
between the resistance and the dielectric loss of the material, tan δ, discussed previously







This expression also depends on the chosen piezoelectric material and dimensions of the
beam through the calculation of capacitance.
2.3.5 Minimum Detectable Acceleration
The minimum detectable acceleration (MDA) of the system represents the lowest de-
tectable signal of the sensor, and as such it is the most important design criteria for a
low-amplitude vibration sensing applications. By designing to this parameter, it is possible
to ensure that the sensor can detect a certain input signal level at a particular frequency or






where SZ is the previously determined z-direction sensitivity of the system and v2n is the
spectral density in 1 Hz bandwidths. For clarity, the subscript “z” for MDA denotes that
SZ is used. For a sensitivity expressed as V/(m/s






Hz, respectively, for these sensors.
2.4 Assumed-mode Analytic Model
2.4.1 Sensitivity, Noise, and Minimum Detectable Acceleration
The solution obtained in the section above does not readily allow for the observation
of trends in SZ with varying parameters such as beam or mass dimensions. Therefore, an
assumed mode solution is used to obtain an estimate of SZ , denoted S̃Z , and assess the
low-frequency behavior of this system in response to parameter changes. The chosen mode
shape is that of a statically bending beam with a transverse displacement described by the
following cubic equation
W̃ (x) = C̃1x
3 + C̃2x
2 + C̃3x+ C̃4 . (2.20)
Using the boundary conditions Eqs. 2.7-2.10 and the sensing equation Eq. 2.14 we arrange
the matrix equation to solve for the coefficients C̃1-C̃4 and Vp for the particular solution as
follows 
0 0 0 1 0
0 0 1 0 0
X̃1 X̃2 X̃3 X̃4 α
X̃5 X̃6 X̃7 X̃8 0


















The expressions for X̃1-X̃8 are given in Appendix A.2. Again, the acceleration sensitivity
is found by multiplying the normalized voltage output with respect to base displacement
(when Wbz = 1) by a factor of −1/ω2.
Due to the dynamic boundary conditions, the resulting sensitivity equation is still fre-
quency dependent. To analyze the low-frequency behavior of the system, we take the limit
of this equation as frequency ω goes to zero. The result is a closed-form solution for the
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which clearly illustrates the sensitivity dependence on material properties and the physical
dimensions of the beam and mass. Finally, inserting Eqs. 2.22 and 2.18 into Eq. 2.19 above




















This closed-form MDA expression is written here in a form with four distinct groups of
parameters. The first group is a set of constants since kB is known and T is defined based on
the expected environmental temperature of the sensor during use (in units of Kelvin). Next,
the expression retains the frequency dependence from the noise generated by the piezoelectric
material in the factor 1/
√
ω. Then the material properties are grouped, which come from
both the sensitivity and the noise calculations discussed above. The only parameter that
is not associated with the piezoelectric material is the density of the mass material, ρmass.
Finally, the physical dimensions of the beam and mass are grouped; they are the most
important parameters in this design equation. Once the piezoelectric and substrate materials
are chosen, their properties are defined and not variable for optimization. Conversely, all
of the dimensions, or a chosen subset of them, can be varied to determine the combination
that provides the smallest MDA possible within given value ranges that are sensible for
fabrication capabilities or size constraints. Examples using the MDA expression will be
given in Section 2.4.3.
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2.4.2 Resonant Frequency Approximation
As seen in Eq. 2.23 above, increasing the beam and mass lengths will decrease the result-
ing MDA. Sensor designs optimized with only this equation will have low resonant frequencies
as a direct result of increasing these dimensions. However, the resonant frequency dictates
the operating bandwidth of the sensor that is typically defined over the range of frequencies
where the sensitivity is constant prior to the first resonance. Terminology such as “1 dB
bandwidth” and “3 dB bandwidth” are common for commercial device specifications. For
example, “3 dB bandwidth” means that the upper limit of the range is the frequency at
which the sensitivity increases to 3 dB above the constant low-frequency value (often chosen
at 100 Hz). While using the MDA expression as a design tool, it is imperative to include
resonant frequency checks in the process to ensure that bandwidth requirements are also
achieved.
The resonant frequency of this system can be found with the solution to the differential
equation given in Section 2.3.2 with homogeneous boundary conditions. As was true with the
forced solution, the result retains frequency dependence in the wave number within hyper-
bolic and regular trigonometric functions. Conveniently, the assumed-mode case presented in
this section can be used to estimate the resonant frequency of the system without needing a
Taylor series expansion and simplification of all frequency-dependent terms. Following from
the preceding matrix equation (Eq. 2.21), a simplified 2x2 matrix results for homogeneous
boundary conditions where C3 = 0 by Eq. 2.8, C4 = 0 by Eq. 2.7 when Wbz = 0, and the
voltage term in Eq. 2.9 is replaced with Eq. 2.14 when Qp = 0. The terms are assembled in
the following matrix
det






of which the determinant is taken, resulting in a quadratic equation for ω2, Ã(ω2)2+B̃(ω2)+
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C̃ = 0, after simplifying and grouping terms. The coefficients Ã, B̃, and C̃ are given for
reference in Appendix A.3. The quadratic formula can be used to find solutions ω21 and ω
2
2
which are the squares of the first and second resonant frequencies of the system. With ω1
known for each combination of dimension parameters, a limit can be set to ensure that the
bandwidth remains sufficiently large. This will be exemplified more specifically for the case
study in the following section.
2.4.3 Case Studies using MDA Design Equation
In this section, we present two case studies to demonstrate the use of the MDA design
equation derived in Section 2.4.1. Each study will demonstrate a different approach. First,
with some parameters defined by material choice and fabrication process norms or limi-
tations, we will find the minimum MDA of dimension combinations that meet a particular
resonant frequency specification. Second, we will seek the sensor width b necessary to achieve
a particular MDA for a given set of dimensions. Both of these approaches rely on the fact
that increasing b monotonically decreases the MDA without affecting the resonant frequency
of the sensor (since the beam width and mass width are assumed to be identical) so it can
be defined independently. The width does, however, directly affect the overall sensor size;
as will be demonstrated with the second design approach, for certain dimension combina-
tions the width must be significantly large to achieve the desired MDA. If the sensor size
exceeds reasonable limitations set for the application, then the overall set of parameters for
the design is not feasible.
2.4.3.1 Approach 1: Minimum MDA
To begin, we reduce the number of variables in the design equation by choosing a test
frequency for the calculation and specifying materials for the piezoelectric beam and proof
mass volume. In this example, we use aluminum nitride (AlN) material properties and
assume, as stated in Section 2.3.1, that the mass is made of silicon. The properties of
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these materials will not affect the MDA trends investigated in this approach. Hence, the
specific values for the compliance, piezoelectric coefficient, relative permittivity, loss tangent,
and silicon density will not be given in this section (see Chapter III for this information).
However, the beam properties do affect the resonant frequency so the material definitions are
necessary to accurately assess the resonant frequency of each dimension combination. The
test frequency (for the 1/
√
ω term) in this example is 100 Hz since the MDA increases with
decreasing frequency. In other words, the lower limit of the desired bandwidth will have the
highest MDA.
In this process, it is also helpful to eliminate some of the dimension variables from the
optimization problem. Since b can be independently defined for any design, we choose
100 µm in this calculation. Additionally, the piezoelectric material thickness is often dictated
by microfabrication processes used to deposit high-quality films of the material. For AlN,
a common and reliably high-quality layer thickness is 0.5 µm [55, 67]. With these choices
made, the remaining variables to consider in this approach are L, LM , and tM . For reference,







For this approach, we study pseudo-color plots of L and LM combinations for chosen values
of tM to find the combination with the lowest MDA for each mass thickness, then choose the
lowest MDA from those options. With current microfabrication processes, the resolution of
the surface dimensions (i.e. the x-y planar dimensions) can be more easily controlled than
the thickness (z-direction) dimensions; hence, fewer mass thicknesses are considered in this
analysis.
Before assessing the length combination results for various thicknesses, we examine how
the increment resolution of the length dimensions affects this procedure. This choice, in
general, is predicated upon the fabrication processes having the same or finer resolution
40
capabilities than the chosen length discretization. Figure 2.6 shows the MDA results for L
and LM ranging from 50-300 µm; in Runs 1 and 2, the lengths were divided into 25 µm and
10 µm increments, respectively. The mass thickness in both runs is 500 µm. The MDA color
is scaled logarithmically over the same range of values for both plots, and the contour line on
each plot indicates the 600 Hz resonant frequency limit. Dimension combinations above this
line (top-right of the plot) have a resonant frequency below 600 Hz since the beam and mass
both get longer. Below the contour (bottom-left of the plot), the dimension combinations
result in resonant frequencies greater than 600 Hz.
On the plot for each resolution run, a black star marks the dimension combination with
the lowest MDA that also has a resonant frequency above the chosen 600 Hz limit. For
Run 1, L = 50 µm and LM = 275 µm, MDAZ = 8.4x10−5 m/s2/
√
Hz and the resonant
frequency is 625.7 Hz. Run 2 also results in L = 50 µm, but LM = 290 µm; MDAZ =
7.6x10−5 m/s2/
√
Hz and the resonance is 601 Hz. As another example, the black circle on
each plot indicates the equal-length combination that is closest to the resonant frequency
line. The L = LM = 125 µm combination has a resonant frequency of 814 Hz, which
decreases to 662 Hz for L = LM = 130 µm. The MDA also decreases from 2.7x10−4
Figure 2.6: MDA pseudo-color plots for length combinations discretized into 25 µm and
10 µm increments with a mass thickness of 500 µm. The contour line indicates the resonant
frequency of 600 Hz. The black star on each plot marks the lowest MDA combination,
and the black circle indicates the equal-length combination. Results indicate that the finer




Hz. Ultimately, it is shown that the finer mesh resolution for length
combinations improves the MDA by increasing the likelihood that the resonant frequency
lies close to the contour line indicating the desired limit. It is important to remember that
there are limitations to fabrication resolution, particularly with reactive ion etching (RIE)
processes, so it may not be possible to specify dimensions much smaller than what we have
demonstrated here. Hence, we proceed with this approach considering 10 µm increment for
the beam and mass lengths.
The tested length range for the mass thickness comparisons is still 50-300 µm. The
50 µm lower limit is chosen to maintain conservative aspect ratios for fabrication (specifically
referring to etching between the vertical side walls of the frame and proof mass). In this
demonstration, we calculate the MDA for L and LM for five different tM values (100-500 µm
in 100 µm increments). A resonant frequency limit of 1 kHz is chosen for this example.
The MDA results for each thickness are provided in the five plots in Fig. 2.7, starting with
tM = 500 µm and decreasing to tM = 100 µm. Representative colors are identically scaled
for each plot, ranging from the lowest MDA in the tM = 500 µm case (darkest blue) to
the highest MDA in the tM = 100 µm case (darkest red). As expected, the number of
combinations above the resonant frequency limit increases with decreasing mass thickness;
this is seen as the frequency line shifts to the upper-right corner of the plot. It is also clear
that combinations with higher resonant frequencies also have high MDA values, attributed
to the decrease in sensitivity.
The best MDA result for each mass thickness is marked with a black arrow on each
respective plot; all of the combinations, MDA values, and resonant frequencies (denoted fR)
are consolidated in Table 2.1. Of these five MDAs, the best result comes from the tM = 300
µm case when L = 50 µm and LM = 300 µm. This combination has a resonant frequency
of 1009 Hz and the MDAZ = 1.2x10
−4 m/s2/
√
Hz. In this example, the upper limit of the
mass length affects the final result. When the resonant frequency line intersects the mass
length axis (i.e. some mass lengths decrease the resonance below the limit), the minimum
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Figure 2.7: Length combination MDA results for five different mass thicknesses. Masses from
500 µm thick down to 100 µm thick are plotted over the same MDA range. The resonant
frequency contour reference is 1 kHz. Decreasing the mass thickness results in combinations
with higher resonant frequencies, but also higher MDA values. The black arrow on each plot
marks the combination with the lowest MDA in each case.
Table 2.1: MDA and resonant frequency (fR) for best dimension combinations
tM (µm) 500 400 300 200 100
L (µm) 50 50 50 90 150
LM (µm) 130 210 300 290 300
MDA (m/s2/
√
Hz) 3.2x10−4 1.7x10−4 1.2x10−4 1.3x10−4 1.6x10−4
fR (Hz) 1014.5 1002.9 1008.9 1025.9 1049.7
MDA combination will always be the shortest beam length and the longest possible mass.
However, when the mass length can no longer be increased, then the beam length will be
increased to continue to lower the MDA and resonant frequency. These trends correspond to
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the L2M power compared to the L
3/2 power in the denominator of Eq. 2.25. If the mass length
limit were increased for the 200 µm and 100 µm thick cases, better MDA results would be
found with a shorter beam and a longer mass.
This case study, while not specific to any application, demonstrates one of the primary
benefits of this closed-form MDA solution. That is, many dimension combinations (especially
additional possibilities outside of application constraints) can be tested quickly during the
sensor design phase without requiring 3-dimensional finite element solutions. This approach
will be used to design the sensor discussed in Chapter IV.
2.4.3.2 Approach 2: b Control of MDA
To demonstrate the second approach to using the MDA expression for sensor design,
we extrapolate from the previous approach with the set of dimensions that indicated the
best MDA. For L = 50 µm, LM = 300 µm, and tM = 300 µm with the chosen test width
b = 100 µm, the resonant frequency is 1009 Hz and the MDAZ = 1.2x10−4 m/s2/
√
Hz. From
the MDA expression given in Eq. 2.23, the 1/
√
b dependence is known; for convenience and
visualization, the MDA results for sample values of b are plotted in Fig. 2.8. Consider, for
instance, that 1.2x10−4 m/s2/
√
Hz found from the procedure in Approach 1 (red dotted line
through this values) is 10 times too large for the target application. To decrease the MDA to
Figure 2.8: MDA dependence on beam width, b. Sample calculated values are marked with
black circles, and the dashed line through them is the known 1/
√
b trend. A red dotted line
highlights the MDA for the beam width used in Approach 1 (100 µm), and a blue dotted
line indicates the desired MDA value (10x less) that results in a 10 mm wide beam.
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the appropriate value, the beam width should be increased by 100 times, yielding a 10 mm
wide beam (blue dotted line through this value). Based on MEMS die design experience, this
beam could reasonably fit within an approximate die footprint less than 2 mm x 3 mm in
area. This is achieved by dividing the total width into narrower segments and connecting the
beams in parallel. The sensor size in this example is reasonable, but it may already be too
large for some implantable biomedical applications (such as middle ear implantation). While
this discussion only included hypothetical results and size limitations, it will be revisited for
the realistic constraints of the middle ear accelerometer in the next chapter.
2.5 Model Validation with Finite Element Analysis
As seen in the case study above, the sensor design process for this configuration and
application requirements will often result in wide beam structures (where b > L). This
raises the question: is the uniaxial stress assumption associated with Bernoulli-Euler beam
theory valid in this case? As the width increases, a plane-strain constitutive hypothesis may
more accurately describe the transverse deflection and voltage output of this system [73]. In
this section, we briefly derive the effective material constants associated with the plane-strain
case and compare the analytical results to a finite element solution for the simple voltage
actuation case.
Compared to a uniaxial stress state, for a plane-strain hypothesis we assume that σx
and σy are non-zero, but σz = εz = 0 as before, as do all of the shear stress and strain
components. Again, the electrical fields in the x and y-directions zero since those faces do
not have electrodes, and the electric displacement is therefore also zero (Dx = Dy = 0).
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22σy + d32Ez (2.27)
Dz = d31σx + d32σy + ε
σ
33Ez . (2.28)
As before, indices are translated for the stress, strain, and electric field directions, but not
for the material constant matrices. When the beam width increases, we consider εy = 0,
solve Eq. 2.27 for σy, and insert that result into Eqs. 2.26 and 2.28. Based on the material
symmetry considered here, s11 = s22, s12 = s21, and d31 = d32. The new piezoelectric
coupling equations take the same form as the previously discussed versions, but they have
equivalents for the elastic compliance, piezoelectric constant, and permittivity. They are the
following
εx = s̃11σx + d̃31Ez (2.29)
Dz = d̃31σx + ε̃33Ez (2.30)
where s̃11 = s11(1− s212/s211), d̃31 = d31(1− s12/s11), and ε̃33 = ε33 − d231/s11.
The analytic model presented in Section 2.3.3 is used to calculate the beam deflection
at x = L, W (L), for a sensor with L = 100 µm, LM = 50 µm, and tM = 400 µm. It is
first solved with the uniaxial stress material constants, then the plane-strain constitutive
hypothesis material constants. A 3-dimensional, piezoelectric, structural mechanics model is
constructed in COMSOL Multiphysics software. Six beam widths are tested, including 10,
50, 100, 200, 400, and 800 µm. The results for W (L) (at 100 Hz) and resonant frequency,
fR, are presented in Fig. 2.9A and Fig. 2.9B, respectively. In each plot, the red dashed line
indicates the value for the plane-strain hypothesis and the blue dashed line is the value for
the uniaxial stress assumption. They are plotted as lines since the modeled result does not
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Figure 2.9: (A) Beam deflection W (L) and (B) resonant frequency fR results for increasing
beam width. In both plots, the blue dashed line denotes the analytic uniaxial stress model,
and the red dashed line denotes the analytic plane-strain model. Finite element solutions
for W (L) at the tested widths are marked with black “×” symbols and the fR solutions are
marked with black circles. Beam deflection and resonant frequency simultaneously increase
to the plane-strain asymptote.
change with increasing beam width. The black “×” marks and black circles are the finite
element analysis solutions at the tested beam widths.
The results demonstrate, as expected, that the resonant frequency increases due to the
increased stiffness (decreased compliance) of the beam with the plane-strain assumption.
Interestingly, W (L) also increases, despite the increase in beam stiffness (in the uniaxial
case, stiffer indicates less deflection). This is a result of the increased effective piezoelectric
coefficient (d̃31 > d31) since s12 is negative-valued and less than s11, in conjunction with
an increase in α calculated with d̃31 and s̃11. These results indicate that for beam length-
to-width ratios greater than about 1:1, the plane-strain constitutive hypothesis provides
a more accurate prediction of the beam response. However, fine-tuning of the design to
ensure sufficiently high sensitivity or low enough noise floor should be completed with a full
3-dimensional finite element model of the sensor after analytic modeling is complete.
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2.6 Conclusion
The aim of this chapter was to establish a model for the key design parameter of the
MEMS piezoelectric accelerometer - its minimum detectable acceleration. MDA is high-
lighted as the key design variable because increasing sensitivity alone does not guarantee the
ability to sense low-level inputs; the electrical noise floor of the sensor plays a large role in
dictating the capabilities of the piezoelectric device. Full analytic models for the sensitiv-
ity, actuation response, and the MDA spectrum are presented. Additionally, low-frequency
assumed mode solutions are provided that yield a design equation for the MDA. Two case
study approaches to using this design equation are provided in a non-application-specific
context.
The MDA expression indicates that increasing the sensor width for any set of design
parameters will monotonically decrease the MDA. As such, it is found that the piezoelectric
beams should be much wider than is valid for the original assumptions. Therefore, a com-
parison between the originally-assumed uniaxial stress state and a plane-strain hypothesis
is completed, utilizing a finite element model solution for validation. It is shown that the
wider structures are more accurately modeled with the plane-strain hypothesis, however,
the design equation remains the same regardless of the hypothesis used. Advantageously,




First-generation Piezoelectric MEMS Accelerometer
This chapter discusses the model-validation experiments conducted with first-generation
fabricated devices. The experimental procedures used to characterize important piezoelectric
material properties and sensor performance are described in detail. The original model
used here was the uniaxial stress assumption discussed in the previous chapter. During
fabrication, we chose to fabricate stress-relief slits across the width of the beam, resulting
in effectively 100 µm wide beam segments. This aspect ratio (1:1) falls between the two
limiting constitutive hypothesis cases. Independent fitting of the piezoelectric coefficient
with idealized structures (long, narrow beams) will be necessary for future iterations of
device fabrication. Sections of this chapter have been previously published [74].
3.1 Accelerometer Design and Fabrication Process
First-generation devices were fabricated by collaborators at Vesper Technologies, Inc. us-
ing their proprietary process. This process and the available die space placed some restric-
tions on the physical sensor design variables. For instance, we knew that the sensor would
be made of two layers of AlN, each 0.5 µm thick. Also, the height (thickness) of the proof
mass was set at the wafer thickness of 400 µm since there were no process steps included to
decrease this dimension. Therefore, the three remaining design variables were beam length
(L), mass length (LM), and beam and mass width (b, assumed to be the same, as stated in
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the model description) for the first-generation sensors. As was also discussed in Chapter II,
wider beams will help decrease the minimum detectable acceleration (MDA); however, the
width was limited by the available die size in this case. Rather than use the MDA cost func-
tion to optimize the length dimensions for this design with respect to a particular resonant
frequency limit, we chose conservative fabrication values to ensure sufficient yield of sensors
from the processed wafer. The properties of Si and AlN necessary to model the accelerometer
are listed in Table 3.1.
Two combinations of beam and mass parameters were fabricated, designated Design 1
and Design 2. Within each die, two of the structures were designed to be as wide as possible.
Then, to effectively utilize the allotted die area, two narrower beams were placed on the
remaining two internal edges of the frame. Top-down photographs of the fabricated MEMS
die are shown in Fig. 3.1A. Design 1 has a beam length of 125 µm and a mass length of
75 µm, with beam widths of 700 µm and 300 µm. Design 2 has a 100 µm long beam and a
50 µm long mass, and has 700 µm and 400 µm widths. We also chose to include small (2 µm)
etched slits every 100 µm across the beam width to decrease the effects of layer-deposition
residual stress on the sensor performance. Each of the four beams has independent electrical
connections and can be tested individually. The following sections in this chapter discuss the
experimental testing of a 100 µm long, 700 µm wide beam, specifically pictured in Fig. 3.1B.
As can be inferred from the photograph, this beam and proof mass were completely released
from the frame of the die and the other proof masses after etching. In addition, the beam
was visibly intact and preliminary measurements of the capacitance and dissipation factor
(described in subsequent sections) indicated good AlN film quality.
Table 3.1: Material parameters for Si and AlN
Si AlN
ρ (kg/m3) 2330 3260
s11 (m
2/N) 5.88x10−12 2.9x10−12
d31 (C/N) – -2x10
−12
ε33 (F/m) – 10.12*8.854x10
−12
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Figure 3.1: Photographs of Design 1 and Design 2 MEMS die. In A), samples of Design 1
and Design 2 are shown with four electrically-independent sensors within each frame. Note
that the photograph of the Design 2 die was taken after wirebonds were attached to the
electrode pads. In B), a magnified picture of the beam under test is labeled to indicate the
beam, proof mass, and wirebond locations.
The general abbreviated process flow is provided in Fig. 3.2. Starting with an approxi-
mately 400 µm thick Si wafer, 10 µm thick silicon dioxide (SiO2) layers are grown on the top
and bottom surfaces. Alternating layers of 20 nm thick molybdenum (Mo) electrodes and
0.5 µm thick AlN are deposited on the top side of the substrate. Each of the three electrode
layers must be patterned and etched before the subsequent AlN deposition. Then vias are
etched in two steps, first to access the middle electrode layer and second to access the bot-
tom electrode layer. Aluminum-copper alloy electrode material is deposited and etched to
Figure 3.2: Abbreviated process flow for microfabrication, not drawn to scale. In A), alter-
nating layers of Mo electrodes (20 nm) and AlN piezoelectric material (0.5 µm) are deposited
on a Si wafer substrate (400 µm) that was covered by a SiO2 isolation layer (10 µm). In
B), vias are defined to access and connect these electrode layers for the desired output. In
C), electrode pads are deposited and DRIE defines the frame, beam, and proof mass and
releases individual MEMS die.
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create electrode pads (to which wirebonds are connected for voltage output). Finally, deep
reactive ion etching (DRIE) from the backside of the wafer is used to define the frame and
proof mass structures (made primarily of silicon after etching), remove the SiO2 from the
underside of the beam, and to release the device from the wafer. The interested reader is
directed to Knisely, et al. [42] and Zhao, et al. [43] for more detailed information regarding
the fabrication process for similar layered AlN beams.
3.2 Experimental Procedures and Results
In this section, the experimental procedures for testing piezoelectric material parameters
and characterizing sensor performance are described. These procedures, and the order in
which they are completed, have been used historically to test the MEMS devices that have
been developed in our group.
In order to test the sensitivity and noise of the piezoelectric vibration sensors, the voltage
output is sent through an amplification circuit. This is imperative for three reasons. First,
the voltage output from MEMS piezoelectric sensors is often small. For instance, a device
with a capacitance of 30 pF experiencing a 1 m/s2 acceleration input generates a voltage
output on the order of 150 µV. Amplifying the output ensures that the signal resulting from
smaller input accelerations is not buried in the noise of the data acquisition system (DAQ)
or by electromagnetic interference. Second, due to their capacitive nature, piezoelectric
transducers produce a high output impedance that does not match the (often lower) input
impedance of the DAQ. Without a circuit to facilitate impedance matching, the sensor
signal power will be dissipated aross the large impedance and leave little to be detected
by the DAQ. Third, additional amplification of the sensor noise will decrease the influence
of the DAQ noise on the measured total noise output (each contribution is summed in an
RMS sense and includes a specific gain at the output of the circuit). For this work, a simple
amplification circuit is implemented with off-the-shelf components and custom printed circuit
boards (PCBs). Specific details about the circuit are given below in Section 3.2.1. The
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Figure 3.3: A sample amplifier circuit on a printed circuit board. Off-the-shelf surface mount
components are soldered onto the pad layout (the largest items are the coin cell battery holder
and the BNC connector at the output). The MEMS die is adhered to the PCB with glue
and connected to the pads on the board with wirebonds. This layout was not designed to
meet any specific size parameters.
manufactured and assembled amplifier is pictured in Fig. 3.3 with the MEMS accelerometer
placement location highlighted.
Two National Instruments multifunction input/output devices (PCI-6251 and PXI-6123)
controlled with LabVIEW based programs generate the driving signal and obtain voltage
data during our experiments. BNC-2110 adapters connect to the PCI-6251 and PXI-6123 to
provide ports to connect analog outputs and inputs, respectively. The LabVIEW program
creates a 1 second long chirp signal over a user-specified frequency range at a user-defined
amplitude. This program is used to test the gain and phase of amplifier circuits, for device
voltage actuation, and for sensitivity testing. A second LabVIEW program is used to obtain
the averaged output noise spectral density from the piezoelectric devices and circuits.
3.2.1 Amplification Circuit Gain and Phase
Circuits designed for piezoelectric sensors, particularly MEMS devices that have very low
capacitance because they are physically small in size, utilize junction field effect transistors
(JFETs) at the input. JFETs are high-input-impedance devices that match well with the
piezoelectric sensor. When the JFET is configured as a common source amplifier (CSA), it
behaves as a voltage-controlled current source which has a low-impedance load. Therefore,
it provides some amplification and decreases the impedance at the output; at this point,
additional gain and filtering can be easily applied to the signal with operational amplifiers
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and passive circuit components. Conveniently, all of the components are easily modeled in
SPICE (simulation program with integrated circuit emphasis) or with analytic equations.
Adequate amplification of the signal is achieved with two consecutive stages, although
more can be added if needed. The first stage comprises a Panasonic model 2SK3372 JFET
configured as the aforementioned CSA. The second stage is a noninverting amplifier consist-
ing of an Analog Devices, AD8655 operational amplifier and a resistive feedback network.
First-order low and high pass analog filters are included to define the frequency range of the
amplifier and to prevent aliasing of high-frequency noise at the DAQ. These components are
placed on a PCB for testing (again, see Fig. 3.3; note that the circuit testing occurs before
the MEMS die is added to the PCB). Figure 3.4 shows the simulated (dashed black line) and
experimental (red line) frequency response (gain and phase) of the circuit. The experimental
data is obtained by sending a 50 mV amplitude chirp signal through the circuit at the input
(gate of the JFET), and the model considers the same stimulus. Close matching of these
results indicates that the circuit is performing as expected. It has a gain of 33 dB and a
-3 dB cutoff frequency of 6 Hz. Data provided shows up to 20 kHz, which is less than the
anti-aliasing (low-pass) filter cutoff frequency of approximately 240 kHz. This experiment
Figure 3.4: Simulated and experimental gain and phase of the amplification circuit. A 50 mV
chirp signal was sent to the gate of the JFET and the output of the circuit was connected to
the DAQ. The resulting gain is approximately 43 V/V or 33 dB. The -3 dB cutoff frequency
for the high-pass filter is 6 Hz.
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confirms that the circuit is functioning as expected and it can be used to remove the applied
gain in subsequent processing of sensitivity and noise output data, referring all information
to the input of the circuit.
3.2.2 Capacitance and Dissipation Factor
Prior to attaching the output of the transducer to the amplifier input, several tests are
performed to characterize the sensor. First, the capacitance of the sensor and the dissipation
factor (tanδ) of the piezoelectric material are measured. The actual capacitance is needed
not only to accurately model the system, but also to determine the amount of stray capac-
itance on the MEMS die (the difference between the calculated nominal capacitance and
the measured value). The stray capacitance that creates a voltage divider and decreases the
voltage output from the sensor. It is necessary to measure and account for this value to con-
firm matching between the sensitivity model and data. tan δ is pertinent to accurate sensor
noise modeling, and it will vary depending on the quality of the deposited piezoelectric films.
To measure these parameters, we use a Keysight E4980A Precision LCR Meter. To
achieve precise measurements, two matched BNC cables are connected in a shielded two-
terminal pair configuration. Consult the Keysight documentation for additional information
about the connection types and rationale [75]. Electrode pads on the transducer die are
accessed with probe tips connected to tri-axial manipulator stages (SemiProbe, Vermont).
Measurements are taken with a 1 V signal at 1 kHz using the parallel circuit mode of
the LCR meter with capacitance and dissipation factor outputs. The auto-range and long
measurement time settings are also chosen. Several measurements are taken on the same
device to ensure repeatability and proper electrial connection with the probe tips. At this
frequency, the tested sensor has a capacitance of 30.42 pF and a tan δ of 0.15%. The
expected value of the device capacitance was 25.1 pF, so there are about 5.3 pF of stray
capacitance on the MEMS die, the majority of which comes from the 10 µm overlap of AlN
and electrode material at the frame and proof mass (dictated by the fabrication process).
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The low dissipation factor indicates that the AlN films are high quality [67] which is desired
for minimizing the inherent sensor-generated noise.
3.2.3 Voltage Actuation
The second sensor characterization test is voltage actuation which is used to determine the
piezoelectric coefficient, d31, of the material. This parameter also depends on the quality of
AlN film deposition; it will likely deviate from the nominal value and will affect the sensitivity
of the accelerometer (see Eq. 2.22). Littrell and Grosh [70] established a procedure for
determining d31 by measuring the deflection of piezoelectric beams in response to an applied
voltage. This process has been effectively demonstrated with cantilever beams, circular
diaphragms [45], and now cantilever beams with proof masses.
A schematic diagram of the actuation experimental set-up is given in Fig. 3.5. With the
probe tips placed on the MEMS die electrode pads, the voltage signal (sent as a chirp from
the program mentioned above) drives the sensor. A laser Doppler vibrometer (LDV, Polytec
Inc., USA) is focused at the end of the beam (at x = L) to measure the vibration where the
largest deflection is expected. The LDV output is sent to the DAQ as a voltage signal that
is proportional to the velocity of the measurement location. The amplitude and phase of the
Figure 3.5: Diagram of the actuation experiment configuration. The chirp voltage signal
is sent from the driver to the pads on the accelerometer die through the probe tips used
to access the electrode pads on the MEMS die. The LDV focused at the end of the beam
detects vibration and sends a voltage signal back to the DAQ.
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results are computed with the complex-valued data that are easily converted to displacement
or acceleration in the frequency domain.
The voltage actuation data are plotted in red in Fig. 3.6. For reference, at 100 Hz the
acceleration at the end of the beam is 23.8 mm/s2 (or 2.43 mg) for 1 V applied to the device.
Following the procedure from Littrell and Grosh [70], the d31 value is increased until the
modeled low-frequency acceleration (black dashed line) matches the collected data. For this
sensor, d31 is found to be -2.0 pC/N.
While testing this device, we observed that the proof mass is not completely etched (see
Fig. 3.1B) and is larger than the designed (as-drawn) dimensions. This is due to the decreased
level of control that we have over the etching processes since the devices were not fabricated
in-house. Although this does not affect the low-frequency acceleration, adjusting the mass
dimensions will bring the resonant frequency prediction in accordance with measured results.
Therefore, we increased the proof mass length in the model by 13 µm to 63 µm and the width
by 40 µm to 740 µm. This process was used to fit the the data shown in Fig. 3.6 where the
first resonance of the model and data occurs at 1420 Hz. Using these data-fit parameters,
the model can accurately predict the sensitivity of the fabricated sensor.
Figure 3.6: Simulated and experimental voltage actuation amplitude and phase of the sensor.
A 1 V chirp driving signal was sent to device and the acceleration of the beam was measured
using an LDV focused at x=L. Low-frequency fluctuations (from 10 to 30 Hz) are due to
the amplifier chosen to drive the high-impedance sensor. The acceleration amplitude is
23.8 mm/s2 at 100 Hz, resulting in a data-fit d31=-2.0 pC/N. Proof mass dimensions of
LM=63 µm and bm=740 µm fit the first resonant frequency of 1420 Hz.
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3.2.4 Sensitivity
As discussed in the modeling Section 2.3.2, the sensitivity is the voltage output with
respect to acceleration input. Once the initial measurements for the capacitance, dissipation
factor, and piezoelectric coefficient are complete, we prepare to test the device sensitivity.
Referring again to Fig. 3.3, the MEMS accelerometer is glued to the PCB for these experi-
ments. Then the sensor is connected to the input of the amplifier circuit at the JFET with
wirebonds (completed at Protoconnect, LLC in Ann Arbor, MI). The schematic for the sen-
sitivity experimental set-up is given in Fig. 3.7A; the diagram illustrates the sensor-carrying
PCB secured to an aluminum fixture and attached to the Brüel and Kjær Type 4809 vi-
bration exciter. A photograph of this portion of the set-up is given in Fig. 3.7B. The chirp
program that was used for actuation testing is again employed to send a voltage signal to a
power amplifier (Brüel and Kjær Type 2706) that drives the vibration exciter. Meanwhile,
the LDV is focused on the frame of the MEMS die to measure the velocity it experiences,
Figure 3.7: (A) Schematic diagram of the sensing experiment set-up and (B) image of the
PCB attached to the vibration exciter. The driving chirp voltage signal is sent to a power
amplifier that drives the vibration exciter. The MEMS die on the PCB is attached to a
fixture that is then coupled to the vibration exciter. The amplified voltage output from the
device is sent to one DAQ input and the LDV-measured excitation of the die frame is sent
to another DAQ input. These data sets are used to compute the transfer function of the
sensor.
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and the voltage output from the sensor is amplified by the circuit and measured by the DAQ
analog input. The complex-valued sensor voltage data and the LDV voltage data provides
the necessary information to calculate the amplitude and phase of the sensitivity transfer
function.
Figure 3.8 compares the model-predicted sensitivity (dashed black line) to the measured
sensitivity (red line) of the beam under test, converted to units of mV/g. The modeled low-
frequency sensitivity is 1.3 mV/g at 100 Hz, which does not include the 33 dB gain from the
amplifier circuit but accounts for voltage attenuation caused by stray capacitance. The data
shows a maximum deviation from the model of -3 dB at 151 Hz. Otherwise, experimental
results lie within ±3 dB of the modeled values up to 900 Hz.
3.2.5 Input Referred Noise and Minimum Detectable Acceleration
In Chapter 2, the sensitivity and noise were modeled solely for the piezoelectric sensor.
For that calculation, the noise contribution is called “input referred”; in other words, the
value is referred to the input of the circuit, rather than the output of the circuit. Any noise
source can be referred to any node of the circuit, as long as the gain from that point to the
Figure 3.8: Simulated and experimental device sensitivity amplitude and phase. The device
is driven by a shaker and the imparted acceleration is measured with the LDV. The voltage
output through the amplifier is sent to the DAQ. Accounting for stray capacitance in the
system, the low-frequency sensitivity at 100 Hz is 1.3 mV/g (not including amplifier gain).
The maximum difference between the modeled and measured result from 10 to 900 Hz is
-3 dB at 151 Hz.
59
output of the circuit (at the measurement location) is known. For instance, when a circuit
is included for experimentation, the device noise is amplified by the applied gain where it
is measured at the circuit output. So, to refer the measured noise to the input, one has
to divide by the gain. Unfortunately, circuit noise sources also contribute to the measured
noise at the output. These additional noise sources, while not generated at the input of the
circuit, can alto be referred to the input of the circuit. There, all noise sources are summed
as RMS voltages. The minimum detectable acceleration (MDA) can be calculated with any
sensitivity and noise that are referred to the same point (i.e. they have been amplified by the
same gain, so the gain completely cancels in the MDA calculation). Since the sensitivity data
presented above in Section 3.2.4 do not include the circuit gain, the noise data presented in
this section will be input referred, and the MDA will be calculated with both input referred
data sets.
The output noise spectral density of the sensor is measured experimentally by sampling
the voltage output from the system with the DAQ and computing its power spectral density.
The PCB carrying the sensor and circuit is placed inside a grounded metal box to shield
it from electrical interference and on a heavy block to minimize vibration interference. As
mentioned previously, an anti-aliasing filter was added before the input to the DAQ since the
white noise extends beyond the system sampling frequency of 500 kHz. Again, the measured
noise spectral density includes not only the amplified noise from the sensor, but also the
noise sources from the amplifier circuit elements.
The total input referred noise (IRN) spectral density, determined by dividing the output
noise by the circuit gain, is provided in red in Fig. 3.9 with values in V/
√
Hz indicated
on the left axis. Increased noise levels from 20 to 40 Hz are caused by external vibrations
affecting the test set-up, verified by independent accelerometer measurements, and the peak
at 1420 Hz is due to the resonance of the sensor. The IRN (in a 1 Hz bandwidth) is
36.3 nV/
√
Hz at 100 Hz and 11.8 nV/
√
Hz at 1 kHz.
In the noise model discussed in Section 2.3.4, only electrical-thermal noise from the
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Figure 3.9: Simulated and experimental input referred noise spectral density (left axis) and
minimum detectable acceleration assuming constant sensor sensitivity (right axis). The
PCB is placed in a grounded metal box on a heavy block to prevent electrical and vibration
interference. An anti-aliasing filter with a corner frequency of 240 kHz was added before the
DAQ. Complete vibration isolation was not achieved, as indicated by the increased output
from 20 to 40 Hz and the resonant peak appearing at 1420 Hz. From approximately 50 to
1 kHz, the modeled and measured noise values match, dictated by tanδ of 0.15%. Input
referred noise spectral density of 36.3 nV/
√
Hz and 11.8 nV/
√
Hz is measured at 100 Hz and






transducer is considered. The black dashed line in Fig. 3.9 is the contribution of the modeled
sensor noise from Eq. 2.18 to the total noise, calculated with the measured tan δ = 0.0015.
As it is an inherent sensor property, we consider this to be the lower limit of the noise
floor. The intersection of the modeled and measured noise from 50 Hz to 1 kHz illustrates
this limit. Below and above this frequency range, the increased noise floor is due to the
circuit elements used to amplify the signal (see [76] for additional information about the
contribution of various noise sources in this system).
Finally, we calculate the MDA of the system using the IRN and the constant, low-
frequency device sensitivity (1.3 mV/g) according to Eq. 2.19. The resulting spectral values,
in units of µg/
√
Hz, are indicated for the red line in Fig. 3.9 by the right axis on the plot.
At 100 Hz and 1 kHz, the MDA is 28 µg/
√
Hz and 9.1 µg/
√
Hz, respectively, calculated with
the noise in a 1 Hz bandwidth.
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3.3 Discussion
Overall, as evidenced by the results presented above, the analytic models accurately
represent the fabricated sensor behavior up to and including the first resonant frequency.
Additionally, measured AlN properties (dissipation factor and piezoelectric coefficient) indi-
cate that high quality films were deposited during fabrication [42, 67]. In the remainder of
this section, the performance of the tested sensor is discussed with respect to the application-
specific requirements discussed in Section 1.3.2. By increasing the resonant frequency of the
now validated model, this sensor concept can be fairly compared to other devices and assessed
with a larger bandwidth.
3.3.1 Mapping Input Sound Pressure Level to Acceleration
To effectively discuss the performance of this sensor, we first need to map the minimum
detectable signal requirement from sound pressure levels (dB SPL) to acceleration values (in
m/s2 or g). Conveniently, studies of human middle ear mechanics have provided velocity
data for various ossicle measurement locations in response to acoustic stimuli. Within the
dynamic range considered in this work, the behavior of the ossicular chain is assumed to be
linear. Therefore, normalized motion data (displacement, velocity, or acceleration) can be
scaled to any input level. In the example conversion described here, we use data from Sachse
et al. [51], that is presented as averaged data from Goode et al. [77], for umbo displacement
measured with a 30 dB SPL stimulus.
First, the displacement data must be converted to acceleration data and normalized to
the input stimulus in Pascals (Pa) In the frequency domain, and assuming harmonic forcing,
the displacement data is multiplied by a factor of ω2 to obtain acceleration values. By
definition, the input stimulus of 30 dB SPL is equal to 632.5 µPa; the acceleration data will
be scaled by this value to find acceleration sensitivity in units of m/s2/Pa. Then, recalling
the hearing threshold and equal-loudness-level contours presented in Section 1.3.2, each point
is a dB SPL value that alto gets converted to Pa. Finally, the acceleration sensitivity at each
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frequency is multiplied by the pressure, resulting in hearing threshold and loudness contours
as accelerations (m/s2). This process was completed for the previously plotted data, which
is now presented in Fig. 3.10. With additional data sets, this conversion can also be done to
assess other attachment locations for the sensor.
3.3.2 Performance of the Fabricated Sensor
As mentioned in Section 3.1, we were alotted a particular die size for this fabrication
process. Therefore, the volume of a fabricated sensor die is 0.8 mm3 (1.4 mm x 1.4 mm x
0.4 mm). This volume does not exceed 3 mm, but the MEMS die is not the only component
that will be packaged for the device. Integrated circuits necessary for signal conditioning
will be placed close to the piezoelectric sensor within a package housing. Considering that
a single beam/mass pair only occupies 0.9 mm x 0.4 mm x 0.4 mm, even more space is
conserved. Similarly, the total mass of the die is approximately 1.2 mg, but the single-sensor
Figure 3.10: Hearing threshold and two equal-loudness-level contours (10 and 20 phon)
converted to equivalent umbo acceleration values. Hearing threshold data points (black),
and 10 phon (red) and 20 phon (blue) data points that were presented in Chapter I are
converted to present the minimum detectable signal specification as acceleration that can be
directly compared to sensor data.
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section would only be 0.25 mg. With additional silicon components (the integrated circuit
chip), a package housing, wires, and glue, we predict that this accelerometer will be less than
13 mg (less than the average mass of the malleus or incus at 30 mg [8]).
The bandwidth of the tested sensor reaches approximately 900 Hz, falling far short of the
application bandwidth specification of 8 kHz. In this case, the frequency range was limited
by the conservative dimensions chosen and the processes used to fabricate the sensor. The
large proof mass drove down the resonant frequency, and while shortening the beams would
have increased it again, a narrower gap between the vertical side walls of the frame and
mass caused etching aspect ratio concerns. In future design iterations it will be necessary
to both shorten the beams and decrease the size of the proof mass to sufficiently increase
the bandwidth of the system. Although the full dynamic range of the sensor was not tested
explicitly, the level of excitation applied by the shaker at 1 kHz is about 113 dB SPL. This
level is determined by calculating the pressure in Pa that would be needed to achieve the
measured acceleration value (using the same data from Section 3.3.1) and converting it to
dB SPL. Since the transfer functions of both the middle ear response and the applied shaker
acceleration amplitude vary with frequency, the sound pressure level is not constant with
frequency; 1 kHz is chosen for convenience.
To facilitate comparison, the information presented in Figures 3.9 and 3.10 is combined
in Fig. 3.11, with the sensor MDA data plotted in m/s2/
√
Hz instead of µg/
√
Hz. As can be
seen in these results, the sensor MDA is lower than the threshold levels of acceleration from
approximately 3 kHz to 10 kHz, it is lower than the 10 phon values from about 800 Hz to
10 kHz, and lower than the 20 phon contour from nearly 300 Hz to 10 kHz. However, based
on the resonant frequency the upper limit to the accelerometer bandwidth is currently around
900 Hz. So, despite exceeding threshold requirements above 3 kHz, the device sensitivity
is not constant over this range. Over the spans were the sensor achieves 10 and 20 phon
acceleration limits, the resonant frequency will cause a phase shift in the signal, and the
sensitivity will not be constant after the resonance.
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Figure 3.11: Hearing threshold and two equal-loudness-level contours (10 and 20 phon)
converted to equivalent umbo acceleration values. Hearing threshold data points (black),
and 10 phon (red) and 20 phon (blue) data points that were presented in Chapter I are
converted to present the minimum detectable signal specification as acceleration that can be
directly compared to sensor data.
To achieve constant sensitivity and phase over the desired bandwidth, the resonant fre-
quency of the device must be increased to approximately 15.4 kHz (resulting in a 3 dB
bandwidth of 8 kHz). In this case, a beam length of 50 µm and a mass length and thickness
of 85 µm and 50 µm, respectively, would generate a wide enough bandwidth. Within a die
area of 2.2 mm x 2.2 mm, which we assume could be packaged within a reasonable total
volume, 12 2 mm wide beams can be arranged; the resulting sensor can detect 20 phon
acceleration levels from 500 Hz to 8 kHz. We conclude that a single-resonance piezoelectric
cantilever cannot achieve the bandwidth and MDA requirements (within reasonable package
dimensions) for this application.
3.3.3 Comparison of the Fabricated Sensor with a Capacitive Device
The MDA equation not only permits efficient sensor design, but also allows us to compare
this sensor to other devices published in the literature. By altering the dimensions to match
65
the resonant frequency of a reference accelerometer and calculating the MDA, the results
can be compared fairly (i.e. one sensor would not have better performance due to a higher
sensitivity created by a lower resonant frequency). For example, the capacitive accelerometer
presented in [50] has an approximate spectral MDA value of 87 µg/
√
Hz at 200 Hz and a
resonant frequency of 6.44 kHz. For our piezoelectric device design, the simplest way to
increase the resonant frequency of the device is to decrease the thickness of the mass. If
the mass is 150 µm thick, a 50 µm long beam and a 85 µm long mass create a resonance
at 6.6 kHz In this case, the beam need only be 340 µm wide to achieve the same MDA as
the capacitive sensor. Put another way, if we use an active sensor area of 1 mm2 as in [50],
wherein we fit four 700 µm wide beams, the MDA is decreased to 30 µg/
√
Hz at 200 Hz.
For the implantable sensor application where meeting both size and MDA specifications is
imperative to device success, this demonstrates the increased efficacy of the piezoelectric
sensor design.
3.4 Conclusion
In this chapter, we seek to validate our analytic models with experimental data from
fabricated accelerometers. Fabricated MEMS devices do not always identically match the
as-drawn design, especially when the fabrication processes are not optimized to the device
configuration or geometry. Additionally, properties of deposited piezoelectric materials are
variable, and some of the model parameters must be fit with tests directed at isolating
and identifying a specific variable. Here, the device capacitance, dissipation factor, and
actuation response are characterized; furthermore, mass dimension adjustments are made to
align modeled and measured resonant frequency. These experiments are used to calculate
the stray capacitance on the MEMS die and to determine d31 of the deposited piezoelectric
material for the sensitivity model, and to fit the noise model with the proper loss tangent.
Due to conforming to fabrication process requirements, the device design was not intended
to meet the specifications for measuring ossicle vibration discussed in Chapter I. However,
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the performance of the sensor in the context of that application is described. In a direct
comparison to the hearing threshold and equal-loudness-level contours, the sensor appears
to perform decently, but the location of the resonant frequency peak and phase shift in the
sensitivity negates the design as a realistic possibility. While piezoelectric sensing is shown
to more effectively meet size and MDA requirements simultaneously than capacitive sensing
does, it is also concluded that a single-resonance design is not a feasible solution to meet all




Multi- and Dual-resonant Piezoelectric Sensing
Sensors are most commonly designed with an operational bandwidth that lies in the sub-
resonance, constant sensitivity region of the device, which is the approach we take in this
work up to this point. However, as discussed in Chapter III, the piezoelectric accelerometer
designed with a single resonant frequency is not able to simultaneously meet all of the nec-
essary requirements for implantation and sensing in the middle ear. Hence, in this chapter,
we propose an alternative approach that involves multiple sensing elements within one de-
vice. The work presented in this chapter is model-based; these device designs have not yet
been fabricated for experimental testing. Based on the theory, and according to our best
knowledge, the proposed sensor will be the best-performing middle ear accelerometer in the
literature.
4.1 Multi-resonant Piezoelectric Accelerometer
4.1.1 Design Concept
Multi-resonant sensors, or sensors that have individual elements contributing different
sensitivity values and resonant peaks in the sensitivity spectrum, are not a new concept.
In fact, this approach is attractive for piezoelectric energy harvesting wherein the high
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sensitivity and quality factor around a system resonance permit efficient energy transfer
[78, 79, 80, 81, 82]. This idea is also used in the context of designing intracochlear pressure
transducers and artificial basilar membrane devices that mimic the tonotopic mapping of the
cochlea [30, 42, 44, 45, 83, 84, 85, 86]. In these systems, one sensing element will contribute
maximally to teh measured of processed sensor output. In the case of a multi-resonant
accelerometer, the increased sensitivity that can be achieved with the resonant peaks is de-
sirable, but not at the cost of a smooth (i.e. constant) sensitivity and predictable phase
throughout the working bandwidth.
The piezoelectric beams studied in this work provide many variables that can be ma-
nipulated to tailor the frequency response of a sensor. As seen in previous chapters, the
physical dimensions alter the resonant frequency and sensitivity; in other words, the fre-
quency peak can be precisely tuned as desired. Furthermore, the concepts mentioned briefly
in Section 2.2.2 regarding the series/parallel, in/out-of-phase connections can be employed
for the purposes of obtaining a unique sensor voltage output. Removing or adding additional
electrode material on beam can be used to create on-die voltage dividers to attenuate some
signals as well. These examples constitute analog methods to control the sensitivity of the
sensor that will be used to either extend the frequency range to include the system resonant
frequencies, or to create a band pass region of high sensitivity. Both of these scenarios will
be discussed below in Section 4.1.2.
A perspective diagram of an example multi-resonant accelerometer concept is illustrated
in Figure 4.1. An array of eight piezoelectric bimorph beams of increasing length with end
masses are all connected to the same frame. Any number of beam/mass pairs can be included
in this system; however, since there are typically size constraints imposed on the design,
the overall MEMS die size should be considered. The electrical connections demonstrate
parallel connection of all of the beams, but this is not required for the theoretical design.
Again, in the most general case, every physical dimension of the beams and masses can be
varied, but this is not practical in terms of MEMS fabrication ease. Controlling the number
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Figure 4.1: A perspective-view diagram of the multi-resonant accelerometer. Eight piezo-
electric bimorph beams with independent proof masses are anchored to the same frame.
They will all experience the same acceleration input, but the voltage output will depend on
the dimensions of each beam/mass pair.
of variables, whether by assuming that each beam is the same thickness (same number
of piezoelectric/structural layers) or that the proof mass thickness will be constant across
the array, reduces fabrication complications but still allows for significant control over the
sensitivity outcome.
4.1.2 Modifications to the Analytic Model
The sensitivity of each beam in the array is modeled as described in Chapter II with
the uniaxial stress constitutive hypothesis (since beams in an array of sensing elements will
likely be narrower). A minor change to the model is the necessary addition of damping which
is used to smooth out the sharpness of the resonant peaks in the spectrum. Damping also
contributes to phase shifts that prevent nulls in the frequency response due to cancellations
in voltage output. Viscoelastic damping is included by defining a complex elastic modulus
as E∗ = E(1 + ηj). In these models, η = 0.1 is applied to each beam. More sophisticated
damping models can be implemented as needed, or simulated in a finite element solution. In
the physical system, additional damping can be created by fabrication with parylene coating,
for example.
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4.1.3 Results for an Example Multi-resonant System
Figure 4.2 demonstrates modeled results for an example multi-resonant device and a
single-resonant comparison. The multi-resonant sensor consists of five beams that are 100 µm
wide and increase in length from 400 µm to 600 µm in 50 µm increments, and are electrically
connected in parallel. All five masses are 50 µm long, 100 µm wide, and 100 µm thick. The
reference single-resonant accelerometer design has a 150 µm long beam that is 500 µm wide,
and a 50 µm long and 100 µm thick proof mass. Figure 4.2A are the sensitivity and phase
plots for each design, and Fig. 4.2B is the minimum detectable acceleration for each.
The single-resonance sensor model output, plotted in red, exemplifies the typical method
for defining the bandwidth in the linear, low-frequency region of frequency response. Under
these conditions, there is no way to increase or amplify the sensitivity without also amplifying
the output noise; therefore, the MDA of this device cannot be lowered without any physical
modifications. In-phase connections are of the multi-resonant sensing elements are plotted
in green. The results for this case are very intuitive - the outputs are summed across the
entire frequency range. Out-of-phase connections are employed in the alternating phase case,
where each beam is connected out-of-phase with the beams next to it in the sensing element
Figure 4.2: (A) The sensitivity and phase and (B) the MDA for a modeled five-resonance
sensor and a reference single-resonance sensor. The green curve illustrates the in-phase con-
nection of the five beams and the black curve illustrates the same beam outputs connected
with alternating phases. The red curve for the single-resonance case demonstrates the con-
ventionally designed maximum sensitivity that can be achieved for a particular bandwidth.
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array. As seen in the black curve, this type of connection provides a frequency band of high
sensitivity in a band-pass manner. In both cases, the low-frequency sensitivity is improved
compared to the single-resonance accelerometer. The multi-resonant designs also generate
less noise since they have a larger capacitance than the reference device. The combination
of lower noise and higher sensitivity significantly reduces the MDA. The in-phase result
decreases the MDA by 29 dB and the alternating phase result decreases the IRN by 15 dB.
The method of in-phase electrical connections is used to increase the low-frequency sensi-
tivity and incorporate the resonant frequency peaks into the usable bandwidth of the sensor.
While the green curve in Fig. 4.2A illustrates this potential, the result it is not perfectly
smooth. Similarly the band-pass type frequency range for the alternating phase connections
is successful, but the spectrum still exhibits distinguishable peaks. This can be improved by
adding more beams to the array so that the resonant frequencies are more closely spaced,
scaling the output of a beam using analog or digital means, or filtering the response from
each beam. Scaling the output in the analog domain may involve intentionally designed stray
capacitance to act as a voltage divider and decrease the output voltage or designing series
connections of electrodes on a single beam to increase the voltage output. Nevertheless,
even without using these tools to manipulate the signal, this example model illustrates the
potential of these methods to improve the sensor resolution.
4.2 Dual-resonant Accelerometer
The concepts discussed in the previous section work well in theory, but are difficult to
implement in practice. Also, for the input to an auditory signal processor, the ripple in the
sensitivity and phase would not be ideal. Inevitably, there will be additional digital signal
manipulation despite the analog efforts made with the design. In this section, we scale back
this approach to a design with just two sensing elements, each having a different resonant
frequency. Each sensing element is designed to cover a portion of the frequency range
wherein it meets the MDA specification for 20 phon acceleration levels discussed previously.
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In this way, we are able to meet competing demands of MDA, sensor size, and bandwidth.
Appropriate filtering and amplification will be incorporated in the analog or digital domains
to create a smooth transition from one dominant sensor output to the other and obtain the
desired overall frequency response for the sensor.
4.2.1 Design Concept
A top and side views of the proposed transducer structure are given in Fig. 4.3, where
the low-frequency sensing element is red and the high-frequency sensing element is blue. We
consider that the outputs from each sensor will be handled with analog and digital signal pro-
cessing, but here we will only discuss the design of each beam/mass pair to achieve the MDA
goals of the application. Each sensing element construction follows the same assumptions
considered in Chapter II with damping included as stated above in Section 4.1.2 (bimorph
beams, parallel layer connection). The schematic demonstrates the expected differences in
size of the piezoelectric beams and proof masses, since increasing the dimensions will lower
Figure 4.3: A schematic drawing of the proposed dual-resonant sensor concept. A low-
frequency sensing element is represented in red, and a high-frequency sensing element is
shown in blue. The outputs of each sensor will be filtered and amplified in the analog or
digital domain to obtain a smooth transition from one sensitivity to the other. The side view




4.2.2 Results for the Designed Dual-resonant Sensor
The MDA design expression derived in Chapter II was used to determine the dimensions
for the two sensing elements. The process was very similar to the case study approaches
presented in Section 2.4.3, but required additional iteration. For instance, after choosing
a resonant frequency limit to achieve certain bandwidth, the MDA is calculated for the
dimension combinations and the best result is chosen. However, if the beam would need to
be too wide (say, greater that 1 mm) to decrease the MDA enough to meet the requirement
at the lowest frequency in the range, then the result is not feasible. The next iteration would
include a lower resonant frequency to aid in MDA decrease, and the beam width would be
checked again.
The top-down view of the proposed design dimensions, placed in a sample MEMS die
frame, is given in Fig. 4.4. The red-colored, low-frequency range device has a 50 µm long
beam and a 250 µm long mass. The beam is 1 µm thick (assumed to be two 0.5 µm thick
Figure 4.4: Top-down schematic view of the proposed sensor. As in the previous schematic,
the low-frequency device is red and the high-frequency sensing element is blue. Each beam
and mass is marked with its length and width dimensions, and the thicknesses are given
in parentheses. The width of the die frame is chosen as a reasonable MEMS fabrication
capability. The beam widths can be made larger, but are represented as the minimum
required to meet the desired MDA level. The resulting die area is 1.1 mm x 0.74 mm.
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layers) and the mass is 150 µm thick (into the page); both are 600 µm wide. The blue-
colored, high-frequency range device has a 50 µm long beam and 90 µm mass that are both
also 800 µm wide. The beam is 1 µm thick and the mass is 50 µm thick. These structures are
attached to a frame that is 100 µm wide on each side which, in our experience, is reasonable
for fabrication of the MEMS devices. The total chip area is 1100 µm by 740 µm. The
presented widths illustrate the minimum necessary to meet the MDA specification at the
lowest frequency in each range, but they can be increased as die space permits.
The modeled sensitivities for the sensing elements are plotted together in Fig. 4.5, again
color-coded to the low (red) and high (blue) frequency ranges. The low-frequency sensor has
a sensitivity of 0.445 mV/m/s2 and the bandwidth extends to 1250 Hz. The sensitivity of the
high-frequency component is 25 µV/m/s2 and its bandwidth extends from 1250 Hz to 8 kHz.
If both sensors were 800 µm wide, the noise generated by each sensor would be the same
since the beam lengths are the same. However, the 200 µm difference will not significantly
increase the noise of the low-frequency sensor; furthermore, the higher sensitivity of the
low-frequency beam still creates a much lower MDA for that element.
Figure 4.5: The sensitivity of each sensing element, plotted together with consistent colors
(red for low-frequency and blue for high-frequency). The device sensitivities at 100 Hz are
0.445 mV/m/s2 and 25 µV/m/s2. The first resonant frequency is 2160 Hz, providing a
bandwidth of approximately 100 Hz to 1250 Hz. The second resonant frequency is 14.5 kHz,
leading to an upper frequency limit of 8 kHz. The lower limit of the range is considered to
be where the first sensor range ends, at 1250 Hz.
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The resulting MDA spectra for each sensing element in this design is plotted over its
effective frequency range in Fig. 4.6, and compared to the previously discussed threshold,
10 phon, and 20 phon acceleration levels. As designed, this total sensor output is predicted
to detect the 20 phon MDA levels across the entire frequency range. To our knowledge,
this would be the best-performing ossicular vibration detector in the literature. Although
this proposed design did not aim for the MDA required to measure 10 phon or threshold
level accelerations, the low-frequency sensor can detect them above 517 Hz and 800 Hz,
respectively. The high-frequency sensor would function at those levels above approximately
4.5 kHz for 10 phon and 6 kHz for hearing threshold.
4.2.3 Transient Response of Sensing Elements
In practice, a sensed acceleration input to an auditory prosthesis signal processor should
have a short rise time (the first time at which the steady-state value is reached) and a short
Figure 4.6: Replicated hearing threshold and equal-loudness-level contours (10 and 20 phon)
converted to acceleration compared to the sensing element MDA spectra. Again, each sensor
is plotted with its corresponding color; it is also plotted over its designated frequency range.
The output from this sensor will meet 20 phon equivalent acceleration values, as designed.
Over smaller ranges, it will meet the more difficult 10 phon and threshold acceleration levels.
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settling time (time at which the response stays within 5% of its steady-state value for all
remaining oscillations) [87, 88]. In this section, we estimate the rise time and settling time for
each sensing element by considering the underdamped response of a second-order system. In
each case, damping is included through a complex elastic modulus (see Section 4.1.2) which
needs to be translated to a damping coefficient, ζ. The low-frequency beam has a natural
frequency of 2274 Hz and a damped resonant frequency of 2212 Hz. Through the relationship
ωd = ωn
√
1− ζ2, we find ζ = 0.23. Similarly, the high-frequency sensor has natural and
damped resonant frequencies of 15222 Hz and 15050 Hz, respectively, resulting in ζ = 0.149.
Based on the damping coefficient and the damped natural frequency, the rise time can
















Using the damping coefficient calculated for the low-frequency sensing element, the rise and
settling time is 0.13 ms and 5.7 ms, respectively. The high-frequency element has a rise time
of 0.114 ms and a settling time of 1.3 ms.
4.3 Conclusion
The work presented in this chapter builds on Chapter II and the concepts of combining
piezoelectric sensing elements physically and electrically. The proposed dual-resonant design
is quite simple; the only difference between this device and what was fabricated and tested
in Chapter III is the desired proof mass thickness. Decreasing the mass thickness from
full fabrication wafer thickness requires additional process steps that must be accurately
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characterized to achieve the desired mass shape.
For this application, two or more resonant elements within a functional sensor appears to
be the most promising route to success. We show that small-area devices can be designed to
meet low-amplitude acceleration requirements over a wide frequency range. As stated above,
the proposed design would be the best-performing sensor in this class of devices researchers
have been studying for over 20 years. Furthermore, by adding a few more devices, a sensor
design to meet the 10 phon specification may even be feasible. All of this theory relies on a
very important factor - that an appropriate and effective cross-over network can be designed
and implemented for this system. The noise that the circuit contributes will also affect the
results, but the design can be adjusted to increase the MDA margin to account for added
noise sources. As this work progresses, circuit design, device fabrication, and experimental
testing will have to be completed as they were for the first-generation devices presented in
Chapter III. Small form-factor device packaging will also have to be designed, followed by




Conclusions, Contributions, and Future Work
5.1 Conclusions
The aim of this dissertation, and the contributions herein, is to advance completely-
implantable auditory prosthesis systems through improved sensing capabilities. Completely-
implantable systems have demonstrated benefits over externally worn hearing aids and
cochlear implant signal processors (utilization of outer ear function, continuous function-
ality during daily activities). However, sensing mechanisms that are simple to implant (such
as attachment to an ossicle rather than a bone-embedded transducer) and have adequate
performance characteristics (large bandwidth, low minimum detectable signal) have yet to
be realized. It is imperative to achieve a system performance with which the benefits to
hearing capability will outweigh the risks of surgery. This is especially true in cases of hear-
ing loss where electrode implantation in the cochlea is not required and invasive middle ear
surgery could affect residual hearing. Departing from high-performance electret and MEMS
microphones, research into acceleration sensing within the middle ear has been on-going for
over 20 years. In this work, we propose a new piezoelectric MEMS accelerometer design
based on experimentally-validated theory that holds the potential to meet all of the design
requirements for sensing ossicular vibration as the input to an auditory prosthesis.
This work has followed a design-build-test-iterate approach. In Chapter II, the analytic
model of the proposed MEMS piezoelectric bimorph accelerometer is presented. From this
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model, a minimum detectable acceleration design equation is derived; trends studied with
this expression indicate that the piezoelectric beams should be as wide as possible. Increased
width is not valid for the original model assumptions, so a new constitutive hypothesis is
assumed and both results are compared to a 3-dimensional finite element model. Regardless
of the hypothesis used, the design equation is still valid and is used to quickly assess the design
space without requiring lengthy finite element simulations, as demonstrated in example case
studies.
Chapter III includes the experimental testing of the first fabricated accelerometers. These
device designs were fabricated in a collaboration with Vesper Technologies and constrained
to certain aspects of their processes. Rather than use the derived design equation with the
applied constraints, we chose conservative dimensions to ensure yield of functional sensors.
The fabricated devices undergo material property and sensor performance characterization
testing, and the results are presented for a tested beam. The results also demonstrate
that the analytic models are valid for devices that are subject to realistic fabrication vari-
ability. Ultimately, the work to this point elucidates that this piezoelectric accelerometer
configuration with a single device resonance will not achieve the all of the requirements for
implantation and sensing in the middle ear.
Based on these results, a new concept is proposed in Chapter IV for another design it-
eration. Multiple system sensitivities and resonances can be employed to tailor the sensor
output voltage (typically to improve overall sensitivity). In the new sensor design, two piezo-
electric beams are designed to meet the requirements for minimum detectable acceleration
over independent frequency ranges within the application bandwidth. The chapter concludes
with a proposed design that would be, to our knowledge, the best-performing implantable
ossicle vibration sensor for auditory prostheses in the literature.
80
5.2 Contributions
The contributions of this work are listed below in categories relating to the use of the
analytical model, the experimental testing of the fabricated devices, and accelerometer de-
signs.
• Analytic modeling
– The validated analytic model for the piezoelectric accelerometer system can be
used to accurately model the system rather than running lengthy FEA simula-
tions.
– An even simpler model based on the assumed-mode solution generates the MDA
design expression which is demonstrated to assist in rapid assessment of the design
space of variables.
– Analytic models can be used to make fair comparisons to other devices, without
requiring identical geometry or the same sensing mechanism, by analyzing the
MDA with an identical system resonant frequency.
• Experimental testing
– The experiments were used to fit the piezoelectric coefficient, illustrating that this
method can be used obtain a reasonable d31 estimate for a non-ideal geometry.
– Fabricated devices highlight the need for carefully controlled processing to obtain
as-drawn (designed) geometries of the devices.
• Sensor designs
– A theoretical multi-resonant sensor with two electrical connection schemes was
demonstrated to increase device sensitivity over the desired frequency range(s)
and decrease the minimum detectable acceleration.
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– A dual-resonant sensor is designed specifically to meet the bandwidth, minimum
detectable acceleration, and physical size constraints for the target application.
The last contribution regarding the dual-resonant sensor design is the most important
outcome of this work. Not only would the device meet a more stringent MDA specification
than is pursued in the existing literature, but it also clearly demonstrates the need to shift
from single-resonant design concepts to dual- or multi-resonant devices for this application.
If the theoretical result is realized in a fabricated MEMS device, we will have reached the
acceleration sensing goal that others have sought for two decades, promising significant
improvement for sensing in auditory prostheses.
5.3 Future Work
This work concludes at the beginning of another iteration of our design-build-test pro-
cess; therefore, there is still much work to be done. Building this device will require more
precise control over the fabrication process to obtain accurate proof mass geometries and
high-quality piezoelectric films. These variables play important roles in achieving the desired
frequency response. Another key component is to design a low-noise, low-power circuit that
will generate a smooth transition from the output of one sensing element to the other depend-
ing on the input signal frequency. The design of an integrated circuit chip for this purpose
will require specific expertise. Throughout this system design process, the rise and settling
times of the sensing elements must be analyzed more rigorously than the estimates provided
in Section 4.2.3. The transient response will indicate the appropriate amount of damping
required to eliminate ringing in the processed signal while simultaneously maintaining short
delay between the input sound and stimulation of the cochlea.
Many of the accelerometer projects referenced throughout this work also included ex-
perimental testing of the sensor in human cadaveric temporal bones. This is an important
step in this process as it will inevitably highlight design flaws and additional constraints
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that must be considered. To attempt these experiments, the sensor and integrated circuit
must be packaged in a small housing to provide protection from the environment and a bone
attachment surface. At the time of writing this document, steps on this path have already






A.1 Matrix Elements for Sensitivity Solution
The following expressions are used in Eq. 2.15 in Section 2.3.2:
X1 = (−Y1 − Y2) sin(kL)− Y3 cos(kL) X5 = (−Y4 + Y6) cos(kL) + Y5 sin(kL)
X2 = (−Y1 − Y2) cos(kL) + Y3 sin(kL) X6 = (Y4 − Y6) sin(kL) + Y5 cos(kL)
X3 = (Y1 − Y2) sinh(kL)− Y3 cosh(kL) X7 = (Y4 + Y6) cosh(kL) + Y5 sinh(kL)
X4 = (Y1 − Y2) cosh(kL)− Y3 sinh(kL) X8 = (Y4 + Y6) sinh(kL) + Y5 cosh(kL) .
In these terms, Y1-Y6 are defined as follows:
Y1 = EIk
2 Y3 = IMkω












All of the variables used in these expressions are defined in Section 2.3.1.
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A.2 Matrix Elements for Assumed-mode Sensitivity Solution




























2 X̃8 = −Mω2 .
A.3 Coefficients for Resonant Frequency Calculation
The following expressions are the coefficients of the quadratic equation used to calculate
ω21 and ω
2
2 after taking the determinant in Eq. 2.24.


































A.4 Derivation of X-Direction Sensitivity
When this system is excited in the x-direction, it does not generate voltage as a result
of longitudinal extension/contraction of the beam because of the parallel connection of the
piezoelectric layers (positive and negative cancellation). However, an electrical response is
generated as a result of the bending motion caused by the location of the center of gravity
of the proof mass (below the neutral axis of the beam) in response to x-direction motion. In
this case, the boundary conditions defined for each direction of motion are used to solve for
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the six coefficients of the transverse (W (x)) and longitudinal (U(x)) beam motion:
W (x) = C1 sin(kx) + C2 cos(kx) + C3 sinh(kx) + C4 cosh(kx)











The definition of k can be found in Section 2.3.2, and c =
√
1/s11ρpiezo.
The boundary conditions for the transverse beam motion differ slightly from Eqs. 2.7-
2.10. They are the following:
































In these equations, EI is given in Eq. 2.5 accompanied by other variable definitions. The
coupling to the longitudinal response is seen in the U(L) term in the moment boundary
condition at x = L. Two more boundary conditions are required for the longitudinal solution.
The first is the applied motion in the x-direction
U(0) = Ub













where A is the cross sectional area of the beam and the coupling to the transverse deflection
is seen in the second term on the right side of the equation. The final equation in this system
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