This study aims to investigate the potential impact of surface observations with a high spatial and temporal density on a local heavy rainstorm prediction. A series of Observing System Simulation Experiments (OSSEs) are performed using the Local Ensemble Transform Kalman Filter with the Japan Meteorological Agency non-hydrostatic model at 1-km resolution and with 1-minute update cycles. For the nature run of the OSSEs, a 100-m resolution simulation is performed for the heavy rainstorm case that caused five fatalities in Kobe, Japan on July 28, 2008. Synthetic radar observation data, both reflectivity and Doppler velocity, are generated at 1-km resolution every minute from the 100-m resolution nature run within a 60-km range, simulating the phased array weather radar (PAWR) at Osaka
Introduction
A sudden local rainstorm in the summer season is usually associated with a cumulonimbus with active convection. To predict the hazardous severe weather caused by such a rainstorm, numerical weather prediction (NWP) and data assimilation (DA) play an essential role (e.g., Brooks and Doswell 2002; Pielke and Carbone 2002; Simmons and Sutter 2005; Theis et al. 2005) . Stensrud et al. (2009 Stensrud et al. ( , 2013 reported the National Oceanic and Atmospheric Administration (NOAA)'s "Warn-on-Forecast" effort on NWP and DA experiments using the Ensemble Kalman Filter (EnKF, Evensen 1994) for severe convective weather events. Yussouf and Stensrud (2010) performed Observing System Simulation Experiments (OSSEs) using an EnKF system to assess the impact of assimilating phased array radar data every minute at 1-km resolution and showed that it has a potential to improve 50-minute forecasts of severe convective weather. Yussouf et al. (2013) performed a real-case DA experiment at 2-km resolution with every 3-minute Doppler radar data and showed promising results. Also, Schwartz et al. (2015) have been working on the Short Term Explicit Prediction Program (STEP), and developed an EnKF system at 15-km resolution and a real-time forecast system at 3-km resolution, based on the EnKF. Their results showed improvements in meso-scale precipitation forecasts. More recently, Miyoshi et al. (2016a, b) reported Japan's "Big Data Assimilation (BDA)" project that proposed orders of magnitude more rapidly updated and higher-resolution NWP by taking advantage of the next-generation remote sensing and supercomputing technologies, such as the Phased Array Weather Radar (PAWR, Wu et al. 2013; Yoshikawa et al. 2013; Ushio et al. 2015) , which has resolutions of 100 m in radial direction, 1° in azimuth angle and 200 levels in elevation angle, and a 100-member EnKF with 100-m resolution conducted by the 10-petaflops K computer. They developed a prototype BDA system with super-rapid 30-second update cycles and showed encouraging results for real-case severe convective weather.
It is generally well known that the surface atmospheric conditions are important for the lifecycle evolution of a cumulonimbus (e.g., Troen and Mahrt 1986; Ogura and Yoshizaki 1988; Chen and Avissar 1994; Elfatih and Jeremy 1996; Ducrocq et al. 2002) . For example, convergence of warm and moist air mass near the surface is favorable for convective initiation. Therefore, it would be important to improve the near-surface atmospheric conditions in NWP, and a number of studies have explored to assimilate surface observation data for improving severe convective weather prediction. For example, Hacker and Snyder (2005) proposed an approach to improve the planetary boundary layer using a single-column model. Fujita et al. (2007) performed a real-case EnKF experiment in the summer season and demonstrated the impact of surface data on improving the analysis of mesoscale features favorable to active convection. Järvinen et al. (1999) implemented surface DA with the European Centre for Medium-Range Weather Forecasts (ECMWF) operational four-dimensional variational (4D-VAR) DA system and improved forecasts up to 96 hours. Zhang et al. (2006) and Zhang (2007, 2008) discussed the reproducibility of meso-scale cyclones by EnKF experiments with surface data. Ha and Snyder (2014) performed DA and forecast experiments using surface data from the aviation routine weather report (METAR) stations and showed that the surface DA leads to an improvement of rainfall amount due to the improved analysis in the planetary boundary layer. Gustafsson et al. (2018) reviewed the operational DA methods for convective scale NWP and discussed the surface DA technique at operational centers.
Following the success of the previous studies, the present study aims to investigate the potential impacts of assimilating dense and frequent surface observations on a sudden local rainstorm prediction in the framework of BDA by Miyoshi et al. (2016a, b) . Previous studies focused on rainstorms with scales at several tens of kilometers or larger. Here we explore one kilometer order scale severe weather with a high observing density of several kilometers and every minute. Meisei Electric developed an affordable automated weather station named "POTEKA II", which can observe wind speed and direction, temperature, pressure, relative humidity, sunshine, and rainfall amount every 30 seconds, although with relatively larger errors compared with high-cost operational auto mated weather stations. The idea is to deploy a large number of the low-cost instruments, and this study explores how we could use these dense and frequent surface observation data in convective-scale NWP. We installed the "POTEKA II" stations at seven Kobe city elementary schools and RIKEN Center for Computational Science (R-CCS) (Fig. 1, blue dots) and have been getting the data in real time since summer 2013. This study performs a series of OSSEs for a case of a disastrous heavy rainstorm that caused five fatalities in Kobe, Japan on July 28, 2008. The "POTEKA II" stations were not deployed yet in 2008, and we do not use real observation data in this study. Instead, we simulate surface station data at all Kobe city elementary schools (167 locations, Fig. 1 ) to investigate the potential impact of dense and frequent surface station data on heavy rainfall prediction. This paper is organized as follows. Section 2 describes the experimental settings, and Section 3 presents the results. Finally, Section 4 provides the conclusion.
Experimental settings

Nature run at 100-m resolution
This study used the Japan Meteorological Agency non-hydrostatic model (JMA-NHM; Saito et al. 2006 Saito et al. , 2007 , which was used as the operational mesoscale NWP model in JMA from September 2004 to February 2017. Previous studies used the JMA-NHM to investigate heavy rainfall events around Japan (e.g., Kato 2006; Seko et al. 2007 Seko et al. , 2011 . Figure 2 shows the hourly JMA radar echo composition data on July 28, 2008, which captured strong convective cells around the northern part of Kobe city (black ellipses). A well-developed linear rainband was formed by 0100 UTC (Fig. 2a) . The intense rainfall region was extended to the west (Fig. 2b ) and moved southward with significant rainfall intensity (Fig. 2c) .
As the rainband approached Kobe, an intense rainfall over 100 mm h −1 occurred, and a large amount of water flowed into River Toga, an urban river located in Kobe. Its water level rose by 1.3 m within only 10 minutes and caused five fatalities, although the river did not overflow.
This event was carefully studied by Kusabiraki et al. (2011) . In the northern part of the rainband, we found a significant cold pool and outflow near the surface, whereas from the southern side, warm and moist southwestern winds flowed into the rainband. The intense low-level convergence of the low and high potential temperature air masses maintained and enhanced the rainband. Shoji et al. (2009) mentioned the difficulty of the prediction of the event by the operational JMA-NHM at 5-km resolution. Seko et al. (2011) simulated this disastrous case in Kobe successfully using the JMA-NHM at 5-km resolution by assimilating precipitable water vapor data from the zenith delay observations of Global Positioning System using the Local Ensemble Transform Kalman Filter (LETKF; Hunt et al. 2007 ). In the present study, we performed a downscale simulation of the best ensemble member of Seko et al. (2011) and generated the 100-m resolution nature run for OSSEs using the JMA-NHM. To simulate the detailed structure of this heavy rainfall event as shown by Kusabiraki et al. (2011) , the nature run was performed at 100-m resolution. Here, we take a typical multipledomain nesting strategy with gradually refining the resolution (Fig. 3) . Figure 4 shows the nested model domains from Domains 1 to 4, and Table 1 summarizes the model settings for each domain, including the initial times on July 28. The initial and boundary conditions for the outer-most Domain 1 come from the ensemble member of the LETKF experiment by Seko et al. (2011) . We chose the ensemble member best representing the actual observed rainband. The inner-most domain (Domain 4) was used for the nature run at 100-m resolution, simulating the main features of the heavy rainfall event, including the intense linear rainband moving southward (Fig. 5a ) and the north-south low-level temperature contrast along the rainband (Fig. 5b) . Figure 5a shows the precipitation intensity maximum over 100 mm h −1 , close to the JMA composite weather radar echoes although the timing is slightly delayed by approximately 20 minutes as in Seko et al. (2011) . These features are consistent with the analyzes by Kusabiraki et al. (2011) . Figure 6 summarizes the general OSSE workflow. This study performs a series of LETKF experiments at reduced 1-km resolution with 40 ensemble members and assimilates PAWR data and surface observations generated from the nature run at 100-m resolution. Here, we include the model error originated from the different model resolutions. In the OSSEs, we assimilate simulated observations, not real observation data. In fact, neither the PAWR nor the POTEKA II stations were available in 2008. The detailed workflow is described as follows. 
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a. Initial ensemble members
Figure 6 summarizes how the initial ensemble members of the LETKF were generated. First, a 37-hour numerical simulation at 5-km resolution for Domain 1 was performed (Fig. 6a , blue bar). Here, the initial and boundary conditions were obtained from the operational JMA Global Spectral Model (JMA-GSM) forecasts initialized at 0000 UTC July 27 at 20-km resolution. Forty ensemble members were chosen from the simulation at different times ( Fig.  6a , green bar). The first member (M01) was chosen at 0000 UTC July 28 after a 24-hour spin-up, the second member (M02) at 0020 UTC, the third member (M03) at 0040 UTC, and similarly to the 40th member (M40) at 1300 UTC. Although the forecast times are different, these 40 ensemble fields at 5-km resolution were assumed as the initial conditions at 0000 UTC July 27, 2008 (Fig. 6b , leftmost vertical green bar). The 40 ensemble fields of Domain 2 at 1-km resolution were interpolated from the 5-km resolution fields and were integrated for 26.5 hours to generate the initial ensemble members of the LETKF experiments at 1-km resolution at 0230 UTC July 28 (Fig. 6b, green arrows). Here, the lateral boundary conditions were produced from the 5-km simulation (Fig. 6b , blue bar), so that there is no ensemble perturbation at the lateral boundaries. The ensemble initial conditions have relatively large errors, and we investigate the impacts of dense and frequent surface DA on the severe rainfall prediction.
b. DA cycles
From 0230 UTC July 28, NHM-LETKF (Miyoshi and Aranami 2006; Kunii 2014 ) with 1-km resolution in Domain 2 was cycled every minute for 1.5 hours (from 0230 UTC to 0400 UTC) with the boundary conditions from the simulation initialized at 0000 UTC July 27 at 5-km resolution (Fig. 6b, red) . The localization scale was chosen to be 2000 m in the horizontal and 1000 m in the vertical (Table 2) , where the localization length corresponds to a standard deviation of the Gaussian function. The cutoff lengths are given by 2 10 3 / σ , where σ is the localization length standard deviations, i.e., 7302 m in the horizontal and 3651 m in the vertical (Table 2 ). Adaptive covariance inflation by Miyoshi (2011) was adopted. 
c. Synthetic observation data
To perform a series of 1-km mesh OSSEs and to simulate synthetic observation data, we conducted the 100-m mesh nature run. As described above, neither the PAWR nor the POTEKA II stations were available in 2008, and real observation data do not exist. The synthetic reflectivity and radial wind of PAWR data with the polar coordinate were simulated from the 100-m resolution nature run by applying the observation operator by Maejima et al. (2017) . The simulated PAWR data were interpolated to the Cartesian coordinate at 100-m horizontal resolution and were converted to 1-km horizontal resolution by averaging the 10-by-10 pixel values of 100-m resolution for each 1-km pixel. The number of independent unbiased white observational noise from a normal distribution was added to each datum; the error standard deviations are assumed to be 10 % for both reflectivity and radial velocity but fixed at 2 dBZ if it becomes less than 2 dBZ for reflectivity and, similarly, fixed at 3 m s −1 for radial velocity (Table 3) . Observation error bias is not considered explicitly, although the resolution difference between the nature run (100 m) and DA experiments (1 km) might contain biased differences implicitly.
For the surface data, we first identified the locations of all Kobe city elementary schools (Fig. 1, red and blue dots) from the official website of the Kobe city government (http://www.city.kobe.lg.jp/safety/ prevention/evacuation/). The 100-m resolution nature run at the lowest model level (20 m elevation) was interpolated bi-linearly in the horizontal to the locations of the elementary schools. In the vertical, the actual elevations of the surface stations were not considered, and we used simply the lowest model level data. Similar to the PAWR data, independent unbiased white random noise from a normal distribution was added to the interpolated nature run data to simulate the observation noise. Table 3 shows the observed variables and corresponding error standard deviations for the simulated observations. The observation error standard deviations are set to be larger than the instrumental errors by considering additional errors from various possible factors including representativeness and the observation operators (Table 3, the middle column). For reference, the measurement errors in the actual instrument specifications are also shown in the right column of Table 3 .
d. Observation scenarios
We investigate three scenarios to evaluate the impact of dense and frequent surface DA, and the list of the main series of the LETKF experiments are shown in Table 4a . The control experiment (CTRL) assimilated only PAWR data. Two other experiments assimilated both PAWR data and surface data. The S8 experiment assumed the existing sites (8 points, blue dots in Fig. 1) , and the S167 experiment additionally Relative humidity 10 % ± 5 % Temperature 1 K ± 0.5 K Pressure 1 hPa ± 0.5 hPa included all other Kobe city elementary schools (167 points, blue and red dots in Fig. 1 ). At each LETKF step, approximately 400,000 PAWR data were input for assimilation. In addition, 835 (40) surface data were available in S167 (S8), only 0.2 % (0.01 %) of the PAWR data. To investigate the impact of DA and an influence from the boundary condition, an experiment without DA (NO-DA) was also performed. We also performed sensitivity experiments of S167 to find the relative importance of each observed variable. Here, every single variable, such as horizontal winds, pressure, relative humidity, and temperature, was assimilated separately. The list of the experiments is summarized in Table 4b .
Forecast experiments
To investigate the impact of surface DA on forecasts, we perform 30-minute forecast experiments at 1-km resolution (Domain 2) by JMA-NHM, initialized by the ensemble mean analyses at 0300 UTC (after 30 cycles), 0310 UTC (after 40 cycles), and 0320 UTC (after 50 cycles). Numerical model settings are the same as the nature run at 1-km resolution.
Verification method
To verify the analyses and forecasts, we take the difference from the nature run. Here, the nature run at 100-m resolution is reduced to 1-km resolution by averaging the 10-by-10 pixels for each 1-km pixel. This way, we obtain the differences between the experimental results and the nature run with 1-km resolution. The differences from the nature run are considered as the errors, so that we can compute the root mean square errors (RMSEs) and the ensemble spread at 1-km resolution. For the domain average, we take the entire model domain for the nature run of the size 120 km-by-120 km (Domain 4). We consider the ensemble mean fields as the best theoretical estimate and focus on the ensemble mean fields for verification. Hereafter, the nature run refers to the averaged nature run fields at 1-km resolution unless otherwise noted.
Results
General performance of the LETKF system
To investigate the general performance of the LETKF system, Fig. 7a shows the time series of the analysis RMSE and ensemble spread for water vapor ] at z* = 2 km (solid line) and the ensemble spread [g kg mixing ratio at the 2-km level of the JMA-NHM's terrain following vertical coordinate (z* = 2 km, see Saito et al. 2006 for the definition). This measure is chosen because water vapor in the lower troposphere is strongly related to precipitation. The RMSE drops rapidly by assimilating the PAWR data (blue full line). After repeating 40 cycles of the LETKF (0310 UTC), the RMSE reaches to the asymptotic level about a half of NO-DA (black full line). Although only radar reflectivity and Doppler velocity were assimilated, we find clear improvements in the moisture fields. The ensemble spread also shows a similar drop (blue dashed line). Figure 7b shows the time series of the ensemble spread in all four experiments. With more observations, the ensemble spread becomes smaller. Overall, the results suggest that the LETKF system performs stably with 40 ensemble members. The ensemble spread of NO-DA is nearly flat (black broken line), so that the unperturbed boundary conditions have a limited impact in this case study.
Control experiment (CTRL)
To investigate the impact of the PAWR DA at the first analysis, Fig. 8 shows the water vapor mixing ratio at z* = 2 km at 0231 UTC after the first analysis. The nature run shows moist areas corresponding to well-developed convections from west to east near 34.8 N (Fig. 8a) . NO-DA, or the first guess, underestimates moisture (Fig. 8b) , but CTRL shows rainfall and moist areas extended from 34.5 N to 35.0 N, closer to the nature run (Fig. 8c) . Figure 9 shows the accumulated rainfall amount from 0310 UTC (40 cycles after the spin-up) to 0400 UTC (90 cycles). In NO-DA, the main convective line is completely missing (Fig. 9b) . By contrast, CTRL shows precipitation patterns corresponding to the main convective line (Fig. 9c) . Although the precipitation amount was underestimated, it captures peak values over 50 mm h −1
. Even though the LETKF experiment employs the reduced-resolution model, PAWR DA was generally effective to simulate the main convec- tive rainband.
Impacts of surface data (S8 and S167)
We now investigate the impact of the surface observation data in addition to the PAWR data (Table 4) . Figures 10 and 11 show the side-by-side comparisons of the nature run, NO-DA, and three LETKF experiments (CTRL, S8, and S167) at the lowest model level (z* = 20 m) after 45 cycles of LETKF (0315 UTC). First, we focus on rain mixing ratio around (34.7 N, 135.3 E) (Fig. 10, black ellipses) corresponding to the disaster site. The peak value of rain mixing ratio in S167 reaches more than 5 g kg
, similar to the nature run, although the heavy rain area is slightly reduced. This is likely related to the resolution degradation from the nature run at 100-m resolution. S8 has an improvement in rain mixing ratio compared with CTRL, but it is considerably smaller than S167. NO-DA shows no rain at all. Figure 11 shows the near-surface divergence fields. Shoji et al. (2009) and Kusabiraki et al. (2011) pointed out that a strong convergence zone was extended along the leading edge of the convective line, and it is a noteworthy feature tied to the heavy rainfall. The nature run shows the strong convergence zone clearly (Fig. 11a, black ellipse) . CTRL shows some of this feature from the PAWR data (Fig. 11c) , and it is improved in S8 and S167 (Figs. 11d, e) . In S167, the convergence zone extends in the northwest direction compared with the other experiments (Fig. 11) , better matching with the nature run (Figs. 11a, e) .
So far, we have found that the surface data had a significant impact although the observations stick to the ground, and the data size is only a tiny fraction compared with the PAWR data. To investigate how the impact of the surface data propagates horizontally and vertically in time, the evolution of the differences of equivalent potential temperature (EPT) and winds is investigated. Figure 12 shows the differences between CTRL and S167 and between CTRL and S8. At 0231 UTC after the first analysis cycle (Fig. 12a1) , the EPT differences spread widely in the horizontal, corresponding to the observation distribution (Fig. 1) . The vertical impact extends up to approximately 1500 m high as limited by the vertical localization. As the LETKF cycle progresses, the area of large EPT analysis increments is concentrated around (34.7 N, 135 .3 E) (Figs. 12a2 -a4) , corresponding to the improvement of rain mixing ratio (Fig. 10c) . We also find a large impact on horizontal winds, so that the convergence is enhanced. The vertical signals also extend to higher levels as the LETKF cycle progresses. The area of large EPT analysis increments was propagated to upper levels with intensified upward motion approximately 135.3 E, where the intensive rain occurs. S8 shows generally similar improvements although in a narrower region and with smaller amplitudes (Fig.  12b) . The narrower region after the first cycle (Fig.  12b1) corresponds to the observational sites for S8 (Fig. 1, blue) . ]. Black ellipses show the strong convergence zone. and wind velocity between S167 and CTRL at 0231 UTC (after first cycle of LETKF), 0245 UTC (15 cycles), 0300 UTC (30 cycles), and 0315 UTC (45 cycles). Lower panels show the results at the lowest model level (z* = 20 m), and upper panels show the vertical cross-section at the black dash ed lines. Vertical wind is enlarged by a factor of 3. (b) Similar to (a), but for the differences between S8 and CTRL. Figure 13 shows the mean-sea-level temperature at 0315 UTC (after 45 cycles of LETKF). The lowest model level temperature is corrected to the meansea-level by assuming the atmospheric lapse rate of 6.5 K km . Compared with NO-DA, CTRL became closer to the nature run. Additional surface observations improve the surface temperature field (Figs.  13c, d, e) . As Shoji et al. (2009) and Kusabiraki et al. (2011) pointed out, the large temperature gradient in the north-south direction is a main feature at the leading edge of the convective line, as highlighted by the black ellipses in Fig. 11 .
The fine temperature gradient provided major improvements in the vertical structure around the main rainfall area. Figures 14 and 15 show the zonal-vertical cross-sections of EPT, zonal-vertical wind, and rain mixing ratio at 34.7 N, the center of the convective cells of our interest, as shown by the dashed lines in Fig. 13 . In all cases, EPT is generally decreasing with height below 3 km, so that the stratification is convectively unstable (Fig. 14) . However, the vertical motion is quite different especially between the nature run and NO-DA (Figs. 14a, b ). The nature run shows an intense upward motion, enhancing the convective development (Fig. 14a) . In NO-DA, in contrast, the vertical motion is very weak and unfavorable to initiate convective activities even if the stratification is convectively unstable (Fig. 14b) . In CTRL, the vertical motion was clearly improved from NO-DA (Fig. 14c) and was effective to generate a convection located approximately 135.32 E. By assimilating the surface observations, EPT near the surface was increased, and S8 and S167 showed more convectively unstable stratifications than CTRL (Figs. 14c, d , e).
The improvement of the surface conditions contributed to the favorable environment for convective developments. In response to EPT and upward motion, rain mixing ratio was also intensified (Fig. 15 ). In S167, the peak value for rain mixing ratio was over 2 g kg
, very similar to the nature run. In CTRL and S8, the distributions of rain mixing ratio were similar to that of S167, but the values were a half or less.
Forecast experiments
It is expected that the improved initial condition would contribute to improve the subsequent forecast accuracy. Figure 16 shows the RMSE of water vapor mixing ratio at z* = 2 km, similarly to Fig. 7 . The black and blue full lines are the same as those of Fig.  7 , and red and blue dashed lines denote the forecast experiments. As we have seen, S167 (red full line) is superior to CTRL, so that the analysis RMSE was reduced by approximately 0.08 g kg −1 or 10 % improvement. The improvement generally persists in the forecasts; the RMSEs of S167 are consistently lower than those of CTRL, particularly in the first 30 minutes. After 30-minute forecasts, the advantage of S167 becomes smaller. Compared with NO-DA, forecasts are skillful for an hour, although the skill is decreased rapidly. We notice that all three forecasts show rapid error growths in the initial 5 to 10 minutes, and after that, the error growths become slower. Figures 17 and 18 show the side-by-side comparisons of the nature run and the forecasts initialized by the three LETKF experiments (CTRL, S8, and S167) at 0320 UTC. Figure 17 shows the rain mixing ratio at the lowest model level (z* = 20 m) at 0330, 0340, and 0350 UTC (10-, 20-, and 30-minute forecasts) . Here, we focus on convections in the black circled area in Fig. 17 . As the surface observation density increases, rain mixing ratio becomes more intense. In the 30-minute forecasts (0850 UTC), the peak value of rain mixing ratio reaches 2 g kg −1 in S167, consistent with the nature run. By contrast, it is only less than 10 % of the nature run in CTRL (Figs. 17a, c, d) . Figure 18 shows the vertical cross-sections of mixing ratio of cloud water, rain, cloud ice, snow, and graupel at the center of the convection of our interest (black dashed lines in Fig. 18 ). S167 shows three active convections at 0330 UTC (A, B, and C in Fig.  18c-10 ). Among them, the convection B developed, and its cloud top reached over 10-km altitude at 0350 UTC (Figs. 18c-20, c-30 ). The location and peak values of rain mixing ratio and upward motion are similar to those of the nature run. S8 also shows a similar convection , but in a narrower region and with smaller mixing ratio (Fig.  18b-30 ). In CTRL, although the convection is gene- ]. NO-DA indicates no rain, < 0.001 g kg ] at z* = 2 km. Black, blue, and red lines correspond to NO-DA, CTRL, and S167, respectively. Full and broken lines show the analysis and forecast RMSE, respectively. rated , it is significantly weaker and does not develop in the 30-minute forecast period ( Fig. 18a-30 ).
Sensitivity experiments
The results of the sensitivity experiments are summarized in Fig. 19 . S167 is the best, so that assimilating all surface variables provides the best results. RHs is the second best probably because relative humidity is related to the lower atmospheric stratification and plays an essential role in developing the upward motion and convective clouds. UVs and Ts also showed better results compared with CTRL. As mentioned in the previous subsection, the horizontal convergence and the temperature gradient near the surface were noticeable features in this rainfall event (Figs. 12, 14) . The surface wind and temperature DA contributed to create better conditions in the lower atmosphere. Ps is better than CTRL but shows the smallest impact probably because the local pressure field is relatively less important.
Conclusion
In this study, we performed a series of OSSEs using the NHM-LETKF at 1-km resolution and with 1-minute update cycles and investigated the potential impact of dense and frequent surface observations on a disastrous rainstorm event in Kobe, Japan on July 28, 2008. A 100-m-resolution simulation using the JMA-NHM was performed for the nature run, showing important characteristics of the event, such as the precipitation intensity over 100 mm h −1 , close to the JMA operational radar observation. From the 100-m resolution nature run, both reflectivity and Doppler velocity of PAWR at Osaka University and surface data at 167 locations at all Kobe city elementary schools and R-CCS were simulated for the observations of the OSSEs. In this way, the OSSEs include the model error originated from the different model resolutions.
The control run (CTRL) assimilates the PAWR data only. Although the precipitation intensity was underestimated, the RMSE decreased to be about a half of NO-DA. The two sensitivity experiments with additional surface observations showed that the dense and frequent surface observations had positive impacts on surface temperature, moisture, and convergence, even if the number of surface observations is a tiny fraction of the PAWR data. The surface data increased EPT and enhanced convergent flow along the convection, enhancing favorable atmospheric conditions for convective development. The effect propagated ] at 2 km elevation for (a) analyses from 0300 UTC to 0400 UTC, (b1) 30-minute forecast initialized at 0330 UTC, (b2) at 0320 UTC, and (b3) 0310 UTC. Blue, red, orange, green, light blue, and purple bars indicate the results of CTRL, S167, Ps, UVs, RHs, and Ts, respectively (cf. legend).
spatially as DA cycles progress, and it enhanced the convective activities with hazardous severe rainfall near River Toga, the actual disaster site. The time series of RMSE in the forecast experiments showed that the improved analysis data contributed to improve the forecasts. S167 showed significantly better results than S8; namely, more surface observations showed larger positive impact.
The results suggest that the surface DA with dense and frequent surface data observed by low-cost instruments potentially be effective to improve the performances of the analyzes and forecasts of severe convective weather. These surface data are relatively smaller in number, but provide important observations about lower atmospheric conditions that are generally more difficult to observe by remote sensing instruments, such as PAWR. A small number of the surface in situ data and a large number of remote sensing data can help each other effectively.
This study performed idealized OSSEs and showed a potential of dense and frequent surface data. To use real surface data, there are potential issues. The inexpensive instrument tends to have quality issues, such as bias and missing data, and using real surface station data is not trivial. An immediate next step would be to use the actual data from the already implemented eight POTEKA II stations. We will develop methods to handle the potential issues with real surface station data.
