Reverse Engineering Gene Regulatory Networks S tatistical models for reverse engineering gene regulatory networks are surveyed in this article. To provide readers with a system-level view of the modeling issues in this research, a graphical modeling framework is proposed. This framework serves as the scaffolding on which the review of different models can be systematically assembled. Based on the framework, we review many existing models for many aspects of gene regulation; the pros and cons of each model are discussed. In addition, network inference algorithms are also surveyed under the graphical modeling framework by the categories of point solutions and probabilistic solutions and the connections and differences among the algorithms are provided. This survey has the potential to elucidate the development and future of reverse engineering gene regulatory networks (GRNs) and bring statistical signal processing closer to the core of this research. that measure DNA sequence information, messenger ribonucleic acid (mRNA) transcript quantities, protein/peptide expressions, protein-protein interactions, and many others. The proliferation of disparate data has caused researchers to attempt to understand, using computational approaches, complex biological processes at a system level, resulting in a nascent field known as computational systems biology (CSB). CSB offers great promise for a global understanding of the expressions, interactions, modifications, and regulation of cellular networks.
INTRODUCTION
Recent advances in high-throughput biological technologies typified by gene sequencing, deoxyribonucleic acid (DNA) microarray, and proteomics experiments have unleashed a torrent of different types of data Digital Object Identifier 10.1109 /MSP.2008 that measure DNA sequence information, messenger ribonucleic acid (mRNA) transcript quantities, protein/peptide expressions, protein-protein interactions, and many others. The proliferation of disparate data has caused researchers to attempt to understand, using computational approaches, complex biological processes at a system level, resulting in a nascent field known as computational systems biology (CSB). CSB offers great promise for a global understanding of the expressions, interactions, modifications, and regulation of cellular networks.
A cellular network is a collection of molecular interactions. One type of the cellular networks is the GRN. A GRN is a network representing regulations between genes in a cell and is the regulatory circuit linking proteins and targets. Genes are nodes in this network and edges are regulatory relationships between genes. GRNs are of great importance in understanding cellular system structure, system dynamics, control mechanisms, and design principles. A GRN can be also viewed as an input-output device; the inputs are signals, signaling pathways, and transcription factors (TFs), and the outputs are gene expression levels or the amount of mRNA produced by genes. Presently, an active research area in computational systems biology is to uncover or reverse engineer the GRNs based on the inputs and outputs of the networks [1] . Reverse engineering GRNs is the focus of this article.
The key issues in reverse engineering GRNs, and in CSB at large, revolve around system modeling and computational inference. Accurate modeling of gene regulation at the system level is a crucial step. System-level modeling of gene regulation requires precise mathematical descriptions of various aspects of biological mechanisms contributing to the regulatory relationships in a network and of experimental conditions affecting the outcome of the network. Such models reveal connections between the regulatory networks and data, providing clues for uncovering the network from data. Modeling has been a vital topic in the GRNs research and a large body of work exists including, most noticeably, (probabilistic) Boolean networks [2] , Bayesian networks (BNs) [1] , signed directed graphs (SDGs) [3] , and differential equations [4] . This article's focus is statistical models appropriate for inferential computations used in reverse engineering GRNs, rather than those for network simulations.
In the process of statistical modeling for GRNs, four aspects must be carefully scrutinized: accuracy, robustness, adaptivity, and a system-level view. First, the models should be as faithful as possible to the underlying biology and experimental designs. This will call for employing increasingly complex models along with more advanced inference techniques. Additionally, we need to consider the robustness of a model, a feature that leads to reliable inference. On the one hand, this requires us to tradeoff model complexities for the fidelity of inference; on the other hand, robust modeling techniques are highly desirable and data integration becomes indispensable. Moreover, the process is iterative and dynamic; the computational results will guide subsequent experiments and the new experimental results will in turn be integrated into computations to improve the inference results. Consequently, the models must be adaptive, i.e., we must be able to effectively modify and extend their current structures to reflect the changes in knowledge. Finally, systems biology research deserves system-level modeling. System-level modeling, as opposed to localized modeling, should include sufficient components in its modeling assay so as to present a global view of gene regulation.
In this article, we survey existing statistical models for uncovering GRNs, through which we aim to stress previously mentioned aspects of modeling and shed light on the continuing research effort. Excellent surveys on general computational issues for GRNs exist in the literature [1] , [2] , [4] . However, there are many important issues yet to be addressed. While the articles such as [1] targeted static experiments with linear and/or discrete models, limited attention has been given to continuous modeling of the dynamics and nonlinearity of gene regulation. Survey articles such as [4] provide a balanced review of both simulation and computation models with limited discussion of computational models. Some of these review articles fail to reflect the current developments, such as data integration, which is not surveyed in any of the above-mentioned articles. Finally, all of these articles discuss different modeling issues for different problems. Even though they survey each topic in detail, they provide no discussion as to how different models are compared and what the connections among them are. As a result, they fail to present a system-level landscape to readers. These problems make it difficult for readers, especially those from signal processing communities, to recognize the prospects of this research.
The goal of this article is to provide readers from signal processing and/or general computational backgrounds with an indepth, comprehensive, and up-to-date survey on modeling and related inference issues in GRN research. We review as many models as possible, as well as present a picture coherent with the nature of this research and a picture of modeling that reflects the above requirements. We also address shortcomings of the current survey articles, in an attempt to gain a system-level view of the topic. To reach this goal, we present the survey of models and inference under a graphical modeling framework (GMF), which consists of connected layers, each of which describes a different aspect of the gene regulatory system. Depending on its function, each existing model will be categorized and reviewed at its corresponding layer, and in particular, the survey of the modeling of the prior data will be carried out within the GMF. Overall, the framework serves as a blueprint, on which different existing models can be put together to obtain a system-level view on the modeling of GRNs. The framework also presents tangible connections among different existing models, making the comparisons straightforward. Under the GMF, network inference algorithms will be also reviewed in a systematic fashion. Since graphical modeling is a familiar tool for system modeling in signal processing and machine learning, it is reasonable to expect the survey, based on GMF, to easily resonate with researchers in the signal processing community and beyond.
BACKGROUND

GENE REGULATION AND REGULATORY NETWORKS
Gene regulation is the cellular control of the abundance and timing of the functional product of a gene [5] . Gene expression may change in response to physical signals from the environment, interactions across species, and signals within an organism/tissue/cell. Regulatory mechanisms operate at various levels: through on-off switches of DNA-RNA transcription, changes of stability, or translations of mRNA, or alterations in protein activity through post-translational modification. Figure 1 shows a schematic of gene regulation that involves signal transduction. Signals or stimuli such as chemical gradients carry instructions for synthesizing proteins; the receptors localized outside the cell membrane often constitute channels that allow signals to be passed, for example, in the form of small ion movement. These ion movements result in changes in the electrical potential of the cells and amplify the signal in a cascade mode along the cell. This process of relaying the instruction messages through various enzymes and messenger molecules is called signal transduction. After a message is passed into the nucleus, the activation of a protein called transcription factor (TF) is initiated. TF binds directly to a specific upstream region of the cognate target gene known as the promoter region, which triggers the enzyme, RNA polymerase, to transcribe DNA to RNA. TF can therefore be viewed as a class of specialized proteins that govern the on-off switch of gene expression through either repressing (down-regulation) or inducing (up-regulation) of output. The molecular readouts of a gene from two steps of gene expression are: 1) mRNA, which is transcribed from DNA, and 2) protein, which is translated from RNA.
A GRN is a network representing the orchestrated regulation of gene expression in a cell, where genes are nodes in this network and edges are regulatory relationships between genes. A typical GRN would consist of input signals or signaling pathways, regulatory proteins that receive and pass the signals, target genes, and the RNA and protein products (Figure 1 ). Because nuances in GRN output alteration could result in significant changes in cellular structure, physical capacity, or behavior of the cell, uncovering GRNs has become an essential task for a better understanding of cellular systems.
The problem of uncovering GRNs falls within the framework of system identification and is a traditional inverse problem. A difficulty unique to uncovering GRNs is the enormous scale of the problem involving hundreds or even thousands of genes, not to mention the nonlinearity and dynamics of regulation, inherent experimental errors, noisy readouts of expression levels, and many unobserved factors. Obviously, the task calls for proper mathematical models and powerful inference algorithms.
RELEVANT BIOLOGICAL DATA
The rationale for inferring GRN is rooted in the theory that drives systems biology. This emerging discipline postulates that, through careful data integration, the emergent properties of a modeled organism can be detected and insights gained that cannot be inferred from any single data set. A trademark of post-genomic systems biology research is the everincreasing access to various biological data. A diverse collection of highthroughput biological data sources is currently available for elucidating GRNs and we discuss briefly in the following section the disparate types of data relevant to this research. The different data types are categorized into (microarray) expression type and explanatory type: 1) Expression Data at the Transcriptional Level: Expression data measure the response of genes as a result of gene regulation at RNA levels. The most popular high-throughput technology for producing gene expression data is microarray technology [6] . Microarray assays produce not only measurements of expression intensity but also the differential expression ratios under various experimental conditions. 2) Next-Generation Sequencing Data: Next-generation sequencing is an emerging high-throughput, massively parallel DNA sequencing technology that is perceived to revolutionize the future genomic research. The next generation sequencing can process millions of sequence reads in parallel at a time rather than 96 of the conventional capillary-based sequencing with much reduced cost, which is reflected by its promise of the "$1,000 genome" [7] . The key principle behind this technology is sequencing-by-synthesis, where millions of short sequence reads (35-250 bp) from a biological organism are synthesized and mapped to the corresponding location in the reference genome. The hits and distributions of each read are then recorded and analyzed. Next-generation sequencing has also inspired a host of seq-based technology that will redefine the landscape of functional genomics. Compared with hybridization-based microarray technology, these new seqbased platforms bypass the long-standing technical difficulties associated with using DNA probes, cross-hybridization, etc. and greatly improve the data quality, sensitivity, scalability, and cost of microarray-based experiments. The most noticeable application is the study of transcriptional binding sequences using chromatin immunoprecipitation (ChIP)-seq [8] . Other applications such as RNA-seq enables discovery of small RNAs, RNAs from very low abundance groups, genomewide single nucleotide polymorphisms (SNPs). In the context of gene regulation, the seq-based technology will be able to assay, in the real sense of a whole genome, the regulatory inputs and outputs for different cell types under different experimental or genetically varied conditions. These functional genomic measurement will certainly facilitate the study of gene regulatory networks. However, the new technology also introduces new computational challenges. For instance, there is 15-20% of the reads in human genome have multiple, ambiguous location mapping in the human genome due to gene paralogy. More importantly, the sheer volume of data generated by seq-based technology call for new, effective computational approaches. Signal processing will play an indispensable role in this new research frontier. [12] . e) Other Data: The cell signaling and dynamics in GRNs can also be studied by genetic and biochemical assays. For example, a direct means to study the causal relationship between genes or gene products is to knock out a specific gene to capture changes in system functionality. Recently, high throughput RNA interference (RNAi) technology makes it possible for a large-scale functional analysis of cellular traits when gene(s) are knocked out [13] . The structure of GRNs can also be consolidated with the characterized pathway information available at network databases such as the Kyoto Encyclopedia of Genes and Genomes (KEGG) database [14] .
A GRAPHICAL MODELING FRAMEWORK FOR GENE REGULATION
This article's goal is to present a survey on the statistical models and the related inference algorithms. To make the survey more systematic and put a tangible connection between different existing models, we present a graphical modeling framework (GMF) for gene regulation. Developed in the field of artificial intelligence and signal processing, graphical modeling is the marriage between graph theory and probabilistic modeling [15] . It has several distinct features that suffice the modeling needs of this research. First, graphical modeling provides principles for the effective modeling of complex probabilistic systems such as those at a cellular level and is very useful in sorting out the dependency between system variables and in visualizing otherwise obscure relationships. Secondly, graphical modeling allows the construction of complicated global models from simple local models and ensures that the model is extensible, allowing it to account for additional aspects of the system or new data sets. The general structure of graphical models permits relationships that are not allowed by BNs such as a circular regulatory relationships. Also, graphical models permit the use of continuous functions in the gene networks, potentially resulting in more accurate models than BNs or Boolean networks. In summary, graphical models are more appropriate to the modeling at a systems level and flexible enough to adapt to changes in knowledge. As a result, graphical models are better suited to take on the modeling needs of GRNs research. In addition, graphical modeling itself is general enough to include many existing models such as hidden Markov models and Markov random fields (MRFs) [15] as special cases. The framework thus provides the scaffolding on which the review on different models and inference algorithms can be systematically assembled. The proposed GMF for two samples is depicted in Figure 2 . The model has a layered structure with a total of the following five layers: explanatory data (including sequence data, protein interaction data, etc.), model parameters, unidentified factors, gene expressions, and microarray data. Specifically, the unidentified factors are elements that are potentially involved in gene regulation but whose identities are not explicitly defined due to lack of data or information. Gene expression denotes the molecular response of gene regulation at the RNA level. The microarray data represents the noisy measurements of gene expression; in each layer, a box is used to represent the associated variable set measured at a particular sample slice. Depending on the meaning of variable sets and sample index t, the GMF can be used to model The shaded boxes in the GMF (microarray data and explanatory data) indicate that the variable sets are observed. The arrows imply the direct association between the connected sets and the direction indicates a general meaning of conditioning in the probability distributions. For example, we say x t+1 , the gene expression levels at t + 1, depend on the expression levels x t , the unidentified factors h t , the connectivity S t+1 , and model parameters θ θ θ t+1 . This relationship is further quantified by the conditional distribution p(x t+1 |x t , h t , S t+1 , θ θ θ t+1 ). The horizontal arrows would denote the dynamics in cell cycles if we model a time series experiment. In much of this review, we assume that the topology of the network remains unchanged, and thus the time index is dropped from S, θ θ θ , h in what follows, unless otherwise stated. Under the framework, an existing model in the literature can be considered as a submodel in the framework, consisting of a combination of different layers. This model can be then effectively broken down according to the layers of the framework. This process consists of the following steps: ■ Identify the layers that the surveyed model addresses.
■ Translate the surveyed model into the conditional distributions of the parent sets at time t + 1.
After decomposing each surveyed model into layers, we can assemble different existing models by layers into the GMF. The subsequent survey of the models will be naturally conducted based on the layers.
SURVEY OF DIFFERENT MODELS FOR GENE REGULATION
We survey in this section different models proposed in the literature based on the GMF. As indicated before, surveys will be conducted based on layers with the order going from the microarray data layer to the explanatory data layer.
[FIG2] The proposed graphical modeling framework for gene regulation. 
MODELING OF MICROARRAY DATA
We review in this section the modeling of microarray data. In the GMF, the modeling is equivalent to defining the distribution p(y t+1 |x t+1 ).
FULLY CORRELATED MODEL
In most of the current work [16] - [17] , it is assumed that p(y t+1 |x t+1 ) = δ(y t+1 − x t+1 ) or y t+1 = x t+1 . This model is based on the assumption that microarray data is fully correlated with gene expression. It is used mainly for ease of inference. However, this assumption is oversimplified and this model does not coincide well with the real microarray experiments, which are fundamentally stochastic and noisy. Nonetheless, it has been widely adopted especially when emphasis is given to modeling gene interactions in the gene expression layer, in which case simple model is preferred to tradeoff computational complexity.
LINEAR GAUSSIAN MODEL
To capture the stochastic phenomena of microarray experiments, in [19] , a linear stochastic model is applied and expressed as
where A is a projection matrix and is assumed to be an identity matrix, a obs is an observation adjustment vector, and v t+1 is white Gaussian noise vector with the covariance matrix σ 2 obs I. It is not difficult to see that the conditional distribution p(y t |x t ) is expressed by
This model is a more accurate but at the same time more complicate model than the fully correlated model. However, the assumption concerning white Gaussian noise may still not be realistic, and it is argued in [20] that the microarray data follow a skewed distribution. Nevertheless, the white Gaussian noise assumption faceplates the learning of networks, thus striking a balance between model accuracy and inference complexity.
GAUSSIAN MODEL WITH DISCRETE EXPRESSION LEVELS
A factor graph representation is applied in [21] to model the relationship between the microarray data and gene expression.
In that paper, the authors consider discrete expression levels, i.e., each variable in vector x t is discrete. The continuous microarray data y t are therefore noisy observations of the discrete expression levels. The relationship between the discrete expression levels and the continuous microarray data is described by a stochastic discretization function ψ i (x i,t+1 , y i,t+1 ), where the index i is used to indicate the i th variable of the vector. Through this discretization function the conditional distribution can be determined. In [21] , a mixture of Gaussian discretization functions is applied and the corresponding conditional distribution is
where μ i and σ i depend on x i,t+1 and the experimental evidence can be learned from the data directly. Compared with the linear Gaussian model, it is still based on the Gaussian noise assumption but it could be potentially better due to the underlying nonlinear model for expression levels.
MODELING THE GENE EXPRESSION LAYER
The objective here is to model the dynamics in gene regulation. Under this framework, it concerns defining the conditional distributions of node x t+1 or p(x t+1 |x t , h t , θ θ θ t+1 , S t+1 ). Various linear and nonlinear models for continuous and discrete gene expression levels have been studied for gene regulation. Some of these models include linear Gaussian models, decision tree-based mixture Gaussian model [22] , sigmoidal squashing function, and spline interpolation [23] . Each one of them is reviewed briefly.
DYNAMIC BNS-MULTINOMIAL DISTRIBUTION
When the expression levels are considered discrete, a popular approach as in [17] , [18] , [24] , and [25] is to model the gene regulatory relationships by the discrete Bayesian networks (DBNs). The DBNs possess the potential of probabilistic models while allowing for nonlinear relationships between genes and the natural addition of prior information in the form of a soft constraint. Nonlinearity is captured by assigning a multinomial distribution to the conditional distributions of the regulatory dynamics. Equivalently, the DBN assumes a first order time homogenous Markov chain for gene regulation. Under the GMF, this modeling leads to the following conditional distribution
where x t+1,i represents the expression level of gene i, l denotes the l th level, and ξ l i,S is the conditional probability of gene i taking level l given the parents at t and the topology S. The unknown model parameters θ θ θ then consist of all the conditional probabilities. One reason for the popularity of this model is that with the Dirichlet prior, it will lead to a tractable marginal likelihood, thus making the network inference relatively easier. However, the drawback of this model is in discretization, which incurs loss of information.
FACTOR GRAPH MODELS
One major problem with BNs is its inability to model loopy relationships. Factor graphs (FGs) overcome this problem as they can decompose interactions between variables more flexibly than BNs or MRFs. Consequently, FGs are more useful for describing models that involve a large number of overlapping relationships between variables like genetic regulatory networks. FGs have been applied to the problem of inferring regulatory networks in [26] and [27] . An FG is a bipartite undirected graph that expresses how a global function of several variables factors into a product of local functions. FGs have two types of nodes (variable nodes and factor nodes), where the variable nodes represent the variables in the model whereas the factor nodes represent each local function. Only edges between nodes of different classes are allowed and a variable node is connected to a function node if and only if this variable is an argument of the corresponding local function. Like BNs or MRFs, FGs model the probability functions, which can be factorized into a product of local functions. FGs will essentially be equivalent DBNs when used to model dynamics of gene expression but it is more powerful to also model loopy interaction of gene expressions at each time sample. As a result, the conditional distribution is expressed as
where pa i is the expression levels of a set of parents of gene i. Parents and factorization in (5) are defined by the graph. Moreover, any variable of either x t+1 or x t except x t+1,i can be a potential parent, which essentially allows loopy relationship between variables. p(x t+1,i |pa i , θ θ θ i , S ) can assume different probabilistic models as appropriate. In [26] and [27] , discrete expression levels were assumed and a multinomial model was adopted.
PROBABILISTIC BOOLEAN NETWORKS
An alternative to the multinomial regulatory model are probabilistic Boolean networks (PBNs) [2] . In PBNs, each gene is assumed to exhibit only binary expression levels with one representing gene expressed and zero as not expressed. The dynamic regulatory relationship is modeled in a PBN by a list of Boolean function sets and the i th set k are the states of the regulating genes, the topology of the GRNs at any time is defined through the predictors chosen. The topology will be fixed given the predictors for each gene, but nonetheless different predictors of each gene can result in the same GRN topology. Suppose that, among the ζ(i ) possible predictors of gene i, K i will lead to the same GRN topology and we collect indices of these K i predictors in an integer set K i , then the desired conditional probability can be expressed as follows
where G is the total number of genes. The detailed expression of (6) depends on the specific function form of the predictor f
k . For deterministic Boolean function as used in [2] , we have
In [28] , a probabilistic neural network was used for the predictor f
k . The corresponding conditional probability when the Gaussian basis function is used can be written as
where σ i is the noise variance and N is the number of observations. As we can see from (6), PBNs, like DBNs, essentially model the gene regulation with Markov chains. Therefore, as pointed out in [29] , PBNs will be the same as DBNs in the sense they both can provide the same network model with the same conditional probabilities. However, PBNs are also fundamentally different from DBNs because they are constructed by modeling the on-off behavior of gene regulation.
BOOLEAN FUNCTIONS WITH RANDOM INPUTS
In [30] , the gene regulatory relationships are modeled using Boolean logic functions with probabilistic inputs. For this model, the expression levels x t are considered to be discrete (either zero or one), and it is also assumed that the influence of each regulator to the element regulated is independent of other possible regulators. These models were termed "noisy OR-Gate" and "noisy AND-Gate." The regulatory process is not deterministic since each gene x j,t can regulate the gene x i,t+1 with probability ρ ij and can fail to do this with probability 1 − ρ ij .
If the model with "OR"-activation is considered, the conditional probability distribution can be written as
where δ i, j is the Kronecker Delta and it is equal to one, if i = j and zero otherwise. This Boolean function with random input is similar to the PBNs in the sense that they both model regulatory processes using Boolean logic semantics. However, in PBNs, the randomness is introduced into the model through randomly selecting one possible Boolean function for each node in the networks while each Boolean function itself is deterministic. In Boolean logic function based models, the source of uncertainty in genetic regulation is modeled through the independent random inputs of Boolean functions. From a modeling perspective, PBNs intend to model stochastic regulation yet Boolean logic functions targets randomness in gene expression.
GRAPHICAL GAUSSIAN MODELS
Graphical Gaussian models (GGMs) have recently become a popular tool to study gene networks [31] - [34] . A GGM emulates the continuous expression levels directly. The key idea behind GGMs is to use partial correlations as a measure of the conditional independence between any two genes in a network. This is achieved by measuring the correlation between two genes after the effects of all other genes have been removed. By considering the partial correlation instead of simply the correlation, the GGM is able to distinguish between direct interactions, indirect interactions and regulations by a common gene. Moreover, although they behave similarly to the BNs, GGMs possess the advantage of containing only undirected edges, so they can be applied to networks with feedback loops. The statistical model for the relationship among the genes is represented as a graph, called the independence graph, whose nodes represent the variable under consideration and the edges represent direct interactions between genes.
In order to apply GGMs, the distribution p(x t+1 |x t , θ θ θ, S ) is assumed to be a multivariate normal distribution with a mean equal to μ μ μ and a positive definite covariance matrix . Thus, if we divide x t+1 into M clusters, the conditional distribution of cluster m can be written as a Gaussian distribution
The basic procedure in the classical GGM theory is the following: the partial correlation can be computed using the elements of the inverse variance matrix since it is known that conditional independence constraints are equivalent to specifying zeros in the inverse variance. So, once the inverse variance and the partial correlations are calculated, the independence graph is drawn. The rules state that an edge is not included in the graph if the absolute value of its partial correlation coefficient is less than a predefined threshold.
One of the major drawbacks of the GGMs is related to the difficulties derived from its application to high-dimensional data that goes from ill-conditioning problems to invalidity of the statistical tests used for selecting appropriate GGMs. One of the most extended solutions is to reduce the dimension of the data by clustering. Another possible solution is the one based on the calculation of the limited order partial correlations [33] . The main disadvantage of this approach is the fact that it remains unclear whether the missing edges indicate conditional or marginal independence.
LINEAR GAUSSIAN MODEL
In the case of continuous gene expression levels, linear Gaussian models have been widely used in modeling the dynamics of gene regulation [16] , [19] , [35] . In this model, the expression level of each gene is assumed to be the result of a linear combination of the expression levels of the regulating genes at a previous sample time. Mathematically, it can be expressed as
where W is the regulation weight matrix independent of time t, B is another weight matrix that describes the influence of unidentified factors to gene expression, and u is assumed to be white Gaussian noise with covariance matrix σ 2 i I. The topology S determines the sparsity of the matrix, i.e., the i, jth element of W will be zero if gene j is not a regulator of gene i. The nonzero element of the weight matrix is indicative of the degree and the types of the regulation [16] , [35] . A gene is up-regulated if the weight is positive and is down-regulated otherwise. The magnitude (absolute value) of the weight indicates the degree of regulation. From (11), we obtain that the conditional distribution is a Gaussian distribution, i.e.,
where θ θ θ S = {W S ,B, σ 2 i }. Linear Gaussian models can be considered as a counterpart of the multinomial regulatory model under discrete expression levels. A similar computational advantage is possessed by linear Gaussian models as well. When the conjugate Gaussian-inverse-Gamma distribution is applied for model parameters, the marginal likelihood needed for topology inference can be obtained analytically. Compared with multinomial regulatory model, linear Gaussian model has the advantage of modeling the continuous expression level directly but it cannot capture the nonlinearity of gene regulation.
GAUSSIAN MODEL WITH SIGMOIDAL SQUASH FUNCTION
Despite the popularity and computational advantage of linear Gaussian models, in real world gene regulatory networks, the dependencies are known to be nonlinear (for example, a saturation effect is expected). In this model, the expression level of each gene at a given sample time can be written as
where the function g(·) is nonlinear. An example of g(·) is the sigmoidal squash function. In these cases, the conditional distribution is still Gaussian
where θ θ θ S = {W,B, σ 2 i }. However, now the mean of the density is expressed as a nonlinear function of the parents. The disadvantage of this model is that the nonlinearity increases the complexity of the network inference.
GAUSSIAN MODEL WITH SPLINE INTERPOLATION
In addition to sigmoidal function for capturing the nonlinear regulatory relationship, in [23] a nonparametric additive regression model with Gaussian noise is assumed. Again, the expression levels x t are considered to be continuous variables and a nonparametric regression model based on B-splines is used
where u i is additive Gaussian noise with zero mean and variance σ 2 i and
where P i is the number of parents of the i th gene and m i, j (x j,t ) is a smooth function from to and can be expressed by using the linear combination of basis functions
R rj j ] are coefficient parameters and {b
R rj j (·)} is the prescribed set of basis functions. Taking all the previous expressions into account, the conditional probability can be written as
where
Compared with sigmoidal squash function, spline interpolation could be more flexible in modeling different regulatory relationship and it is computationally simpler.
GAUSSIAN KERNEL FUNCTIONS
In [36] , a pair-wise interaction was considered. To model the conditional distribution p(x i,t+1 |x j,t , θ θ θ, S ) ∀i, j, a kernel estimator was introduced. In detail, given a set of gene expression measurements the joint distribution p(
and ς controls the width of the kernel. For the time series stationary Markov assumption, z (m e ) can be the measurement pair at consecutive sampling times. Using the joint distribution and its marginals, the conditional distribution can be obtained by
. The kernel function model is a nonparametric model. It is desirable due to its minimal effect from outliers in experimental data. Being a class of nonparametric models, Gaussian kernel functions can be flexible and robust in modeling different regulatory relationships. However, since modeling complexity and error increase drastically with the dimension of x, kernel functions are limited to model pair-wise interactions.
REGRESSION TREE WITH GAUSSIAN DISTRIBUTION
Another approach to model the nonlinear regulation with continuous expression levels is to use a regression tree. In [22] , the regression tree is applied to represent the regulatory relationships between modules, though the same can be used for genes as well. In a module network, each module includes a set of genes with the same statistical behavior, set of parents, and logical probabilistic model. The conditional distribution of the module networks is then modeled with a regression tree. Each tree has nodes and leaves, where a node represents a condition of the parent gene expression, for example, "Is x i,t+1 > 2.1?". Descending from each node there are two child nodes, each coming as an outcome of the condition of the parent node. The choice on the children depends on whether the condition is true or not. Leaves are the last layer of the regression tree and each leaf is associated with a (conditional) distribution of the module. The final conditional distribution depends on the last leaf reached in the tree. In [22] , each leaf has a univariate Gaussian distribution associated to represent the conditional distribution of the module. Thus, if we divide x t+1 into K modules, the conditional distributions of module k can be written as a Gaussian distribution
where M i,t+1 represents the expression of genes in the k th module, η is an indicator function of x t , which is equal to j, only if the values of vector x t lead towards the jth leaf, and θ θ θ contains the set of parameters of the Gaussian distribution. Note that the nonlinear regulation is included through the indicator η. The conditional distribution p(M k,t+1 |x t ) is a mixture Gaussian distribution. Since inference of mixture Gaussian models has been studied extensively, computational complexity of this model, though higher than linear Gaussian models, is considered manageable. However, determining the number of modules and decision rules can be difficult.
LINEAR GAUSSIAN MODEL WITH NONUNIFORM SAMPLING INTERVAL
In microarray experiments, data samples are obtained with unequal (time) intervals. The modeling of this issue is considered in [37] , where it starts with the simplest possible differential equations for regulatory system model
where M is the model coefficient. The solution to this system is
Since (24) is nonlinear in M, it will be difficult to estimate M using experimental data in the network inference step. Thus, the differential (23) is approximated by the following difference equation:
where t j , j ∈ {1, . . . , n} are the sampling (time) indices taken and n t j is Gaussian distributed and accounts for the error. This model includes information about the sampling interval and it is useful for modeling unevenly sampled data. Taking all the previous expressions into account, the conditional probability can be written as
where θ θ θ includes M and σ 2 . The approximation of (25) becomes less accurate with the increase of the sampling interval t j − t j−1 .
MODELING THE UNIDENTIFIED FACTORS LAYER
The objective is to model the dynamics of unidentified factors in gene regulation. Under the framework, this is equivalent to defining the distribution p(h t+1 |x t , h t , θ θ θ, S ). Unidentified factors are any elements that are important to gene regulation but not directly observed. Within the broader context of a cell, gene regulation interacts with metabolism, signal transduction, replication, recombination, and repair, and a variety of other processes. However, in most of the existing models, only mRNA levels are included and other elements are left out for either computational simplicity or the assumption that, e.g., protein expression levels are likely to be reflected by the corresponding mRNA levels. These assumptions are not always true. For example, when modeling gene expression data on a process involving metabolism, an effort should be made to model the perturbed GRNs given the changes of flux in essential metabolites and nutrient supplies. Also, the available data might not always provide evidence concerning all the regulators of the target gene and ignoring the existence of unobserved regulators in modeling, though lowering the computational requirement will certainly change the topology of the network. We call any elements that are important to gene regulation but not directly observed unidentified variables. Including them in modeling gene regulation will present a more accurate picture.
In [16] , a linear model is applied to model dynamics of the unidentified variables as well as their interaction with the gene expression
where the matrix C is the dynamics matrix of h t , the matrix D models the influence of gene expression values at t on the value of unidentified states at t + 1, and v t is Gaussian noise with variance σ 2 h . As a result, the conditional distribution p(h t+1 |h t , x t , θ θ θ, S ) is also Gaussian and can be expressed as
where C, D, and σ 2 h are model parameters. Although adding a hidden layer in the overall modeling is more accurate in modeling, nevertheless it drastically increases the computational complexity, making the use of more complicated nonlinear model infeasible. S |d t+1 ) provides the evidence obtained from the explanatory data of the network topology and it has been referred to as the prior distribution in the literature. We discuss in the following the specific expressions of these three distributions.
MODELING THE PARAMETER LAYERS
MODELING THE VARIATION OF THE MODEL COEFFICIENTS
Very little attention has been paid to time varying parameters even though the parameters such as the weight of regulation could change over time. Efforts are mainly hampered by the increased complexity in addition to an already intricate inference task. Yet, a model similar to that for target movement in target tracking was proposed in [38] for the time varying regulatory weights of a linear-Gaussian expression model (11) as
where w ij is the ijth element of the weight matrix W,ẇ ij is the first order derivative of w ij that describes the rate of the weight variation, and ν ij (t + 1) is white Gaussian noise. As a result, the distributions p(θ θ θ t+1 |θ θ θ t , S t+1 ) follows a Gaussian distribution. Like the hidden level, modeling of variation of model coefficient is hampered by the increased complexity that it introduces.
MODELING THE VARIATION OF THE NETWORK TOPOLOGY
It is common and arguably reasonable to consider a stationary gene network, where the topology of the network does not change between t and t + 1. The assumption thus implies p(S t+1 |S t ) = δ(S t+1 − S t ). Yet, nonstationary network can be also modeled by specifying a proper distribution for the conditional distribution of the topology. However, such practice can be computationally infeasible.
THE PRIOR DISTRIBUTION OF THE TOPOLOGY
In the GMF, we are concerned with the conditional distribution p(S |d), or the prior distribution of the topology. Note again, that we ignore the subscript t, assuming an underlying stationary process. This prior distribution reflects our prior belief about the network connectivity before observing the microarray data. Through this prior distribution, integration of other types of data and microarray data is possible. Depending on the existence of explanatory data d, different types of the prior distribution should be assumed.
THE PRIOR DISTRIBUTION WITHOUT EXPLANATORY DATA Since d is unavailable, the prior distribution is simplified as p(S ).
In theory, when no prior evidence is available, the prior distribution is constructed to be as noninformative as possible. In practice, the prior distributions are often designed to impose regularity constraints and to exploit the local structure of data models.
To construct the prior distribution p(S ), it is assumed that the network is decomposable, i.e.,
where S i is the subnetwork that defines the regulation towards gene i. The attention can be then focused on the design of the prior distribution of a subnetwork.
The Power Law Distribution
The power law distribution is investigated in [39] , which is defined as
where a and b are the coefficients of the distribution and P i represents the total number of regulators or parents of gene i. The power law distribution penalizes the network with larger connectivity and is adopted to describe the scale invariance property of the biological networks.
The Description Length Criterion
A different choice is based on the description length (DL) criterion [39] , and the prior distribution has the following expression
where L(S i ) is a so-called DL of the network and κ is commonly chosen as either e or two depending on the regulatory models defined at the gene expression layer. The DL of the subnetwork S i is defined as
Like the power law prior, the DL prior also encourages networks with the small number of conductivities.
The Independent Bernoulli Prior
The third choice is based on the a priori assumption that a gene has the probability q to be a regulator [40] . As a result, the prior distribution of S i is defined as
Since, under the above prior, Gq denotes the mean number of the regulators, q can be chosen based on the prior knowledge of the average number of the regulators.
THE PRIOR DISTRIBUTION WITH EXPLANATORY DATA
Where explanatory data are available, the prior distribution p(S |d) should be constructed differently for the different types of explanatory data. Since the evidence carried by explanatory data is often qualitative and deterministic binary information as yes or no. Even when it is probabilistic, the information is often in the form of confidence intervals or p-values. Care must be taken to map the evidence to the prior distributions.
The Gibbs Random Field
In [41] , a Gibbs random field was proposed for the mapping and various data types were tested. The specific datatypes that have been studied for the mapping include protein-protein interaction, protein-DNA interaction, motif sequence information, and known networks and pathways in the existing database. To model the prior from these data, the following Gibbs distribution as used
where Z is the normalizing constant and E(s) is the total energy of the network S and is calculated as
where L j is the index set of the parents of gene i and U ij is the local energy between gene i and j. U ij takes discrete values reflecting the state of the explanatory data about the interactions between gene i and j. As a common example, U ij ∈ {H 1 , H 2 } with 0 < H 1 < H 2 . As such, we assume H 1 for U ij if, for instance, the protein-protein interaction data suggest that gene j regulates gene i, and H 2 otherwise. In using the Gibbs distribution to model the prior knowledge from explanatory data, it can be quite problematic to calculate Z and to determine the proper values for H 1 and H 2 . Practical strategies have been proposed in [41] for mapping deterministic prior evidence. Yet, no discussion has been provided on how to interpret the probabilistic evidence with the Gibbs distribution.
The Independent Bernoulli Prior for the p-value
An alternative to the Gibbs distribution is the independent Bernoulli prior that is constructed for each edge [42] . In [42] , this model was applied to construct the prior from the data generated from the location analysis of yeast TFs [43] where p-values were produced from the analysis of the confidence of genes being TFs. The objective of mapping is to translate the p-values to prior probability of existence of edges. Specifically, it is assumed that
where it is assumed that there are totally N e edges in the topology space, E n denotes the n th edge, δ() is one when the argument is true and zero otherwise, and p n is the p-value for the n th edge. This last equality is due to the fact that evidence from data is presented by the p-value. Now, given the p-values, we need to define the distributions p(E i ∈ S |p n ), from which p(E i / ∈ S |p n ) can be easily obtained. According to the definition of p-value, it is assumed that p n follows a uniform distribution between zero and one. Further, p n is assumed in [44] to follow a truncate exponential distribution with parameter λ if E n ∈ S. Then, according to the Bayes rule we can obtain
where β = p(E n ∈ S ) is the prior probability of E i before observing the data d t+1 . Assuming λ follows a uniform distribution between [λ 1 λ 2 ], the desired prior distribution p(E n ∈ S |p n ) can be obtained by marginalizing λ in (38)
Even though the integration can not be solved analytically, numerical integration can be applied.
Markov Random Field
In [45] , MRF was proposed to model the binary protein interaction data. Unlike the Gibbs random field or the independent Bernoulli prior, which models only the pairwise edge directly, MRF is defined on a set of vertices V = {V 1 , . . . , V 2 } and each vertex is associated with a gene. The vertex variables can be used to represent different entities of interest of genes. In addition to direct interaction between two genes, they represent the cluster or pathway indices of each gene in [45] . In this context, genes in a cluster are considered to belong the same pathway. Given a set of binary protein interactions, the distribution of V can be modeled as
where Z is the normalizing constant, φ g is a potential function of V g , E ij represents the edge between gene i and j, ε is the set of interacting edges defined by the protein interaction database, and φ ij is a nonnegative compatibility potential. This potential function specifies how compatible vertices i and j is. For example, if vertices define the association of clusters or pathways, the potential function can be defined as [46] 
where α ≥ 1. α defines the degree of agreement or compatibility between pathway assignment and protein interaction. The larger α indicates the two genes interacting at the protein level are more likely to be in the same pathway. Compared to other models surveyed in the subsection, MRF model is more flexible. However, MRF cannot model directed relationship.
SURVEY OF NETWORK INFERENCE ALGORITHMS
So far, we have reviewed the existing models for each layer of the GMF. Once the models are chosen for describing the target gene regulatory systems, the next step is to infer the networks from data. The GMF at hand presents two clear objectives for inference tasks: learning the network topology and estimating the model parameters. In particular, the primary interest is to infer, based on microarray and explanatory data, the connectivity or topology S. The model parameters θ θ θ , which can provide information on regulatory intensity, cell cycle phase, etc., are of secondary interest. The unidentified factors h and gene expression x are also unknown but considered as nuisance parameters in Bayesian inference. Within the inference theory, topology learning is a model selection problem and parameter learning is an estimation problem. With these objectives, the inference algorithm can be systematically developed under the framework.
From a Bayesian perspective, parameter learning is naturally blended within the process of topology learning and the task is performed with respect to the a posteriori probabilities (APPs) of topology p(S |y, d). Depending on the learning objectives, the approaches can be classified into the point (hard) solutions and the probabilistic (soft) solutions. In what follows, we survey some of the salient algorithms for learning tasks under the two categories.
POINT SOLUTIONS-GENERALIZED BAYESIAN SCORE
The goal of point solutions is to determine the most likely topology supported by the data. It is an optimization problem in nature and the maximum a posteriori (MAP) [47] criterion is commonly adopted, i.e.,
where Ŝ MAP is the inferred topology under the MAP criterion and generalized Bayesian score (GBScore) is defined as
where BScore(S ) is commonly referred to as Bayesian score and p(y|S ) is the marginalized likelihood calculated by
where p(θ θ θ, h|S ) is the prior distribution of the model parameters and unidentified variables. The Bayesian score BScore(S ) is a score function obtained solely from the marginal likelihood p(y|S ). In using the Bayesian score for structure learning, the topology prior p(S |d) is ignored either during the asymptotical analysis or under the noninformative assumption on the prior evidence of topology. Since the marginalized likelihood p(y|S ) automatically penalizes complex topology through marginalization, the phenomenon known as Ockham's razor, overfitting can be avoided with the Bayesian score alone. Yet, when prior evidence from the explanatory data is available, it is more appropriate to use the GBScore for learning.
The specific point solution for learning based on the GBScore can be classified depending on if the marginalized likelihood p(y|S ) can be obtained analytically.
TRACTABLE MARGINAL LIKELIHOOD-DIRECT OPTIMIZATION
When the full likelihood p(y|θ θ θ, h, S ) and the parameter prior p(θ θ θ, h|S ) are in the conjugate family, the integral in (44) can be solved analytically. One common case of this kind consists of the linear Gaussian likelihood function with the Gaussian inverseGamma prior [47] . The specific regulatory models that fall into this category are linear Gaussian models and multinomial models in the gene expression layer. However, to obtain the MAP topology based on the GBScore, the optimization in (42) is nondeterministic polynomial (NP) time-hard and a numerical search must be applied for large networks.
A family of algorithms based on greedy hill climbing, including the K2 algorithm, is popular for searching the network topology. The general algorithm of greedy search is summarized in Figure 3 . The greedy search algorithm performs local searches and includes a node into the network if the inclusion maximizes the (G)BScore. The greedy search algorithms in general are very fast with low computational burden. However, they can only guarantee a nonoptimal local maximum. The problem can be relieved to a certain degree by invoking multiple independent searches with either random starts or the starts generated from the prior distribution of the topology. Tabu search list can be also introduced to record the previous search path. The solution in the list will be avoided in the subsequent search and the algorithm terminates when no increase in the score is observed for a predefined number of successions. The use of Tabu search can further enhance the ability of the algorithm to escape the local maxima.
Simulated annealing (SA) [47] has also been applied for the network topology search. SA is a stochastic optimization algorithm aiming at obtaining the MAP solution by drawing samples. The summary of the algorithm is depicted in Figure  4 . SA starts with constructing a distribution through Boltzmann's machine as
where Z is the normalizing constant and T is called the annealing temperature. Then, random samples of S are drawn from p(S ) based on the Metropolis-Hastings algorithm [47] with a sequence of decreasing T or a cooling procedure. For a large temperature T, samples are unlikely to be stuck at a local high density or essentially local maxima, thus driving the search more smoothly towards the global maxima. As the samples near the global optima, T is taken to be a low temperature, which restricts the search move to the local area of global optima and effectively locks down the optimal solution. Theoretically, SA can provide the global optimal solution. However, in practice, the optimality of the solution depends largely on the cooling procedure and how to choose the best cooling procedure is still problematic. A rule of thumb has been provided in the literature. Multiple independent runs with different starts have also been proposed. In terms of computation, SA is much more demanding than greedy search algorithms.
INTRACTABLE MARGINALIZED LIKELIHOOD
In almost all cases other than linear Gaussian and multinomial expression models, no tractable marginalized likelihood can be obtained and numerical integration is thus needed in addition to the numerical topology search. Two approaches are commonly adopted depending on the way that numerical integration and topology search algorithms are combined. The first approach, known as the candidate method, approximates the (log) marginal likelihood by 
where θ θ θ S and ĥ S are the MAP estimate of θ θ θ and h under the topology S, and B(S ) is the penalty function. B(S ) is introduced to penalize the larger topologies and thus avoid overfitting. Three popular penalty functions are often applied, which are obtained based on the MDL criterion, the Akaike's information criterion (AIC), and Bayesian information criterion (BIC) . They have the following respective expressions: (49) where N is the number of data samples, k cd is the combined dimension of θ θ θ S and ĥ S , and J is the Fisher information matrix. Since the second term is independent of N, MDL and BIC are asymptotically the same. Nevertheless, since N is relatively small in GRNs research, a performance difference exists between the two criterions [40] . The GBScore can be approximated by
GBScore(S ) ≈ log p(y|θ θ θ S ,ĥ S , S ) − B(S ) + log p(S |d). (50)
To obtain the MAP solution that maximizes the GBScore, the search algorithms discussed above can be used. The main drawback of the candidate method is that θ θ θ S and ĥ S must be estimated for each topology that is visited in the topology search algorithms, thus making the implementation computationally expensive. Therefore, the candidate approach is more appropriate for small networks or the networks that assume special structure such as tree.
When dealing with large networks, the second approach, known as structural expectation maximization algorithm (SEM) [15] , alleviates the computational drawbacks of the candidate method. Instead of obtaining the MAP parameter estimates for each possible topology, which often requires a numerical search, SEM includes a topology search inside an expectation maximization (EM) algorithm, where the E step is concerned with calculating an expectation of the unknown parameters and the M step performs a topology search. The algorithm is summarized in Figure 5 .
Compared with the candidate approach, where all possible network topologies are evaluated, SEM only concerns a limited topology realizations visited by the topology search in the M step. In the M step, any local search procedure as in the greedy hill climbing discussed in the section "Tractable Marginal Likelihood-Direct Optimization" can be used. However, unlike the candidate algorithm where the MAP parameters estimates are obtained for each evaluated topology realization, the expectation of the unknown parameter, Q(S ; S (n−1) ), needs to be calculated. For the concerned nonlinear models including Gaussian model with spline interpolation, regression tree with Gaussian distribution, sigmoidal squash function, etc., evaluating Q(S ; S (n−1) ) exactly is impossible. Therefore, the main computational difficulty in SEM is to calculate the expectation in the E step. Several different strategies can be adopted. For instance, numerical integration algorithms discussed in the section "Probabilistic Soft Approaches" can be applied. However, computational complexity is a concern when choosing a numerical integration approach. Alternatively, the same method as the candidate approaches can be employed when the integral is intractable, i.e., the integration is approximated by evaluating the integrand at the candidate estimates, such as the MAP estimates, of the unknowns. In this case, the computational gain of SEM can be perceived easily since only the MAP estimates for a much smaller size of topologies need to be calculated. Based on the theory of generalized EM, the computational complexity can be further reduced by selecting parameter estimates instead of MAP as long as Q function at the new estimates improves from the previous iteration. Note that, due to nonlinear regulatory function, numerical optimization is needed to calculate the MAP estimates. In the reduced complexity algorithm, the parameter estimates can be calculated with minimized complexity by avoiding the complete iterative search steps needed to numerically evaluated the MAP estimates.
[FIG5] The structural expectation maximization algorithm.
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PROBABILISTIC SOFT APPROACHES
The difference between a probabilistic soft approach and a point-solution-based hard approach is that the probabilistic approach aims to obtain an estimate of the APPs of the topology instead of just a point solution. The need for the APPs is twofold. First, the APPs provide a measurement on the confidence of inference. Secondly, the APPs are indispensable in a Bayesian approach for integrating multiple data sources, an important topic that is beyond the scope of this article. However, the computational complexity of probabilistic soft approaches is much higher than point-solutionbased approaches, restricting their use for large networks.
To date, probabilistic soft approaches have mainly been applied to linear Gaussian expression models and multinomial models [25] , [30] . Under a Bayesian framework, the APPs of topology are obtained by
where p(y|s) is defined in (44) and p(y) is the normalizing constant calculated by
Two difficulties prevent us from calculating the APPs exactly: First, as we discussed above, the marginal distribution p(y|S ) can be intractable. Secondly, calculating the normalizing constant p(y) is computationally prohibitive for large networks. To overcome the difficulties, numerical approaches are in place. We discuss in the following the two most popular approaches.
MARKOV CHAIN MONTE CARLO SAMPLING
Markov chain Monte Carlo (MCMC) sampling [47] is a scheme designed based on Markov chains, which can generate random samples of S from the APPs. With the samples, the APPs can be approximated by
where we assume that there are totally N samples and S ( j) represents the jth sample. MCMC sampling generates these samples by constructing and simulating a Markov chain in the topology space with its stationary distribution equal to the APPs. When there are also unknown parameters, the Markov chain must move between the topology and the parameter space. The corresponding algorithm is called reversible jump MCMC (RJM-CMC) sampling [47] . The summary of the RJMCMC algorithm is provided in Figure 6 . In the algorithm, the acceptance probability λ is calculated by
The proposal distribution q(·|S ( j−1) ) determines how Markov chains move in the topology space. The popular birth-death RJMCMC scheme is a result of the uniform proposal distribution. By far, due the concern of complexity, only a special case of the RJMCMC algorithm has been applied in GRNs research. In this case, the conjugate priors are available for model parameters and unidentified variables; the marginalized likelihood p(y|S ) can be then obtained analytically. Consequently, there is no sampling needed for parameters and unidentified variables. The corresponding RJMCMC is then a Metropolis-Hastings sampling in the topology space and it is also called the MCMC model composition (MC 3 ) sampling. In [35] , the conjugate Gaussian inverse Gamma prior was used for a linear Gaussian model, and in [25] and [30] the conjugate Dirichlet prior was employed for a Binomial likelihood. In addition to the popular birth and death move, a swapping move, as used in [25] , can be also included to improve the mixing of Markov chains.
VARIATIONAL BAYESIAN EXPECTATION MAXIMIZATION
In general, Monte Carlo sampling algorithms are computationally too demanding, thus restricting their use only to small gene networks. For uncovering large networks, more efficient soft algorithms are needed.
Next, we present a more efficient alternative called variational Bayesian expectation maximization (VBEM) algorithm. The basic idea behind VBEM is to approximate the intractable posterior distributions over the parameters and topology with simpler tractable forms through optimizing a lower bound on the marginal likelihood p(y) according to Jensen's inequality ).
Calculate the mapping g(·) as (ũ,θ,h) = g(u, θ (j−1) , h (j−1) ).
With probability λ accept S (j) =S, θ (j) =θ and h (j) =h
Otherwise Set S (j) = S (j−1) , θ (j) = θ (j−1) and h (j) = h (j−1) .
where q(θ θ θ, h) and q(S ) are the approximate distributions to be determined. The VBEM algorithm obtains these approximations by iteratively maximizing (56) with respect to q(θ θ θ, h) and q(S ) according to the variational Bayesian learning rule [15] and mean field approximation. The general algorithm is summarized in Figure 7 .
In [16] , only the distributions of the model parameters θ θ θ and the unidentified variables h are estimated in the VBEM algorithm, and it is demonstrated that by choosing conjugate exponential priors, both the VBE and the VBM steps can be calculated analytically. However, the VBM step becomes NP-hard when q(S ) requires estimation. A solution is proposed in [35] , which forces q(s) to be a Gaussian distribution with the mean and the covariance matrix matched to the true APPs of S. As a result, in the VBE steps, the sum becomes the integration, which can be exactly carried out.
DISCUSSION ON BIOLOGICAL PROBLEMS AND RESULTS FROM APPLYING THE SURVEYED MODELS
In this section, we discuss some of the biological problems that have been treated by the surveyed models. Before surveying the specific work, we want to point out that graphical models do not describe the actual interactions directly and thus there is no one-to-one correspondence between the topology of the real regulatory network and a graphical model used to describe it [26] . As a result, different graphical models can be applied to study the same regulatory network, for example, yeast cell cycle networks. This fact has two implications. First, there often need a prior step to building graphical models that evaluate the association between actual regulatory networks and a potential graphical model and select a model based on the focus of a study. Different graphical models have different emphases and therefore are limited in its only way. For instance, Gaussian graphical models do not have direction in its topology and cannot describe directional influence in real regulatory network. Also, BNs do not allow directed cycles, which cannot be used to model cyclic interactions in regulatory networks directly. However, the drawback of BNs might be overcome by using dynamic BNs. Therefore, the second implication is that there will be an additional step after network inference to translate the topology of the graphical model into that of the regulatory network. An example is provided in Figure 8 , where in (a), a DBN is used for the expression layer and red links are the inferred topology of the DBN, and in (b), the corresponding regulatory network is shown. It is clear that the two topologies are different. Also, even though there is no cycles in the DBN, a cycle between gene two and three exist in the gene network.
One of the targeted biology problems is to uncover the regulatory circuity that controls cell cycles [5] . The cell cycle is the cycle of cell growth, DNA replication, and cell division and is tightly controlled through gene regulation and consists of several phases. Understanding the gene regulatory mechanism that controls cell cycles can shed light to cellular aging (senescence) and programmed cell death (apoptosis), processes known to be involved in the development of cancer and other diseases associated with the aging process. Work including [18] , [23] , [42] , and [43] have been devoted to studying yeast cell cycle networks; however, in [18] , [23] , and [42] , only microarray and gene expression layers were considered. Both discrete BNs and the linear Gaussian model were applied to the gene expression layer and the fully correlated model was used for the microarray layer. The model was employed in a yeast cell cycle dataset containing 76 expression measures of 800 genes. In most of the tests, only 250 genes were considered. It is observed through the robustness analysis that the inferred network is sensitive to the specific adopted gene expression model. The discrete BNs and linear Gaussian model can result in different network topology; nevertheless, the resultant network still revealed interesting biological insights, for instance, a small number of dominant genes were identified. It is observed that many of the dominant genes are involved in controlling cell cycles. Also, the Markov analysis revealed the property of subnetworks: genes with high correlation tend to group together to form subnetworks and some of the genes serve to link the less correlated genes between subnetworks.
[FIG7] The VBEM algorithm.
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UNCOVERING GRNS HAS BECOME AN ESSENTIAL TASK FOR A BETTER UNDERSTANDING OF CELLULAR SYSTEMS.
In [35] , the cell cycle gene networks of malaria parasite P. falciparum were reconstructed using the gene sequence and microarray data. Unlike the aforementioned work on yeast where networks of hundreds of genes were covered based on limited data samples, a comparative genomic approach on sequence data is first applied to select only 38 proteins that are likely to participate in the cell cycle regulation. This selection makes the subsequent study of gene networks more reliable. To uncover the cell cycle gene network for the time series data, the DBN as shown in Figure 8 was used and the linear Gaussian model was adopted. To learn the network topology and model parameters jointly, a VBEM algorithm was developed. The uncovered network exhibits the common character of scale free network, and further investigation revealed several highly connected hub proteins that may be involved in kinase signaling cascade and transport/sorting processes. Moreover, a previously unidentified cyclin was predicted to regulate six downstream interactions. This finding is significant as cyclins are central regulators in cell cycle progression, but to date very few cyclins have been found in malaria parasites.
In addition to using the microarray data in isolation, location data from [43] were considered in [42] as explanatory data for inferring yeast cell cycle gene networks. The data was produced from the location analysis of 114 yeast transcriptional factors. A p-value was generated for each TF to indicate the confidence of TF involvement in the regulation during cell cycles. As discussed in the section "The Prior Distribution of the Topology," the p-values were translated. The network inference study considered only 25 genes, of which ten were transcription factors. To validate the results, a gold standard network was constructed based on existing biological facts. The results indicate that the integration of microarray data and location data can improve confidence of using either one data type alone. In [23] , explanatory datasets were also considered. The prior distribution of network topology was first constructed according to [41] using the Gibbs random field based on multiple types of yeast datasets as discussed in the section "The Prior Distribution of the Topology." This prior was integrated together with the microarray data by using either linear Gaussian or DBN models for the gene expression layer; two networks were studied. The first one was derived from the KEGG pathway database and the second was a metabolic pathway. The inferred networks were shown to have a large overlap with the known biological networks, and this was considered a big improvement over the results obtained by the microarray data alone.
In [16] , the networks of the human T-cell activation were studied in three layers: the microarray data, the gene expression, and an unidentified factor were considered for modeling; in particular, a fully correlated model was used for the microarray data. The specific graphical modeling framework is shown in Figure 9 . To model the dynamics of each layer and the interaction between unidentified factors and gene expression, linear Gaussian model was applied, resulting in a linear Gaussian state space representation. The VBEM algorithm was developed to learn the parameters of the model, and the network topology was determined by thresholding the inferred weighting parameters. The inference was conducted on a set of highly replicated time series microarray profiles, consisting of 44 replicates of ten time samples. It was observed that a large number of uncovered interactions were also represented by a previous study using the bootstrap method. In particular, a subnetwork including interactions between transcription factors Jun-D and Jun-B appeared to be consistent with another proposed hypothesis of programmed cell death. The reconstruction of the well-known S.O.S. DNA repair network of the E. coli bacterium based on microarray data was investigated in [19] . The specific graphical modeling framework is shown in Figure 10 . This network is responsible for repairing DNA damage. For reconstruction, only eight genes were selected for building the network, and the true network is also known. Microarray data from four experiments of different conditions were collected, with each having 50 evenly sampled expression levels over six minutes. A dynamic BN model was adopted, which consists of the microarray data layer and gene expression layer, where linear Gaussian models were chosen for both layers. An EM algorithm was developed to learn the parameters, and it showed that by imposing a regularization of sparse networks, the inferred network could fit the true network well.
In [17] , perturbed expression data were used to infer the networks of yeast; in modeling, no unidentified factors were considered. A fully corrected model was used for the microarray data layer and a discrete BN was applied for the gene expression layer. The specific graphical modeling framework is shown in Figure  11 . To learn the network topology, the GBScore function was calculated and a local score function was introduced to account for perturbation. A greedy search was applied for the purpose of network inference. The data for network construction consists of expression profiles of 565 genes obtained from from 276 deletion mutants, 11 tetracycline regulatable alleles of essential genes, and 13 chemically treated S. cerevisiae cultures. Biological analysis showed many uncovered links supported by previous findings including, for example, steps in the de novo purine biosynthesis pathway and the mating signaling pathway. Another notable feature is that the algorithm can discover not only subnetworks that contains correlated genes but also intersubnetwork interactions between weakly correlated genes.
PBN was applied to model gene regulatory networks in [2] , [28] , and [48] . In all the work, the fully correlated model was chosen for microarray data layer and PBN was employed to model gene regulations. In [48] , based on the model, two subnetworks of glioma were grown out of two seed genes IGFBP2 and VEGF. The two seed genes were picked as they have been observed to overexpress in glioblastoma, the most advanced stage of brain tumors. Analysis of the two constructed subnetworks using prior knowledge and experiments offered many insights and supporting evidence. For instance, in the IGFBP2 based subnetwork, NF κ B is shown to activate IGFBP2, which can be confirmed by promoter sequence analysis and the existing literature. In the VEGF-based subnetwork, an analysis of five genes in the network reflects their known function and physical relationship in a cell. In [28] , a probabilistic neural network was used for the predictor of the PBN. A RJMCMC algorithm was applied to build the networks for malignant melanoma. Ten genes were selected from a set of 587 genes from the melanoma dataset and 31 microarray data samples were available for reconstruction. The steady-state analysis showed that the steady-state distribution of the inferred network contains attractors that are either identical or very similar to the original observations. Moreover, many of the attractors in the network are singletons that resemble the biological definition of attractors.
In [31] , [32] , and [34] , GGMs were applied to different yeast microarray data sets in order to infer the genetic network. In modeling, no unidentified factors were considered and a fully correlated model was adopted for the microarray data layer in all these works. The specific graphical modeling framework is shown in Figure 11 . A preprocessing step was done by performing clustering. In [31] , the authors evaluated their approach in a
[FIG9] The corresponding graphical modeling framework for gene regulation in [16] . galactose-utilization dataset to detect galactose-regulated genes in S. cerevisiae. In [34] , the authors applied and tested their GGM models using microarray gene expression data by constructing a regulatory network of the 40 genes in the isoprenoid pathways in the plant Arabidopsis thaliana. Sixteen of those genes were assigned to the cytosolic mevalonate (MVA) pathway, 19 assigned to the plastidal methylerythritol phosphate (MEP) pathway, and five genes encoding proteins located in the mitochondria. The results in [34] indicated that empirically defined associations based on the sparse Gaussian graphs, indeed, link to functional activities in isoprenoid metabolic pathways and many key biological interactions in the isoprenoid metabolic pathways were captured by the constructed networks. In [31] , the authors constructed a genetic network and identified candidate genes for cross-talk between both MVA and MEP pathways. Interestingly, both positive and negative correlations were found between the identified candidate genes and the corresponding pathways. In [32] , the authors developed an analysis of expression data from 158 breast cancer samples arising in their studies of molecular phenotyping for clinical prediction, and in particular, they were able to identify the genes of two pathways: the estrogen receptor pathway and the Rb-E2F. The latter pathway is the key regulatory process governing the transition of cells from a quiescent state to a growing state while the former pathway plays key roles in breast cancer and the evolution and behavior of tumors.
Hidden
CONCLUSIONS
Statistical models were surveyed for reverse engineering GRNs in this article. To draw connections between different existing models and present them from a system-level perspective, this survey was conducted on a graphical modeling framework. The framework has multiple connected layers, each of which defines a certain aspect of gene regulatory systems. Models were reviewed for each layer separately and discussed in the forms of conditional distributions. Conditional distributions enable a unified view among different models, making their connections and differences more obvious, and in addition, conditional distributions also serve as links between layers, through which a system-level understanding of models can be achieved. In Table 1 , we summarize the features of the surveyed models by layers. Except the noninformative priors, which are mainly designed to restrict the topology space, we delineated the pros and cons for each surveyed model. These models are not selected in isolation, instead, their position and influence in overall gene regulatory systems and their induced computational complexity in reverse engineering processes are considered. Depending on the objective of an application, we might favor one model over the other. Nevertheless, from an accuracy standpoint, none of the surveyed models are sufficiently accurate to describe the true physics and biology of gene regulatory systems; most of the existing work relies on oversimplified models. Also, owing to the relative easy access of microarray expression data, efforts have been focused on expression layers. Many other aspects of gene regulatory systems have not yet been properly addressed, for instance, many different unidentified factors exist with differing functions in the system, but only coarse additive models have been used in the unidentified factors layer. Also, the nonstationary behavior of gene regulatory systems have been almost ignored in the current models.
The aforementioned problems in current models are caused by small data sample size. Including microarray data, only a very limited number of replicates are commonly available from a single experiment, making the use of complex and accurate models difficult, since reliable inference can hardly be guaranteed with limited data. The natural remedy to this problem is data integration. A trademark of post-genomic systems biology research is the ever-increasing accessibility to various biological data. A diverse collection of high-throughput biological data sources is currently available for elucidating GRNs; it would be advantageous to integrate them for network inference. Only by integrating all available data we can employ complex models and exploit more aspects of gene regulatory systems in modeling. Indeed, data integration has quickly emerged as a priority in the GRNs research [49] . Graphical modeling including BNs coupled with Bayesian inference theory is one of the most attractive paradigms for data integration, and in our GMF, we show how this can be achieved. We have reviewed a few models for integrating different types of data with microarray data. However, we have not yet reviewed the models for integrating multiple types of data. Increasingly more work has been published addressing the problem, but nevertheless it is still an emerging area, requiring much more effort from the computational communities, including signal processing.
Obstacles exist in computational techniques and computing power that prevent the use of complex models. We review many existing inference algorithms categorized by point and probabilistic solutions and we summarize the surveyed algorithms in conjugated exponential families. Alternative algorithms including expectation propagation can be helpful in other cases; however, the current deterministic algorithms are in general restricted to limited scenarios. These facts call for continuing efforts from computational communities to develop more powerful and efficient inference algorithms.
As a final note, we feel encouraged from the recent involvement of the statistical signal processing community in GRNs research [2] , [50] . Modeling and inference have always been the central themes of statistical signal processing research, which has a long and successful history of modeling complex systems. Because a repertoire of mathematical tools capable of making reliable inferential decisions and predictions is already available to statistical signal processing, we anticipate that a major impact will be noted in GRNs research. Reverse engineering GRNs also poses a host of unique problems and challenges; this research can ultimately enrich the theories and applications of statistical signal processing. This survey can help the signal processing community better understand development and future of reverse engineering GRNs, thus bringing statistical signal processing closer to the core of this research.
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