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It is well known that under suitable extreme point conditions for the limit 
function, weak convergence in an L’-space can imply strong convergence. 
T. Rzeiuchowski [Bull. Austral. Math. Sot. 39 (1989), 201-2141 has shown that a 
similar phenomenon can occur under an extremal subset condition. We generalize 
his result in several respects by means of the associated Young measures, similar to 
the analysis given in [E. J. Balder, Bull. Austral. Math. Sot. 33 (1986), 363-3681. 
ci‘, 1992 Academic Press, Inc. 
1. INTRODUCTION 
Let (Sz, 9, p) be a a-finite measure space. It is well known that under 
suitable extreme point conditions weak convergence in an L’-space on 
(Q, 9, p) can entail strong convergence. The origins of this idea seem to be 
due to Tartar [ 181, who already pointed out the important role played by 
the associated Young measures. (Prozaically speaking, Young measures 
associated to a sequence of measurable functions leave us with a “tinger- 
print” of the oscillatory behavior of the sequence much more detailed than 
that of any of the more classical convergence concepts.) Tartar’s idea was 
given a more definite form by Visintin [21, Theorem 11, although he did 
not use Young measures. The advantage of an approach to the problem by 
means of Young measure theory was shown in [2, Theorem 11, where 
Visintin’s result was sharpened and extended to infinite dimensions by the 
introduction of a limited convergence notion. Later developments, in terms 
of limited convergence, were given by Castaing [S], Valadier [ 19, 201 and 
Rzeiuchowski [16]. Very recently, all of these results were subsumed in a 
single result, viz. [S, Theorem 3.11. 
In [15] Rzeiuchowski obtained an extension of Visintin’s theorem in a 
different direction. Namely he showed that weak convergence can also 
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imply strong convergence under certain extremal subset conditions. His 
main result, proven by means of maximality notions for lexicographic 
orderings in finite-dimensional space, is as follows [ 15, Theorem 2.11: 
THEOREM 1.1. Suppose that (pk)~Yid(p) is such that 
(pk) is relatively weakly compact in a(Zb,(p), dpF+)). (1.1) 
let P, L: Sz + 2@ be measurable multifunctions with closed values such that 
a.e. P(w) is convex, L(o) is affine, and 
F(o) := P(o) n L(o) is an extremal subset of P(o). (1.2) 
Suppose also that 
F has at least one integrable selection. (1.3) 
Suppose further that 
and that 
pk - qk --) 0 in measure on every set of finite measure. 
Then the following strong convergence result holds: 
pk -Pk + 0 in measure u. 
Here the following projections are used: 
The above theorem subsumes [21, Theorem I], which follows by taking 
L(a) = F(o) = { pdo)), where p. is an integrable selector of P. In this case 
(1.2) is of course equivalent to 
PO(o) is an extreme point of P(o), 
and (1.4) reads 
We present an infinite-dimensional generalization of Theorem 1.1 above. 
But even for the finite-dimensional case of Theorem 1.1, stated above, this 
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gives some important improvements. As in [2, 51, we employ the theory of 
Young measures that was developed in recent years [l, 3-5, 191 under the 
influence of earlier work in [6]. 
2. MAIN RESULT 
In this section we state and prove our main results. We suppose that the 
reader is somewhat familiar with the theory of measurable multifunctions 
[9, III] and with Bochner integration theory [12, IO]. 
Let (E, (1. /() be a separable reflexive Banach space, whose topological 
dual (separable for the dual norm) is denoted by E’. The norm-distance 
from a point x E E to a subset D c E is denoted by dist(x, D) := 
inf, E D 1(x - y (1. The weak topology on E is denoted by a( E, E’). Let us 
observe that for the Bore1 o-fields the following identity holds: B(E,, ,,) = 
N&o,,, ). This follows for instance by strong separability of E’ or, in a 
more general context, from the fact that both (E, /( . j/ ) and (E, a(E, E’)) are 
Suslin spaces, using [ 17, Corollary 2 of Theorem II.lO]. The set of all 
probability measures on (E, .@(E)) is denoted by MT(E). For v E M:(E) 
the support of v is denoted by supp v and the harycenter of v by bar v; the 
latter exists if 
I I/x/( v(dx)< tee, E 
and is then given by 
bar v := xv(dx). i E 
Of course, bar v E cl co supp v, as follows by the Hahn-Banach theorem. 
Recall that for Fc Cc E the set F is said to be an extremaf subset of C if 
for every x, x’ E C one has x, x’ E F whenever ax + (1 - a) x’ E F for some 
cx, O< a < 1; cf. [13,8.3]. An obvious extension of [2, Lemma 31 to 
extremal subsets is as follows. 
LEMMA. 2.1. Suppose that for F c E and v E M: (E), F is a closed 
extremal subset of cl co supp v. Then bar v E F impiies supp v c F. 
Proof. It is enough to show that CI := v(A) = 0 for every closed convex 
subset A of E\F (for this then extends to open balls, and by second coun- 
tability of E it then follows that v(E\F) = 0). Suppose, to the contrary, that 
CL > 0 for some closed convex A c E\ F. Then a < 1, or else bar v would 
belong to A c (E\F). Define vi, v2 E M:(E) to be the normalized restric- 
tions of v to A and its complement; then v = av, + (1 - r)vz, which implies 
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bar v = CI bar v, + (1 - w.) bar v2. By the hypotheses the point bar v, must 
belong to F; since it obviously also belongs to A, we have reached a 
contradiction. Q.E.D. 
Denote by T;(p) the set of all E-valued Bochner-integrable functions on 
(~2, F, p); its topological dual (for the L’-seminorm) is known to be the 
space S!;,(p) of all E’-valued bounded measurable functions on (a, 9, p) 
[ 12, IV]. Let us agree to call a sequence (dk) c P;(p) uniformly integrable 
if for every .s>O there exists ~,EJ,?;(P) such that 
If p is a finite measure, this definition is equivalent to the classical one. Our 
main result can now be stated. 
THEOREM 2.2. Suppose that (pk) c Y:(p) is such that 
(2.1) 
Let D: 52 + 2E be a multifunction (possibly nonmeasurable) such that a.e. 
D(w) is convex and closed, 
and 
F(w) := cl co Ls (pk(co)) n D(U) 
is an extremal subset of cl co Ls (pk(W)), (2.2) 
where 
Ls (pk(W)) := fi cl a(E,E’){Pkb) :ka”j. 
iI=1 
Suppose also that a.e. 
Pk(O) + ek(W) ED(m) (2.3) 
for a sequence (ek) t z&(p) satisfying 
ek -+ 0 weakly in (~(Z;(fi), P;(p)). 
Then the strong convergence result 
limkinf 11 f(w, pk(m)) ,u(dw) 2 0 
(2.4) 
(2.5) 
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holds for every function f: Q x E -+ ( - co, + CD] such that a.e. 
and 
f (w, .) is o(E, E’)-lower semicontinuous on E, 
f(O, x) = 0 .for all XE F(W), 




for some un[formly integrable sequence (dk) c L?;(p). 
Here JX stands for outer integration; cf. [l, Appendix B]. 
We prove Theorem 2.2 using Lemma 2.1 and Prohorov’s theorem for 
Young measures [S] (see also [ 1,4, 191). We now prepare for the latter 
result. Let S be a completely regular Suslin topological space. Recall that 
a Young measure (with respect o (Q, 9, p) and (S, a(S))) is a function 6: 
Sz -+ M:(S) such that for every BE $8(S) the function o H 6(o)(B) is 
F-measurable (in other words, Young measures are precisely transition 
probabilities in the sense of [14, 111.21). The following definition was 
introduced in [ 11. 
DEFINITION 2.3. A sequence (~4~) of measurable functions uk: s2 -+ S is 
tight if there exists a function h : 52 x S -+ [0, + z] such that 
sup s * 4 0, Q(W)) Adw) < +=I k Q 
and for every (0 E Q and every p E iw 
{s E S : h(o, s) < /I j is a compact subset of S. 
We refer to [19] for a discussion of a more elementary notion of tight- 
ness, in terms of the image measures of ~1 under uk, k E N (the present 
notion is called B-tightness there). The next result combines, in a somewhat 
weakened form [ 5, Proposition 2.4, Corollary 2.5, Theorem 2.61. 
LEMMA 2.4. Suppose that the sequence (uk) ef measurable functions 
uk: Q -+ S is tight. Then there exist a subsequence (u,) qf (uk) and a Young 
measure 6, such that 
lim inf 
n j-1 g(w urr(w)) AdO) a 1; [ J^, dot s) &hoi(ds)] p(do) 
(2.9) 
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for every function g : 52 x S --) ( - co, + a] such that a.e. 
g(w, .) is lower semicontinuous on S 
and 
‘dw &dQJ)) k i,(o) for all n 
for some uniformly integrable sequence (4,) c A?;(p). Moreover, a.e. 
suPP d*(m) = Ls(n,(o)). (2.10) 
Proof of Theorem 2.2. Rather than selecting a suitable subsequence, we 
may suppose, without any loss of generality, that for ~1, defined as the limes 
inferior in (2.5) 
a = li? 6 f (0, ~dm)) Adm). 
We equip E with the .weak topology o(E, E’) (note that E is thus Suslin 
and completely regular). By (2.1) it follows that ( pk) is tight (use 
h(o, x) := llxll in Definition 2.3, and note the importance of reflexivity of 
E). By (2.4) the same argument shows that (ek) is also tight. Since marginal 
tightness obviously implies joint tightness [ 1, Proposition 2.81, it follows 
by Lemma 2.4 (for S := E*, equipped with the product r-topology, and 
with uk := (pk, ek)) that there exists a Young measure 6, with respect to 
(Q, 5, ,n) and (E*, B(E*)) such that (2.9) holds for all g: Qx E2-+ 
(-co, +co] satisfying the conditions of Lemma 2.4. Rather than taking a 
subsequence, we may neglect this aspect without loss of generality. In 
particular, for g(w, x, y) := f (w, X) (2.9) implies 
(2.11) 
where 6: stands for the marginal of S, on the first coordinate space E. 
Also, for g(w, X, y) := llxl\ (2.9) implies 
llxll %(4(dx) Ado) <B < +co, 1 
where @ stands for the supremum in (2.1). Thus, we conclude that 
bar 6:(w) exists a.e. 
By (2.10), we find for the first marginal 
supp 62(o) c Ls(p,(w)) a.e. (2.12) 
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so for the barycenters we find 
bar 6:(o) E cl co Ls( pk(u)) a.e. (2.13) 
Next, applying (2.9) to g(o, X, y) := l,(o)( y, x’), for all BE,F”, 
p(B)< +x and x’EE’, we get from (2.4) for the other marginal 
(cf. [ 1, p. 5741): 
bar S:(w) = 0 a.e. (2.141 
So bar 6,(w)= (bar S:(o), 0) a.e. Moreover, by (2.9) applied to the 
function g(w, X, ,Y) :=0 if x+ YE O(w), and := +m otherwise, we obtain 
where Jensen’s inequality has been used (note that (x, y) H g(o, x, y) is a 
convex function on E*). Therefore, by (2.14) nonnegativity of g and the 
nature of outer integration: 
bar 6:(o) E: D(o) a.e. (2.15) 
Combining this with (2.13), (2.12), and (2.2) we see that by Lemma 2.1 
supp 6:(o) c F(w) a.e. 
By the stipulated properties of ft inequality (2.11) now gives the desired 
inequality r >, 0. Q.E.D. 
Remark 2.5. Condition (2.6) of Theorem 2.2 can be weakened into 
,f’(o, .) is sequentially cr(E, E’)-lower semicontinuous on E a.e. 
without loss of generality. This achieves accordance with a similar condi- 
tion appearing in [2]. Indeed, by Smulian’s theorem [ll, 3.21 sequential 
a(& E’)-compactness coincides with ordinary CT(E, E’)-compactness. For 
this reason fE(o, x) := f(o, x) + EIIxII, F > 0, obviously satisfies condi- 
tion (2.6) itself. Using (2.1) the result follows by letting E go to zero. 
Remark 2.6. It is possible to extend Theorem 2.2 to the case where E 
is a separable but nonreflexive Banach space. For by additionally requiring 
both (Pk) and (ek) to be tight ab initio all of the proof is saved in that case. 
One particular such example of tightness is obtained by requiring that for 
a.e. WEQ the values of (~~(a)) and (ek(u)) are contained in compact---or 
even locally compact-subsets of E. Consult [S] for details. 
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Remark 2.7. In Theorem 2.2 we have in particular that for every E > 0 
lip pL*({cnEB:dist(pk(m), F(o))as})=O 
for every set B EP of finite measure. Here pL* denotes inner p-measure. 
Indeed, we can apply (2.5), for an arbitrary set B of finite measure, to the 
functionf: QxE-+ {-l,O} given by 
if w E B and dist(x, F(U)) > E 
otherwise. 
This gives 
lim sup K+.( {CD EB: dist(p,(o), F(o)) 2 E} G 0. 
k 
In view of Remark 2.7 and the definition of the set Ls(p,(w)) it is clear 
that Theorem 2.2 generalizes Theorem 1.1. Note how ( 1.1) carries the 
convergence in measure on sets of finite measure over to convergence in 
measure on all of Sz. Our analysis shows that condition (1.1) can be 
weakened drastically. Also, we observe that the function o H bar 6:(w) in 
the above proofs already forms an integrable selector of the multifunction 
F; cf. (2.13), (2.15). Thus, Rzeiuchowski’s condition (1.3) in Theorem 1.1 
follows already from the other conditions. Moreover, the introduction 
of the “pointwise limit” multifunction w I-+ Ls( Pi) would seem to 
introduce more precision and transparency. 
Finally, by Remark 2.5 we regain the main result of [2], which forms 
a generalization of Visintin’s result in [21, Theorem 1) to infinite 
dimensions: 
COROLLARY 2.8. Suppose that ( pk)Fz, c Y;(p) is such that 
Pk --+po weakly in ~PL(P), ~3~)). (2.16) 
Suppose that 
p,(w) is an extreme point of cl co Ls(pk(w)) a.e. 
Then the following limited convergence result holds: 
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for every function f : R x E -+ [w such that a.e. 
f(o, .) is sequentially a(E, E’)-continuous on E, 
.f(QA PO(O)) = 0, 
If (02 x)l G C Il.4 + d(o) ,for all x E E 
for some CbO and some 4~6pk(c(). 
ProoJ: Apply Theorem 2.2 and Remark 2.5 to both f and -f, observing 
that by [7, Theorem 1) (2.16) entails the uniform integrability of (/I ~~11 ) 
and of (lf(., pJ.))l). Q.E.D. 
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