This article proposes a methodology to resolve the advertising method selection problem (AdSP). The use of different advertising methods for the same product can generate different responses in terms of the product's sales volume. Companies selling products have limited resources for advertising, with challenges such as budget and time constraints. It is necessary that the correct advertising method is selected in order to increase the maximum profit, given these limited resources.
Introduction
A product's quality is a crucial issue in the production system. Meanwhile, the choice of advertising methods to advertise the product is an important marketing issue. Advertising can increase a product's sales volume and introduce new products to the market by making it known and familiar to customers. This is the primary objective of advertising. There are a variety of approaches used by companies to select the appropriate advertising method to reach the product's target customers. Advertising choices are diverse, and include television programs, newspapers, bus-stop posters, magazine posters, magazine news, in-store displays, internet banner adverts, flyers, Facebook adverts, and other forms of social media advertising. It can be difficult to select a medium or an advertising method that is suitable for individual products, particularly for companies selling a range of product types that require numerous advertising methods.
Manik, Gupta, and Jha [1] presented a mathematical model to find a solution for advertisement planning in web news media and maximize a company's income. An optimal position for an advertisement of a particular product has been revealed to web providers. Advertising space on a webpage can vary in cost depending on its position: The top of the webpage is a prime location for advertising, although this space is sold at a higher cost since it can easily reach more potential customers compared with lower web page positions. It is important for web providers to use website designs that provide good advertising positions to advertisers who are willing to pay for them (Drèze and Zufryden [2] ).
Advertisement selection on multimedia platforms has been widely studied from diverse perspectives, such as the use of Facebook to recruit workers (Thornton, Batterham, Fassnacht, Kay-Lambkin, Calear, and Hunt [3] ; Lane, Armin, and Gordon [4] ; Batterham [5] ). It has been revealed that adverts with different wordings on Facebook vary in their ability to reach target customers (Nelson, Hughes, Oakes, Pankow, and Kulasingam [6] ; Fenner, Garland, Moore, Jayasinghe, Fletcher, Tabrizi, Gunasekaran, and Wark [7] ; Ramo and Prochaska [8] ). For example, different images and message types on Facebook have been shown to affect click generation (Ramo, Rodriguez, Chavez, Sommer, and Prochaska [9] ).
Besides online advertisement, there are range of other advertising choices, such as print advertising (Toncar, and Munch [10] ; Mehta [11] ; Latour and Henthorne [12] ), periodical advertising (newspapers, magazines) (Kassarjian [13] ), brochures, leaflets, flyers, handouts, point-of-sale advertising, and television programs (Moschis and Moore [14] ; Emmanuel and Perrien [15] ). Different advertising methods vary in their effects on customer behavior. The type or the lifetime of a product can also affect the selection of advertising methods. Moreover, individual products applying the same advertising method may consume different resources while developing the advertisement.
The aforementioned literature indicates that most of the previous advertisement researches have been concerned with how each advertising method reaches target customers. There is a lack of research discussing how a company can select the optimal type of advertising when they have a large number of finished goods. The company must determine the optimal advertisement plan to ensure that they have the most suitable sales volume when faced with limited resources and constraints that could potentially affect the selection of advertising methods. This research aims to resolve this issue and makes the following contributions:
(1) Formulation of a mathematical model of the advertisement selection problem;
(2) Proposal of a differential evolution algorithm (DE) to solve the problem; and (3) Formulation of the problem with the following attributes:
(3.1) Individual products respond differently when different advertising methods are used (different efficiencies); (3. 2) The possibility of a particular advertisement increasing the sales volume is uncertain; (3. 3) There are budget limitations for advertising methods; and (3.4) There are resource limitations for all advertising methods.
Mixed-integer programming was formulated to represent the problem. Because of the complexity of the problem, the optimization software was unable to optimally resolve it within a reasonable computational time. Therefore, metaheuristics were developed to solve the proposed problem. The proposed approach uses the DE method, one of the most popular heuristics in current research.
A heuristic is a methodology that can solve difficult problems with reasonable computational time. A heuristic does not guarantee that it will find the optimal solution, but many published articles have shown that effective heuristics can generate an acceptable solution with trade-offs between the computational time and the solution quality.
Many different types of heuristics and metaheuristics have been developed, including the genetic algorithm (GA) (Holland [16] , Kampelis, Sifakis, Kolokotsa, Gobakis, Kalaitzakis, Isidori and Cristalli [17] ; Lara-Ramirez, Garcia-Capulin, Estudillo-Ayala, Avina-Cervantes, Sanchez-Yanez, and Rostro-Gonzalez [18] ), the memetic algorithm (Zhang, Li, Qiao, and Wang [19] ; Cheng and Lai [20] ), ant colony optimization ( [32] . Since then, many researchers have used DE to solve various problems, such as the traveling salesman problem (Akararungruangkul, Chokanat, Pitakaso, Supakdee, and Sethanan [33] ; Sethanan and Pitakaso [34] ), the generalized assignment problem (Srivarapongse, and Pijitbanjong [35] ; Sethanan and Pitakaso [36] ), the assembly line balancing problem (Pitakaso [37] ; Pitakaso and Sethanan [38] ), the location problem (Chomchalao, Kaewman, Pitakaso, and Sethanan [39] ; Thongdee, and Pitakaso [40] ), and the crop planning problem (Ketsripongsa, Pitakaso, Sethanan, and Srivarapongse [41] ; Pijitbanjong, Akararungruangkul, Pitakaso, and Sethanan [42] ).
The efficiency of DE depends on several factors: (1) The decoding method; (2) the exploitation search behavior; and (3) the exploration search behavior. Many studies have attempted to improve the efficiency of DE using different decoding methods, while others have used alternative methods. The exploitation search focuses on intensively searching in a specific area. Most studies that have focused on improving the exploitation search have added local searches to the general DE procedure (Srivarapongse, and Pijitbanjong [35] ; Akararungruangkul et al. [33] ; Thongdee, and Pitakaso [40] ). The local search that is added to improve the exploitation behavior of DE mostly consists of simple heuristics, such as exchange heuristics and 2-opt heuristics. The exploration behavior of DE allows it to broaden the search space to many different areas. Random walk behavior has been frequently added to the general DE mechanism in order to improve the algorithm's efficiency. Some studies have generated new random numbers in the mature stage while searching with DE (Sethanan and Pitakaso [34] ; Sethanan and Pitakaso [36] ), and some have also guided the search into different problem areas (Chomchalao et al. [39] ). In the present study, in order to enhance DE, the authors improved the exploitation and exploration search behavior by combining DE with two other metaheuristics: Adaptive large neighborhood search (ALNS) and iterated local search (ILS). The combination of DE with other metaheuristics has been previously successfully applied, such as DE with PSO (Xin et al. [43] , Epitropakis et al. [44] , Miranda and Alves [45] ), DE with GA (Elsayed et. al. [46] Trivedi et al. [47] ), and DE with simulated annealing (Olensek et al. [48] . In addition to the increased effectiveness of DE due to hybridization with other metaheuristics, DE combined with simple local search can also improve the algorithm's efficiency (Reynoso-Meza et al. [49] , Jia et al. [50] , Neri et al. [51] , and Zhan and Zhang [52] ). An outstanding review article on DE was presented by Das et al. [53] . The addressed method has excellent search capability in both exploration and exploitation searches; thus, the combination of DE and ILS in the proposed approach could possibly enhance these behaviors as well.
This article is organized as follows: Section 2 presents and defines the problem and the mathematical formulation, and the advertising method selection problem (AdSP) is clearly described. Section 3 explains the proposed method, and Section 4 shows the computational results. Finally, Section 5 concludes the article.
Problem Definition and Mathematical Formulation
This section explains the advertising method selection problem (AdSP). Many products require advertising, with advertising examples such as the Internet, television, magazines, and local show advertisements. Each advertising method meets different market goals and affects the end customers differently. Different advertising methods can generate variable sales volumes for the same product, and different products using different advertising methods can also change the sales volume. Moreover, different methods can result in different advertising costs, production times, and other factors. Assigning a suitable advertising method to a particular product can ensure that the company generates maximal profit. Figure 1 illustrates an unsolved problem, while Figure 2 shows an example of a solved problem.
Product;
Advertisement; Scenario of the result of advertisement Figure 2 shows that products can only be assigned to a single advertising method. The advertising method can take on more than one product, but it must be below its maximum capacity. The capacity can be defined by people, machines, or time. The objective function is to maximize the expected value of profit, which can be calculated from the possibility of each scenario multiplied by the pre-finalized sales volume of the product, which is determined by the basic sales volume multiplied by the stimulation level of the product. For example, Product A has a basic sales volume of 500 units. If Product A is assigned to Advertising Method 1, it can increase its sales volume by 20%, 25%, and 30% with a probability of 0.1, 0.2, and 0.7, respectively. The stimulation level of Product A is 1.3 (the difficulty level of the advertisement's ability to stimulate product sales). Therefore, the expected sales volume is 500
units. If Product A has a sale price of 378 baht per unit, then assigning Product A to Advertising Method A is 100,000 baht; therefore, the profit from the assignment is 682 × 378 − 100,000 = 157,796 baht. The same method can be executed for all the products until they have all been assigned to exactly one advertising method. The mathematical representation is shown in the following section. Figure 2 shows that products can only be assigned to a single advertising method. The advertising method can take on more than one product, but it must be below its maximum capacity. The capacity can be defined by people, machines, or time. The objective function is to maximize the expected value of profit, which can be calculated from the possibility of each scenario multiplied by the pre-finalized sales volume of the product, which is determined by the basic sales volume multiplied by the stimulation level of the product. For example, Product A has a basic sales volume of 500 units. If Product A is assigned to Advertising Method 1, it can increase its sales volume by 20%, 25%, and 30% with a probability of 0.1, 0.2, and 0.7, respectively. The stimulation level of Product A is 1.3 (the difficulty level of the advertisement's ability to stimulate product sales). Therefore, the expected sales volume is 500
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has a sale price of 378 baht per unit, then assigning Product A to Advertising Method A is 100,000 baht; therefore, the profit from the assignment is 682 × 378 − 100,000 = 157,796 baht. The same method can be executed for all the products until they have all been assigned to exactly one advertising method. The mathematical representation is shown in the following section. Probability of the occurrence of scenario k while using advertisement j T ij Time that is used to create the advertisement of product i using advertisement j E ij Effective factor of product i using advertisement j mean percent to increase/decrease sales volume of product i using advertisement j; if the value is 1, then using advertisement j to advertise product i does not affect the sales volume.

L k
Factor to increase the sales volume using scenario k C ij Advertisement cost of product i using advertisement j O i Total cost of producing product i
Expected sales volume of product i
Objective function
The objective function is
Subject to
The mathematical model shown above represents the proposed problem. Equation (1) represents the objective function, which is to maximize the maximum profit generated by all products. The profit is determined by the total sales revenue subtracted by the cost of producing the product. The sales margin is then subtracted from the advertisement cost. Four constraints are added to the model: Equation (2) calculates the expected sales volume, which is the function of the standard sales volume and the volume that is affected by the assignment of a product to the advertisement; Equation (3) controls the product so that it can only be assigned to one advertising method; and Equations (4) and (5) are constraints that are applied to the maximum time and budget used in the assignment, respectively.
The Improved Differential Evolution Algorithm (IDE)
The DE is used in the proposed approach. This algorithm has four general steps: (1) Generate the initial solutions; (2) perform the mutation formula; (3) perform the recombination formula; and (4) perform the selection process. In this study, the selection process was modified to enhance the search performance of the original DE, especially in terms of its ability to escape from the local optimal when it is trapped in the local optimum.
Typically, in DE, only a good solution is accepted to iteratively perform the DE algorithm. In our selection process, it is possible that poor solutions are accepted. The use of a new selection process or the original selection process using a probability function is dependent on different solutions that are selected. All details are shown during the selection process. The researchers used two local search strategies as the search engine in the original algorithm. The two local search techniques used here were the ILS and the ALNS. The methods were set to be used iteratively, and some information about their current solution was uprated. Details of the proposed method are explained below.
Generating the Initial Solution
The DE was originally developed to solve the continuous function. Therefore, all the steps of DE use continuous numbers to execute the algorithm. The DE solution is called a target vector. The target vector of the first iteration is randomly generated. The vector that represents the solution is shown in Table 1 . Table 1 shows five vectors that are represented in the product label. There are twelve products that must be assigned to advertising methods. Therefore, an additional five vectors must be randomly generated for the advertisement types. Table 2 shows the advertising method, with seven advertising methods shown. DE was originally designed to solve continuous optimization. Applying DE to combinatorial optimization requires an effective decoding method to extract the solution of the proposed problem from the vectors represented in Tables 1 and 2 .
There are four steps in the decoding method:
Step 1: Sort the products and advertising methods according to increasing value.
Step 2: Assign the product to the advertising method according to the orders in Step 1. The following conditions are applied:
(a) For each advertising method, the total time used to develop the advertisement must be less than or equal to its limited time.
(b)
The assignment of products to advertising methods must remain within a budget that is less than or equal to the firm's limited budget.
Step 3: Calculate the expected sales volume.
Step 4: Calculate the total profit.
The following example illustrates the implementation of the decoding method. Advertising Methods 1-7 have time limits of 180, 180, 240, 120, 240, 360, and 360 min, respectively. Advertising Methods 1-7 (in this example, for ease of understanding, it is assumed that it takes the same time) require 120, 80, 80, 60, 120, 180, 60, 60, 80, 80, 60, and 40 min to produce an advertisement for Products 1-12, respectively. When Product 1 is assigned to Advertising Methods 1-7, it uses a budget of 2000, 4500, 4500, 3000, 3500, 4000, and 3200 baht, respectively, while the company's total budget assigned to all the advertised products is 25,000 baht. Vector 1 is used to demonstrate the decoding method. Tables 3 and 4 show Vector 1 (before and after the vector is sorted) of the product and advertising methods. Tables 3 and 4 indicate that Product 6 will be first assigned to Advertising Method 1. The advertisement for Product 6 using Method 1 is created in 180 min, which is the full capacity of Advertising Method 1. Therefore, Products 2, 1, 8, and 7 must be assigned to Advertising Method 7, and it will take 340 min to create the advertisements for those products. The same procedure is continued until all the products are assigned to exactly one advertising method. In case of having at least one product that cannot be assigned to the last advertising method, those set of products must re-insert themselves into the method that has enough remaining capacity. In case of failing to find a feasible solution, then the last feasible solution will be used to replace the former solution.
Performing the Mutation Process
The mutation process is used to evolve a value that is in a certain position of a vector. Vector evolution comprises two steps: (1) The mutation process and (2) the recombination process. The mutation process can be executed using Formula (6) .
The mutant vector V i,j,G is the product of three random target vectors, while r 1 , r 2 , and r 3 are the labels of the selected vectors. F represents the predefined parameters and is called the scaling factor (F).
Performing the Recombination Process
Equation (7) is used to build up the trial vector (U i,j,G ) using the information from the mutant vector (V i,j,G ) and target vector (X i,j,G ), and CR is the predefined parameter with a value between 0 and 1.
Performing the Local Search
The proposed approach uses two local search techniques: (1) ILS and (2) ALNS. These two techniques are among the most popular metaheuristics used to solve various types of combinatorial optimization. The ILS and ALNS methodologies are explained below.
Iterated Local Search (ILS)
An ILS is a very simple but powerful metaheuristic. The advantage of ILS is that it uses a small number of parameters, making it a fast and effective algorithm. ILS is generally composed of three general steps: (1) Generate the initial solution; (2) apply the local search; and (3) perturb the current solution. ILS must be slightly modified for its use as the local search for the DE. The algorithm is shown in Algorithm 1. While (T ≤ T max ) Set j = 1; While (j ≤ J) l = j + 1;
while (l ≤ L) perform the exchange method: temp1 = U i, j,G ; temp2 = U i,l,G ; U i, j,G = temp2; U i,l,G = temp1; Calculate new solution (Z'(U i, j,G )) using decoding method
perform the perturbation method.
The exchange method is a simple exchange of values between positions in a vector. Table 5 shows an example of the exchange method. In Table 5 , it can be assumed that j = 4 and l = 10. The values in positions 4 and 10 are exchanged, after which the new values in positions 4 and 10 are 0.54 and 0.75, respectively.
After the exchange method, the decoding method is applied, and the solution is updated if the solution is improved.
The Perturbation Method
After the local search, the perturbation method is applied to allow the search to move from the local optimum. The perturbation method used in the proposed approach entails a three-variable move in two steps:
(1) Randomly select three positions in a selected vector and set them as positions a-c.
(2) Cyclically exchange the values in the positions as follows: Table 6 shows an example of the three-cyclic move. From Table 6 , positions 6, 3, and 11 are selected as a, b, and c, respectively. The values in positions 6, 3, and 11 after moving are 0.59, 0.01, and 0.69, respectively.
The ILS is iteratively executed as the local search of the DE until the stopping criterion is met. The stopping criterion in this research is that no new best solution is found within 50 iterations. Another local search method used in the present study is the ALNS.
Adaptive Large Neighborhood Search (ALNS)
ALNS is used as the local search procedure for DE. This method comprises four steps after obtaining the selected vector: (1) Perform the destroy method; (2) perform the repair method; (3) update all the required information; and (4) repeat steps (1)-(3) until the termination condition is met. The destroy and repair methods are used to generate a new candidate solution; the methods are applied to determine whether the new solution will survive or be removed from the procedure. The destroy and repair methods can be explained as follows.
The Destroy Method
With the destroy method, the completed solution becomes an incomplete solution. The repair method is later used to restore the completed solution. Four destroy methods were used in the present research: (1) Step 1: Randomly select the value of d, d ∈ 1 to D/2, where D is the number of positions in a vector.
Step 2: Randomly select the d position from D positions, and name it list E d .
d-Highest removal (d-HR): d-HR comprises two steps:
Step 1: Randomly select the value of d, d ∈ 1 to D/2, where D is the number of positions in a vector.
Step 2: Sort the values of all positions in the vector; the d highest values will be removed and added to the list E d .
d-Lowest removal (d-LR): d-LR comprises two steps:
Step 2: Sort the values of all positions in the vector; the d lowest values will be removed and added to the list E d.
d-highest-lowest removal (d-HLR): d-HLR comprises three steps:
Step 2: Sort the values of all positions in the vector. The first removal will be from position that has the highest value, the next removal will be from position that has the lowest value. The removal continues to alternate between positions that have the highest and the lowest values until the number of removals is equal to d. The positions in the vectors that are removed are then added to the list E d .
The Repair Method
In this study, three repair methods were applied: (1) Random insertion (RI); (2) cyclic insertion (CI); and (3) reverse insertion (RVI).
-
Random insertion (RI) has the following steps:
Step 1: Obtain list E d from the destroy method.
Step 2: Randomly select a pair of positions in list E d and perform the exchange method.
Step 3: Repeat step 2 d times.
Step 4: Insert the value obtained from step 3 to the free position.
Step 5: Perform the decoding method.
Step 6: Update the required information.
-Cyclic insertion (CI) has the following steps:
Step 2: Insert the value in the position according to the order of E d . For example, the second free position in the vector (after the destroy method) receives the value that is first in list E d .
Step 3: Perform the decoding method.
Step 4: Update the required information.
Reverse insertion (RVI): The reverse insertion has the following steps:
Step 2: Insert the value in the position according to the reverse order of E d . For example, the second free position in the vector (after the destroy method) receives the value that is the third in list E d .
Acceptance of the New Generated Solution
In ALNS, a new solution (Z(S')) that is worse than the current solution (Z(S)) can be accepted to perform the destroy and repair operation in the next iteration using Formula (8) .
where Z S t is the new generated solution, and Z(S t ) is the current solution. B and T are predefined parameters: B is set to 3, and T is the function of the current iteration number, which is calculated from Formula (9) .
The Destroy and Repair Methods Weight Updating
The destroy and repair methods were randomly selected using the probability function in Formula (10) .
where P d is the probability of selecting destroy and repair methods d, and W dt is the weight of the destroy and repair methods d for iteration t.
The weight of each destroy and repair methods is updated using Formula (11) .
The value of ρ q is in Table 7 , where q is the destroy and repair methods. When the destroy and repair methods q can find Z(S') better than Z(S)
When the destroy and repair methods q can find Z(S') but not better than Z(S), yet the solution is accepted by using the formula in Section (8)
When the destroy and repair methods q generates Z(S') but it is not better than Z(S)
The ALNS process is summarized in Algorithm 2. 
Performing the Selection Process
The new target vector is obtained by using Formula (12) .
where f (U m,n,G ) is the objective function of the trial vector;, and f (X m,n,G ) is the objective function of the current target vector. The process for combining the DE algorithm, the ALNS search, and the ILS is specified in Algorithm 3. 
Computational Framework and Results
For the experiment described in this section, the proposed method was coded in C++ and tested on a PC (Intel ® Core TM i5-2467M CPU 1.6 GHz). The performance of the proposed method was compared with the optimal solution obtained using Lingo v.11. The algorithms were evaluated using two performance measures: (1) Limited computational time; and (2) limited maximum number of iterations of the simulation according to the aims of the present study. From the preliminary test, we set the number of the population equal to the number of available products, while F and CR were set to 0.8 and 0.6, respectively.
Fifteen test instances were randomly generated, including the case study, which comprises 204 products and 27 advertising methods. Details on the randomly generated data and the case study are shown in Table 8 . In Table 8 , the test instances are divided into three groups according to the test instance size: (1) Small, (2) medium, and (3) large. The size of the test instance depends on the number of products and advertising methods that form the test instances.
The test instances have been randomly generated based on the case study values. Minimum and maximum value of parameters are given in Table 9 . The researchers propose using an improved differential evolution algorithm (IDE). The IDE was compared with the optimal solution/upper bound obtained from the optimization software Lingo v.11 and the original versions of the components of the proposed IDE method, namely, the DE, the ILS, and the ALNS. These methods were coded in C++ and simulated using the same PC as that used for the IDE.
The first simulation was run using the proposed methods with small-sized test instances. The optimal solution was obtained from Lingo v.11. The maximum number of iterations was fixed to 1000. For each proposed method, five simulations were executed, and the maximum profit and the required computational time are shown in Table 10 .
Statistical testing was used to determine whether each method performed differently from the other methods. The Wilcoxon signed-rank test was used, and the results are shown in Table 11 . From the results reported in Table 11 , the researchers found that the performance of the proposed heuristics was not different from the performance of Lingo v.11, except for ILS, which had a significantly different solution compared with the solution from Lingo v.11. The remaining methods generated solutions that were not different from the optimal solution. Comparing the percentage differences between the proposed methods and Lingo v.11 using Equation (13) reveals that the results of IDE, DE, ILS, and ALNS were 0.01%, 0.86%, 0.37%, and 0.28%, respectively, different from the solution derived from Lingo v.11, and they used 69.25%, 78.51%, 72.96%, and 72.69%, respectively, of the computational time that was used by Lingo v.11. This means that the proposed method was able to find the same solution while using significantly less computational time.
% di f f = Solution generated by Lingo v.11 Solution generated by the proposed method × 100% (13) where % di f f is the percentage by which the proposed method differed from the solution obtained from Lingo v.11. The next experiment was executed using medium-and large-sized test instances. The stopping criteria for the proposed method was the computational time used for each method. On the basis of the results of a preliminary run, the computational times for the medium-and large-sized test instances were set to 20 and 45 min, respectively, since these were the convergence times for the two test instance sizes. The computation times for Lingo v.11 were set to 48 and 72 h, for the medium and large test instance sizes, respectively. The computational results are shown in Table 12 . The statistical results of the Wilcoxon signed-rank test are shown in Table 13 . The results reported in Tables 12 and 13 show that all the proposed methods generated significantly different solutions compared with the solution generated by Lingo v.11 (upper bound). IDE generated a solution that was 3.75% worse than the upper bound generated by Lingo v.11, and its computational time was lower than that of Lingo v.11 by 98.95%. DE, ILS, and ALNS had profits that were respectively 7.93%, 8.35%, and 7.63% lower than the profits generated by Lingo v.11.
All the computational results reveal that IDE was an improvement compared with all the original methods. Graph of the best objective found during the simulation run using 1000 iterations as the stopping criterion is plotted in Figure 3 to show the behavior of all methods. The results reported in Tables 12 and 13 show that all the proposed methods generated significantly different solutions compared with the solution generated by Lingo v.11 (upper bound).
IDE generated a solution that was 3.75% worse than the upper bound generated by Lingo v.11, and its computational time was lower than that of Lingo v.11 by 98.95%. DE, ILS, and ALNS had profits that were respectively 7.93%, 8.35%, and 7.63% lower than the profits generated by Lingo v.11. All the computational results reveal that IDE was an improvement compared with all the original methods. Graph of the best objective found during the simulation run using 1000 iterations as the stopping criterion is plotted in Figure 3 to show the behavior of all methods. Figure 3 shows that ALNS achieved the best solution among all the methods in the starting period of the first iteration. The solutions generated by ALNS continuously improved during the simulation; nonetheless, it ended as the second-best method, with IDE representing the best method. This means that ALNS performed an outstanding intensive search, since it was able to find best solutions at the beginning of the simulation, but the exploration may be worse compared with the other methods. The potentially poorer exploration of ALNS resulted in its performance being slightly worse than the performance of IDE at the end of the simulation. In the beginning, DE started with the worst solution, but later on through the process, its solution frequently changed, meaning that it was not good for intensive searches, but good for diverse searches. Additionally, ILS was good for intensive searches, but the change in the new solution was less than the change in the new solution with DE, meaning that the ILS method had poorer exploration compared with the other methods. IDE combines DE, ILS, and ALNS; thus, the advantages of all the methods were incorporated into 63   65   1  37  73  109  145  181  217  253  289  325  361  397  433  469  505  541  577  613  649  685  721  757  793  829  865  901  937  973 IDE DE ILS ALNS Figure 3 shows that ALNS achieved the best solution among all the methods in the starting period of the first iteration. The solutions generated by ALNS continuously improved during the simulation; nonetheless, it ended as the second-best method, with IDE representing the best method. This means that ALNS performed an outstanding intensive search, since it was able to find best solutions at the beginning of the simulation, but the exploration may be worse compared with the other methods. The potentially poorer exploration of ALNS resulted in its performance being slightly worse than the performance of IDE at the end of the simulation. In the beginning, DE started with the worst solution, but later on through the process, its solution frequently changed, meaning that it was not good for intensive searches, but good for diverse searches. Additionally, ILS was good for intensive searches, but the change in the new solution was less than the change in the new solution with DE, meaning that the ILS method had poorer exploration compared with the other methods. IDE combines DE, ILS, and ALNS; thus, the advantages of all the methods were incorporated into the IDE search. As a result, IDE was among the best heuristics compared with the other heuristics used in the present study.
Conclusions and Outlooks
This study aimed to develop a solution approach to solve the AdSP. Each advertising method generates different responses when applied to different products. They can vary in customer reach and lead to an increase or decrease in product sales volumes. They also consume different amounts of resources when applied to different products. This makes the AdSP hard to resolve using optimization software; this challenge led to the development of metaheuristics to ensure that the problem is solved in a reasonably short time. The DE was modified for use with other metaheuristics, such as the local search, to enhance the efficiency of the original DE and find better solutions. The ILS and the ALNS were added to DE, resulting in the proposed method-the improved IDE-for solving the AdSP.
The computational results show that IDE was able to effectively resolve the AdSP. For small-sized test instances, IDE generated the same solution as the optimization software while using 69.25% less computational time. For medium-and large-sized test instances, IDE found solutions that were only 3.75% different from the upper-bound solution generated by Lingo v.11 while using 98.95% less computational time (however, this does not guarantee that the solution is feasible). IDE combines the original DE with two other metaheuristics (ILS and ALNS). The computational results show that this combination outperformed the original version of all the methods. Therefore, IDE effectively uses the best parts of each method to enhance the search capacity in the new proposed method.
