Abstract-The ability to generate accurate travel time predictions for road freight transport is important when, for example, estimating the arrival times for heavy goods vehicles (HGVs) in order to plan terminal activities. We present a micro-level sampling method for road travel time prediction. The method makes use of historical GPS-data in order to determine the movement of a vehicle from an origin to a destination along a specific route. The method generates a travel time distribution, which can be used to obtain the expected travel time and probabilities for deviations. The method has been illustrated and evaluated in an experiment where the effective travel time was predicted for transport between two terminals. The experiment made use of GPS data that was recorded for two HGVs during a period of two months. An important feature of the method is that it does not need road network information, such as speed limits and number of lanes.
I. INTRODUCTION
The ability to generate accurate travel time information for road transport is important for many types of transportrelated activities [1] . Travel time information provides decision support for travelers when making route choices; accurate information may help in saving travel time, and improve reliability by avoiding congested sections. In logistics management, the ability to predict travel times, and hence predicting the arrival times, can result in reduced delivery costs.
Nottehed et al. [2] recently presented an interview-based study, which revealed that on-time delivery of freight is an important challenge. The study involved several groups of stakeholders, that is, transport operators, public authorities, universities and networking organizations. They identified the need to reduce uncertainty in the estimation of the arrival time of freight. For some stakeholders, especially in the process industry, on-time delivery of shipments is crucial for efficient planning. In addition, it is important to inform the freight receiver about deviations of the delivery time, so that they are able to take actions and re-plan for another delivery time.
In some situations, it is sufficient to use information about the current traffic situation when making travel time predictions. For example, this is typically the case when predicting the travel time for ongoing short distance transport. Most modern GPS-navigation systems (e.g., Waze 3 and TomTom 4 ) are able to take into account real-time information, such as congestion and accidents, when suggesting routes and predicting travel times. Most data collection methods involve either site-based or vehicle-based measurements. In site-based measurement, data is collected when vehicles pass specific measurement points in the traffic network [3] . Vehicles are typically identified using techniques, such as automatic number plate recognition, Bluetooth and roadside beacons. In vehicle-based measurements, the vehicles (e.g., probe vehicles) themselves record data [4] .
In situations involving future, and in particular, long distance transport, it is not sufficient to make use of travel time estimations based on the current state of the transport network. We argue that such situations require prediction algorithms that are able to generalize historical data into future travel times. In this paper, we present a micro-level method for road travel time prediction, which is based on historical data. The method repeatedly simulates the movement of a vehicle from an origin to a destination along a specific route. It generates a travel time distribution, which can be used to obtain the expected travel time and probabilities for deviations.
An important feature of the proposed method is that it relies solely on historical GPS data recorded under a representative sample of transport conditions. For example, if the forecast indicates there will be snowfall, the input data should be chosen to represent driving in snow conditions. The method does not require any information about static conditions along the road, such as, speed limits and number of lanes.
In Section II, we give an account of related work, followed in Section III by a description of the proposed travel time prediction method. In Section IV, we present an experiment that was conducted in order to evaluate and illustrate the method, and the paper is concluded in Section V.
II. RELATED WORK
A lot of research has been conducted in the field of travel time prediction, and several methods have been proposed. Most existing prediction methods are built in a way that they are able to take advantage of the specific type of data that is available. For example, methods that make use of site-based data (e.g., road sensor data) typically focus on trajectory analysis and methods that use vehicle-based data often focus on statistical analysis.
Lee et al [5] suggested a method, which makes use of site-based data, for travel time prediction in an urban road network. The method analyzes the k best paths, which are heuristically selected from a database containing historical travel times for different parts of the network. For each of the links included in the selected paths, the travel time is predicted, and the total travel time for each of the k paths is estimated based on the link travel times and potential delays at intersections. Based on a similar idea, Idé and Kato [6] studied the similarities between trajectories in order to predict the travel times for different paths in a road network.
Since site-based data have been shown to be error-prone [7] , and due to other, more cost-efficient, possibilities to collect reliable data, vehicle-based methods have gradually started to become an approach of choice. In particular, GPS data has the advantage that large amounts of data can be collected at a reasonable cost. In a recent study, Allström et al. [8] showed the potential of using GPS data for urban travel time estimation. Vanajakshi et al. [9] , suggested a method, based on the Kalman filtering technique, where the focus is to predict the effective public bus travel times under heterogeneous traffic conditions. Simroth and Zahle [10] presented a travel time prediction method based on floating car data. In the method, the remaining en-route travel time prediction is performed using a non-parametric distribution-free regression model. Stochastic dependence is assumed between the elapsed time and the remaining time. The remaining time is predicted with the help of partitioning estimates, kernel estimates and k-nearest neighbor estimates.
Related work also include methods that combine sitebased (trajectory) and vehicle-based data. Allström et al. [8] combined site-based data (recorded using road-side radar units) and GPS data, for travel time prediction. Hu et al. [11] suggested two travel time prediction methods: a flowbased and a vehicle-based method. A comparison between the two methods showed that the flow-based method provides significantly more accurate travel time predictions than the vehicle-based method.
As described in this section, there exist travel time prediction methods based on different types of modeling. Common to most of the approaches is that they analyze historical travel patterns related to, for example, origin-destination journey records, previous route choices, and historical travel times, in order to generate a travel time prediction model. It should be mentioned that travel time prediction models might contain errors that are introduced when developing the model, in the form of model bias. In addition, inaccuracies in the available data may negatively influence the results obtained from the model. In this article, we suggest to use the available data directly in the prediction model, and hence we believe that errors that are introduced in the form of bias can be reduced. Even though there is always a risk that the quality of the data that is used is not good enough, we argue that this is a problem with data collection, and not a problem with the actual method. A review of previous research on travel time prediction indicates that micro-level simulation could be used to overcome some of the difficulties of travel time prediction, for example, related to the lack of data or the dependencies between different factors [12] . The proposed travel time prediction method, which is described in the next section, makes use of micro-level simulation, and it uses a set of input GPS data in order to simulate the movement of a vehicle.
III. A TRAVEL TIME PREDICTION METHOD
In this section, we describe the proposed road freight travel time prediction method. The method is built according to the idea that the movement of a vehicle is simulated along a specific route that connects an origin and destination for a given transport. The method simulates several journeys along the same route, and thus, it generates a travel time distribution for the considered route. The travel time distribution can be used to obtain the expected travel time and probabilities for deviations.
The method makes use of historical GPS data, which determines the movement of a vehicle from an origin to a destination along a specific route. The route choice can be made, for example, by using optimization software or past experience regarding the performance of different routes connecting the origin and destination. If more than one route is considered interesting to analyze, the method can be applied to each of the routes separately.
At the start of each of the simulated journeys, the simulated vehicle is positioned at the origin of the route under consideration. A historical GPS observation is randomly chosen from the neighborhood of the origin. According to the speed of the selected GPS observation, the vehicle is proceeded along the route for a certain amount of time (t s seconds), which gives a new position of the vehicle. From the neighborhood of the new position, another GPS observation is chosen and the vehicle is proceeded for another t s seconds according to the speed of the new GPS observation. This gives yet another vehicle position, and in this way, the vehicle is iteratively proceeded along the route until the destination is reached.
Since the GPS observations that are used to determine the traveling speed of the vehicle are randomly selected, the generated total travel time is, to some extent, stochastic. By simulating several journeys along the same route, according to the principles of Monte Carlo sampling, the method generates a distribution over the predicted travel time.
In Fig. 1 ., we present the pseudo-code for the proposed travel time prediction method. In the description, we make use of the notation described in TABLE I. In the method, it is not specified how the neighborhoods should be defined in order to account for the time and space variability of travel time along a given route. It is assumed that different dynamic factors that lead to time and space variability in travel time can implicitly be accounted for by the choice of neighborhood. Each neighborhood uses GPS data that reflects the conditions of the transport, for example, the level of congestion and weather conditions, that are expected for different parts of the considered route.
One obvious way to specify a neighborhood is to let the neighborhood N (p ) ⊆ G of a position p consist of all GPS observations that are sufficiently close in distance, that is, N (p ) = {g : g − p < δ} for some δ. There are also other, more advanced, ways to define the neighborhood of a geographic position, which we exemplify below. Historical GPS data can be used to represent sequences of positions, which specify trips along the route. For several reasons, these historical trips normally do not stretch all the way from the origin to the destination. For example, a vehicle (from which GPS observations are being collected) might temporarily leave the route to visit a terminal. Another way to define the neighborhood is to include only those GPS observations that belong to the same historical trip as the most recently chosen observation. As soon as a historical trip ends, which may occur before the destination is reached, the next neighborhood contains GPS observations that are close enough in distance to the current vehicle position. When using a neighborhood like the one just described, it is possible to "lock" the vehicle to a certain historical trip, which could be good in order to capture infrequently occurring disturbances, which may be represented in the historical GPS data used as input to the method.
In addition, the neighborhood may be chosen in order to reflect certain internal and external conditions that may be specific for the journey. For example, if the weather forecast estimates a 50% chance of snow for the time of the transport, it is possible to make use of historical data where 50% of the data represent snow conditions, and 50% represent other conditions that are typical for the time of transport. If it is known that the vehicle will be heavily loaded for some part of the route, it is possible to only make use of historical GPS data representing heavily loaded vehicles for that particular part of the route. If it is known that the vehicle will travel at night, when the roads are less congested than during daytime, it is possible to make use of only historical GPS data that has been recorded during nighttime.
IV. EXPERIMENTAL EVALUATION
In order to illustrate and evaluate the proposed travel time prediction method, we have implemented it in Matlab 5 and conducted an experiment where we studied the movement of an HGV (Heavy Good Vehicle) along a specific route connecting two terminals. When compared with passenger transport, freight transport involves long distances across geo-political boundaries, is highly regulated, and is also influenced by logistic activities such as production and transportation patterns [13] . Even though we considered HGVs in our experiment, it is, however, our belief that the suggested method can be used for prediction of travel time for other types of traffic, depending on which type of data that is used in the method. In the experiment, we analyzed three neighborhoods for determining which GPS observations should be candidates for selecting the speed at which the vehicle should proceed away from a particular geographic position. The experiment involved route selection, data collection, data management, travel time prediction, and output analysis.
A. Description of experiment
In collaboration with a Swedish transport operator, we selected to study a route, which is operated on a daily basis by two of their HGVs. On-board each of the two vehicles, we installed a GPS-receiver that was used to record data for a period of two months during the winter season of 2012 (February-March). The GPS receivers were configured to record data with a frequency of 10 seconds.
The collected GPS data was imported into Matlab, in order to create a representation of the route, generate trips, and make the simulation runs. We created a representation of the route by selecting positions from the collected set of GPS observations. Observations were selected with a higher density in curves and more sparsely along straight roads in order to obtain a route representation that we considered accurate enough for evaluating and illustrating the suggested method. Between each pair of subsequent positions in the selected set, we added intermediate positions with a distance of approximately 1 meter along the straight lines connecting 5 Matlab is a registered trademark of the Mathworks, Inc. the two positions. The generated route representation was used when simulating the movement of a vehicle.
From the collected data, we generated trips for each of the vehicles by 1) sorting the collected GPS data in order of time stamp, 2) removing all GPS observations with a distance of more than 10 meters from any point in the route, and 3) traversing the sequence of GPS data recorded for each of the vehicles in order to identify when trips begin and end. Each of the trips begins when it is recognized that the vehicle starts moving after being idle, and it continues until it is recognized that it has a stop for more than six minutes, which we considered large enough to include stops at red lights and occasional queuing, and short enough to detect terminal visits.
In the experiment we evaluated three neighborhoods, each of which was studied in one separate simulation run. In the rest of the paper, we use the terms N 1, N 2, and N 3 to refer to both neighborhoods and simulation runs. N 1 The neighborhood of a geographical position consists of all GPS observations within a distance of 10 meters. N 2 Identical to N 1, except that it includes only GPS observations pointing in the same direction as the considered route. N 3 Identical to N 2, except that the neighborhood is restricted to include GPS observations that belong to the same historical trip as the most recently selected GPS observation. For the origin, and if the end of the trip has been reached, the neighborhood is defined as in N 2. In Fig. 2 ., we illustrate to the left and in the middle, how data was filtered in our experiment. To the right, we exemplify how the vehicle was iteratively proceeded along the route. For each of the three neighborhoods (N 1, N 2, and N 3) we applied the proposed travel time prediction method to simulate 1000 journeys (replications). For each of the simulation runs, we used a simulation time-step (t s ) of 20 seconds.
B. Results and discussion
As described in Section IV-A the experiment consists of three simulation runs, each of which contains 1000 journeys (or replications)and which corespond to the three neighborhoods (N 1, N 2, and N 3) , shown in Fig. 3. to Fig.  5 . We present the obtained travel distributions as histograms together with fitted curves. When comparing the mean travel times for the three simulation runs, we observed that N 1 gives significantly lower travel times than N 2 and N 3. The mean travel times were 4.11, 4.20, and 4.18 hours respectively for N 1, N 2, and N 3. In N 1 we considered all recorded GPS observations along the route, regardless of which direction of transport they represent. That is, we used GPS observations representing transport in the direction of the considered route, as well as in the opposite direction. In N 2 and N 3 we considered GPS observations only in the direction of the route. The mean travel times for N 2 and N 3 are rather similar, which was expected, since they make use of the same subset of the historical GPS data set. The purpose of introducing neighborhood N 3 was to make it possible for the method to capture longer disturbances. As described in Section IV-A, this was achieved by restricting the neighborhood of a vehicle position to only contain GPS observations belonging to the same trip as the previously chosen GPS observation.
We find it rather reasonable that the observed travel times were longer when considering GPS observations only in the direction of the studied route (in N 2 and N 3) than when all GPS observations were considered (in N 1). The direction in N 2 represents transport away from the terminal of the transport operator, and we consider it reasonable to assume that HGVs in most cases are heavier and slower when leaving their home terminal than when returning.
When using neighborhoods such as N 1 and N 2, in which each GPS observation is chosen randomly without taking into consideration which historical trip the previous GPS observation belongs to, the method will most likely have problems capturing longer disturbances in the travel time prediction. Some historical trips might have characteristics, such as heavy snowfall, that significantly distinguish them from trips that represent normal driving conditions. This possible limitation of N 1 and N 2 is described using the following example. Let us assume that the movement of a vehicle along a particular route requires a large number of iterations, and that samples are made from, let say, 10 historical trips, of which one is considerably slower than the other trips. In the example, we also assume that each of the trips spans the whole route, and the slower trip is slower all the way from the origin to the destination. In average 10% of the GPS observations will be chosen from the slower route, and the remaining 90% of the observations will be chosen from other routes, and this is expected to be the case for each simulated journey even though some disturbances influence transport along the whole route. The expected consequence (in N 1 and N 2) is that the slower route will be partly represented in each of the simulated journeys, instead of being represented to a large extent in a few journeys and not represented at all in most of the journeys. Therefore, we expect neighborhoods such as N 1 and N 2 to generate results with somewhat lower variance than they should do.
For each of the neighborhoods, we obtained results with rather low variance: 1.21, 1.65, and 1.39 minutes respectively for N 1, N 2, and N 3. All simulated travel times was observed within intervals of 8.33, 11.0, and 8.57 minutes respectively for N 1, N 2, and N 3. The main reason for obtaining results with such a low variance is due to that the collected GPS data did not include any major disturbances. For N 3 we expected a larger variance than for N 2, but in fact, it was smaller. The most plausible reason for this is that neighborhoods such as N 3 requires more data, since most of the generated neighborhoods will contain fewer GPS observations compared to neighborhoods like N 1 and N 2. From the collected GPS data it was possible to generate 26 trips in the direction of interest, and that is probably too small for a neighborhood such as N 3.
C. Problems experienced
The main threats to the correctness of the experiment concern the collection of data used in the experiment, which in part were caused by the technical limitations of the GPS receivers used in the study; two GlobalSat DG-100 Data Logger 6 . Each of the GPS receivers has a storage capacity of approximately 43000 GPS observations, and a rechargeable battery that allows for an operation time of approximately 20 hours. The storage capacity limitations made it necessary to copy data and empty the memory at regular intervals during the data collection period. Due to the movement pattern of the vehicles it was possible to visit the terminal of the transport operator once per week in order to copy data from the GPS receivers. In order to make sure that there was always capacity for one week of data collection, we configured the GPS receivers to use a sampling frequency of 10 seconds. In addition, the GPS receivers were configured to log data only when the traveling speed was at least 5 km/h.
The battery was continuously charged via the USB connectors in the vehicles, however, we experienced occasionally that the GPS receivers accidentally had (by mistake) been turned off. This caused some gaps in the collected data, since it could take up to a week to realize that a GPS receiver was turned off. In addition, one HGV was on hold for one week in workshop with the GPS receiver stuck in the driver's cabin.
Altogether, we did not manage to obtain the desired amount of data in order to completely evaluate the proposed travel time prediction method. However, we still believe that the collected amount of data was enough in order to indicate the correctness of the method.
V. CONCLUDING REMARKS AND FUTURE WORK
We have presented a micro-level sampling method for road travel time prediction. The method makes use of historical GPS data, which determines the movement of a vehicle from an origin to a destination along a specific route. By making use of Monte Carlo sampling, the method generates a travel time distribution, which can be used to obtain the expected travel time and probabilities for deviations. For each journey, the vehicle is iteratively proceeded along the chosen route, until the destination is reached. In each of the iterations, a historical GPS observation is randomly selected from the set of observations that are included in the neighborhood of the current vehicle position. According to the speed of the selected observation, the vehicle is proceeded along the route for a certain amount of time (t s seconds), which gives a new position of the vehicle.
The method has been illustrated and evaluated in an experiment where we studied transport on a route connecting two terminals. In the experiment which was conducted in collaboration with a Swedish transport operator, we collected and processed GPS data, evaluated three neighborhoods, and analyzed the results. From the analysis of the results for the different neighborhoods, we are able to conclude that the method seems to perform well. Except that neighborhood N 3 generated results with lower variance than N 2, which probably is due to that N 3 requires more input data, the method performs as we expected it to do. We have discussed preliminary results for neighborhood N 1 with the transport operator involved in the experiment, who confirmed that the generated results appear to be reasonable for the studied route.
A possible direction for future development of the proposed method is to include planned stops, for example, for loading, unloading, and resting. By also estimating the duration of stops along the journey, it would be possible to more accurately predict the total duration of a journey, not only the effective travel time. Future work also includes further evaluation and analysis of the method. The experiment was based on a rather small amount of GPS data, and it is relevant to conduct experiments with a larger set of historical GPS data, which covers more trips and more dense data. In addition, it is relevant to perform more tests on the existing data set, for example, by studying transport in both directions in the selected route. In order to analyze the behavior of the method, we analyzed three different neighborhoods (i.e., GPS observations) of a vehicle position. It would be interesting to further investigate what influence the choice of neighborhood has on the results, and how the neighborhood can be chosen in order to calibrate the method.
The travel time prediction method proposed in this paper is versatile and flexible. The incidence of, for example, newly arising roadwork, could easily be included in the prediction by introducing weighting functions in the selection of GPS observations that are used to determine the speeds of the vehicle. In addition, the influence of partially outdated information or seasonality can accordingly be suppressed or emphasized. A major advantage of the proposed method in its current form is that it does not need any underlying map information. However, given that map information is available, it would be possible to use the collected data to generate a classifier that can be used to estimate the travel times for the unexplored parts of the road network. Even though the proposed method has been illustrated and evaluated using historical GPS data describing movement of HGVs, it is our belief that the suggested model can be used also for prediction of travel time for other types of traffic, depending on which type of data that is used in the method. Therefore, in the future, we also intend to explore data from different types of transport.
