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This paper deals with the closedness of the attainable set in the function space
W
1
2 ×L2 of a linear neutral system with commensurate delays in state and control.
Necessary and sufﬁcient algebraic criteria expressed in terms of the system matrices
for the closedness are derived. By the additional restriction that the control is a
scalar control, another criterion for closedness, based on the transfer matrix, is
indicated and used to verify the results.  2002 Elsevier Science (USA)
1. INTRODUCTION
In this paper, we examine the closedness in W 12 ×L2 of a linear discrete
neutral system with commensurate delays in state and control deﬁned by
d
dt
(
xt −A−1xt − h
) = N∑
i=0
Aixt − ih +
N∑
i=0
Biut − ih (1)
We give necessary and sufﬁcient conditions for the closedness in W 12 ×L2
of system (1). Our results, which are algebraic in nature, are generalized
and extend the results of various authors. Colonius and Hinehsen [5] stud-
ied the optimal control of hereditary systems. As part of their results they
showed that for the system
x˙t = Atxt + Btut
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if imA′t ⊂ imB+t for a.e. t ∈ −−h t1, then the attainable set AT 
is closed in W 1p if and only if Bt is bounded a.e. in b t1. Here Bt+ is
the generalized inverse in the matrix Bt, and
A′sx =
∫ b
a
ηs t × tdt η ∈ Lq
(t0 t1 × t0 t1 Lnn)
The same condition for closedness ofAT  is also shown by Kurcyusz and
Olbrot [7] to hold if and only if imB is closed, where B Lpb t1 Er →
Lpb t1 En is deﬁned by(˜
Bu
)
t = Btut t ∈ t0 t0
Kurcyusz and Olbrot [7] have also shown that for the delay system
x˙t = A1xt − 1 +A2xt + Btut t ∈ t t1
the attainable set AT  is closed if and only if
imA1A
i
2B ⊂ imB i = 0 1     n− 1
In [1] Banks and Jacobs gave some results on the attainable set in
function space and its augmented form. It was shown that under certain
hypotheses, the attainable set is a closed linear variety in W 12 . Thus, the
saturation of the augmented attainable set is closed, convex with non-empty
interior relative to an approximately chosen Hilbert space. Colonius [4], in
discussing the optimal control of linear retarded systems, showed that the
maximum principle is valid if the small attainability subspace of order 0
is closed in a certain Sobolev space. In a more general context Kurcyusz
[6] has shown that the closedness assumption is necessary to guarantee
the existence of Lagrange multipliers for all differentiable performance
indices. In [2], Bartosiewicz gave algebraic criteria expressed in terms of
coefﬁcients of the system for the closedness of the attainable set in the
Sobolev space W 1p . The condition has the form
KIkerZ0 ⊂ imZ0 i = 1     ns − 1
Also, the system studied is d
dt
xt −A−1xt − h = A0xt +A1xt −
h +B0ut—no control delays, not a multi-input system either. We seek to
extend these results to a discrete neutral system with control delays. Nec-
essary and sufﬁcient conditions based on the matrices AI, BI are reported.
Because of delays in the control, a bigger state space W 12 ×L2 is used. The
literature on approximate and exact controllability of retarded and neutral
systems is quite copious, and these are basic issues in settling the optimal
control problem. If, in addition to approximate controllability, the attain-
able set AT  is closed in the appropriate function space, then the system
is exactly controllable.
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2. NOTATIONS AND PRELIMINARIES
Let E denote the real line −∞∞. For a positive integer, n, denote
by En the space of real n-tuples with the Euclidean norm ·. If J is any
interval of E, the Lebesgue space of square integrable (equivalent classes
of) functions from J to En will be denoted L2JEn. The Sobolev space
consisting of all absolutely continuous functions x −h o → En with the
property that the function t → x˙t = dx
dt
∈ L2−h o En will be denoted
by W 12 . If x is a function belonging to W
1
2 a b En, then for each ﬁxed
t ∈ a b, the symbol x1 will denote an element of the space W 12 deﬁned by
xt0 = xt + 0 −h ≤ θ ≤ 0
In a similar manner, we use ut to denote the function on −h o, deﬁned
as follows:
uts = ut + s for s ∈ −h o
We shall consider the discrete control system
d
dt
(
xt −A−1xt − h
) = N∑
i=0
Aixt − ih +
N∑
i=0
Biut − ih (1)
or
d
dt
(
xt −A−1xt − h
)
= A0xt +
N∑
i=0
Ait − ih + B0ut
N∑
i=0
Biut − ih (1a)
where xt ∈ En, ut ∈ Em, h > 0, Ai, Bi are constant matrices of suitable
dimensions, t ∈ 0 T . We assume that a control u belongs to the space
L20 T U, where U is a closed and convex subset of L2.
Let x be the solution of (1) corresponding to the control u. Then by yt,
we denote the complete state of system (1) at time t.
yt = xt ut ∈ W 12
(−h 0 En × L2−h 0U) (2)
At will denote the attainable set at time t, that is,
At = yt ∈ W 12 × L2  yt = xt ut for some control u ∈ L20 tU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Let T = s + 1h and xit = xt − ih, uit = ut − ih, t ∈ −h 0,
i = 1     s + 1, or T > nh. Denote
x =


x1
x2

xs+1

  u =


u1
u2

us+1


AN =


A00 · · · 0
A1A00 · · ·
A2A1A00 · · ·

ANAN−1 · · ·

AsAs−1 · · · A1A0


 J =


00 · · · 0
10 · · ·
010 · · ·

10


A =


00 · · · 0
A−10 · · ·
0A−10 · · ·

A−10

  F−N =


00 · · · 0
B100 · · ·
B2B10 · · ·

BNBN−1 · · ·

BsBs−1 · · · B10


B =


BC0 · · · 0
0B00 · · ·

0¨ B0

 
where Ai = 0, Bi = 0, for i > N .
Here AN , J are ns + 1 × ns + 1 matrices, and B is an ns + 1×
ns + 1 matrix. With the notation above, system (1) transforms into the
system
x˙ = ANxt + Ax˙t + But + FNut t ∈ −h 0 (3)
Now, deﬁne the following matrices:
A = I− A−1A−N B = I− A−1B + FN
C = 0 0     I D = 0 (4)
Note that C is an n× ns + 1 matrix.
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Now, consider the control system with an output deﬁned by
x˙t = Ax+ Bu t ∈ −h 0 x−h = 0 (5)
yt = Cx+Du x ∈ Ek u ∈ Eq y ∈ Er (6)
and where A, B, C, D are constant matrices deﬁned in (4). The solution
of (5) is given by
xt = XtX−1−hx−h +
∫ t
−h
XtX−1sBsusds (7)
where Xt is any fundamental matrix of the homogeneous system
x˙t = Axt (8)
Clearly, (7) can be written in terms of eAt as follows:
xt = eAt+hx−h +
∫ t
−h
eAt−sBusds (9)
The continuity condition for the function x has the form
Jx0 = x−h (10)
Thus, (7) yields
x0 = eAhJx0 +
∫ t
−h
eAsBusds
Finally, (9) reduces to
xt = eAt+hJI− JeAh−1
∫ 0
−h
e−AsBusds +
∫ t
−h
eAt−sBusds (11)
Substituting in (6), we obtain
yt = Cx+Du = CeAt+hJI− JeAh−1
∫ 0
−h
e−AsBusds
+
∫ t
−h
CeAt−sBusds +Dut (12)
The input–output operator L L2−h 0 EQ → w12 −h 0 Er corre-
sponding to this system has the form
LUt = Dut +
∫ t
−h
CeAt−sBusds (13)
Thus, the above solution (12) can be written as
Xs+1t = yt = Lut + Lfut (14)
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where L is deﬁned by (13), and Lf  L2−h 0 Bq → W 12 −h 0 Er
is given by (
Lfut = CeAt+hJI− JeAh−1
∫
−h
)
e−AsBusds (15)
Here
k = ns + 1 q = ms + 1 r = n (16)
Deﬁnition 2.1 (Kernel of an Operator). Let V , W be vector spaces
over K, the scalar ﬁeld, and let F  V → W be a linear map. We deﬁne the
kernel of F to be set of elements v ∈ V , such that Fv = 0, and we shall
denote this by ker F .
Note that the kernel of a linear map F  V → W is a subspace of V
(see [9]).
Deﬁnition 2.2 (Image of an Operator). Let F  V → W be a linear
map. The image of F is the set of elements w ∈ W such that there exists
v ∈ V such that Fv = w; and we shall denote this by imF .
Note that imF is a subspace of W . For proof of these assertions, see [9].
3. CRITERION OF CLOSEDNESS
The following theorem will be made use of in the subsequent section:
Theorem 1. LetABX → Y be linear bounded operators, whereX and
Y are Banach spaces and B is a ﬁnite-dimensional operator. Then imA+B
is closed in Y if and only if imA is closed in Y .
Remark 1. This follows from known theorems about operators with
closed range and ﬁnite codimension. Thus, for the operators L and Lf
given in (14), we can state the following corollary:
Corollary 1. imL+ Lf  is closed in W 12 if and only if imL is closed
in W 12 .
Proof. The proof follows from the fact that Lf is a ﬁnite-dimensional
operator and L has a ﬁnite codimension.
The next result follows from the results of Bartosiewicz [2].
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Theorem 2. If D = 0, then imL is closed in V 12 if and only if rankLk =
k, rankCB, where
Lk =


CB 00 · · · 0
CAB CB0 · · · 0

CAk−1 CAk−2 · · · CB

 (17)
and V 12 =
{
f ∈ W 12  f −h = 0
}
.
We now deﬁne some matrices, which are needed in the proof of the main
results (here s is ﬁxed). Let
-0j =
{
I j = 0
0 j = 1     s
-ij =


A0 j = 0
j−k∑
k=0
A− 1Ak j = 1 2     s
-ij =
j∑
k=0
-i−1k -
1
j−k i = 2     ns + 1 − 1 j = 0     s
Zij =
j∑
k=0
-ik
( j∑
k=0
A
j−k−1
−1 BL
)
(18)
and
Bj = 0 for j > N
Zi = [ZisZis−1     Zi1 Zi0] (18a)
/ij = Zij −A0Zi−1j  i = 1 2     ns + 1 − 1 j = 0 1     s
/i = [/is/is−1     /i1/i0] (19)
K1 = /1
K1 = /1 −
i=1∑
j=1
/1−jZ0+Kj i=1     ns + 1 − 1 (20)
where Z0+ is the right inverse of Z0.
Lemma 1. Let A , B, C be as deﬁned in (4) and let Zij be as in (18).
Then
CAiB = [Zis Zis−1     Zi1 Zi0] = Zi by 18a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Proof. We may write A as
A = (I− A )−1AN
=


1 0 · · · 0
A−1 10 · · ·
A2−1 A−1 10

As−1 A
s−1
−1 · · · I

×


A0 0 0 · · · 0
A1 A0 0
A2A1 A0 0

As As−1 · · · A1A0


=


-10 0 · · · 0
-11 -
1
0 0 · · ·
-12 -
1
1 -
1
00 · · ·

-1s -
1
s−1 · · · -11-10



where Ai = 0, i > N , and
B = I− A−1B + FN
=


1 0
A−1 1 0 · · ·
A2−1 A−1 10 · · ·

As−1 A
s−1
−1 · · · 10




B0 0 · · ·
B1 B0 0 · · ·
B2 B1 B0 · · ·

B2 B2−1 · · · B0

 
That is,
B =


B0 0
A−1B0 + B1 B0 0
A2−1B0 +AB−1 + B2 A−1B0 + B1   
A3−1B0 +A2−1B1 +A−1B2 + B3   

 = CA0B = CB
CA1B=


A0B00
A−1A0+A1+A0A−1B0+B1+A1
A2−1A0+A−1A1+A2B0+A−1A0+A0+A1A−1B0+B1
+A0A21B0+A−1B1+B2

A2−IA0+AA1−1+A2B0+A−1A0+A1A−1A0+A1
×A−1B0+B0+B1+A0A21B0+A−1B1+B2
The result follows immediately.
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Using the results of this lemma, the matrix in (17) can be expressed in
terms of Zi and /i as follows:
Lk=


Z0 0 ···
Zt Z0 0 ···

Zk−1 Zk−z ··· Z′Z0

 (21)
=


Z0 ··· 0
Z1−A0 Z0 Z00 ···

Zk−1 A0Z0 ··· Z0

 (from the deﬁnition of Zi) (22)
=


Z0 0 ··· 0
/1 Z0 0 ···


/k−1 /k−2 ··· Z0

 (from (19)). (23)
Thus, we can restart Theorem 2 in terms of these later matrices as follows:
Theorem 2a. If D=0, then imL is closed in V 12 if and only if rankLk=
k rankZ0.
Lemma 2. Let ABC be matrices of dimensions k×L; m×L; m×r;
respectively. Then
rank
[
A O
B C
]
=rankA+rankC iff B kerA⊂ imC
Using Lk as deﬁned in (23) and Lemma 2, we deduce the following:
rankLk=rankZ0+rankLk−1 iff


/1
/2

/k−1

kerZ0⊂ imLk−1 23a
Repeating this process k−1 times, we arrive at the following corollary.
Corollary 2.
rankLk=k rankZ0 iff


/1
/2

/k−1

kerZ0⊂ imLk−1
Lemma 3. The following conditions are equivalent:
(i)
rankLk=k rankZ0 (24)
closedness of an attainable set 493
(ii) 

/1
/2

/k−1

kerZ0⊂ imLk−1 (25)
(iii) For all x∈kerZ0, there exist x1xk−1 such that
/1x=Zx1
/2x=/1x1+Z0x2

/k−1x=/k−2x1+···+Z0xk−1
(26)
Proof. The equivalent of (24) and (25) is the result of Lemma 2, and
the equivalence of (25) and (26) follows readily.
We now obtain the solution to system (26) as follows. Let Ki be as deﬁned
in (20) and let
x˜i=Z0 Kix for x∈kerZ0 i=12k−1 (27)
where Z0−1 is the left inverse of Z0.
Lemma 4. x˜i given by (27), i=1k−1, are the solution of (26) for
every x∈kerZ0 if and only if
Ki kerZ0⊂ imZ0 i=12k−1 (28)
Proof. Suppose x˜1 are given by (27); then by (28) we obtain
Z0x˜1=Z0Z0+/1x=/1x
Z0x˜2=Z0Z0− K2x=K2x=/2x−/′x˜i

Z0x˜k−1=···=Kk−1x=/k−1x−
k−2∑
i=1
/k−1−ix˜i
Thus, x˜i are the solution of (26). Conversely, suppose that (28) does not
hold, for some i. Then there exists an x∈kerZ0 such that the equation
Z0xi=Kxi has no solution. Thus, (27) does not hold. Hence, if (28) holds,
then (27) holds and so does (26).
We now state the main theorems of this paper.
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Theorem 3. RankLk=k rankZ0 if and only if KikerZ0⊂ imZ0, for
i=1k−1.
Proof. Suppose rankLk=k rankZ0; then by Lemma 3, Eq. (26) has
a solution. Hence, by Lemma 4, KikerZ0⊂ imZ0. Conversely, suppose
KikerZ0⊂ imZ0; then by Lemma 4 again, Eq. (27) solves system (26),
and, by Lemma 3, rank Lk=k rankZ0.
Corollary 3. The set AT , for T =s+1h, is closed in W 12 if and
only if
KikerZ0⊂ imZ0 i=1ns+1−1 (29)
Proof. This follows from Theorem 2a and Theorem 3.
Corollary 4. Each of the following conditions is sufﬁcient for the closed-
ness of aT  in W 12 :
im/i⊂ imZ0 I=1ns+1−1 (30)
rankZ0=n (31)
rank
[
As−1B0+A3−1−3 B1+As−s−1 Bs
A2−1B0+A−1B1+B2 A−1B0+B1B0
]

Proof. From the deﬁnition of Ki, condition (30) implies imKI⊂ imZ0,
which in turn implies (28). The condition (31) implies (30), and clearly by
computation of Z0, we see that (31) implies (32).
By at we denote the set of attainable xt ∈ W 12 .
Theorem 4. Let
at=xt∈W 12 xtθ=xt+θ for θ∈ −h0x be a solution of (1)
corresponding to some control u and zero initial conditions
and by atv we denote the set of these elements xt which are obtained by control
with the ﬁnal condition uT =v.
Similarly, deﬁne
a∞=
⋃
t>0
at a∞v=
⋃
t>0
atv
Clearly,
At=At=
⋃
v∈12
atv×v
We have shown that the set atv is closed in W
1
2 if and only if the conditions
of Corollary 3 hold and if the conditions of Corollary 4 are met. Moreover,
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our control set U is closed in L2−h0Em. We therefore conclude that
the conditions of Corollary 3 are necessary and sufﬁcient for the closedness
of the attainable set At in W
1
2 ×L2.
Furthermore, conditions (30)–(32) are each sufﬁcient for the closedness
of the attainable set in W 12 ×L2.
Remark 2. In (32), when N=1 and B1=0, we obtain the same result as
in [2] for the system
d
dt
xt−A−1xt−h=A0xt+A1xt−h+B0ut (33)
Also, if N=1, B1=0, A−1=0, we obtain the same result as Kurcyusz and
Olbrot [7]. Finally, when A−1=0 we obtain results similar to those of the
author of [8] for a discrete system:
x˙t=
N∑
i=0
Aixt−ih+
N∑
i=0
Biut−ih (34)
4. EXAMPLES
Before the examples, we give another form of necessary and sufﬁcient
conditions, in terms of the transfer matrix of system (1). This result, which
is an extension of the result of Bartosiewicz (3), to neutral systems will be
used to check our results. Consider system (1a) again,
x˙t=A−1x˙t−h+A0xt+
N∑
i=1
Aixt−ih+B0ut+
N∑
i=1
Biut−ih
Applying the Laplace transform, we obtain
sXs−x0=A−1e−shsXs−x0+A0Xs
+
N∑
i=1
e−ihsAiXs+B0Us+
N∑
i=1
Bie
−ihsUs
Simplifying this, we obtain(
sI−A−1se−sh−A0−
N∑
i=1
e−hsAi
)
×s
=x0
(
I+A−1e−sh
)+(B0+ N∑
i=1
Bie
−ihs
)
Us
so that the characteristic equation is given by
-s=(sI−A−1e−sh−A0−∑e−hs)
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and the transfer matrix is given by
Gs=-−1s
[
B0+
N∑
i=1
Bie
−hs
]

If ut∈E1 is a scalar control, then Gs is a column matrix, i.e.,
Gs=


G1s
G2s−

Gns


Each Gi is a complex function.
Proposition 1. The attainable set At is closed in W 12 ×L2 for all t>0
if and only if Gi/Gj deﬁnes a rational complex function for ij= im,
and G =0.
Proof. The proof is easily deducible from Theorem 1 of [3] and
Remark 2. Let N=1, so that we have the system
x˙t=A−1x˙t−h+A0×t+A1xt−h+B0ut+B1ut−h (35)
where
A−1=
(
0 −1
0 0
)
 A0=
(
1 0
0 0
)
 A1=
(
0 −1
0 0
)

B0=
(
1
0
)
 B1=
(
0
−1
)

By deﬁnition Z0=Z02Z0s−1Z01Z00, that is,
Z0=[As−rB0+As−1B1A3−1B0+A2−1B1A2−1B1A−1B0+B1B0]
This yields
Z0=
[
0 0 ··· 0 1 1
1 1 ··· 1 −1 0
]

giving rankZ0=2=n, so that by Corollary 4, the attainable set AT  is
closed in W 12 ×L2 for T>nth,
-s=
(
s 0
0 s
)
−
(
0 0
se−hs 0
)
−
(
1 0
0 0
)
−
(
0 −e−sh
0 0
)
=
(
s−1 e−s
−se−hs s
)
 -−1s=
(
s −e−sh
se−hs s−1
)
1
det-s 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The transfer matrix is given by
Gs=
(
s −e−sh
se−hs s−1
)(
1
−e−sh
)

1
det-s
= 1
det-s−
(
s+e−2sh
se−hs−se−sh+e−hs
)

Thus,
G1s
G2s
= s+e
−2hs
e−sh
se−sh+e−sh
which is a rational complex function. Hence, by Proposition 1, the attainable
set At is closed in W 12 ×L2 for all t>0.
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