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In this paper, we analyze several different types of discrete sequential fractional boundary
value problems. Our prototype equation is −μ1μ2μ3 y(t) = f (t + μ1 + μ2 + μ3 − 1,
y(t+μ1 +μ2 +μ3 −1)) subject to the conjugate boundary conditions y(0) = 0 = y(b+2),
where f : [1,b + 1]N0 × R → [0,+∞) is a continuous function and μ1,μ2,μ3 ∈ (0,1)
satisfy 1 < μ2 + μ3 < 2 and 1 < μ1 + μ2 + μ3 < 2. We also obtain results for delta–
nabla discrete fractional boundary value problems. As an application of our analysis, we
give conditions under which such problems will admit at least one positive solution.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider a discrete fractional boundary value problem (FBVP), for t ∈ [2 − μ1 − μ2 − μ3,b + 2 − μ1 −
μ2 − μ3]N2−μ1−μ2−μ3 , of the form
−μ1μ2μ3 y(t) = f (t + μ1 + μ2 + μ3 − 1, y(t + μ1 + μ2 + μ3 − 1)), (1.1)
subject to the conjugate boundary conditions
y(0) = 0 = y(b + 2), (1.2)
where f : [1,b + 1]N0 × R → [0,+∞) is a continuous function, b ∈ N, and μ1, μ2, μ3 ∈ (0,1) satisfy both
1 < μ2 + μ3 < 2 (1.3)
and
1 < μ1 + μ2 + μ3 < 2. (1.4)
The purpose of this article is to compare and contrast problem (1.1)–(1.2) with the non-sequential conjugate problem studied
recently by Atici and Eloe [1] and to highlight the complications that arise in the sequential setting, particularly in the
context of proving that (1.1)–(1.2) admits at least one positive solution. We point out that Wei et al. [2] have addressed
some of these issues in the continuous fractional setting. Indeed, because of the sequence of differences in (1.1) and the
composition rules for fractional differences, it turns out that problem (1.1) is different than the simpler problem −ν y(t) =
E-mail address: s-cgoodri4@math.unl.edu.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.06.022
112 C.S. Goodrich / J. Math. Anal. Appl. 385 (2012) 111–124− f (t + ν − 1, y(t + ν − 1)), where ν ∈ (1,2]. We shall expand on these differences. Moreover, our analysis will also yield
complementary results for the delta–nabla problem
−μ1μ2∇μ3 y(t + μ3) = f
(
t + μ1 + μ2 + μ3 − 1, y(t + μ1 + μ2 + μ3 − 1)
)
, (1.5)
subject to (1.2), which has not yet been studied. In particular, our analysis will provide the following insights.
1. We clarify the structure of sequential fractional difference equations. Due to the lack of commutativity of the fractional
difference, this represents an interesting complication that does not arise in the integer-order setting.
2. In problem (1.5), we necessarily have a composition of two fractional differences, which gives rise to a sequential
problem. Consequently, while we believe (1.1)–(1.2) to be mathematically interesting for its own sake, it is the case that
one reason, among several, to be interested in problems such as (1.1)–(1.2) is due to the fact that fractional delta–nabla
problems such as (1.5) are necessarily of this sort of sequential type. Now, it is the case that delta–nabla problems are
not of great interest on just the time scale Z. However, as clariﬁed below, there are now numerous attempts to extend
the discrete fractional calculus to other time scales, and so, interest in fractional delta–nabla problems may increase in
these other settings. Consequently, we feel this to be an interesting, if at this point minor, contribution.
3. We provide some connections with the recent work [2] in the discrete setting.
Now, to contextualize the problem (1.1) appropriately, we begin by remarking that the study of fractional equations
has recently developed into a relatively vibrant research area. This is particularly so in the continuous case – see, for
example, [3–13] and the references therein; this interest is in part due to the useful applications of the fractional calculus
together with its interesting and often nontrivial mathematical theory. On the other hand, fractional difference equations
have attracted slowly but steadily increasing attention in the past three years or so. In particular, several recent papers
by Atici and Eloe as well as other recent papers by the present author have addressed some of the basic theory of both
discrete fractional IVPs (initial value problems) as well as discrete fractional BVPs. More speciﬁcally, Atici and Eloe [1] have
already analyzed the conjugate discrete FBVP with delta derivative (i.e., −ν y(t) = f (t + ν − 1, y(t + ν − 1)) subject to
y(ν − 2) = y(ν + b + 1) = 0 with 1 < ν  2). Somewhat earlier Atici and Eloe [14] considered a discrete fractional IVP. On
the other hand, the present author considered in [15] a discrete fractional right-focal BVP, whereas in [16] he considered
continuity properties of discrete fractional IVPs. Other recent work has concerned discrete FBVPs with a variety of boundary
conditions as well as discrete fractional variational problems and modeling – see [17–24]. Finally, we should emphasize that
there have now been numerous attempts to extend the fractional calculus to a variety of other more general time scales.
In particular, the recent papers by Bastos et al. [25,26] and Ferreira [27] have provided some initial extensions of the delta
and nabla fractional calculus to these more general time scales, and it seems that these extensions will continue to be
developed.
Since, as mentioned earlier, we shall also obtain results for problems involving the discrete fractional nabla operator, we
remark that in the integer-order literature, the delta–nabla boundary value problem has received considerable attention in
recent years. For example, Anderson [28] considered the problem u∇(t)+ f (t,u(t)) = 0, u(0) = 0, αu(η) = u(T ), on a time
scale T. In case one puts T = Z, then one obtains an integer-order delta–nabla difference equation. Kaufmann and Raffoul
[29] considered a closely related problem. Similarly, Cheung et al. [30] considered a delta–nabla difference equation of the
form ∇u(k) + f (k,u(k)) = 0 together with a couple of a different speciﬁc nonlocal conditions. For some other works on
delta–nabla boundary value problems on various time scales, see [31–39] and the references therein.
As mentioned earlier, the contribution of this article is to initiate the study of sequential discrete fractional delta BVPs.
More speciﬁcally, we begin by recalling some operational properties of the fractional difference operator. We shall need
these properties to analyze properly problem (1.1)–(1.2). A recent paper by Holm [40] has addressed in detail certain of
these operational properties. We recall certain of these properties in Section 2, and then comment on their applicability
to our problem in (1.1)–(1.2). Having recalled the necessary operational properties, we provide in Section 3 an analysis of
problem (1.1)–(1.2). As an application of our analysis we show that problem (1.1)–(1.2) admits the existence of a positive
solution under standard hypotheses on the nonlinearity. We then demonstrate that an easy corollary regarding the delta–
nabla problem result from this analysis. Finally, we shall conclude with some generalizations of problem (1.1)–(1.2).
2. Preliminaries
We ﬁrst wish to collect a number of basic lemmas that will be important to us in the sequel. These and other related
results and their proofs can be found in any of the recent papers in the literature (e.g., [1]).
Deﬁnition 2.1. We deﬁne tν := Γ (t+1)
Γ (t+1−ν) , for any t and ν for which the right-hand side is deﬁned. We also appeal to the
convention that if t + 1− ν is a pole of the Gamma function and t + 1 is not a pole, then tν = 0.
Deﬁnition 2.2. The ν-th fractional sum of a function f , for ν > 0, is −ν f (t) = −ν f (t;a) := 1
Γ (ν)
∑t−ν
s=a (t − s − 1)ν−1 f (s),
for t ∈ {a + ν,a + ν + 1, . . .} =: Na+ν . We also deﬁne the ν-th fractional difference for ν > 0 by ν f (t) := Nν−N f (t),
where t ∈ Na+ν and N ∈ N is chosen so that 0 N − 1 < ν  N .
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Lemma 2.4. Let 0 N − 1 < ν  N. Then −νν y(t) = y(t)+ C1tν−1 + C2tν−2 + · · · + CNtν−N , for some Ci ∈ R, with 1 i  N.
Lemma 2.5. Let f be a real-value function deﬁned on Na and let μ,ν > 0. Then
−νa+μ
[

−μ
a f (t)
]= −(μ+ν)a f (t) = −μa+ν[−νa f (t)].
Lemma 2.6. Let 0m − 1 < ν m, where m denotes a positive integer and y(t) be deﬁned on Nν−m := {ν −m, ν −m + 1, . . .}.
Then
νν−my(t) = ∇νν−my(t + ν),
for t ∈ Z−m.
Lemma 2.7. Let a ∈ R, μ ∈ R \ {. . . ,−2,−1,0}, ν > 0, and (t − a)μ : Na+μ → R. Then:
1. −νa+μ(t − a)μ = Γ (μ+1)Γ (μ+1+ν) (t − a)μ+ν , for t ∈ Na+μ+ν ; and
2. νa+μ(t − a)μ = Γ (μ+1)Γ (μ+1−ν) (t − a)μ−ν , for t ∈ Na+μ+N−ν ,
where N ∈ N is the unique positive integer satisfying N − 1 < ν  N.
Remark 2.8. We note, in particular, that Lemma 2.5 was proved by Atici and Eloe [41]. Furthermore, Lemma 2.6 was also
proved by Atici and Eloe in the recent paper [42]. Finally, Lemma 2.7 was independently proved both by Atici and Eloe [41]
and, more recently, by Holm [40].
Remark 2.9. We remind the reader that by the notation νν−my(t), for instance, as occurs in the statement of Lemma 2.6
above, the subscript ν − m implies that sum deﬁning the fractional difference (or sum) begins at s = ν − m (cf., Deﬁni-
tion 2.2). Of course, the superscript ν implies that the order of the fractional difference is ν . While it is crucial to keep track
of domains in the discrete fractional calculus, as will be seen very shortly, if it is clear from the context, we shall omit the
subscript from the fractional operator.
We now state the key operational property that we require in order to complete our program in the sequel. This result,
Theorem 2.10, was recently established by Holm [40] following the program in the continuous fractional calculus outlined
by Podlubny [43]. In particular, one might wonder why we have chosen the domains in problem (1.1)–(1.2) as we have.
Indeed, the choice of the domain seems at odds with the choice in other recent works on discrete boundary value problems
of fractional order – cf., [1,15]. The statement of Theorem 2.10 shall make clear why we have made this seemingly peculiar
choice. As a careful examination of the proofs in [40] reveal, really all of this is a consequence of the peculiar domain
requirements of the power rule in Lemma 2.7 above.
Theorem 2.10. Let f : Na → R be given and suppose that ν , μ > 0 with N − 1 < ν  N and M − 1 < μ  M. Then for t ∈
Na+M−μ+N−ν
νa+M−μ
μ
a f (t) = ν+μa f (t) −
{∑M−1
j=0
 j−M+μ f (a+M−μ)
Γ (−ν−M+ j+1) (t − a − M + μ)−ν−M+ j, ν ∈ (N − 1,N),
0, ν = N.
(2.1)
In [40], Holm did not address the meaning of the term  j−M+μ f (a + M − μ) appearing in (2.1) above. In fact, in the
context of our boundary value problem, this term has a special relevance, which is very easy to prove. We do so below.
Proposition 2.11. Let y : N0 → R with μ ∈ (0,1]. Then we ﬁnd that
μ−1 y(1− μ) = y(0). (2.2)
Proof. To see that this is true, observe that μ − 1 0 since μ ∈ (0,1]. By deﬁnition, then, it follows that
μ−1 y(1− μ) =
[
1
Γ (1− μ)
t+μ−1∑
(t − s − 1)−μ y(s)
]s=0 t=1−μ
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Γ (1− μ)
0∑
s=0
(−μ − s)−μ y(s)
= 1
Γ (1− μ) · Γ (1− μ)y(0)
= y(0), (2.3)
as claimed. 
Finally, we require a well-known result, namely the Krasnosel’skiı˘ ﬁxed point theorem (see [44]), which we shall use to
prove Theorem 3.6 in the sequel.
Lemma 2.12. Let B be a Banach space and let K ⊆ B be a cone. Assume that Ω1 and Ω2 are open sets contained in B such that 0 ∈ Ω1
and Ω1 ⊆ Ω2 . Assume, further, that T : K ∩ (Ω2 \ Ω1) → K is a completely continuous operator. If either
1. ‖T y‖ ‖y‖ for y ∈ K ∩ ∂Ω1 and ‖T y‖ ‖y‖ for y ∈ K ∩ ∂Ω2; or
2. ‖T y‖ ‖y‖ for y ∈ K ∩ ∂Ω1 and ‖T y‖ ‖y‖ for y ∈ K ∩ ∂Ω2;
then T has at least one ﬁxed point in K ∩ (Ω2 \ Ω1).
3. Analysis of problem (1.1)–(1.2)
3.1. Green’s function analysis
We now provide an analysis of problem (1.1)–(1.2). We begin by repeatedly using Theorem 2.10 to derive a representation
of a solution to (1.1)–(1.2) as the ﬁxed point of an appropriate operator. In the sequel, the Banach space B is the set of
(continuous) real-valued maps from [0,b+ 2]N0 when equipped with the usual maximum norm, ‖ · ‖, which, incidentally, is
equivalent to the Banach space Rb+3 equipped with the same norm. Moreover, henceforth we also put
μ˜ := μ1 + μ2 + μ3, (3.1)
for notational convenience. Recall, moreover, that μ1 + μ2 ∈ (1,2) and that μ˜ ∈ (1,2); these facts will be important in the
sequel. Finally, we give the following notation, which will also be useful in the sequel.
T1 :=
{
(t, s) ∈ [0,b + 2]N0 × [2− μ˜,b + 2− μ˜]N2−μ˜ : 0 s < t − μ˜ + 1 b + 2
}
,
T2 :=
{
(t, s) ∈ [0,b + 2]N0 × [2− μ˜,b + 2− μ˜]N2−μ˜ : 0 t − μ˜ + 1 s b + 2
}
.
Theorem 3.1. Let the operator T : B → B be deﬁned by
(T y)(t) := α(t)y(1) +
b+2−μ˜∑
s=−μ˜+2
G(t, s) f
(
s + μ˜ − 1, y(s + μ˜ − 1)), (3.2)
where α : [0,b + 2]N0 → R is deﬁned by
α(t) := (t − 2+ μ2 + μ3)
μ2+μ3−1
Γ (μ2 + μ3) −
(b + μ2 + μ3)μ2+μ3−1
(b + μ˜)μ˜−1Γ (μ2 + μ3)
(t + μ˜ − 2)μ˜−1 (3.3)
and G : [0,b + 2]N0 × [−μ˜ + 2,−μ˜ + b + 2]N2−μ˜ → R is the Green’s function for the non-sequential conjugate problem given by
G(t, s) :=
⎧⎪⎨⎪⎩
(t+μ˜−2)μ˜−1(b+1−s)μ˜−1
(b+μ˜)μ˜−1 − (t − s − 1)
μ˜−1
, (t, s) ∈ T1,
(t+μ˜−2)μ˜−1(b+1−s)μ˜−1
(b+μ˜)μ˜−1 , (t, s) ∈ T2.
(3.4)
Then whenever y ∈ B is a ﬁxed point of T , it follows that y is a solution of problem (1.1)–(1.2).
Proof. To prove this claim, we shall apply repeatedly Theorem 2.10. To this end, recall both that μ3 ∈ (0,1) and that
μ2 + μ3 ∈ (1,2). Therefore, it follows from Lemma 2.7 and Theorem 2.10 that
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[
μ2+μ3 y(t) − y(0)
Γ (−μ2) (t − 1+ μ3)
−μ2−1
]
= μ1[μ2+μ3 y(t)]− y(0)
Γ (−μ2)
μ1
[
(t − 1+ μ3)−μ2−1
]
= μ˜ y(t) − y(0)
Γ (−μ2) ·
Γ (−μ2)
Γ (−μ2 − μ1) (t − 1+ μ3)
−μ2−μ1−1
−
1∑
j=0
[
 j−2+μ2+μ3 y(2− μ2 − μ3)
Γ (−μ1 − 2+ j + 1) (t − 2+ μ2 + μ3)
−μ1−2+ j
]
= μ˜ y(t) − 
μ2+μ3−2 y(2− μ2 − μ3)
Γ (−μ1 − 1) (t − 2+ μ2 + μ3)
−μ1−2
− 
μ2+μ3−1 y(2− μ2 − μ3)
Γ (−μ1) (t − 2+ μ2 + μ3)
−μ1−1
− y(0)
Γ (−μ2 − μ1) (t − 1+ μ3)
−μ2−μ1−1. (3.5)
Now, the same argument as in Proposition 2.11 shows that
μ2+μ3−2 y(2− μ2 − μ3) = y(0). (3.6)
On the other hand, note that (cf., Deﬁnition 2.2)
μ2+μ3−1 y(t) = μ2+μ3−2 y(t)
= t
[
1
Γ (2− μ2 − μ3)
t−2+μ2+μ3∑
s=0
(t − s − 1)1−μ2−μ3 y(s)
]
= 1
Γ (2− μ2 − μ3)
t−1+μ2+μ3∑
s=0
(t − s)1−μ2−μ3 y(s)
− 1
Γ (2− μ2 − μ3)
t−2+μ2+μ3∑
s=0
(t − s − 1)1−μ2−μ3 y(s). (3.7)
So, from (3.7), it is clear that
μ2+μ3−1 y(2− μ2 − μ3) = 1
Γ (2− μ2 − μ3)
1∑
s=0
(2− μ2 − μ3 − s)1−μ2−μ3 y(s)
− 1
Γ (2− μ2 − μ3)
0∑
s=0
(1− μ2 − μ3 − s)1−μ2−μ3 y(s)
= 1
Γ (2− μ2 − μ3) y(0)
[
(2− μ2 − μ3)1−μ2−μ3 − (1− μ2 − μ3)1−μ2−μ3
]
+ 1
Γ (2− μ2 − μ3) (1− μ2 − μ3)
1−μ2−μ3 y(1). (3.8)
Putting (3.6) and (3.8) into (3.5), we ﬁnd that
μ1μ2μ3 y(t) = μ˜ y(t) − [y(1) + (1− μ2 − μ3)y(0)]
Γ (−μ1) (t − 2+ μ2 + μ3)
−μ1−1
− y(0)
Γ (−μ1 − 1) (t − 2+ μ2 + μ3)
−μ1−2 − y(0)
Γ (−μ2 − μ1) (t − 1+ μ3)
−μ2−μ1−1, (3.9)
where have made some routine simpliﬁcations. Now, since y(0) = 0 by boundary condition (1.2), we ﬁnd that (3.9) reduces
to
μ1μ2μ3 y(t) = μ˜ y(t) − (t − 2+ μ2 + μ3)
−μ1−1
y(1). (3.10)
Γ (−μ1)
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y(t) = −−μ˜
[
− (t − 2+ μ2 + μ3)
−μ1−1
Γ (−μ1) y(1)
]
− −μ˜ f (t + μ˜ − 1, y(t + μ˜ − 1))
+ c1(t + μ˜ − 2)μ˜−1 + c2(t + μ˜ − 2)μ˜−2. (3.11)
Before continuing further, we wish to give a careful explanation for the basis vectors (t + μ˜ − 2)μ˜−1 and (t + μ˜ − 2)μ˜−2
appearing in (3.11). (The reader should also consult Holm [40] for a detailed discussion of this point.) The reason for this
choice is related to the peculiar statement of the power rule given in Lemma 2.7. Indeed, observe that if y(t) is given as in
(3.11) above, then in order for y to be a solution to (1.1), it must be the case that −μ˜ y(t) = f (t + μ˜− 1, y(t + μ˜− 1)), for
t ∈ N2−μ˜ . But, in particular, this means that both
μ˜
[
(t + μ˜ − 2)μ˜−1]= 0 (3.12)
and
μ˜
[
(t + μ˜ − 2)μ˜−2]= 0 (3.13)
must hold for each admissible t . Whether (3.12)–(3.13) hold depends upon the applicability of the power rule, namely
Lemma 2.7, in this situation. Assuming that the power rule may be applied, it is straightforward to check that each of (3.12)
and (3.13) does indeed hold.
So, let us explicitly check that the power rule can indeed be applied in this setting. Let us ﬁrst consider (3.13). In
this case, a routine calculation shows that the power rule can be applied whenever t ∈ N2−μ˜ , which, of course, it is by
assumption. So, (3.13) is valid. On the other hand, a similar calculation shows that (3.12) holds provided that t ∈ N3−μ˜ . This
would seem to be a problem since we really desire (3.12) to hold at t = 2− μ˜, too. However, notice that[
(t − 2+ μ˜)μ˜−1]t=0 = 0, (3.14)
as is easily checked, and that
μ˜
[
(t + μ˜ − 2)μ˜−1]= 2[ 1
Γ (2− μ˜)
t+μ˜−2∑
s=0
(t − s − 1)1−μ˜(s + μ˜ − 2)μ˜−1
]
= 2
[
1
Γ (2− μ˜)
t+μ˜−2∑
s=1
(t − s − 1)1−μ˜(s + μ˜ − 2)μ˜−1
]
(3.15)
where to get the ﬁnal equality we have used (3.14) above. So, from (3.15) we conclude that (3.12) need only hold for
t ∈ N3−μ˜ because when t = 2 − μ˜, (3.12) holds vacuously. In summary, both (3.12) and (3.13) hold for all t ∈ N2−μ˜ , as
desired.
Now, continuing from (3.11), it is clear that the boundary condition y(0) = 0 implies that c2 = 0. On the other hand, the
boundary condition y(b + 2) = 0, implies that
0 = c1(b + μ˜)μ˜−1 + y(1)
Γ (μ2 + μ3) (b + μ2 + μ3)
μ2+μ3−1
− 1
Γ (μ˜)
b+2−μ˜∑
s=−μ˜+2
(b + 1− s)μ˜−1 f (s + μ˜ − 1, y(s + μ˜ − 1)). (3.16)
From (3.16), we deduce that
c1 = − (b + μ2 + μ3)
μ2+μ3−1
(b + μ˜)μ˜−1Γ (μ2 + μ3)
y(1) + 1
Γ (μ˜)
b+2−μ˜∑
s=−μ˜+2
(b + 1− s)μ˜−1
(b + μ˜)μ˜−1 f
(
s + μ˜ − 1, y(s + μ˜ − 1)). (3.17)
Finally, putting the obtained values of c1 and c2 back into (3.11), we ﬁnd that
y(t) = α(t)y(1) +
b+2−μ˜∑
s=−μ˜+2
G(t, s) f
(
s + μ˜ − 1, y(s + μ˜ − 1)), (3.18)
where α is as deﬁned in (3.3) above and G(t, s) is as deﬁned in (3.4) above. Now, if (T y)(t) is deﬁned by the right-hand
side of (3.18), then it is clear that T satisﬁes both the difference equation (1.1) and the boundary conditions (1.2). Therefore,
the desired claim holds, and this completes the proof. 
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easy to show that the solution to the boundary value problem is
y(t) =
[
1
1− α(1)
b+2−μ˜∑
s=−μ˜+2
G(1, s) f (s + μ˜ − 1)
]
α(t) +
b+2−μ˜∑
s=−μ˜+2
G(t, s) f (s + μ˜ − 1).
On the other hand, if f (t, y) has the form a(t)y, which also gives rise to a linear problem, then the analysis is rather much
more delicate. In fact, there does not appear to be any results in the discrete fractional calculus literature on such linear
problems. We leave this consideration, however, to future work.
We next state an easy proposition regarding the Green’s function, G(t, s), appearing in the operator T .
Proposition 3.3. The Green’s function G(t, s) given in Theorem 3.1 satisﬁes:
(1) G(t, s) 0 for each (t, s) ∈ [0,b + 2]N0 × [2− μ˜,b + 2− μ˜]N2−μ˜ ;
(2) maxt∈[0,b+2]N0 G(t, s) = G(s + μ˜ − 1, s) for each s ∈ [2− μ˜,b + 2− μ˜]N2−μ˜ ; and
(3) there exists a number γ ∈ (0,1) such that
min
[ b4 , 3b4 ]N0
G(t, s) γ max
t∈[0,b+2]N0
G(t, s) = γ G(s + μ˜ − 1, s),
for s ∈ [2− μ˜,b + 2− μ˜]N2−μ˜ .
Proof. A straightforward modiﬁcation of the proof of [1, Theorem 3.2], keeping track of the different domains, yields this
result. For example, in case (t, s) ∈ T2, it is obvious that tG(t, s) 0. On the other hand, in case (t, s) ∈ T1, we ﬁnd that
tG(t, s) = (μ˜ − 1)(t + μ˜ − 2)
μ˜−1
(b + 1− s)μ˜−1
(b + μ˜)μ˜−1 − (μ˜ − 1)(t − s − 1)
μ˜−2
. (3.19)
From (3.19) it is clear that tG(t, s) 0 if and only if
(t + μ˜ − 2)μ˜−2(b + 1− s)μ˜−1
(t − s − 1)μ˜−2(b + μ˜)μ˜−1  1 (3.20)
holds. But that (3.20) holds is a consequence of the fact that tβ is increasing when β ∈ [0,1) and decreasing when β ∈
(−1,0], which may be easily veriﬁed by using the deﬁnition of tβ . As a consequence of the fact that G(t, s) is decreasing in
t for all (t, s) ∈ T1 and increasing in t for all (t, s) ∈ T2, conclusion (2) holds. Moreover, conclusion (1) holds by combining
(2) with the fact that G(0, s) = G(b + 2, s) = 0, for each admissible s. Finally to prove (3), we can give an argument exactly
similar to that of Atici and Eloe in [1]. Therefore, we omit this part of the proof. 
We next require a preliminary lemma regarding the behavior of α appearing in (3.3) above.
Lemma 3.4. Let α be deﬁned as in (3.3). Then α(0) = α(b + 2) = 0. Moreover, ‖α‖ ∈ (0,1).
Proof. That α(0) = α(b + 2) = 0 is obvious. On the other hand, to show that 0 < ‖α‖ < 1, we argue as follows.
We ﬁrst show that α(t) > 0, for all t ∈ [1,b + 1]N . Let us ﬁrst note that
α(t) = (t − 2+ μ2 + μ3)
μ2+μ3−1
Γ (μ2 + μ3) −
(b + μ2 + μ3)μ2+μ3−1
(b + μ˜)μ˜−1Γ (μ2 + μ3)
(t + μ˜ − 2)μ˜−1
= Γ (t + μ2 + μ3 − 1)
Γ (t)Γ (μ2 + μ3) −
Γ (b + μ2 + μ3 + 1)Γ (t + μ˜ − 1)
Γ (b + μ˜ + 1)Γ (μ2 + μ3)Γ (t)
= Γ (t + μ2 + μ3 − 1)Γ (b + μ˜ + 1) − Γ (t + μ˜ − 1)Γ (b + μ2 + μ3 + 1)
Γ (t)Γ (μ2 + μ3)Γ (b + μ˜ + 1) . (3.21)
Therefore, α(t) > 0, for t ∈ [1,b + 1]N , if and only if
Γ (t + μ2 + μ3 − 1)Γ (b + μ˜ + 1) > Γ (t + μ˜ − 1)Γ (b + μ2 + μ3 + 1) (3.22)
holds for all such t . Now, (3.22) is equivalent to
Γ (t + μ2 + μ3 − 1)Γ (b + μ˜ + 1)
> 1,Γ (t + μ˜ − 1)Γ (b + μ2 + μ3 + 1)
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Γ (t + μ2 + μ3 − 1)Γ (b + μ˜ + 1)
Γ (t + μ˜ − 1)Γ (b + μ2 + μ3 + 1) =
(b + μ˜) · · · (t + μ˜ − 1)
(b + μ2 + μ3) · · · (t + μ2 + μ3 − 1) (3.23)
and the right-hand side of (3.23) is clearly greater than unity, it follows that (3.22) holds, and so, we conclude from (3.21)–
(3.23) that α(t) > 0, for t ∈ [1,b + 1]N , as claimed.
On the other hand, to argue that α(t) < 1, for t ∈ [0,b + 2]N0 , we begin by recasting α(t) in an alternative form. In
particular, deﬁne μ0 ∈ (1,2) by
μ0 := μ2 + μ3. (3.24)
Then it follows that
μ˜ = μ0 + μ1. (3.25)
Therefore, upon putting (3.24) and (3.25) into the deﬁnition of α given in (3.3), we ﬁnd that
α(t) = (t − 2+ μ0)
μ0−1
Γ (μ0)
− (b + μ0)
μ0−1(t + μ0 + μ1 − 2)μ0+μ1−1
(b + μ0 + μ1)μ0+μ1−1Γ (μ0)
. (3.26)
Now, consider the quotient
(t + μ0 + μ1 − 2)μ0+μ1−1
(b + μ0 + μ1)μ0+μ1−1
(3.27)
appearing in (3.26) above. Since
(t + μ0 + μ1 − 2)μ0+μ1−1
(b + μ0 + μ1)μ0+μ1−1
= (b + 1) · · · (t + 1)(t)
(b + μ0 + μ1) · · · (t + μ0 + μ1)(t + μ0 + μ1 − 1) , (3.28)
it is clear from (3.28) that for each ﬁxed but arbitrary b, t , and μ0, (3.27) decreases as μ1 increases. Consequently, for ﬁxed
but arbitrary b, t , and μ0 we conclude that
α(t) <
(t − 2+ μ0)μ0−1
Γ (μ0)
−
[
(b + μ0)μ0−1(t + μ0 + μ1 − 2)μ0+μ1−1
(b + μ0 + μ1)μ0+μ1−1Γ (μ0)
]
μ1=1
= (t − 2+ μ0)
μ0−1
Γ (μ0)
− (b + μ0)
μ0−1(t + μ0 − 1)μ0
(b + μ0 + 1)μ0Γ (μ0)
= (t − 2+ μ0)
μ0−1
Γ (μ0)
− Γ (b + μ0 + 1)Γ (t + μ0)Γ (b + 2)
Γ (b + 2)Γ (t)Γ (μ0)Γ (b + μ0 + 2)
= (t − 2+ μ0)
μ0−1
Γ (μ0)
− Γ (t + μ0)
(b + μ0 + 1)Γ (t)Γ (μ0) . (3.29)
From (3.29), we see that α(t) < 1 if and only if
Γ (t + μ0 − 1)
Γ (μ0)Γ (t)
− Γ (t + μ0)
(b + μ0 + 1)Γ (t)Γ (μ0)  1 (3.30)
holds, which is equivalent to
(b + μ0 + 1)Γ (t + μ0 − 1)Γ (t)Γ (μ0)
Γ (μ0)Γ (t)[(b + μ0 + 1)Γ (μ0)Γ (t) + Γ (t + μ0)]  1. (3.31)
Observe that inequality (3.31) is equivalent to
(b + μ0 + 1)Γ (t + μ0 − 1)
(b + μ0 + 1)Γ (μ0)Γ (t) + Γ (t + μ0)  1. (3.32)
We claim that (3.32) holds for each admissible triple (b, t,μ0) ∈ N× [1,b + 1]N0 × (1,2).
Indeed, rewriting the left-hand side of inequality (3.32) yields
(b + μ0 + 1)Γ (t + μ0 − 1)
(b + μ0 + 1)Γ (μ0)Γ (t) + Γ (t + μ0) =
Γ (t + μ0 − 1)
Γ (μ0)Γ (t) + Γ (t+μ0)b+μ0+1
= 1
Γ (μ0)Γ (t)
Γ (t+μ0−1) +
t+μ0−1
b+μ0+1
, (3.33)
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Γ (μ0)Γ (t)
Γ (t + μ0 − 1) +
t + μ0 − 1
b + μ0 + 1  1. (3.34)
Now, each of the addends on the left-hand side of (3.34) is nonnegative. Moreover, we note that
Γ (μ0)Γ (t)
Γ (t + μ0 − 1)  1, (3.35)
for each admissible t and μ0 since t > t + μ0 − 1. (Note that if μ0 = 1 we get equality in (3.35).) But then (3.35) implies
(3.34), which in turn implies that (3.30) holds.
In summary, for each admissible triple (b, t,μ0), we ﬁnd that α(t) < 1. In fact, based on the discussion regarding μ1
given in (3.27)–(3.28), we have actually shown that, for ﬁxed but arbitrary b, t , and μ0,
sup
μ1∈(0,1)
α(t;b,μ0) < 1. (3.36)
In particular, (3.36) implies that α(t) < 1, for each ﬁxed but arbitrary tuple (b, t,μ0,μ1) ∈ N × [1,b + 2]N × (1,2) × (0,1).
As we earlier showed that α(t) > 0 whenever t 	= 0, b + 2, we conclude that
‖α‖ < 1, (3.37)
as desired. And this completes the proof. 
Remark 3.5. We emphasize that Theorem 3.1 shows that problem (1.1)–(1.2) is not the same as the conjugate problem
studied in [1]. In fact, there is a de facto nonlocal nature to problem (1.1)–(1.2) as evidenced by the explicit appearance of
y(1) in the operator T .
3.2. An existence result
As an application of the preceding analysis, we now provide a typical existence theorem for problem (1.1)–(1.2). While
the basic argument we employ in the sequel is by now well known, it is not entirely standard given the appearance of y(1)
in the operator T .
To this end, let us next provide some standard assumptions on the nonlinearity. In particular, for the sake of simplicity, in
the sequel we assume that f (t, y) := a(t)g(y), where we assume that a is continuous and not zero identically on [0,b+2]N0 .
We also assume (H1) and (H2) below. While standard assumptions, we indicate in the sequel (cf., Remark 3.7) some potential
for less standard generalizations.
(H1) We ﬁnd that limy→0+ g(y)y = 0.
(H2) We ﬁnd that limy→∞ g(y)y = +∞.
We shall also need to deﬁne a suitable cone in which to look for ﬁxed points of T . In particular, we consider the cone
K ⊆ B, deﬁned by
K :=
{
y ∈ B: y  0, min
t∈[ b4 , 3b4 ]N
y(t) γ ∗‖y‖
}
, (3.38)
where γ ∗ ∈ (0,1) is a constant to be determined later. Note that in (3.38) the constant γ ∗ is not same as the constant
γ appearing in part (3) of Proposition 3.3. However, it does satisfy 0 < γ ∗ < 1, as will be demonstrated in the proof of
Lemma 3.6 below. We ﬁrst show that the cone K is invariant under the operator T . We then argue that conditions (H1)–
(H2) imply, as is well known in the integer-order case (e.g., [45]), that problem (1.1)–(1.2) has at least one positive solution.
Lemma 3.6. Let T be the operator deﬁned in (3.2) and K the cone deﬁned in (3.38). Then T : K → K.
Proof. It is obvious that given y ∈ K, then (T y)(t) 0, for each admissible t . On the other hand, we observe that
min
t∈[ b4 , 3b4 ]N
(T y)(t) γ0 y(1)‖α‖ + γ
b+2−μ˜∑
s=−μ˜+2
G(s + μ˜ − 1, s) f (s + μ˜ − 1, y(s + μ˜ − 1))
 γ ∗
[
y(1)‖α‖ +
b+2−μ˜∑
s=−μ˜+2
G(s + μ˜ − 1, s) f (s + μ˜ − 1, y(s + μ˜ − 1))]
 γ ∗‖T y‖, (3.39)
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γ0 :=
mint∈[ b4 , 3b4 ]N α(t)
‖α‖ , (3.40)
with γ0 ∈ (0,1), evidently. We then deﬁne γ ∗ by
γ ∗ := min{γ0, γ }, (3.41)
where γ ∗ obviously satisﬁes 0 < γ ∗ < 1. Thus, whenever y ∈ K, it follows that T y ∈ K, and so, the desired claim follows. 
Theorem 3.7. Assume that f (t, y) := a(t)g(y) satisﬁes conditions (H1)–(H2). Then problem (1.1)–(1.2) has at least one positive
solution.
Proof. First of all, note that T is trivially completely continuous in this setting. Second of all, recall from Lemma 3.4 that
α(t) < 1, for all t ∈ [0,b + 2]N0 . Therefore, we may select  > 0 so that α(t) <  < 1 holds for all admissible t . Given this  ,
we may, by way of condition (H1), select η1 > 0 suﬃciently small so that both
g(y) η1 y (3.42)
and
η1
b+2−μ˜∑
s=−μ˜+2
G(s + μ˜ − 1, s)a(s) 1−  (3.43)
hold for all 0 < y < r1, where r1 := r1(η1). Next put
Ω1 :=
{
y ∈ B: ‖y‖ < r1
}
. (3.44)
Then for y ∈ ∂Ω1 ∩ K we ﬁnd, upon combining (3.42)–(3.43), that
‖T y‖ y(1) max
t∈[0,b+2]N0
α(t) + max
t∈[0,b+2]N0
b+2−μ˜∑
s=−μ˜+2
G(t, s)a(s)g
(
y(s + μ˜ − 1))
<  y(1) +
b+2−μ˜∑
s=−μ˜+2
G(s + μ˜ − 1, s)a(s)η1 y(s)
 ‖y‖ + ‖y‖ · η1
b+2−μ˜∑
s=−μ˜+2
G(s + μ˜ − 1, s)a(s)
 ‖y‖, (3.45)
whence (3.45) implies that T is a cone contraction on ∂Ω1 ∩ K.
On the other hand, from condition (H2) we may select a number η2 > 0 such that both
η2
b+2−μ˜∑
s=−μ˜+2
γ ∗G(s + μ˜ − 1, s)a(s) > 1 (3.46)
and
g(y) > η2 y (3.47)
hold whenever y > r2 > 0, for some suﬃciently large number r2 := r2(η2). Now, put
r∗2 :=
{
2r1,
r2
γ ∗
}
. (3.48)
Deﬁne
Ω2 :=
{
y ∈ B: ‖y‖ < r∗2
}
. (3.49)
Recall that for y ∈ K, we must have y(1) 0, and that from Lemma 3.4 we know also that α(t) 0, for all t ∈ [0,b + 2]N0 .
Then it is now standard to show (cf., [22]) that
C.S. Goodrich / J. Math. Anal. Appl. 385 (2012) 111–124 121‖T y‖ ‖y‖, (3.50)
whenever y ∈ ∂Ω2 ∩ K, so that T is a cone expansion on ∂Ω2 ∩ K.
In summary, we may invoke Lemma 2.12 to deduce the existence of a function y0 ∈ K ∩ (Ω2 \ Ω1) such that T y0 = y0,
where y0 is a positive solution to problem (1.1)–(1.2). And this completes the proof. 
Remark 3.8. As is mentioned in Section 5, it seems quite possible to deduce a set of corresponding existence results for
problem (1.1) augmented with various sorts of nonlocal boundary conditions replacing (1.2), as has been extensively investi-
gated in the integer-order setting and, more recently, by the present author in the discrete fractional setting – see [21,22,24].
We leave this investigation for future work.
3.3. Result for the corresponding delta–nabla problem
We conclude this section with a corollary. In particular, with the preceding analysis in hand, it is easy to study sequential
problems involving one or more nabla fractional differences. In particular, using Lemma 2.6, we get the following corollary.
Nearly all of the proof of Corollary 3.8 follows immediately from Theorem 3.6. While there is a modest calculation to verify
the interchange of the delta and nabla differences, since this essentially follows more or less directly from Lemma 2.6, we
do not present the proof of the following corollary.
Corollary 3.9. Consider the following sequential FBVP
−μ1μ2∇μ3 y(t + μ3) = f
(
t + μ˜ − 1, y(t + μ˜ − 1)) (3.51)
subject to
y(0) = 0 = y(b + 2). (3.52)
Then supposing that f (t, y) := a(t)g(y) with g(y) satisfying conditions (H1)–(H2), it follows that problem (3.51)–(3.52) has at least
one positive solution.
Naturally, it is possible to write down all manner of permutations of (3.51) and thus all manner of existence results. But
we omit the details here.
Remark 3.10. As mentioned in Section 1, on the time scale Z there is much less reason to study delta–nabla problems than
on a more general time scale. However, since the fractional calculus is beginning to progress to arbitrary time scales, a
result such as Corollary 3.9 seems relevant.
Remark 3.11. As mentioned in Remark 3.8, one could write down a result dual to Corollary 3.9 in the case where boundary
condition (1.2) is replaced with some sort of nonlocal condition, but, once again, we leave this to future investigations.
4. Extensions
We now brieﬂy comment on some possible extensions of the results given in Section 3. These extensions allow us to
give existence theorems analogous to Theorem 3.6 for all manner of discrete fractional sequential BVPs. In particular, let us
consider the following sequential fractional difference
μn · · ·μ1 y(t), (4.1)
where μ j ∈ (0,1) for each j = 1, . . . ,n, under a couple of different additional assumptions on the μ j ’s. For notational
simplicity in the sequel, we deﬁne
μ˜+j :=
j∑
k=1
μk (4.2)
and
μ˜−j :=
n−1∑
k=n− j
μk. (4.3)
As in Section 3, we continue to use the symbol μ˜ to denote the sum
∑n
j=1 μ j .
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∑n−1
j=1 μ j < 1 and 1 <
∑n
j=1 μ j < 2. Then it follows that
μn · · ·μ1 y(t) = μ˜+n y(t) −
[
(t − 1+ μ˜+n−1)−μn−1
Γ (−μn) −
n−2∑
j=1
(t − 1+ μ˜+j )
−μ˜−n− j+1−μn−1
Γ (−μ˜−n− j+1 − μn)
]
y(0).
Proof. We again repeatedly appeal to Lemma 2.7 and Theorem 2.10. In particular, we note ﬁrst that
μn · · ·μ3[μ2μ1 y(t)]= μn · · ·μ3[μ˜+2 y(t) − μ1−1 y(1− μ1)
Γ (−μ2) (t − 1+ μ1)
−μ2−1
]
= μn · · ·μ4
[
μ˜
+
3 y(t) − 
μ1+μ2−1 y(1− μ1 − μ2)
Γ (−μ3) (t − 1+ μ1 + μ2)
−μ3−1
− 
μ1−1 y(1− μ1)
Γ (−μ2 − μ3) (t − 1+ μ1)
−μ2−μ3−1
]
. (4.4)
Now, repeating this process yields by means of a straightforward induction argument
μn−1 · · ·μ1 y(t) = μ˜+n−1 y(t) −
n−2∑
j=1
[

μ˜+j −1 y(1− μ˜+j )
Γ (−μ˜−n− j−1)
(
t − 1+ μ˜+j
)−μ˜−n− j−1−1]. (4.5)
Consequently, it follows that
μn · · ·μ1 y(t) = μn
{
μ˜
+
n−1 y(t) −
n−2∑
j=1
[

μ˜+j −1 y(1− μ˜+j )
Γ (−μ˜−n− j−1)
(
t − 1+ μ˜+j
)−μ˜−n− j−1−1]}
= μ˜+n y(t) − 
−1+μ˜+n−1 y(1− μ˜+n−1)
Γ (−μn)
(
t − 1+ μ˜+n−1
)−μn−1
+
n−2∑
j=1
[

μ˜+j −1 y(1− μ˜+j )
Γ (−μ˜−n− j−1)
· Γ (−μ˜
−
n− j−1)
Γ (−μ˜−n− j−1 − μn)
(
t − 1+ μ˜+j
)−μ˜−n− j−1−μn−1]
= μ˜+n y(t) −
[
(t − 1+ μ˜+n−1)−μn−1
Γ (−μn) −
n−2∑
j=1
(t − 1+ μ˜+j )
−μ˜−n− j+1−μn−1
Γ (−μ˜−n− j+1 − μn)
]
y(0), (4.6)
as claimed, which completes the proof. 
Our next proposition provides for a more direct generalization of problem (1.1) considered earlier.
Proposition 4.2. Suppose that 0 <
∑n−2
j=1 μ j < 1, 1 <
∑n−1
j=1 μ j < 2, and 1 <
∑n
j=1 μ j < 2. Then we ﬁnd that
μn · · ·μ1 y(t) = μ˜ y(t) − (t − 2+ μ˜
+
n−1)
−μn−1
Γ (−μn) y(1)
−
n−2∑
j=1
[
1
Γ (−μ˜−n− j−1 − μn)
(
t − 1+ μ˜+j
)−μ˜−n− j−1−μn−1]y(0)
−
[
(t − 2+ μ˜+n−1)−μn−1
Γ (−μn)
(
1− μ˜+n−1
)− (t − 2+ μ˜+n−1)−μn−2
Γ (−μn − 1)
]
y(0). (4.7)
Proof. In this setting, observe that (4.6) still holds. Therefore, we need only make some minor modiﬁcations to the proof of
Proposition 4.1. In particular, we ﬁnd that
μn · · ·μ1 y(t) = μn
{
μ˜
+
n−1 y(t) −
n−2∑[μ˜+j −1 y(1− μ˜+j )
Γ (−μ˜−n− j−1)
(
t − 1+ μ˜+j
)−μ˜−n− j−1−1]}
j=1
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n−2∑
j=1
[

μ˜+j −1 y(1− μ˜+j )
Γ (−μ˜−n− j−1)
μn
[(
t − 1+ μ˜+j
)−μ˜−n− j−1−1]]
= μ˜ y(t) −
1∑
k=0
 j−2+μ˜
+
n−1 y(2− μ˜+n−1)
Γ (−μn − 1+ j)
(
t − 2+ μ˜+n−1
)−μn−2+ j
−
n−2∑
j=1
[

μ˜+j −1 y(1− μ˜+j )
Γ (−μ˜−n− j−1)
· Γ (−μ˜
−
n− j−1)
Γ (−μ˜−n− j−1 − μn)
(
t − 1+ μ˜+j
)−μ˜−n− j−1−μn−1]. (4.8)
Now notice that
−2+μ˜
+
n−1 y(2− μ˜+n−1)
Γ (−μn − 1)
(
t − 2+ μ˜+n−1
)−μn−2 = (t − 2+ μ˜+n−1)−μn−2
Γ (−μn − 1) y(0) (4.9)
and that
−1+μ˜
+
n−1 y(2− μ˜+n−1)
Γ (−μn)
(
t − 2+ μ˜+n−1
)−μn−1 = (t − 2+ μ˜+n−1)−μn−1
Γ (−μn)
[(
1− μ˜+n−1
)
y(0) + y(1)]. (4.10)
Therefore, it follows that
μn · · ·μ1 y(t) = μ˜ y(t) − (t − 2+ μ˜
+
n−1)
−μn−1
Γ (−μn) y(1)
−
n−2∑
j=1
[
1
Γ (−μ˜−n− j−1 − μn)
(
t − 1+ μ˜+j
)−μ˜−n− j−1−μn−1]y(0)
−
[
(t − 2+ μ˜+n−1)−μn−1
Γ (−μn)
(
1− μ˜+n−1
)− (t − 2+ μ˜+n−1)−μn−2
Γ (−μn − 1)
]
y(0), (4.11)
as claimed. And this completes the proof. 
Propositions 4.1 and 4.2 again show that the sequential problems are (potentially) different than the non-sequential
problems and identify, in particular, the differences. Furthermore, with Propositions 4.1 and 4.2 in hand, we can write down
a multitude of results regarding the existence of positive solutions to discrete sequential fractional BVPs. But, in particular,
we would need to show that the various coeﬃcient functions of y(0) and y(1) appearing in Propositions 4.1 and 4.2 satisfy
inequalities similar to those of Lemma 3.3. We leave this task to future work.
Remark 4.3. It is also possible to study the problem in which, say, the right-hand side of (1.1) is replaced with
f
(
t + μ1 + μ2 + μ3 − 1, y(t + μ1 + μ2 + μ3 − 1), y(1)
)
, (4.12)
since our analysis in Section 3 shows that problem (1.1)–(1.2) ﬁts into this somewhat more general framework. Nonetheless,
we feel the results of this section are still relevant, particularly in the case where y(0) 	= 0 as, say, would occur in the
setting of a nonlocal boundary condition.
5. Conclusions
In this paper we have considered for the ﬁrst time the notion of a sequential discrete fractional BVP. This type of BVP
cannot occur in the integer-order setting since the commutativity of operators holds there. But in the fractional setting, as
has been shown, the sequential problem, while related to the non-sequential problem, is different. Moreover, as a simple
consequence of our analysis, we have obtained, again for the ﬁrst time, some corresponding results for the delta–nabla
problem.
In closing, one potentially interesting avenue for further exploration of problem (1.1)–(1.2) might be to introduce non-
local boundary conditions in lieu of the conjugate conditions in (1.2). In particular, one could consider very general, linear
nonlocalities as was recently done in the important paper by Infante and Webb [46]. Some applications of the techniques
in [46] in the discrete and continuous fractional setting have been given recently – see [21,22,24]. Studying these compli-
cations in the discrete fractional setting is particularly nontrivial due to the occurrence of terms such as α(t) in (3.3). Such
investigations might provide for interesting future analysis of problem (1.1).
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