The confluent hypergeometric function kind 1 distribution with the probability density function pdf proportional to x −1
Introduction
The multivariate Liouville family of distributions was proposed by Marshall and Olkin 1 . Sivazlian 2 introduced Liouville distributions as generalizations of gamma and Dirichlet distributions. The Dirichlet and Liouville distributions have applications in such diverse fields as Bayesian analysis, modeling of multivariate data, order statistics, limit laws, multivariate analysis, reliability theory, and stochastic processes. These distributions have also been applied in geology, biology, chemistry, forensic science, and statistical genetics. A comprehensive review on applications and theoretical developments of these distributions are given in 1-5 . In this article, we propose a multivariate generalization of the confluent hypergeometric function kind 1 distribution which is a new member of the multivariate Liouville family of distributions.
The random variable X is said to have a confluent hypergeometric function kind 1 distribution, denoted by X ∼ CH ν, α, β, kind 1 , if its probability density function pdf is given by Gupta and Nagar 6 , The confluent hypergeometric function kind 1 distribution occurs as the distribution of the ratio of independent gamma and beta variables. Distributions of the product and ratio of independent beta and gamma variates can be found in 8 . For α β, the density 1.1 reduces to a gamma density given by 1 Γ ν x ν−1 exp −x , x > 0.
1.2
Recently, Nagar and Sepúlveda-Murillo 9 studied several properties and stochastic representations of the confluent hypergeometric function kind 1 distribution.
In this article we define and study multivariate generalization of the confluent hypergeometric function kind 1 distribution. In Section 3, the multivariate generalization of the confluent hypergeometric function kind 1 distribution is defined and derived as the distribution of the quotient of a set of independent gamma variables variable with an independent beta variable. Several properties of this distribution including marginal and conditional distributions, distribution of partial sums and several factorizations are studied in Section 4.
Some useful definitions
Several definitions and results on special functions and integrals used in this article are given in this section. Throughout this work we will use the Pochhammer symbol a n defined by a n a a 1 · · · a n − 1 a n−1 a n − 1 for n 1, 2, . . . , and a 0 1. The generalized hypergeometric function of scalar argument is defined by 
The confluent hypergeometric function 1 
where max{|z 1 |, . . . , |z m |} < 1. For m 1, the Lauricella hypergeometric function reduces to a Gauss hypergeometric function and for m 2 it slides to an Appell hypergeometric function F 1 . Using the result
for j 0, 1, 2, . . . , and 
Further, replacing 1 − z i t −b i by its equivalent gamma integral, namely,
for i 1, . . . , m and integrating out t, one obtains
2.13
For further results and properties of this function the reader is referred to 10, 11 . 
2.15
Density function
In this section, we present a multivariate generalization of the hypergeometric function kind 1 distribution and derive it using independent beta and gamma variables.
Definition 3.1. The random variables X 1 , . . . , X n are said to have a multivariate confluent hypergeometric function kind 1 distribution, denoted as X 1 , . . . , X n ∼ CH ν 1 , . . . , ν n ; α, β, kind 1 , if their joint pdf is given by
where C ν 1 , . . . , ν n ; α, β is the normalizing constant.
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The normalizing constant in 3.1 is given by
where the last line has been obtained by using Liouville's integral and 2.7 . Now, evaluating the above integral and simplifying the resulting expression using 2.3 and 2.6 , we get
where
For α β, multivariate confluent hypergeometric function kind 1 density simplifies to the product of n univariate gamma densities. Several special cases of the density 3.1 can be obtained by specializing α and β and using results on confluent hypergeometric function. For example, substitution of β 2α in 3.1 and application of the result
where I δ is the modified Bessel function of the first kind, yield
3.5
It may be noted here that the multivariate confluent hypergeometric function kind 1 distribution belongs to the Liouville family of distributions Sivazlian 2 , Gupta and Song 3 . Because of mathematical tractability of the confluent hypergeometric function and its several special cases, the multivariate confluent hypergeometric function kind 1 distribution enriches the class of multivariate Liouville distributions and may serve as an alternative to many existing distributions belonging to this class. The next theorem derives the multivariate confluent hypergeometric function kind 1 distribution using independent gamma and beta variables. First, we define the gamma, beta type 1 and beta type 2 distributions. These definitions can be found in 12 . 
Definition 3.4. A random variable X is said to have the beta type 2 distribution with parameters a, b , denoted as X ∼ B2 a, b , a > 0, b > 0, if its pdf is given by
The matrix variate generalizations of gamma, beta type 1, beta type 2 distributions have been defined and studied extensively. For example, see 6 . 
3.13
The Laplace transform of the multivariate confluent hypergeometric function kind 1 density 3.1 is given by
3.14 where Re s i > 0, i 1, . . . , n. Now, rewriting 1 F 1 by applying 2.7 and integrating x 1 , . . . , x m using 2.13 , the above expression is evaluated as
The joint moments of X 1 , . . . , X n are given by
3.16
where X ∼ CH n i 1 ν i , α, β, kind 1 . Note that if X ∼ CH ν, α, β, kind 1 , then from 9 , one gets 
3.19
where j / k, j, k 1, . . . , n.
Properties
In this section we derive marginal and conditional distributions, distribution of partial sums, and several factorizations of the multivariate confluent hypergeometric function kind 1 distribution.
The following theorem shows that if the joint distribution of X 1 , . . . , X n is multivariate confluent hypergeometric function kind 1, then the marginal distribution of any subset of X 1 , . . . , X n is multivariate confluent hypergeometric function kind 1. 
where Next, in Theorem 4.5, we give the joint distribution of partial sums of random variables distributed jointly as multivariate confluent hypergeometric function kind 1. Since the theorem requires familiarity with the Dirichlet type 1 distribution, we first give its definition see 13 .
Definition 4.4. The random variables U 1 , . . . , U n are said to have a Dirichlet type 1 distribution with parameters ν 1 , . . . , ν n ; ν n 1 , denoted by U 1 , . . . , U n ∼ D1 ν 1 , . . . , ν n ; ν n 1 , if their joint pdf is given by
where ν i > 0, i 1, . . . , n 1.
The Dirichlet type 1 distribution, which is a multivariate generalization of the beta type 1 distribution, has been considered by several authors and is well known in the scientific 
. . , n, in 4.5 , the Dirichlet type 2 density, which is a multivariate generalization of beta type 2 density, is obtained as
4.6
We will write V 1 , . . . , V n ∼ D2 ν 1 , . . . , ν n ; ν n 1 if the joint density of V 1 , . . . , V n is given by 4.6 . Let n 1 , . . . , n be nonnegative integers such that i 1 n i n and define
in the density of X 1 , . . . , X n given by 3.1 , we get the joint density of Z n *
where 
4.11
In the following six theorems, we give several factorizations of the multivariate confluent hypergeometric function kind 1 density. 
