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CIRCUITS THROUGH PRESCRIBED EDGES
PAUL KNAPPE AND MAX PITZ
Abstract. We prove that a connected graph contains a circuit—a closed walk that
repeats no edges—through any k prescribed edges if and only if it contains no odd cut of
size at most k.
1. Introduction
Finding a cycle1 containing certain prescribed vertices or edges of a graph is a classical
problem in graph theory. When specifying vertices, already Dirac [3, Satz 9] observed
that, in a k-connected graph, any k vertices lie on a common cycle, and that this is not
necessarily true for k + 1 distinct vertices. Dirac’s results marked the starting point for a
number of results giving conditions under which a set of vertices lies on a common cycle,
and we refer the reader to Gould’s survey [4] for a detailed overview of results in this
direction.
When trying to find a cycle containing some specified edges, research has been driven by
a number of conjectures due to Lovász [9] (1973) and Woodall [10] (1977). The strongest
of these is the following:
Conjecture 1.1 (Lovász-Woodall Conjecture). Let S be a set of k independent edges in
a k-connected graph G. If k is even or G − S is connected, then there is a cycle in G
containing S.
Building on earlier work by Woodall, in particular on a technique of Woodall from [10]
called the Hopping Lemma, Häggkvist and Thomassen [5] (1982) and Kawarabayashi [7,
Theorem 2] (2002) established the following variants of the Lovász-Woodall Conjecture.
First, in the case of Häggkvist and Thomassen, by setting out from the stronger assumption
of (k + 1)-connectedness, and second, in the case of Kawarabayashi, by obtaining a weaker
conclusion, namely, two cycles instead of one.
Theorem 1.2 (Häggkvist and Thomassen). For any set S of k independent edges in a
(k + 1)-connected graph, there is a cycle in G containing S.
Theorem 1.3 (Kawarabayashi). Let S be a set of k independent edges in a k-connected
graph G. If k is even or G− S is connected, then S is contained in one or a union of two
vertex disjoint cycles of G.
In the present paper, we are interested in a further variant of the problem, where instead
of a cycle we aim to find a circuit—a closed walk that repeats no edges (but may repeat
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1This paper follows the notation in Bollobás’ Graph theory, [1].
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vertices)—containing a set of prescribed edges. Clearly, for this variant, it is no longer
necessary to assume our edges to be independent. If one aims for results similar in spirit
to the cycle case above, it seems natural to consider edge-connectivity instead of vertex
connectivity. But whereas in the above cases, vertex connectivity is a far-from necessary
condition, the corresponding version for circuits admits a complete characterisation in
terms of edge cuts, which is the main result of our paper.
Theorem 1.4. A connected graph contains a circuit through any k prescribed edges if and
only if it contains no odd cut of size at most k.
Corollary 1.5. If for some k ∈ N a connected graph contains a circuit through any 2k− 1
prescribed edges, then it also contains a circuit through any 2k prescribed edges.
While all the graphs treated in this paper are simple, one can easily derive the same
characterisation for multigraphs, since subdividing every edge of a multigraph once does
not give rise to new odd cuts.
To see that the condition in Theorem 1.4 is necessary, recall that the graph given by
the vertices and edges of a circuit is Eulerian, i.e. even and connected, and so a necessary
requirement for finding a circuit through a set of edges is that it can be extended to an
even subgraph. The latter has been characterised by Jaeger [6] in 1979.
Theorem 1.6 (Jaeger). A set of edges in a graph G is contained in an even subgraph of
G if and only if it contains no odd cut of G.
However, while Jaeger’s theorem immediately shows the necessity of our characterising
condition in Theorem 1.4, it does not yield its sufficiency, as Jaeger’s even subgraph is
not necessarily connected (even if G is). This issue was also overlooked by Lai [8]. See
Section 5 for further discussion when Jaeger’s condition does give rise to a circuit.
Example 1.7 (Counterexample to [8, Theorem 1.1 & 4.1]). Let k ≥ 3, let G be the ladder
with k + 1 rungs, and S be a set of rungs of G of size 3 ≤ |S| ≤ k. Then S extends to an
even subgraph of G, but every such even subgraph has at least d |S|2 e ≥ 2 components.
e1 e2 e3 ekC C ′
Figure 1. A ladder with specified rungs S = {e1, . . . , ek}.
Proof. Since G− S is connected, the set S does not contain any cut of G (regardless of its
parity), and so S extends to an even subgraph by Theorem 1.6.
Now let e1, e2, e3 ∈ S be three edges ordered from left to right (cf. Figure 1), and suppose
for a contradiction there is an even, connected subgraph H of G containing e1, e2, e3. Let
C and C ′ be the edge cuts consisting of the two incident edges to the left and to the
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right of e2 respectively (cf. Figure 1). Since H is connected and contains e1 and e3, H
meets both cuts C and C ′. Since H is even, it meets every cut of G in an even number of
edges, and so C ∪ C ′ ⊂ E(H). But then both end vertices of e2 have degree three in H, a
contradiction to H being even.
In particular, if H is an even subgraph containing S, then every component of H contains
at most two rungs from S, and so H has at least d |S|2 e components. 
So instead of referring to Jaeger’s theorem for proving the sufficiency of the characterising
condition in Theorem 1.4, we once more build on the technique of Woodall’s hopping
lemma.
Finally, let us mention the survey by Catlin [2] for related research on the existence
of spanning circuits in a graph. Lai [8, Theorem 3.3] established the following sufficient
condition for a graph to contain a spanning circuit through any k prescribed edges:
Theorem 1.8 (Lai). For k ∈ N let f(k) be the smallest even integer ≥ max(k, 4). If G is
f(k)-edge-connected, then G contains a spanning circuit through any k prescribed edges.
A related variant is to find spanning trails (not necessarily closed) containing a given
set of edges, see e.g. [11] and the references therein.
2. Preliminaries
All graphs in this paper are finite and simple. We let N = {0, 1, 2, . . .} and use
[n] = {1, 2, . . . , n} and [0, n] = {0, 1, . . . , n}. For our use of the terms cycle, walk, trail
and circuit, we follow [1]. Let us clarify the use of technical terms now.
Definition 2.1. Let G = (V,E) be a graph. For a set of vertices A ⊆ V , we write
• ∂GA := {uv ∈ E : u ∈ A, v /∈ A} for the edge boundary of A in G.
For F ⊆ E, we call
• F a cut of G, if there is an A ⊆ V such that ∂GA = F , and
• a cut F odd, if |F | is odd. Otherwise, we call F even.
Recall that all cuts of some graph are even if and only if all its vertices have even degree.
Definition 2.2. Let G = (V,E) be a graph, and let T = v0 . . . vr a walk in G.
• T is a trail in G, if all of its edges are distinct. Further, v0 is the start vertex and
vr is the end vertex of T , and all other vertices are called inner vertices of T .
• T is closed, if its start and end vertex agree. A closed trail is also called circuit.
• V (T ) and E(T ) denote the vertices and edges of the underlying subgraph of T .
Definition 2.3. Let G = (V,E) be a graph. For x, y ∈ V , X, Y ⊆ V and trails
P = p0 . . . pr and Q = q0 . . . qw in G, we define
• PQ or p0PprQqw is the concatenated trail p0 . . . prq1 . . . qw (only when P and Q
are edge-disjoint and pr = q0),
• P is an X−Y trail, if p0 ∈ X, pr ∈ Y and no inner vertex is in X or Y . For
singletons write x−y trail instead of {x}−{y} trail,
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• P is a subtrail of Q with witnessing interval IP = {tP , . . . tP + r} ⊆ [0, w], if
ph = qtP+h for every h ∈ [0, r] or ph = qtP+r−h for every h ∈ [0, r], and
• Q¯ = qw . . . q0 is the reversed trail of Q.
Fact 2.4. If P is a subtrail of Q and P uses at least one edge, then the witnessing interval
IP of P in Q is unique.
Proof. Let P = p0 . . . pr and Q = q0 . . . qw with r ≥ 1. Note that while for a single
vertex pi there might be several qj with pi = qj, for every edge pi−1pi there is a unique
j = j(i) ∈ [w] with pi−1pi = hj−1hj (since our graphs are simple). From this, it follows
that IP =
⋃
i∈[r]{j(i)− 1, j(i)}, and so the witnessing interval IP of P in Q is unique. 
Definition 2.5. Let (X,<X) be a finite linear order. For a ≤X b ∈ X, we define
• [a, b]<X :=
{
` ∈ X : a ≤X ` ≤X b} as the closed interval from a to b.
Further, for a subset Y ⊆ X, we write
• max<X Y for the greatest element of Y with respect to <X , and
• min<X Y for the smallest element of Y with respect to <X .
3. A reduction to the bridge case
The proof of our characterisation theorem of graphs containing a circuit through any
k prescribed edges will proceed via induction on k. For the induction step, suppose we
have k + 1 edges e1, . . . , ek+1 of G and may assume inductively that any k edges lie on a
common circuit in G. Let H be such a circuit through e1, . . . , ek in G. Our task is then to
also incorporate the last edge ek+1 into a circuit.
As our first result, we will show that it suffices to consider the case where ek+1 is a bridge
in G− E(H). More precisely, we claim that it suffices to prove the following theorem:
Theorem 3.1. Let G be a graph containing no odd cut of size at most k + 1, let
{e1, . . . , ek+1} be a collection of k + 1 edges in G, and H be a circuit in G through
e1, . . . , ek such that ek+1 is a bridge in G− E(H).
Then there exists a circuit H ′ in G through e1, . . . , ek+1. Moreover, if an end vertex of
ek+1 is not in V (H), then we may assume that H ′ passes it exactly once.
We defer the proof of Theorem 3.1 until the next section, and first show how to complete
the proof of the Characterisation Theorem 1.4 given Theorem 3.1.
Proof of Theorem 1.4 given Theorem 3.1. As announced, the proof of the sufficiency of
the characterisation in Theorem 1.4 will go via induction on k. The base case is easy:
A connected graph without odd cuts of size at most k = 1 is evidently the same as a
bridgeless connected graph. But any edge in such a graph lies on a circuit.
Now assume inductively that Theorem 1.4 holds for some integer k ∈ N. To prove
Theorem 1.4 in the case k + 1, let G be a graph containing no odd cut of size at most
k + 1, and S = {e1, . . . , ek+1} a collection of k + 1 edges in G. By induction, we may find
a circuit H in G through e1, . . . , ek. If ek+1 ∈ E(H), we are done.
So assume that ek+1 /∈ E(H). If ek+1 is a bridge of G − E(H), then we are done by
Theorem 3.1 (the moreover-part is not needed in this case). Otherwise, ek+1 is not a bridge
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in G−E(H), and we may pick D as the maximal 2-edge-connected subgraph of G−E(H)
containing ek+1.
Note that D and H are edge-disjoint, but might share vertices. If they do, choose
v ∈ V (D)∩ V (H) arbitrarily. To see that there is a circuit H∗ in D containing v and ek+1,
construct an auxiliary graph D′ from D by subdividing ek+1 by a new vertex w. Since
D is 2-edge-connected, so is D′. By Menger’s theorem, there are two edge-disjoint w−v
paths in D′ translating to the desired circuit H∗ in D. Since H and H∗ are edge-disjoint
and intersect in v, it is clear that E(H) ∪ E(H∗) is the edge set of a circuit covering S.
Thus, we may assume that V (D) ∩ V (H) = ∅. Let F := ∂G(V (D)) ⊆ E \ E(H) and
observe that every edge in F is a bridge in G−E(H). Since G is connected, F is non-empty,
and we choose eF ∈ F arbitrarily. Write eF = uw with u ∈ V (D). Next, we contract D
in G. Let G′ be the resulting graph and vD ∈ V (G′) be the vertex corresponding to the
contracted D.
Observe that H is still a circuit through e1, . . . , ek in G′, that vD is not contained
in V (H) and that G′ is simple. Furthermore, every cut of G′ is also a cut in G (after
uncontracting vD), and so G′ contains no odd cut of size at most k + 1. Hence, we may
apply Theorem 3.1 to G′, H and eF to find a circuit H ′ ⊆ G′ through e1, . . . , ek and eF ,
such that H ′ passes vD exactly once (by the moreover-part). Let e = u′w′ with u′ ∈ V (D)
be the edge in F corresponding to the other edge in H ′ incident with vD. The circuit H ′
in G′ corresponds to an u′−u trail H∗ in G− E(D). By subdividing ek+1 in D once and
using Menger’s theorem in the resulting 2-edge-connected graph D′, we find an u−u′ trail
Q in D trough ek+1. Since Q and H∗ are edge-disjoint, it follows that uQu′H∗u is the
desired circuit in G through e1, . . . , ek+1. 
4. Proving the bridge case
In this section, we prove Theorem 3.1, completing the proof of the characterisation
stated in Theorem 1.4. As indicated in the introduction, our proof of Theorem 3.1 is based
on the so-called Hopping Lemma due to Woodall [10].
Throughout this section, when describing our set-up and stating our auxiliary results,
we work in a fixed 2-edge connected graph G = (V,E), with S = {e1, . . . , ek+1} a collection
of k + 1 edges of G, and H a shortest circuit through e1, . . . , ek in G. Any remaining
assumptions featuring in Theorem 3.1 will only be used in the final proof of Theorem 3.1
itself at the very end of this section.
If e1, . . . , ek lie on a cycle C, then C−{e1, . . . , ek} naturally falls apart into components,
each of which is a path. If as in our situation e1, . . . , ek lie on a common circuit H, then
H − {e1, . . . , ek} also falls apart into segments: subtrails H1, . . . , Hk of H such that (after
relabelling our edges) we have H = H1e1H2e2 . . . ek−1Hkek. Note, however, that different
segments of H − {e1, . . . , ek} are no longer vertex-disjoint (and so do not correspond to
components of the subgraph H − {e1, . . . , ek}, cf. Figure 2).
Definition 4.1. Given the circuit H = H1e1H2e2 . . . ek−1Hkek, we call Hj the j-th segment
of H. Since H is shortest possible, every segment Hj is a path. We let <j denote the path
order on V (Hj) induced by the circuit H.
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Figure 2. A circuit H = H1e1H2e2H3e3 with segments H1, H2, H3.
Definition 4.2. Given the circuit H with segments {Hj : j ∈ [k]}, for U ⊆ V and j ∈ [k],
we define (cf. Definition 2.5)
(1) Onj(U) := U ∩ V (Hj) as the vertices of U on the j-th segment of H,
(2) Clj(U) := [min<j Onj(U),max<j Onj(U)]<j as the closure of U on the j-th segment
of H,
(3) Cl(U) := ⋃`∈[k] Cl`(U) as the closure of U in H,
(4) Frj(U) := {min<j Onj(U),max<j Onj(U)} as the frontier of U on the j-th segment
of H and
(5) Fr(U) := ⋃`∈[k] Fr`(U) as the frontier of U in H.
Note that due to the fact that different segments can intersect, the set inclusions
Cl(U) ⊆ Cl(Cl(U)), Clj(U) ⊆ Onj(Cl(U)) and Frj(U) ⊆ Onj(Fr(U)) might be proper.
Fact 4.3. For j ∈ [k] and U ⊆ V , we have Clj(U) is a subtrail of Hj.
Definition 4.4. For x, y ∈ V (G) and X ⊆ V , we say
(1) an x−y trail P is admissible, if it is in G−E(H)−ek+1 and V (P )∩V (H) ⊆ {x, y},
and
(2) R(X) := {y′ ∈ V (H) : ∃x′ ∈ X ∃ admissible x′−y′ trail} as reach of X after H.
We stress that the inner vertices of an admissible x−y trail are not in V (H).
Definition 4.5. We define an increasing sequence (Ai)i∈N recursively by
(1) A0 := ∅,
(2) A1 := R({a}), and
(3) if Ai is already defined for some i ≥ 1, then Ai+1 := R(Cl(Ai)).
Further, we set A := ⋃i∈NAi. Analogously, we define an increasing sequence (Bi)i∈N and
B by interchanging a with b.
The idea behind this definition is the simple observation that if A1 and B1 intersect the
same segment of H, then we clearly would be done. This will not always be possible, and
so we iterate this procedure again and again, until we do find one vertex in A and one
vertex in B that are contained in the same segment of H, as Lemma 4.6 below shows.
We remark that Definition 4.5 of (Ai)i∈N differs from Woodall’s in that Woodall’s
admissible paths (see x ? y in [10]) from Ai to new vertices of Ai+1 are not allowed to start
from the frontier of Ai.
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Lemma 4.6. If Onj(A) = ∅ or Onj(B) = ∅ for every j ∈ [k], then G contains an odd
cut of size at most k + 1.
Proof. First of all, since G is 2-edge-connected, both A and B are non-empty: Since
G−ek+1 is connected, any a−V (H) path in G−ek+1 is an admissible trail which witnesses
the non-emptiness of A1 ⊂ A, and similarly for B.
Since A,B ⊆ V (H) and Onj(A) = ∅ or Onj(B) = ∅ for every j ∈ [k], A and B are
disjoint. Further, from the pigeonhole principle it follows without loss of generality, that
|{j ∈ [k] : Onj(A) 6= ∅}| ≤
⌊
k
2
⌋
. Then
|∂HA| = |
⋃
j∈[k]
∂(ej−1Hjej) Onj(A)| ≤
∑
j∈[k]
|∂(ej−1Hjej) Onj(A)| = 2 ·
⌊
k
2
⌋
,
and since H induces an even subgraph, |∂HA| is even. Thus, C := ∂HA ∪ {ek+1} is odd
and has size |C| ≤ 2 ·
⌊
k
2
⌋
+ 1 ≤ k + 1.
To complete the proof, it remains to show that C is a cut in G. For this, we consider
D = {v ∈ V (G) : ∃a′ ∈ A ∪ {a} ∃ admissible a′−v trail},
and claim that ∂GD = C.
To see C ⊆ ∂GD, note that ∂HA ⊂ ∂GD by definition of A. For ek+1 ∈ ∂GD, suppose to
the contrary that b ∈ D. Then there exists an admissible b−(A∪{a}) trail T . Since B 6= ∅,
T combined with an admissible b−B trail witnesses that A ∩B 6= ∅, a contradiction.
To prove ∂GD ⊆ C, let us suppose for a contradiction that there exists some edge
e = uv ∈ (∂GD) \ C with say u ∈ D and v /∈ D. Since u ∈ D, we can pick an admissible
trail T starting in some a′ ∈ A ∪ {a} and ending in u. If e ∈ E(H), then u ∈ V (H) and
thus u ∈ A by Definition 4.5. Now e ∈ ∂H(A), which contradicts e /∈ C. So, we assume
e /∈ E(H). If u ∈ V (H), then u ∈ A and the trail uv is a witness for v ∈ D. Otherwise,
Tuv is a witness. In any case, this contradicts v /∈ D. 
Now that we know that A and B intersect the same segment Hj of H, it is clear that
there is a natural trail in H starting at a vertex of A, ending at a vertex of B, and
containing all of the edges e1, . . . , ek. If we consider the ‘first time’ that An and Bm
intersect a given segment Hj, then this trail has the following three crucial properties of
Definition 4.7, as Lemma 4.8 shows.
Definition 4.7. For n,m ∈ N, we say a trail Q = q0 . . . qw is An−Bm−coherent, if
(C1) e1, . . . , ek ∈ E(Q), q0 ∈ An+1 and qw ∈ Bm+1,
(C2) for every s ∈ [w] with qs−1qs ∈ E \E(H), there exist r, t ∈ [0, w] with qr, qt ∈ V (H)
and r < s ≤ t such that qrQqt is an admissible qr−qt trail and each of the sets
An+1 and Bm+1 contains at most one of qr and qt, and
(C3) for every j ∈ [k], Clj(An) and Clj(Bm) are subtrails of Q with witnessing intervals
IAn,j and IBm,j such that IX,j ∩ IY,j′ = ∅ for every X, Y ∈ {An, Bm} and every two
distinct j 6= j′ ∈ [k].
Lemma 4.8. If Clj(An∗) 6= ∅ 6= Clj(Bm∗) for some j ∈ [k], then there exists an An−Bm−
coherent trail for some n < n∗, m < m∗.
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Proof. Let j be in [k] such that Clj(An∗) 6= ∅ 6= Clj(Bm∗). Choose n < n∗ and m <
m∗ minimal such that Clj(An+1) 6= ∅ 6= Clj(Bm+1) and pick an+1 ∈ Onj(An+1) and
bm+1 ∈ Onj(Bm+1).2 We claim that the trail Q with start vertex an+1 and end vertex
bm+1 along the circuit H through e1, . . . , ek and Hj′ as subtrail for every j′ ∈ [k] \ {j} is
An−Bm−coherent as desired.
Indeed, (C1) holds by construction and (C2) is an empty condition. Lastly, since
Clj(An) = ∅ = Clj(Bm), and all other segments Hj′ for j′ ∈ [k] \ {j} are subtrails of Q
with pairwise disjoint witnessing intervals by construction, also (C3) holds for Q. 
While conditions (C1) and (C2) are straightforward adaptions from Woodall’s notion
of coherence [10, §III] from paths to trails, a word on (C3) might be in order. Given the
‘time-minimal’ subtrail Q of H constructed in Lemma 4.8, we aim to modify Q while
preserving as much structure of Q, and hence of H, as possible. Since segments of H may
intersect, the correct notion of ‘structure preserving’ is to think about the trail in terms of
time: Our initial trail Q constructed in Lemma 4.8 spends disjoint time intervals to cover
the different segments of H that contain vertices from Cl(An) ∪ Cl(Bn). When modifying
Q, however, we can no longer require to completely cover all these segments. So instead,
we only preserve the property that if T and S are subpaths of distinct segments Hj and
Hj′ of the form T ∈ {Clj(An),Clj(Bm)} and S ∈ {Clj′(An),Clj′(Bm)}, then we continue
to spend disjoint time intervals to cover T and S.
Theorem 4.9. If there exists an An−Bm−coherent trail for some n,m ∈ N, then there
also exists an A0−B0−coherent trail.
For the proof, we need two easy lemmas.
Lemma 4.10. Let n,m ∈ N and Q = q0 . . . qw be an An−Bm−coherent trail. If n ≥ 1
and q0 ∈ An, then Q is An−1−Bm−coherent, and if m ≥ 1 and qw ∈ Bm, then Q is
An−Bm−1−coherent.
Proof. Due to the symmetry of the statements, we just check the conditions for Q being
An−1−Bm−coherent for n ≥ 1. Property (C1) is clear, and (C2) is immediate from the
fact that (Ai)i∈N is an increasing sequence.
Finally, (C3) follows from the fact that since (Ai)i∈N is increasing, Clj(An−1) is a subtrail
of Clj(An), and hence we have IAn−1,j ⊆ IAn,j for the respective witnessing intervals for all
j ∈ [k]. Since IX,j ∩ IY,j′ = ∅ for every X, Y ∈ {An, Bm} and every two distinct j, j′ ∈ [k]
holds by assumption, it follows that the same holds for every X, Y ∈ {An−1, Bm}. 
Lemma 4.11. Let n,m ∈ N and v ∈ (Cl(An) ∪ {a}) ∪ (Cl(Bm) ∪ {b}). If Q = q0 . . . qw
is an An−Bm−coherent trail and P is an admissible v−V (H) trail, then Q and P are
edge-disjoint.
2One could make a stronger minimality assumption by choosing n,m minimal so that Clj(An) 6= ∅ 6=
Clj(Bn) for some j ∈ [k]. Following the same proof, this gives rise to a trail Q which satisfies the following
stronger variant of (C3), namely IX,j ∩IY,j′ = ∅ for every X,Y ∈ {An, Bm} and every two (not necessarily
distinct) j, j′ ∈ [k]. However, we do not need this stronger conclusion for the remainder of our proof.
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Proof. By symmetry we may assume that v ∈ Cl(An) ∪ {a}. Suppose for a contradiction
that P and Q are not edge-disjoint. Choose s ∈ [w] such that qs−1qs is the first edge of
P that is also in E(Q). Since qs−1qs ∈ E(P ) ⊆ E \ E(H) by Definition 4.4, it follows
from property (C2) of An−Bm−coherent that there are r, t ∈ [0, w] with r < s ≤ t
and qr, qt ∈ V (H) such that qrQqt is an admissible qr−qt trail and each set An+1 and
Bm+1 contains at most one of qr and qt. But since qs−1qs is the first edge of P in
E(Q), both vPqs−1Q¯qr and vPqs−1Qqt are admissible trails witnessing that qr, qt ∈ An+1
(cf. Definition 4.5(3)), a contradiction. 
Proof of Theorem 4.9. Let n,m be minimal such that there is an An−Bm−coherent trail
Q = q0 . . . qw with start vertex q0 = an+1 ∈ An+1 and end vertex qw = bm+1 ∈ Bm+1. We
claim that n = m = 0. Otherwise, without loss of generality we may assume n ≥ 1. By
Lemma 4.10 and the minimality assumption, we have an+1 ∈ An+1 \ An. We write Q as
an+1QqcQqdQbm+1 where c, d ∈ [0, w] are defined as follows:
(a) Since an+1 ∈ An+1 \ An and by Definition 4.5(3) of An+1, there is an x ∈ Cl(An)
such that there exists an admissible x−an+1 trail P (which might be trivial).
From Definition 4.2(3) of the closure it follows that there is an j ∈ [k] such that
x ∈ Clj(An). By property (C3) of An−Bm−coherent, Clj(An) is a subtrail of Q
with witnessing interval IAn,j ⊆ [0, w]. Now, we choose d ∈ IAn,j as the unique
index with qd = x.
(b) Next, choose c := max{r ∈ [0, w] : qr ∈ ⋃i∈[n] Frj(Ai) ∧ r ≤ d}. If r := min IAn,j,
then qr ∈ Frj(An) and obviously r ≤ d. Hence, c exists.
an+1 qmin IAn,j qc qd bm+1
< [ < >
Q′
>
Q
]
Clj(An)
>
P
Figure 3. Obtaining the rerouted trail Q′ from Q.
Further, we set n′ := min{i ∈ [n] : qc ∈ Frj(Ai+1)} and observe
(1) IAn′,j ∩ [c, d] = ∅,
(2) if IBm,j ∩ [c, d] 6= ∅, then Clj(An) ∩ Clj(Bm+1) 6= ∅,
(3) if qd ∈ Bm+1, then Clj(An) ∩ Clj(Bm+1) 6= ∅, and
(4) P and Q are edge-disjoint.
Proof of (1). We assume for a contradiction that IAn′,j ∩ [c, d] 6= ∅. Then, either choos-
ing r as min(IAn′,j ∩ [c, d]) or max(IAn′,j ∩ [c, d]) will lead to qr ∈ Frj(An′), which is a
contradiction to the choice of c or n′ because c ≤ r ≤ d.
Proof of (2). Let IBm,j ∩ [c, d] 6= ∅. So, IAn,j ∩ IBm,j 6= ∅ because [c, d] ⊆ IAn,j. Further,
Clj(An) ∩Clj(Bm) ⊆ Clj(An) ∩Clj(Bm+1) implies then that Clj(An) ∩Clj(Bm+1) 6= ∅.
Proof of (3). If qd ∈ Bm+1, then, qd ∈ Clj(An) ∩ Clj(Bm+1) 6= ∅.
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Proof of (4). Since qd ∈ Clj(An) ⊆ Cl(An) and Q is An−Bm−coherent, this follows from
Lemma 4.11.
If IBm,j ∩ [c, d] 6= ∅ or qd ∈ Bm+1, then (2) or (3) imply that Clj(An) ∩ Clj(Bm+1) 6= ∅,
which by Lemma 4.8 gives rise to a coherent trail that contradicts the minimality of n
and m. Hence, we assume IBm,j ∩ [c, d] = ∅ and qd /∈ Bm+1.
Now we reroute Q and obtain Q′ := qcQ¯an+1P¯ qdQbm+1, see Figure 3. From (4) it follows
that Q′ is a trail. We show that Q′ is An′−Bm−coherent, contradicting the minimality of
n and m:
(C1) Since E(qc . . . qd) ⊆ E(Hj) and since all our edges satisfy ei /∈ E(Hj), the fact
that Q satisfied (C1) implies that Q′ uses e1, . . . , ek. Also, the start vertex qc is in
Frj(An′+1) ⊆ An′+1 and the end vertex bm+1 is still in Bm+1.
(C2) Because an+1 /∈ An ⊇ An′+1 and qd /∈ Bm+1, each of the sets An′+1 and Bm+1
contains at most the start or the end vertex of P . Also, the qd−an+1 trail P is
admissible. This implies that (C2) is true for edges that are in P . For edges that
are not in P , it follows directly from Q’s (C2) and qc, qd ∈ V (H).
(C3) Due to (1) and IBm,j ∩ [c, d] = ∅, the trails Clj′(An′) and Clj′(Bm) are subtrails of
q1 . . . qc or qd . . . qw for every j′ ∈ [k]. Hence, Q′ inherits property (C3) from Q. 
We are now ready to complete the proof of Theorem 3.1.
Proof of Theorem 3.1. Since G contains no odd cut of size at most k + 1, Lemma 4.6
implies that Onj(A) 6= ∅ 6= Onj(B) for some j ∈ [k]. By Lemma 4.8 there is an
An−Bm−coherent trail in G− ek+1 for some n,m ∈ N, and so by Theorem 4.9 there also
exists an A0−B0−coherent trail Q from a vertex a1 ∈ A1 to a vertex b1 ∈ B1 in G− ek+1.
By Definition 4.5(2) of A1 and B1, there is an admissible a−a1 trail Pa and an admissible
b−b1 trail Pb. Since ek+1 is a bridge in G−E(H),3 the trails Pa and Pb are vertex-disjoint.
Thus, Pa, Pb, Q and ek+1 are edge-disjoint by Lemma 4.11 and Definition 4.4(1). Together
with property (C1) of Q, it follows that H ′ := baPaa1Qb1P¯bb is the desired circuit in G
through e1, . . . , ek+1.
To see the moreover-part of Theorem 3.1, observe that if a /∈ V (H), then a /∈ V (Q) due
to (C2) and Definition 4.5(2) of A1. Thus, the circuit H ′ passes a once, since Pa and Pb
are vertex disjoint. The same holds for b. 
5. Concluding remarks and an open question
To find a circuit through any k prescribed edges we employed a global property by
forbidding all odd cuts of bounded size. However, if we are only interested in one specific
edge set, forbidding all bounded sized odd cuts seems unnecessarily strong: For example,
if our k edges are contained in a (k + 1)-edge-connected subgraph, then it is irrelevant
whether the whole graph contains some further small odd cuts. Hence, the following
natural question arises:
Question 5.1. When can a given edge set of a graph G be covered by a circuit in G?
3We remark that this is the only place in our argument where we use that ek+1 is a bridge in G−E(H).
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One line of investigation could be whether a condition similar to the one in Jaeger’s
theorem 1.6 could be of additional help:
Definition 5.2. For any k ∈ N, let g(k) be the smallest integer such that a set of at most
k edges in a g(k)-edge-connected graph G is covered by a circuit in G if and only if it
contains no odd cut of G.
Lemma 5.3. For any k ∈ N,
(1) g(k) ≤ m ≤ k + 1, where m is the smallest even integer ≥k, and
(2) for k ≥ 4, g(k) > `, where ` is the greatest odd integer ≤12(
√
8k − 7 + 1).
Proof. The first part follows directly from Theorem 1.4.
For the lower bound of g(k), let ` is the greatest odd integer ≤12(
√
8k − 7 + 1), and
consider Hi to be a K` with V (H) = {vi,1, . . . , vi,`} for i ∈ [2]. Further, we define
G := H1 + H2 + {v1,jv2,j : j ∈ [`]}. We remark that G is `-connected. Now, we pick
S := E(H1) ∪ {e} where e is some edge of E(H2). We calculate
|S| =
(
`
2
)
+ 1 = `(`− 1)2 + 1 ≤ k
where the inequality holds for ` ≤ 12(
√
8k − 7 + 1). By Theorem 1.6, S contains no odd
cut of G, because S is contained in the even subgraph H1 + H2. But clearly there exists
no circuit H ′ in G that covers S. 
Fact 5.4. We have
g(1) = 0, g(2) = 2, g(3) = 3 and g(4) = 4.
Proof. To see g(1) = 0, observe that any edge not being a bridge of its component must
lie on a cycle.
For g(2) = 2, note that g(2) ≤ 2 by Lemma 5.3, and g(2) > 1 by considering two disjoint
cycles connected by an edge, and letting S consist of one edge from each cycle.
Next, Example 1.7 shows g(3) > 2. For g(3) ≤ 3, let G be a 3-edge-connected graph
and S be a 3-set of edges which contains no odd cut of size at most three. By Theorem 1.6,
there exists an even subgraph H of G. We choose H subgraph-minimal, and so H has at
most three components.
First, we assume that H has three components C1, C2, C3, and reduce it to the case
where H has two components by considering the three edge-disjoint V (C1)−V (C2 + C3)
paths in G which exist by Menger’s theorem.
Now, we assume that H has two components C1, C2 where without loss of generality
|E(C1) ∩ S| = 1. Again there are three edge-disjoint V (C1)−V (C2) paths in G. At least
two of them meet the same segment of C2 such that we can construct a cycle in G which
goes through all three edges.
Finally, g(4) = 4 follows from Lemma 5.3. 
Thus, by adding Jaeger’s condition, for odd |S| it appears we need less edge connectivity
than before. It might be an interesting problem to find the precise values for the function
f , or at least to improve any of the bounds given in Lemma 5.3. In particular, we were
not able to find an example witnessing g(5) > 4.
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