Modified Taylor approximation of functions with periodic behaviour  by Martı́n, Pablo et al.
Journal of Computational and Applied Mathematics 130 (2001) 91–97
www.elsevier.nl/locate/cam
Modi"ed Taylor approximation of functions with periodic
behaviour
Pablo Mart()n ∗, Amelia Garc()a, David J. L(opez
Departamento de Matematica Aplicada a la Ingenier (a, E.T.S. de Ingenieros Industriales, Universidad de Valladolid,
Paseo del Cauce s=n, 47011 Valladolid, Spain
Received 16 March 1999; received in revised form 14 October 1999
Abstract
We approximate a function with periodic behaviour by means of a small modi"cation of its Taylor polynomial. This
modi"cation is based on the work of Scheifele and will simplify the construction of special numerical methods for
di7erential equations with near periodic solutions. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In many "elds of the Applied Sciences the functions that appear have an oscillating behaviour.
Habitually, these functions must be approximated and, due to their behaviour, a polynomial is not
the best choice for this approximation. If we have a function f near to a sinusoidal with frequency
! an adequate approximation to f will have the form
A cos!x + B sin!x + a0 + a1x + · · ·+ an−2xn−2 : (1)
Approximations of this kind have been used to interpolate functions [1] or to obtain approximations
to the solution of a perturbed oscillator [5,6]. In more elaborated works these approximations serve
to the construction of multistep methods [4,7–9] or Runge–Kutta-type methods [3].
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In this work we will construct an approximation of this form making a small modi"cation in
the Taylor polynomial of f. This approximation, that we shall call modi"ed Taylor approximation,
veri"es properties analogous to that of the Taylor polynomials. We determine the error term of the
approximation and we show with an example its good performance.
2. Scheifele approximation
In 1971, Scheifele [5,6] considered the perturbed oscillator
y′′ + !2y = g(y; y′; x); y(0) = y0; y′(0) = y′0 (2)
and proposed an approximation to the solution of this problem in the form
Y (x) =
n∑
k=0
bkGk(x); (3)
where the G-functions are de"ned as the solutions of the initial-value problems
G′′0 + !
2G0 = 0; G0(0) = 1; G′0(0) = 0; (4)
G′′1 + !
2G1 = 0; G1(0) = 0; G′1(0) = 1; (5)
G′′k + !
2Gk =
xk−2
(k − 2)! ; Gk(0) = 0; G
′
k(0) = 0; k¿2 (6)
and the coeLcients are
b0 = y0; b1 = y′0; bk = 
dk−2g(y(x); y′(x); x)
dxk−2
∣∣∣∣∣
x=0
; k¿2 : (7)
The G-functions can be expressed in terms of the elementary functions
G0(x) = cos!x; G2k(x) =
(−1)k
!2k
(cos!x − Q2k−2(x)); k¿1; (8)
G1(x) =
1
!
sin!x; G2k+1(x) =
(−1)k
!2k+1
(sin!x − R2k−1(x)); k¿1; (9)
where the expressions Qn(x) and Rn(x) denote the Taylor polynomial of nth degree of cos!x and
sin!x, respectively.
It is easy to show, from the de"nition of the G-functions, the following properties:
G′k(x) = Gk−1(x); k¿1; (10)
Gk(x) =
xk
k!
+ O(xk+2); (11)
Gk(x) + !2Gk+2(x) =
xk
k!
; k¿0: (12)
More properties of the G-functions can be seen in [2,5,6].
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3. Modied Taylor approximation
In this section we will construct an approximation of form (1) to a general function f. We will
use the Scheifele approximation to the solution of an oscillator.
We can consider f as the solution of the initial value problem
y′′ + !2y = f′′ + !2f; y(0) = f(0); y′(0) = f′(0) : (13)
Then we can approximate f by means of the Scheifele approximation
n∑
k=0
bkGk(x) =f(0)G0(x) + f′(0)G1(x) +
n∑
k=2
(f(k)(0) + !2f(k−2)(0))Gk(x)
=
n∑
k=0
f(k)(0)Gk(x) + !2
n−2∑
k=0
f(k)(0)Gk+2(x)
=
n−2∑
k=0
f(k)(0)(Gk(x) + !2Gk+2(x)) + f(n−1)(0)Gn−1(x) + f(n)(0)Gn(x)
=
n−2∑
k=0
f(k)(0)
xk
k!
+ f(n−1)(0)Gn−1(x) + f(n)(0)Gn(x): (14)
Note that the approximation that we have obtained only di7ers from the Taylor polynomial of f
in the last two terms, where the monomials of the Taylor polynomial have been substituted by
the G-functions. Moreover, function (14) veri"es, in a similar way to the Taylor polynomial, the
following property.
Theorem 1. If we de5ne
Mn(x) =
n−2∑
k=0
f(k)(0)
xk
k!
+ f(n−1)(0)Gn−1(x) + f(n)(0)Gn(x); (15)
then Mn(x) is the only function of the form
A cos!x + B sin!x + a0 + a1x + a2x2 + · · ·+ an−2xn−2; (16)
that veri5es
Mn(0) = f(0); M ′n(0) = f
′(0); : : : ; M (n)n (0) = f
(n)(0): (17)
Proof. From (8) and (9) we have that Gn−1(x) and Gn(x) can be expressed as a di7erence between
a trigonometric function and a polynomial of degree n− 3 and n− 2, respectively. Then, it is clear
that Mn(x) is a linear combination of the trigonometric functions cos!x and sin!x and a polynomial
of degree n− 2. This proves that Mn(x) has the form of expression (16).
From (11) we obtain that condition (17) holds:
Mn(x) =
n−2∑
k=0
f(k)(0)
xk
k!
+ f(n−1)(0)
xn−1
(n− 1)! + O(x
n+1) + f(n)(0)
xn
n!
+ O(xn+2)
=
n∑
k=0
f(k)(0)
xk
k!
+ O(xn+1): (18)
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In order to see the uniqueness of the function Mn we can consider that there exists another function
N (x) of form (16) that veri"es (17). If N has form (16) we can write N similarly to Mn:
N (x) =
n−2∑
k=0
bk
xk
k!
+ bn−1Gn−1(x) + bnGn(x) (19)
=
n∑
k=0
bk
xk
k!
+ O(xn+1): (20)
Since N veri"es (17) we have that
f(k)(0) = N (k)(0) = bk ; 06k6n; (21)
and, therefore, Mn = N .
Also, we have a result analogous to the Taylor’s Theorem.
Theorem 2. Let n¿ 2 and suppose that f(n+1) exists for each x in an open interval I containing
0. Then; for each x = 0 in I there is a number x strictly between 0 and x such that
f(x) =
n−2∑
k=0
f(k)(0)
xk
k!
+ f(n−1)(0)Gn−1(x) + f(n)(0)Gn(x) + r˜n(x); (22)
where
r˜n(x) = (f(n+1)(x) + !2f(n−1)(x))Gn+1(x): (23)
Proof. We will introduce an auxiliary function ’. For any "xed x = 0 in I and any t in I , let
’(t) = f(x)−
(
n−2∑
k=0
f(k)(t)
(x − t)k
k!
+ f(n−1)(t)Gn−1(x − t) + f(n)(t)Gn(x − t)
)
: (24)
This function is, obviously, continuous in [0; x] and di7erentiable in (0; x). By deriving we have that
’′(t) =−f′(t) + (f′(t)− (x − t)f′′(t))
+
(
(x − t)f′′(t)− (x − t)2 f
′′(t)
2!
)
+ · · ·
+
(
(x − t)n−3 f
(n−2)(t)
(n− 3)! − (x − t)
n−2 f
(n−1)(t)
(n− 2)!
)
+(Gn−2(x − t)f(n−1)(t)− Gn−1(x − t)f(n)(t))
+ (Gn−1(x − t)f(n)(t)− Gn(x − t)f(n+1)(t))
=
(
Gn−2(x − t)− (x − t)
n−2
(n− 2)!
)
f(n−1)(t)− Gn(x − t)f(n+1)(t): (25)
By using property (12) we obtain
’′(t) =−Gn(x − t)(f(n+1)(t) + !2f(n−1)(t)): (26)
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Let us consider another auxiliary function  de"ned by
 (t) = Gn+1(x − t); (27)
whose derivative is (from property (10))
 ′(t) =−Gn(x − t): (28)
By applying Cauchy’s Mean Value Theorem to the functions ’ and  in the interval [0; x] we have
that there is a number x, strictly between 0 and x such that
 ′(x)(’(x)− ’(0)) = ’′(x)( (x)−  (0)): (29)
This means that
Gn(x − x)r˜n(x) = Gn(x − x)(f(n+1)(x) + !2f(n−1)(x))Gn+1(x): (30)
From (10) we can deduce that
Gk(x) =
∫ x
0
Gk−1() d; k¿1: (31)
Since G2(x) = (1− cos!x)=!2¿0, then Gk(x) = 0 for x = 0 and k ¿ 2. Therefore, we can simplify
expression (30) and we obtain
r˜n(x) = (f(n+1)(x) + !2f(n−1)(x))Gn+1(x): (32)
Note that, if the function f is near to a sinusoidal A cos!x + B sin!x, we can expect that the
residual of the approximation that we have obtained will be lesser than the residual of the Taylor
polynomial
rn(x) = f(n+1)(x)
xn+1
(n+ 1)!
: (33)
4. An example
We will consider the almost periodic function
f(x) =
√
x + 1J0(10(x + 1)); (34)
where J0 is the "rst-kind zero-order Bessel function. The Taylor polynomial of sixth degree about
0 of f is
P6(x) = J0(10) +
( 1
2 J0(10)− 10J1(10)
)
x − 401
4
J0(10)
x2
2!
+
(
−397
8
J0(10) +
2005
2
J1(10)
)
x3
3!
+
(
160785
16
J0(10)− 10J1(10)
)
x4
4!
+
(
154505
32
J0(10)− 8036458 J1(10)
)
x5
5!
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+
(
64424545
64
J0(10)− 55352 J1(10)
)
x6
6!
; (35)
and the modi"ed Taylor approximation taking != 10 is
M6(x) = J0(10) +
( 1
2 J0(10)− 10J1(10)
)
x − 401
4
J0(10)
x2
2!
+
(
−397
8
J0(10) +
2005
2
J1(10)
)
x3
3!
+
(
160785
16
J0(10)− 10J1(10)
)
x4
4!
+
(
154505
32
J0(10)− 8036458 J1(10)
)
G5(x)
+
(
64424545
64
J0(10)− 55352 J1(10)
)
G6(x): (36)
By using Eqs. (8) and (9) we can write this approximation in terms of a polynomial and trigonometric
functions
M6(x) =− 8490912800000 J0(10) +
1107
400000
J1(10)
+
(
1099
64000
J0(10) +
729
16000
J1(10)
)
x
+
(
52909
256000
J0(10)− 11078000 J1(10)
)
x2
+
(
− 859
3840
J0(10)− 329960 J1(10)
)
x3
+
(
−22109
30720
J0(10) +
707
960
J1(10)
)
x4
+
(
30901
640000
J0(10)− 160729160000 J1(10)
)
sin 10x
+
(
12884909
12800000
J0(10)− 1107400000 J1(10)
)
cos 10x: (37)
In Fig. 1 we show the decimal logarithm of the error when we approximate function (34) with
the Taylor polynomial (solid line) and with the modi"ed Taylor approximation here constructed
(dotted line). It is clear that the modi"ed Taylor approximation is more appropriated for this kind
of functions.
5. Conclusions
We have obtained an adequate approximation to a function who is near a sinusoidal by means
of a linear combination of trigonometric functions and a polynomial. The approximation has a very
simple form because it is the Taylor polynomial of the function with a small modi"cation.
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Fig. 1. Error of the approximation of f(x)=
√
x + 1J0(10(x+1)). Taylor polynomial: solid line. Modi"ed Taylor approx-
imation: dotted line.
In order to simplify we have considered a modi"ed Taylor approximation about 0. By means of
a simple translation, all the results can be extended to any other point.
The results obtained will be useful in future works for the construction of numerical methods for
the integration of di7erential equations with oscillating solutions.
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