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THE TRANSFINITE MEAN
ANDRE KORNELL
Abstract. We define a generalization of the arithmetic mean to bounded transfinite se-
quences of real numbers. We show that every probability space admits a transfinite sequence
of points such that the measure of each measurable subset is equal to the frequency with
which the sequence is in this subset. We include an argument suggested by Woodin that
the club filter on ω1 does not admit such a sequence of order type ω1.
1. Introduction
For any probability space (Ω,F ,P) and any event A ∈ F , the strong law of large numbers
guarantees the existence of a sequence x1, x2, . . . from X such that
(∗) lim
n−→∞
1
n
n∑
i=1
[xi ∈ A] = P(A).
Here [xi ∈ A] = 1 if indeed xi ∈ A, and [xi ∈ A] = 0 otherwise.
We ask whether it is possible to find a sequence that satisfies this property for a given
family of events. We can always find such a sequence if the family is countable, because the
probability measure is countably additive. However, if the family is very large, e. g. all of
F , then typically there is no such sequence. For example, if (Ω,F ,P) is the unit interval
with Lebesgue measure then the equation (∗) fails for each of the many measurable subsets
A ⊆ [0, 1] of positive measure disjoint from {xi | i ∈ N}.
The main result of this paper is that it is always possible to find a transfinite sequence
(xα) so that the equation (∗) is true for all A ∈ F . To state this result, it is necessary to
make sense of the left side of the equation (∗) for transfinite sequences; we do so by defining
the transfinite mean M. We can then establish the following:
Theorem. There is a well-ordering (xα |α ∈ c) of [0, 1] such that for all bounded Lebesgue
measurable functions f : [0, 1] −→ R,∫ 1
0
f(t) dt = M(f(x0), f(x1), . . . , f(xω), f(xω+1), . . .c).
This paper is a rewritten version of the author’s undergraduate senior thesis. I record
here my heartfelt gratitude to Edward Nelson, my undergraduate advisor, whose mentorship
was a boon during a turbulent period of my life. He suggested that I work with the upper
mean M, and this has significiantly simplified the presentation; the notation is also his.
Also, I thank John H. Conway and W. Hugh Woodin. John Conway taught me the ordinal
arithmetic that I use in this paper. Hugh Woodin suggested the argument in section 7 that
1
not every probability space (X,Σ, m) can be captured by a transfinite sequence of length
cardX . Specifically, the club filter on ω1 cannot be so captured.
We build almost entirely on the elementary theory of ordinals, as developed in any intro-
ductory set theory text such as Enderton’s Elements of Set Theory [1, chs. 7-8]. We will use
lowercase Greek letters to denote ordinals.
2. Transfinite Sequences
We term an ordinal indecomposable when it is not the sum of two strictly smaller ordinals.
An ordinal is indecompsable if and only if it is of the form ωα for some ordinal α. Here, the
superscript notation refers ordinal exponentiation, but we will also sometimes write XY to
denote the set of functions from Y to X . The intended meaning of a superscript should be
understood from context.
Definition 2.1. For all sets X and ordinals α, we will call Xα the set of transfinite sequences
of elements of X of length α. Similarly, X∗ denotes the class of all transfinite sequences of
elements of X .
Intuitively, X∗ is the union of sets Xα for all ordinals α.
Definition 2.2. For s ∈ X∗, we will say that s has length α, and write ℓ(s) = α, in case
s ∈ Xα.
The domain of a transfinite sequence s is precisely its length, which is a set of ordinals.
Thus for every ξ < ℓ(s), one should think of s(ξ) as the ξth element of the sequence s. To
encourage this intuition, we will write s(ξ) instead of s(ξ).
Convention 2.3. We will identify the elements of X with the elements of X1, i.e., the
transfinite sequences of elements from X of length 1.
Definition 2.4. For sequences r, s ∈ X∗, define their concatenation r ⊕ s ∈ X∗ to be the
sequence of length ℓ(r) + ℓ(s) satisfying
(r ⊕ s)(ξ) =
{
r(ξ) for ξ < ℓ(r),
s(ξ′) for ξ = ℓ(r) + ξ
′.
Definition 2.5. A nonempty sequence s ∈ X∗ is decomposable if it is the concatenation of
two strictly shorter sequences. Otherwise it is indecomposable.
Evidently a sequence is indecomposable if and only if its length is indecomposable. An
ordinal is defined to be indecomposable iff it is nonzero and it is not the sum of two strictly
smaller ordinals. It is straightforward to show that an ordinal is indecomposable if and only
if is of the form ωσ for some ordinal σ, by writing each ordinal in its Cantor normal form.
We now define the concatenation of infinitely many transfinite sequences.
Fact 2.6. Every transfinite sequence s of ordinals has a well defined sum
∑
ι<ℓ(s) s(ι).
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(1) If r and s are transfinite sequences of ordinals, then∑
ι<ℓ(r⊕s)
(r ⊕ s)(ι) =
∑
ι<ℓ(r)
r(ι) +
∑
ι<ℓ(s)
s(ι).
(2) If s is a transfinite sequence of ordinals, and A is a set of ordinals with supA = ℓ(s),
then ∑
ι<ℓ(s)
s(ι) = sup
α∈A
∑
ι<α
s(ι).
(3) If s is a transfinite sequence of ordinals with all elements equal to α, then∑
ι<ℓ(s)
s(ι) = α · ℓ(s).
Informally, one may imagine computing infinite sums using expressions of transfinite
length. Each ordinal in the series has a Cantor normal form, so we can write our sum
as the sum of a transfinite sequence of terms, each of which is a power of ω. We then per-
form operations like replacing a sum ωσ+ωσ+ . . . with the term ωσ ·ω = ωσ+1, or replacing
a sum ωσ + ωτ with ωτ , whenever σ < τ .
Convention 2.7. We will use β0 + β1 + . . .α as a more visually compelling notation for∑
ι∈α βι. In general, a sequence ending with . . .α is understood to contain all the terms of
index up to, but not including α.
Definition 2.8. Let the sequence s0, s1, . . .α be an element of (X
∗)∗, that is, a transfinite
sequence of transfinite sequences in X . Define its concatenation s0 ⊕ s1 ⊕ . . .α to be the
sequence in X of length ℓ(s0) + ℓ(s1) + . . .α such that
(s0 ⊕ s1 ⊕ . . .α)(ξ) = (sβ)(ξ′),
where β and ξ′ are the unique ordinals such that ξ =
(∑
ι<β ℓ(sι)
)
+ ξ′.
Observation 2.9. If s ∈ X∗ has length β1 + β2 + . . .α, then s can be uniquely written as a
concatenation s0 ⊕ s1 ⊕ . . .α, where each sι has length βι.
Typically, in this paper, X = R. For convenience, we will often restrict attention to the
class R∗∼ ⊆ R
∗, define below.
Definition 2.10. The class R∗∼ is the class of bounded transfinite sequences of reals of
nonzero length.
Convention 2.11. Since transfinite sequences are the only kind of sequences that will be
considered in this paper, we will use the word ‘sequence’ to mean ‘transfinite sequence’.
3. The upper mean
Every ordinal α is of the form α = ωσn + ρ for some indecomposable ωσ, natural n
and remainder ρ < ωσ. Hence every sequence s ∈ X∗ can be uniquely decomposed as
s = s0 ⊕ · · · sn−1 ⊕ s˜, where the sequences si have the same indecomposable length ω
σ, and
s˜ is strictly shorter.
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Definition 3.1. Let X be a set and let s ∈ X∗. A finite decomposition s = s0⊕· · ·⊕sn−1⊕ s˜
is the standard decomposition of s in case s0, . . . , sn−1 are indecomposable sequences of equal
length, and s˜ is of strictly smaller length than s0.
Definition 3.2. The function M : R∗∼ −→ R is defined by the following transfinite recursion
scheme. Let s = s0 ⊕ · · · ⊕ sn−1 ⊕ s˜ be the standard decomposition of a sequence s ∈ R
∗
∼.
Then
(1) M(s) = s whenever s has length 1,
(2)
M(s) = lim sup
ξ−→ℓ(s)
M(s|ξ)
whenever s is indecomposable with length greater than 1, and
(3)
M(s) =
1
n
(M(s0) + · · ·+M(sn−1))
whenever s is decomposable.
Here, s|ξ denotes the initial segment of s of length ξ.
The following two properties of M follow easily by transfinite induction.
Corollary 3.3. For all r, s ∈ R∗∼,
inf
ξ<ℓ(r)
r(ξ) ≤M(r) ≤M(s) ≤ sup
ξ<ℓ(s)
s(ξ)
whenever ℓ(r) = ℓ(s) and r ≤ s pointwise.
Corollary 3.4. For all r, s ∈ R∗∼ of equal length, M(r + s) ≤M(r) +M(s).
The quantity M(s) defined above does not depend on the remainder s˜. This is an instance
of a more general property: we can remove any subsequence of length less than ℓ(s0) without
changing the value of M(s); this is proposition 4.4. However, for now we will make do with
the following less general statement.
Theorem 3.5. Let r, s ∈ R∗∼ be such that ℓ(r) + ℓ(s) = ℓ(s). Then M(r ⊕ s) = M(s).
Proof. Proof is by transfinite induction of ℓ(s).
If s is decomposable, let s = s0⊕· · ·⊕ sn−1⊕ s˜ be the standard decomposition of s. Since
the conditions ℓ(r) + ℓ(s) = ℓ(s) and ℓ(r) + ℓ(s0) = ℓ(s0) are equivalent, we have by the
induction hypothesis that
M(r ⊕ s) = M((r ⊕ s0)⊕ s1 ⊕ · · · ⊕ sn)
=
1
n
(M(r ⊕ s0) +M(s1) + · · ·+M(sn−1))
=
1
n
(M(s0) +M(s1) + · · ·+M(sn−1)) = M(s)
Note that s0 is necessarily shorter than s since s is decomposable.
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If s is indecomposable, then ℓ(s) = ωσ for some ordinal σ. Let r = r0 ⊕ · · · ⊕ rm−1 ⊕ r˜
be the standard decomposition of r. Since r0 is indecomposable, it has length ω
τ for some
τ < σ. If τ + 1 < σ, then we have
M(r ⊕ s) = lim sup
ξ−→ωσ
M((r ⊕ s)|ξ)
= lim sup
ξ−→ωσ
M(r ⊕ s|ξ)
= lim sup
ξ−→ωσ
M(s|ξ) = M(s)
because for sufficiently large ξ < ωσ, ℓ(r) + ξ = ξ. Otherwise, ωσ = ωτ+1 = ωτω =
ωτ + ωτ + . . .ω. It follows that s = s0 ⊕ s1 ⊕ . . .ω for some si, each of length ω
τ . Then
M(r ⊕ s) = lim sup
ξ−→ωσ
M((r ⊕ s)|ξ)
= lim sup
k−→ω
M(r0 ⊕ · · · ⊕ rm−1 ⊕ (r˜ ⊕ s0)⊕ s1 ⊕ · · · ⊕ sk−1)
= lim sup
k−→ω
1
n+ k
(M(r0) + · · ·+M(rn−1) +M(r˜ ⊕ s0) +M(s1) + · · ·+M(sk−1))
= lim sup
k−→ω
1
n+ k
(M(r0) + · · ·+M(rn−1) +M(s0) +M(s1) + · · ·+M(sk−1))
= lim sup
k−→ω
1
k
(M(s0) +M(s1) + · · ·+M(sk−1)) = lim sup
ξ−→ωσ
M(s|ξ) = M(s)
where the fifth equality follows by elementary analysis since the sequence M(s0),M(s1), . . .ω
is bounded. 
Corollary 3.6. Let s be indecomposable with lim
ξ→ℓ(s)
s(ξ) = c. Then M(s) = c.
Corollary 3.7.
M(s0 ⊕ · · · ⊕ sn−1) =
1
n
(M(s0) + . . .+M(sn−1))
whenever the si ∈ R
∗
∼ have equal length.
Corollary 3.8. For all r, s ∈ R∗∼, M(r ⊕ s) = M(s⊕ r).
Theorem 3.9. The function M is uniquely defined by the following properties:
(1) M(c) = c whenever c ∈ R = R1∼.
(2) M(s⊕ r) = M(r ⊕ s)
(3) M(s0 ⊕ · · · ⊕ sn−1) =
1
n
(M(s0) + . . .+M(sn−1)) whenever the si have equal length.
(4)
M(s) = lim sup
ξ−→ℓ(s)
M(s|ξ)
whenever s is indecomposable with length greater than 1.
Proof. We have already shown thatM satisfies all of the above properties. It remains to show
uniqueness. The properties specified in the statement of the theorem uniquely determine
M(s) in terms of the values of M on sequences strictly shorter than s:
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• If s is decomposable, then let s = s0 ⊕ · · · ⊕ sn−1 ⊕ s˜ be the standard decomposition
of s. By the given properties, M(s) = 1
n
(M(s˜⊕ s0) +M(s1) + · · ·+M(sn−1)).
• If s is indecomposable, then the properties directly specify M(s) in terms of the values
of M on sequences strictly shorter than s.
Thus by transfinite induction, M is the only function on R∗∼ that satisfies the given properties.

4. The upper mean of upper means
Definition 4.1. Let s ∈ R∗∼ be a sequence whose length is divisible by β in the sense that for
some α, ℓ(s) = βα. We define s/β to be the sequence of length α that results from replacing
each segment of s of length β with the value of M on that segment. In other words, if
s = s0 ⊕ s1 ⊕ s2 ⊕ . . .α
and each sι has length β, then
s/β = M(s0)⊕M(s1)⊕M(s2)⊕ . . .α .
If s is bounded, then by Corollary 3.3 so is s/β. Thus, s/β ∈ R∗∼.
If β does not divide the length of s, then we leave s/β undefined.
Observation 4.2. Let s ∈ R∗∼. Then(⊕
ι∈α
sι
)
/β =
⊕
ι∈α
(sι/β)
whenever each ℓ(sι) is divisible by β.
Theorem 4.3. For all s ∈ R∗∼, if α and β are ordinals such that βα divides ℓ(s), then
(s/β)/α = s/(βα).
Proof. The proof is straightforward, but somewhat tedious. What follows is more of an
outline that has been fleshed out at several points. We need to show that for all ordinals α
and β, s/β/α = s/βα. The proof is essentially by transfinite induction on α. At each step
we will assume that ℓ(s) = βα, since this case easily implies the general case in which ℓ(s) is
divisible by βα. Note that if β = ωτ is indecomposable and α = n is finite then the equality
follows by definition of M.
Suppose first that β = ωτ . If α is not of the form α = ωσn, then our case can be reduced
to an earlier one by disregarding remainder segments as in definition 3.2 of M. If α = ωσn
and n > 1 then
s/β/α = s/ωτ/ωσn = s/ωτ/ωσ/n = s/ωτ+σ/n = s/ωτ+σn = s/βα.
6
If n = 1,
s/β/α = s/ωτ/ωσ = lim sup
ξ−→ωσ
(s/ωτ/ξ)(0)
= lim sup
ωγk−→ωσ
(s/ωτ/ωγk)(0) = lim sup
ωγk−→ωσ
(s/ωτ+γk)(0) = lim sup
ωγk−→ωτ+σ
(s/ωγk)(0)
= lim sup
ξ−→ωτ+σ
(s/ξ)(0) = s/ω
τ+σ = s/βα.
Suppose now that β is of the form β = ωτm. We can again assume that α is of the form
α = ωσn. If σ = 0 then
s/β/α = s/ωτm/n = s/ωτ/m/n = s/ωτ/mn = s/ωτmn = s/βα
by finite combinatorics. If σ ≥ 1 then
s/β/α = s/ωτm/ωσn = s/ωτ/m/ωσ/n = s/ωτ/m/ω1/ω−1+σ/n
= s/ωτ/ω1/ω−1+σ/n = s/ωτ+σn = s/βα
since r/m/ω = r/ω for all r ∈ Rω∼ by elementary analysis. If σ is finite, then −1 + σ is
defined to be the predecessor of σ, and if σ is infinite, then −1 + σ is defined to be simply
equal to σ; in any case, 1 + (−1 + σ) = σ.
Finally the general case (arbitrary β) follows from the above by theorem 3.5. 
Proposition 4.4. Let t ∈ R∗∼, and let A ⊆ ℓ(t). Let α be the order type of A and let β be
the order type of ℓ(t) \A. Let s ∈ Rα∼ be the canonical reindexing of t|A. If β + α = α, then
M(s) = M(t). If additionally, t is indecomposable, then ℓ(s) = ℓ(t).
Proof. Let r ∈ Rβ∼ be the canonical reindexing of t|ℓ(t)\A. Proof is by transfinite induction
on ℓ(t). First, suppose that ℓ(t) = ωσ for some ordinal σ.
If σ = τ+1 then t = t0⊕t1⊕. . .ω where each ti has length ω
τ . Suppose that infinitely many
concatenants ti contain a segment of r of length ω
τ . Then ℓ(r) = ωτω = ωσ, which contradicts
assumption since clearly ℓ(s) ≤ ωσ. It follows that at most finitely many concatenants ti
contain a segment of r of length ωτ . We use theorem 3.5 to remove a sufficiently large
initial segment of t to get rid of the offending concatenants ti. We then apply the induction
hypothesis and Theorem 4.3 to show the desired equalities.
If σ is a limit ordinal then we can write t as a concatenation of indecomposable segments of
equal and sufficiently large length that we can disregard the elements of r in each concatenant
individually by the induction hypothesis. This is an application of Theorem 4.3.
In the case where t is decomposable, let t = t0⊕· · · tn−1⊕ t˜ be its standard decomposition.
Since ℓ(s) ≤ ℓ(t), ℓ(r) + ℓ(t0) = ℓ(t0). By the induction hypothesis we can excise the
elements of r from each of the concatenants ti. Since M(t) does not depend on t˜, it follows
that M(t) = M(s). 
5. Capturing spaces
A probability space is a measure space (X,Σ, m) such that m(X) = 1.
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Definition 5.1. Let X be an arbitrary set and let A ⊆ X . If x ∈ X∗, then Ax ∈ R∗∼ denotes
the sequence of the same length as x, defined by (Ax)(ξ) = 1 if x(ξ) ∈ A, and (Ax)(ξ) = 0
otherwise.
For each ordinal ξ, we write ωξ for the ξ
th infinite cardinal, itself considered as an ordinal.
Definition 5.2. Let (X,Σ, m) be a probability space, and let A ⊆ X be measurable. A
sequence x ∈ X∗ captures A with resolution ωξ in case, Ax/ωξ = m(A) ⊕ m(A) ⊕ . . .. A
sequence x ∈ X∗ captures a collection A of measurable subsets of X with resolution ωξ in
case it captures each set A ∈ A with resolution ωξ.
The notion of a sequence capturing a measurable set is essentially contained in the following
statement from probability theory:
Fact 5.3 (Strong law of large numbers). Let (X,Σ, m) be a probability space and let Xω have
the product measure. If f : X −→ R is integrable, then there is a set E ⊆ Xω of measure
one, such that x ∈ E implies
(5.1) lim
n−→∞
1
n
∑
i<n
f(x(i)) =
∫
X
f dm.
If we take f to be the characteristic/indicator function of a measurable set A ⊆ X , then
the strong law states that almost all sequences x ∈ Xω capture A (with resolution ω).
Lemma 5.4. Let (X,Σ, m) be a probability space and A ⊆ Σ be a countable collection. Then
there is a sequence x ∈ Xω that captures A with resolution ω.
Proof of lemma 5.4. The strong law of large numbers essentially states that almost all x ∈
Xω capture any given A ∈ A with resolution ω. Since measure is countably additive, it
follows that almost all x ∈ Xω capture all A ∈ A with resolution ω. 
We now generalize Lemma 5.4 to uncountable collections A.
Theorem 5.5. Let (X,Σ, m) be a probability space. Let A0,A1, . . . ,Aη be a sequence of
collections Aα ⊆ Σ with cardAα ≤ ωα. Then there exists a sequence x ∈ X
∗ of length ωη,
which captures each collection Aα with resolution ωα.
Proof. Without loss of generality, we may assume that Aα ⊆ Aβ whenever α ≤ β ≤ η. The
proof is by transfinite induction on η. The η = 0 case is Lemma 5.4.
Hence, suppose that η is a limit ordinal. We want to write x as a concatenation x =
x0 ⊕ x1 ⊕ . . .η of sequences with ℓ(xξ) = ωξ, each of which will capture an increasingly large
portion of Aη. Clearly there is a chain of sets B0 ⊆ B1 ⊆ . . .η whose union is Aη and which
satisfies cardBξ ≤ ωξ for ξ < η. Now use the induction hypothesis to choose sequences xξ of
length ωξ that capture Aα ∪ Bα with resolution ωα for all α ≤ ξ. The sequence x captures
Aξ ∪ Bξ with resolution ωξ for every ξ < η. To see this, suppose that A ∈ Aξ ∪ Bξ:
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Ax/ωξ = (Ax0 ⊕ · · · ⊕ Axξ ⊕ Axξ+1 ⊕ . . .η)/ωξ
= (Ax0 ⊕ · · · ⊕ Axξ)/ωξ ⊕Axξ+1/ωξ ⊕ Axξ+2/ωξ ⊕ . . .η
= Axξ/ωξ ⊕ Axξ+1/ωξ ⊕Axξ+2/ωξ ⊕ . . .η
= m(A)⊕m(A)⊕m(A)⊕ . . .ωη .
Suppose now that η is a successor ordinal, and write η − 1 for its predecessor. We want
to write x as a concatenation x = x0 ⊕ x1 ⊕ . . .ωη , and each xξ will have length ωη−1, the
cardinal immediately preceding ωη. We present Aη as the union of a chain B0 ⊆ B1 ⊆ . . .ωη
such that cardBξ < ωη for all ξ < ωη. For each ξ < ωη, choose xξ to be a sequence of length
ωη−1 that captures Aα with resolution ωα for all α < η − 1, and captures Aη−1 ∪ Bξ with
resolution ωη−1. The sequence x captures Aα with resolution ωα for all α ≤ η − 1, since each
segment xξ does. To see this for α = η, suppose that A ∈ Bξ for some ordinal ξ. We now
compute:
(Ax)/ωη = (Ax0 ⊕ . . .⊕Axξ ⊕Axξ+1 ⊕ . . .ωη)/ωη
= (Axξ ⊕Axξ+1 ⊕ . . .ωη)/ωη
= ((Axξ ⊕Axξ+1 ⊕ . . .ωη)/ωη−1)/ωη
= (Axξ/ωη−1 ⊕ Axξ+1/ωη−1 ⊕ . . .ωη)/ωη
= (m(A)⊕m(A)⊕ . . .ωη)/ωη
= m(A).

Definition 5.6. A sequence x ∈ X∗ captures the measure space (X,Σ, m) in case it captures
Σ with resolution ℓ(x), i.e., if for every set A ∈ Σ, we have M(Ax) = m(A).
Corollary 5.7. Every probability space (X,Σ, m) is captured by a sequence x ∈ X∗.
Theorem 5.8. Let (X,Σ, m) be an atomless probability space such that cardΣ ≤ cardX,
and futhermore cardY = cardX whenever Y ∈ Σ has positive measure. Then there is a
well-ordering of X that captures (X,Σ, m).
Proof. We adjust the proof of Theorem 5.5 to show that if A0,A1, . . . ,Aη is a sequence of
collections Aα ⊆ Σ with cardAα ≤ ωα, and Y is any subset of X such that cardY < cardX ,
and ωη ≤ cardX , then there is a nonrepeating, i.e., injective sequence x ∈ (X \Y )
∗ of length
ωη, which captures each collection Aα with resolution ωα.
The η = 0 case follows from the fact that almost all sequences in Xω are nonrepeating
when X is atomless. This is easy to see when Y is negligible, but Y need not be negligible,
as it may fail to be in Σ. In the general case, we apply our probabilistic reasoning to the
probability space X \ Y . The restriction of measurable subsets to X \ Y yieds not only a
σ-algebra on X \ Y , but also a probability measure on that σ-algebra. Indeed, let A and A′
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be any elements of Σ such that A ∩ (X \ Y ) = A′ ∩ (X \ Y ). Their symmetric difference
A△A′ is a measurable subset of Y , so m(A△A′) = 0. Thus m(A) = m(A′).
For the η > 0 cases, we modify our proof of Theorem 5.5 by selecting the sequences xξ
recursively. At each stage of the construction, we have selected sequences which range over
a subset Y ′ of cardinality strictly smaller than ωη ≤ cardX . We then apply the induction
hypothesis to the set Y ∪ Y ′. By transfinite induction, we obtain the claimed variant of
Theorem 5.5. The instance of interest is Y = ∅, ωη = cardΣ, Aη = Σ, and Aα = ∅ for
α < η. Thus, we have shown that there is a nonrepeating sequence x ∈ X∗ of length cardX
that captures Σ.
We now insert the elements of X that do not appear in x, so sparsely that they do
not affect the behavior of x with respect to averaging functions. Specifically we well-order
the missed elements a0, a1, . . .ωγ and write x as a concatenation of sequences of length ω:
x = x1⊕ x2⊕ . . .cardX . Note that cardX > ω since a countable measure space is necessarily
not atomless. Now define
x′ = a0 ⊕ x0 ⊕ a1 ⊕ x1 ⊕ . . .ωγ ⊕ xωγ ⊕ xωγ+1 ⊕ . . .cardX .
Each sequence of the form aξ ⊕ xξ has length ω, so by Theorem 3.5, for every set A ∈ Σ,
we have A(aξ ⊕ xξ)/ω = Axξ/ω for all ξ < ωγ. We therefore have that Ax
′/(cardX) =
Ax′/ω/(cardX) = Ax/ω/(cardX) = Ax/(cardX) = m(A). We conclude that x′ captures
(X,Σ, m). 
Corollary 5.9. There is a well-ordering of X that captures the completion of (X,Σ, m).
Proof. Let x be a well-ordering that captures (X,Σ,M). We suppose that a set A′ ⊆ X
differs from A ∈ Σ by a null set. Then their symmetric difference A△A′ is a subset of
some B ⊆ X of measure zero. It follows that A \ B ⊆ A′ ⊆ A ∪ B, which implies that
(A \B)x ≤ A′x ≤ (A∪B)x. The sets A \B and A∪B are measurable with measure m(A),
and therefore m(A) ≤ M(A′x) ≤ m(A). We conclude that x′ captures the completion of
(X,Σ, m). 
6. The transfinite mean
Definition 6.1. For s ∈ R∗∼, M(s) is the upper mean of s. Define M : R
∗
∼ −→ R by
M(s) = −M(−s), where −s ∈ R∗∼ is defined by ℓ(−s) = ℓ(s), and (−s)(ξ) = −(s(ξ)) for
ξ < ℓ(s). The quantity M(s) is the lower mean of s. If M(s) = M(s), then the sequence s
has a mean M(s) = M(s).
Observe that M(s) ≤M(s) for all s ∈ R∗∼, because 0 ≤M(s) +M(−s) by Corollary 3.4.
Corollary 6.2. The function M is an R-linear function on domM, the subspace of R∗∼ on
which it is defined.
Corollary 6.3. Let s0, s1, . . .λ be a sequence of sequences in R
α
∼ that uniformly converges to
another sequence s ∈ Rα∼. If M(sξ) is defined for each ξ < λ, then M(s) = limξ→λM(sξ).
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Proof of corollaries 6.2 and 6.3. Both statements are corollaries of the subadditivity of M
(Corollary 3.4). 
Proposition 6.4. If x ∈ X∗ captures the probability space (X,Σ, m), then for all A ∈ Σ,
M(Ax) = m(A)
Proof. The family Σ is closed under complements, so M(Ax) = m(A) and M((X \ A)x) =
m(X \ A).
m(A) = 1−m(X \A) = 1−M((X \A)x) = 1+M(−(X \A)x) = M(1− (X \A)x) = M(Ax)
Therefore, M(Ax) = m(A). 
Theorem 6.5. Let X ⊆ Rn have finite positive Lebesgue measure. Then there exists a
well-ordering x ∈ X∗ of X such that∫
X
f(t1, . . . , tn) dt1 · · · dtn = m(X) ·M(f ◦ x)
for all bounded measurable f : X −→ R.
Proof. We can assume that m(X) = 1. Let Σ be the σ-algebra of Borel sets restricted to
X . Then certainly cardΣ = cardX = 2ℵ0, and cardA = cardX = 2ℵ0 whenever A ∈ Σ has
positive measure. Both facts follow from Borel determinacy, which implies that every Borel
set is either countable or has the cardinality of the continuum. Thus, X has a well ordering
that captures the completion of (X,Σ, m), which includes all Lebesgue measurable subsets
of X (Corollary 5.9). The integral equation then follows from the fact that every bounded
measurable function can be uniformly approximated by simple functions. 
7. The club filter
A number of years ago, Hugh Woodin suggested to me an example of a measure space
on a cardinal κ that cannot be captured by a sequence of length κ. In this section, I fill in
the details of that argument as I rememeber it. Jech’s Set Theory includes the elementary
results about the club filter that we use below [2, I.8].
Let κ be a cardinal whose cofinality is greater than ω, i.e., that is not a countable union of
sets smaller than κ. A subset C ⊆ κ is said to be bounded in κ just in case its elements are
all smaller than some ordinal β ∈ κ; otherwise, it is said to be unbounded. A subset C ⊆ κ
is said to be closed in κ just in case the least upper bound supB =
⋃
B of each nonempty
subset B ⊆ C that is bounded in κ is itself an element of C. If C ⊆ κ is both closed in κ
and unbounded in κ, it is said to be club in κ.
Lemma 7.1. Let κ be a cardinal whose cofinality is greater than ω, and let s ∈ R∗∼ be
a sequence of length κ. Then, there is an ordinal ξω such that supξ≥ξω M(s|ξ) = M(s).
Furthermore, if M(s) = M(s), then there is an ordinal ξs such that M(s|ξ) = M(s) for all
ξ ≥ ξs.
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Proof. By definition M(s) = lim sup
ξ−→κ
M(s|ξ), so there is an increasing sequence ξ0, ξ1, . . .ω in
κ such that
∣∣∣∣M(s)− sup
ξ≥ξn
M(s|ξ)
∣∣∣∣ < 1n+ 1 for all n < ω. We have assumed that the cofinality
of κ is greater than ω, so the supremum ξω =
⋃
n ξn is an element of κ. Thus, for all n < ω,
we have
M(s) = lim sup
ξ−→κ
M(s|ξ) ≤ sup
ξ≥ξω
M(s|ξ) ≤ sup
ξ≥ξn
M(s|ξ) ≤M(s) +
1
n + 1
,
so M(s) = supξ≥ξω M(s|ξ). Replacing s with −s, we find that there is an ordinal ξ
−
ω such
that M(s) = infξ≥ξ−ω M(s|ξ).
Assume that M(s) = M(s), and let ξs be the larger of ξω and ξ
−
ω . We calculate:
sup
ξ≥ξs
M(s|ξ) ≤ sup
ξ≥ξω
M(s|ξ) = M(s) = M(s) = inf
ξ≥ξ−ω
M(s|ξ) ≤ inf
ξ≥ξs
M(s|ξ) ≤ inf
ξ≥ξs
M(s|ξ)

Proposition 7.2. Let κ be a cardinal whose cofinality is greater than ω, and let s ∈ R∗∼ be
a sequence of length κ. Then, the set {ξ ∈ κ |M(s|ξ) = M(s)} has a subset that is club in κ.
Proof. Applying Lemma 7.1, let ξω ∈ κ be an ordinal such that supξ≥ξω M(s|ξ) = M(s). Note
that in fact M(s) = supξ≥ζ M(s|ξ) for any ζ ≥ ξω, since M(s) = lim supξ−→κM(s|ξ). Let C
be the set of indecomposable ordinals ξ between ξω and κ that satisfy M(s|ξ) = M(s).
To show that C is closed, let B ⊆ C be a bounded nonempty subset. If B does not
contain its own supremum, then there is an increasing sequence of indecomposable ordinals
ωσ0, ωσ1, . . . in B that converges to supB. Ordinal exponentiation is a normal operation,
so supB = ωlimα σα is indecomposable, and M(s|supB) = lim supξ−→supB M(s|ξ). Thus, by
definition of C, the quantity M(s|supB) is at least M(s), and since supB ≥ ξω, the quantity
M(s|supB) is at most M(s), so M(s|supB) = M(s). We conclude that C is closed.
To show that C is unbounded, let ζ0 be any element of κ larger than ξω. We may choose
a strictly increasing sequence ζ0, ζ1, . . .ω such that M(s|ζ0),M(s|ζ1), . . .ω is a monotonically
increasing sequence converging to M(s). We may choose each ordinal ζi to be of the form
ωσini, by discarding remainders. If σ0, σ1, . . .ω is eventually constant with value σ, then
limi ζi = ω
σ+1. Otherwise limi ζi = ω
limi σi . In either case, we conclude that ζω = limi ζi is
indecomposable. It is also an element of κ, because the latter has cofinality greater than ω.
We calculate:
M(s) ≥M(s|ζω) = lim sup
ξ−→ζω
M(s|ξ) ≥ lim
i−→ω
M(s|ζi) = M(s).
The first inequality is true because ζω > ξω, and supξ≥ξω M(s|ξ) = M(s), by choice of ξω. We
conclude that ζω > ζ0 is an element of C; therefore, C is unbounded. 
If κ has cofinality κ, i.e., it is not the union of fewer than κ sets smaller than κ, then the
intersection of fewer than κ many club sets is club, and moreover the diagonal intersection
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of a family of club sets indexed by κ is also club. The diagonal intersection of a family
{Cα |α ∈ κ} of subsets of κ is defined as
∆
α∈κ
Cα =
{
β ∈ κ
∣∣∣∣∣ β ∈
⋂
α<β
Cα
}
.
Theorem 7.3. Let κ be an uncountable cardinal whose cofinality is κ. Let
club(κ) = {A ⊆ κ |C ⊆ A for some club set C}.
Let Σ be the σ-algebra generated by club(κ). Let m : Σ −→ {0, 1} be defined by m(A) = 1
if and only if A ∈ club(κ). Then, (κ,Σ, m) is a measure space that is not captured by any
sequence of length κ.
Proof. Write clubc(κ) for the set of complements of sets in club(κ). The intersection of
countably many club sets is club, so Σ = club(κ)∪ clubc(κ). Indeed, if a countable family of
sets in Σ includes an element of clubc(κ), then its intersection is in clubc(κ), and otherwise,
the family consists of elements of club(κ) so its intersection is in club(κ).
Suppose that there is a sequence x ∈ κκ that captures (κ,Σ, m). For each A ∈ club(κ), we
haveM(Ax) = 1, as in Proposition 6.4. Invoking Lemma 7.1, let φ(A) ∈ κ be the least ordinal
such that M(Ax|ξ) = 1 for all ξ ≥ φ(A). The supremum of the family {φ(A) |A ∈ card(κ)}
is certainly κ, since the measure space (κ,Σ, m) cannot be captured by a sequence of smaller
length; indeed all subsets of κ of smaller cardinality are measure zero. Thus, this family
contains ordinals arbitrarily large in κ. For each, α ∈ κ, choose a set Aα ∈ Σ such that
φ(Aα) > ω
α+1. Note that α + ωα+1 = ωα+1, because ωα+1 is an indecomposable ordinal
larger than α.
The diagonal intersection D = ∆α∈κAα is also in card(κ). By definition of diagonal
intersection, D ⊆ {1, . . . , φ(D)} ∪Aφ(D), so for all ξ ∈ κ,
M(Dx|ξ) ≤M(({1, . . . , φ(D)} ∪Aφ(D))x|ξ).
Since φ(D) + ωφ(D)+1 = ωφ(D)+1, we may neglect initial sequences of length φ(D) whenever
ξ ≥ ωφ(D)+1; for such ξ, we have M(Dx|ξ) ≤ M(Aφ(D)x|ξ). By choice of the family {Aα},
we have φ(Aφ(D)) > ω
φ(D)+1, but φ(Aφ(D)) is the least ordinal such that M(Aφ(D)x|ξ) = 1
for all ξ ≥ φ(D), so M(Aφ(D)x|ξ) < 1 for some ordinal ξ such that ω
φ(D)+1 ≤ ξ < φ(Aφ(D)).
Consequently, for such an ordinal ξ, we find that M(Dx|ξ) < 1 = M(Dx), contradicting that
ξ ≥ φ(D). 
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