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Abstract
An integral analogue of the general almost sure limit theorem is presented. In the
theorem, instead of a sequence of random elements, a continuous time random process is
involved, moreover, instead of the logarithmical average, the integral of delta-measures
is considered. Then the general theorem is applied to obtain almost sure versions of
limit theorems for semistable and max-semistable processes, moreover for processes
being in the domain of attraction of a stable law or being in the domain of geometric
partial attraction of a semistable or a max-semistable law.
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1 Introduction
We will denote by
d −→ the convergence in distribution, by
d = the equality in distribution, by
w −→ the weak convergence of measures, by µζ the distribution of the random variable ζ, and
by B(R) the σ-algebra of the Borel subsets of R.
Let ζn, n ∈ N, be a sequence of random variables deﬁned on the probability space
(Ω,A,P). Usual limit theorems deal with conditions of the convergence ζn
d −→ ζ, as n → ∞.
Consider the measures
Q∗
n[ζn](ω) = Q∗
n(ω) =
1
Dn
Xn
k=1
dkδζk(ω), ω ∈ Ω, n ∈ N.
Here δx is the unit mass at the point x. In several cases, under the conditions of the usual
limit theorems, we have
Q∗
n[ζn](ω)
w −→ µζ, as n → ∞,
for almost all ω ∈ Ω. Such limit theorems are called almost sure limit theorems.
Several papers are devoted to the background and to general forms of the almost sure
limit theorem, see, e.g., Berkes and Cs´ aki [1], Major [18], Fazekas and Rychlik [10] and the
references therein. There are almost sure versions of the functional limit theorems (see, e.g.,
Lacey [16] and Fazekas and Rychlik [9]).
In this paper, instead of the sequence ζn, n ∈ N, we consider the random process X(t) =
X(t,ω), t ∈ [1,∞), and instead of Q∗
n[ζ](ω) we consider the integral
QT,ω(A) =
1
D(T)
Z T
1
δX(t,ω)(A)d(t)dt, A ∈ B(R).2 A. Chuprunov and I. Fazekas
Our general result is Theorem 2.1 (Section 2) in which, under natural assumptions, the weak
covergence of QT,ω is proved for almost all ω ∈ Ω.
In Section 3 we apply Theorem 2.1 to prove almost sure limit theorems for some par-
ticular random processes. First we consider inﬁnitely divisible random processes with in-
dependent increments. We obtain almost sure versions of limit theorems for semistable
processes (Proposition 3.2), for processes being in the domain of attraction of a stable law
(Proposition 3.1) or being in the domain of geometric partial attraction of a semistable law
(Proposition 3.3). Here we apply classical tools: characteristic functions and the theory of
regularly varying functions. We always create complete proofs not using former almost sure
limit theorems for sequences.
The most interesting results of this section are some almost sure limit theorems with
semistable limiting laws. The concept of a semistable distribution appeared ﬁrst in 1937
in Paul L´ evy’s fundamental work [17]. Semistable distributions and domains of partial
attractions of semistable distributions were studied in Shimizu [24] and Pillai [22]. The
semistable distributions were described by Kruglov in [15]. A description of the domain of
geometric partial attraction of a semistable law was obtained in Grinevich and Khokhlov
[14]. We mention Cs¨ org˝ o and Megyesi [6], where the existing theory of semistable laws
was inserted into the framework of the ‘probabilistic’ approach of Cs¨ org˝ o [4] and Cs¨ org˝ o,
Haeusler, and Mason [5]. In Berkes, Cs´ aki, Cs¨ org˝ o, and Megyesi [2] almost sure limit
theorems were obtained for laws being in the domain of geometric partial attraction of a
semistable law. In this case ordinary convergence in distribution takes place only along
some subsequences. However, the almost sure version of the limit theorem is valid. In [2]
the so called merge theorem was used to prove it. We obtained our result (Proposition 3.3)
without using the merge theorem.
The max-stable distributions were determined by Gnedenko [11]. Max-semistable dis-
tributions and their domain of partial attraction were studied by Meizler [20]. The domain
of geometric partial attraction of a max-semistable distribution was described in [13] and
[19]. In [19] an almost sure limit theorem was proved for distributions being in the domain
of geometric partial attraction of a max-semistable law. As in the semistable case, in the
max-semistable case ordinary convergence in distribution takes place only along some sub-
sequences. However, the almost sure version of the limit theorem is valid. In [19] a merge
theorem was obtained and it was used to prove the almost sure limit theorem.
In this paper we prove integral versions of the almost sure limit theorems for max-
semistable laws (Propositon 3.4) and for distributions being in the domain of geometric
partial attraction of a max-semistable law (Propositon 3.5). To prove our results we apply
the usual method of distribution functions.
2 The general limit theorem
Let (B,%) be a complete separable metric space, denote by B(B) the σ-algebra of the Borel
sets of B. Let X(t), t ≥ 0, be a random process deﬁned on (Ω,A,P) with values in B
such that the function X(t) = X(t,ω), (t,ω) ∈ [1,∞) × Ω is (Borel) measurable. Let
log+ x = logx, if 1 ≤ x, and log+ x = 0, if x < 1.
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numbers cn with limn→∞ cn = ∞, cn+1/cn = O(1), moreover, there exists a strictly in-
creasing unbounded sequence of nonnegative numbers vn such that for each pair (l,k), with
l < k, l,k ∈ N, there exists a B-valued random process Xlk(t), vk ≤ t < vk+1, with the
following properties. For l < k {X(t) : vl ≤ t < vl+1} and {Xlk(t) : vk ≤ t < vk+1} are
independent families of random variables, moreover, for all t with vk ≤ t < vk+1
E%(X(t),Xlk(t)) ≤ C
 
log+ log+ (ck/cl)
−(1+ε)
. (2.1)
Suppose that there exists a decreasing positive function d(t), v1 ≤ t, with
R vk+1
vk d(t)dt ≤
log(ck+1/ck) for each k, and
R ∞
v1 d(t)dt = ∞. Set D(T) =
R T
v1 d(t)dt and
QT,ω(A) =
1
D(T)
Z T
v1
δX(t,ω)(A)d(t)dt, A ∈ B(B).
Then for any probability distribution µ on B(B) the following two statements are equivalent
QT,ω
w −→ µ, as T → ∞, for almost all ω ∈ Ω; (2.2)
1
D(T)
Z T
v1
µX(t)d(t)dt
w −→ µ, as T → ∞. (2.3)
Above νT = 1
D(T)
R T
v1 µX(t)d(t)dt is a short notation of the measure νT with νT(A) =
1
D(T)
R T
v1 µX(t)(A)d(t)dt.
Corollary 2.1. Let cn, vn, d(t), D(t) and Xlk(t) be the same as in Theorem 2.1, but instead
of (2.1), assume that there exists β > 0 such that
E%(X(t),Xlk(t)) ≤ C
 
cl/ck
β
(2.4)
for vk ≤ t < vk+1. Then for any probability distribution µ on B(B) conditions (2.2) and
(2.3) are equivalent.
Since (2.4)⇒(2.1), Theorem 2.1 implies Corollary 2.1.
Corollary 2.2. Let cn, vn, d(t), and D(t) be the same as in Theorem 2.1. Let X(t) be a
random process satisfying conditions of Theorem 2.1 including (2.1). Assume that there
exists a random element ζ in (B,%) such that
X(t)
d −→ ζ, as t → ∞. (2.5)
Then we have QT,ω
w −→ µζ, as T → ∞, for almost all ω ∈ Ω.
Since (2.5)⇒(2.3), Theorem 2.1 implies Corollary 2.2.
Corollary 2.3. Let ϕX(t)(x) and ϕµ(x) be the characteristic funstions of X(t) and µ, respec-
tively. Then, in Theorem 2.1, condition (2.3) can be substituted with the following
lim
T→∞
1
D(T)
Z T
v1
ϕX(t)(x)d(t)dt = ϕµ(x), x ∈ R. (2.6)4 A. Chuprunov and I. Fazekas
Remark 2.1. The conditions of Theorem 2.1 are valid in the following cases.
1. vk = ak
α
, ck = ck
α
, k = 1,2,..., where a > 1, c > 1 and 0 < α ≤ 1 are ﬁxed. d(t) = 1
t,
t ≥ 1, and D(T) = log(T), T ≥ 1.
2. vk = kα, ck = kβ, k = 1,2,..., where 0 < α, 0 < β are ﬁxed. d(t) = 1
t, t ≥ 1, and
D(T) = log(T), T ≥ 1.
3. vk = kα, ck = ck
α
, k = 1,2,..., where c > 1 and 0 < α ≤ 1 are ﬁxed. d(t) = 1, t ≥ 0,
and D(T) = T, T ≥ 0.
Remark 2.2. Let ζn, n ∈ N, be a sequence of random elements in B. Let X(t) = ζ[t] (where
[t] is the integer part of t), d(t) = 1/t for t > 0, vk = ck = k for k = 1,2,.... Then
Qn+1,ω =
1
log(n + 1)
n X
k=1
log

1 +
1
k

δζk(ω) ≈ Q∗
n(ω),
where in the deﬁnition of Q∗
n(ω) we used dk = 1/k. Consequently, some ordinary almost
sure limit theorems (see, e.g., [9] and [8]) are corollaries of Theorem 2.1.
We will use the following strong law of large numbers (see [1], [9], and [21]).
Lemma 2.1. Let ξi, i ∈ N, be uniformly bounded random variables. Assume that there
exist C > 0, ε > 0, an increasing sequence of positive numbers cn with limn→∞ cn = ∞,
cn+1/cn = O(1) such that
|E{ξlξk}| ≤ C

log+ log+ (ck/cl)
	−(1+ε)
, (2.7)
for l < k. Let {dk} be a sequence with 0 ≤ dk ≤ log(ck+1/ck), k = 1,2,... and
P∞
k=1 dk =
∞. Let Dn =
Pn
k=1 dk. Then
lim
n→∞
1
Dn
Xn
k=1
dkξk = 0 a.s. (2.8)
Recall some results from the theory of mesures on metric spaces. Let BL(B) be the space
of the continuous bounded functions g : B → R with kfkBL = kgk∞ + kgkL < ∞. Here
kgkL = supx6=y{|g(x) − g(y)|/%(x,y)}.
Lemma 2.2. Let µ be a ﬁnite Borel measure on B. Then there exists a countable set
M ⊂ BL(B) (depending on µ only) such that for all ﬁnite Borel measures µn, n ∈ N, on B
we have: µn
w −→ µ, n → ∞, if and only if for each g ∈ M
Z
B
g(x)dµn(x) →
Z
B
g(x)dµ(x), n → ∞.
The proof of Lemma 2.2 follows from that of Theorem 11.3.3 in Dudley [7].
Proof of Theorem 2.1. (2.3)⇒(2.2). Let M be the set of functions from Lemma 2.2
and g ∈ M. We see that
1
D(T)
Z T
v1
g (X(t,ω))d(t)dt →
Z
B
g(x)dµ(x), as T → ∞,Integral analogues of almost sure limit theorems 5
for almost all ω ∈ Ω if and only if
Qg
n(ω) =
1
D(vn+1)
Z vn+1
v1
g (X(t,ω))d(t)dt →
Z
B
g(x)dµ(x), as n → ∞, (2.9)
for almost all ω ∈ Ω.
Consider the representation
Qg
n(ω) − EQg
n(ω) =
1
D(vn+1)
Xn
l=1
wlξl(ω),
where wl =
R vl+1
vl d(t)dt and
ξl =
1
wl
Z vl+1
vl
g (X(t,ω))d(t)dt − E
Z vl+1
vl
g (X(t,ω))d(t)dt

, l ∈ N.
Let k,l ∈ N, l < k. Using the inequality kgkBL ≥ kgk∞, g ∈ BL(B), and the indepen-
dence of Xlk(t), vk ≤ t < vk+1, and ξl, we obtain
|E(ξkξl)| =

 

1
wk
E
Z vk+1
vk
g (X(t,ω))d(t)dt −
Z vk+1
vk
g (Xlk(t,ω))d(t)dt

ξl

+
+
1
wk
E
Z vk+1
vk
g (Xlk(t,ω))d(t)dt − E
Z vk+1
vk
g (X(t,ω))d(t)dt

ξl


  =
=


 
1
wk
E
Z vk+1
vk
 
g (X(t, ω)) − g (Xlk(t,ω))

d(t)dtξl


  ≤ 2Ckgk2
BL

log+ log+

ck
cl
−(1+ε)
.
So, by Lemma 2.1, we have
Qg
n(ω) − EQg
n(ω) =
1
D(vn+1)
Xn
l=1 wlξl(ω) → 0, as n → ∞,
for almost all ω ∈ Ω. By (2.3), EQg
n(ω) →
R
B g(x)dµ(x), as n → ∞. Therefore Qg
n(ω) → R
B g(x)dµ(x), as n → ∞, for almost all ω ∈ Ω. The set M is countable. Consequently, for
almost all ω ∈ Ω, for all g ∈ M (2.9) is satisﬁed. By Lemma 2.2, this implies (2.2).
(2.2)⇒(2.3). Let A be a continuity set of µ: µ(∂A) = 0. Then (2.2) implies that
QT,ω(A) → µ(A), as T → ∞, for almost all ω ∈ Ω. That is
1
D(T)
Z T
v1
δX(t,ω)(A)d(t)dt → µ(A)
for almost all ω ∈ Ω. Take expectation in the above relation and use the dominated conver-
gence theorem to obtain
1
D(T)
Z T
v1
P(X(t) ∈ A)d(t)dt → µ(A),
as T → ∞, for almost all ω ∈ Ω. However, the left hand side is the value of the measure
1
D(T)
R T
v1 µX(t)d(t)dt on the set A. The proof is complete. 6 A. Chuprunov and I. Fazekas
3 Applications of the general theorem
3.1 Processes with independent stationary increments
Let the random process V (t), t ≥ 0, with independent stationary increments have the
following characteristic function
ϕV (t)(x) = E

eixV (t)

= ψ
 
t,x,b,σ2,L(y),R(y)

= (3.1)
= exp

t



ibx −
σ2
2
x2 +
0 Z
−∞

eixy − 1 −
ixy
1 + y2

dL(y)+
∞ Z
0

eixy − 1 −
ixy
1 + y2

dR(y)




,
x ∈ R (L´ evy’s formula, see [12], Sect. 18). Here L(y) is (left-continuous and) non-decreasing
on (−∞,0) with L(−∞) = 0 and R(y) is (right-continuous and) non-decreasing on (0,∞)
with R(∞) = 0 and they satisfy
R 0
−ε y2dL(y) +
R ε
0 y2dR(y) < ∞ for all ε > 0.
In the following we will study random processes having the form
X(t) =
V (f(t))
A(t)
− B(t), 0 < t < ∞, (3.2)
where f : [0,∞) → [0,∞) is a ﬁxed strictly increasing function and A : [0,∞) → (0,∞) is a
ﬁxed positive function. Moreover, for l < k, we will consider the processes
Xlk(t) =
V (f(t)) − V (f(l + 1))
A(t)
− Bl(t), k ≤ t < k + 1. (3.3)
Then, for l < k, {X(t) : l ≤ t < l + 1} and {Xlk(t) : k ≤ t < k + 1} are independent
families.
We shall consider the process V (t) with b = 0 and σ = 0, ﬁx the functions f(t) and A(t),
then choose the function B(t) such that the characteristic function has the form
ϕX(t)(x) = ψ
 
1,x,0,0,f(t)L(A(t)y),f(t)R(A(t)y)

= (3.4)
= ψ
 
x,f(t)L(A(t)y),f(t)R(A(t)y)

.
Such choice is possible: B(t) =
R 0
−∞ g(t,y)dL(y) +
R ∞
0 g(t,y)dR(y), where g(t,y) =
f(t)
A(t)
y
3
(1+y2)(1+y2/A2(t))(1 − 1
A2(t)). Then we shall choose Bl(t) such that the characteristic
function of
A(t)
A(l+1)[X(t) − Xlk(t)] is
ϕ A(t)
A(l+1)[X(t)−Xlk(t)](x) = ψ
 
x,f(l + 1)L(A(l + 1)y),f(l + 1)R(A(l + 1)y)

. (3.5)
Such choice is possible: Bl(t) = B(t) +
A(l+1)
A(t)
hR 0
−∞ g(l,y)dL(y) +
R ∞
0 g(l,y)dR(y)
i
.
In the following we shall prove a.s. limit theorems for some important subclasses from
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3.2 Convergence to p-stable laws
Here we shall consider the case when f(t) ≡ t, so the characteristic function has the form
ϕX(t)(x) = ψ
 
x,tL(A(t)y),tR(A(t)y)

. (3.6)
Here we shall construct a process converging to a p-stable law and for this process we
shall prove an integral analogue of the almost sure limit theorem.
First let 0 < p < 2. Consider a process V (t) with L´ evy’s representation (3.1) and with
L(y) and R(y) satisfying
L(−t)/|R(t)| → c1/c2, as t → ∞, (3.7)
L(−t) + |R(t)|
L(−tx) + |R(tx)|
→ xp, as t → ∞, (3.8)
for all x > 0, and for c1,c2 ≥ 0 such that c1 + c2 > 0. We mention that by [12], Sect. 35,
we have the following. If F(x) is a distribution function such that for some x0 > 0 we have
F(x) = L(x), x < −x0 and F(x) − 1 = R(x), x > x0, then F belongs to the domain of
attraction of the p-stable law having L´ evy’s representation Lp(t) = c1/|t|p, Rp(t) = c2/(−tp),
if and only if (3.7) and (3.8) are valid. We mention that (3.7) and (3.8) imply that 1/L(−t)
and 1/|R(t)| are regularly varying with exponent p, if c1 6= 0 and c2 6= 0, respectively. Here
we shall consider the case c1 6= 0 (in the case c1 = 0 but c2 6= 0 we should impose condition
on R instead of L).
Let A(t) be a positive increasing function such that
tL(−A(t)) → c1 > 0, as t → ∞. (3.9)
Relation (3.9) implies that A(t) is the (asymptotic) inverse of 1/L(−t), therefore A(t) is
regularly varying with exponent 1/p (see [3], Theorem 1.5.12).
We shall prove that (3.7), (3.8) and (3.9) imply that X(t)
d −→ V , as t → ∞, where V is
a (p-stable) random variable with characteristic function
ϕV (x) = ψ (x,c1/|y|p,−c2/yp). (3.10)
To obtain this, we apply Theorem 2 of [12], Sect. 19. The ﬁrst condition of this theorem is
satisﬁed because (3.7), (3.8) and (3.9) imply the following. For all y < 0 we have tL(A(t)y) →
c1
|y|p, as t → ∞, moreover tR(A(t)y) → −c2
yp , as t → ∞, for all y > 0. The remaining
conditions can be proved e.g. by applying Theorem 2.7 of [23] to the regularly varying
functions 1/L(−t) and 1/|R(t)| in the case c2 6= 0. (The case c2 = 0 is simple.)
Now let p = 2. Consider a process V (t) with L´ evy’s representation (3.1) and with L(y)
and R(y) satisfying
t2 
L(−t) − R(t)

R 0
−t x2 dL(x) +
R t
0 x2 dR(x)
→ 0, as t → ∞. (3.11)
Observe that when F(x) is a distribution function such that for some x0 > 0 we have
F(x) = L(x) for x < −x0, while F(x)−1 = R(x) for x > x0, then F belongs to the domain8 A. Chuprunov and I. Fazekas
of attraction of a Gaussian law if and only if (3.11) is valid (see [12], Sect. 35). Relation
(3.11) implies that the function
Z 0
−t
x2 dL(x) +
Z t
0
x2 dR(x) (3.12)
is slowly varying (apply Theorem 8.3.1 of [3]). Let A(t) be a positive increasing function
such that
t
 Z 0
−A(t)

x
A(t)
2
dL(x) +
Z A(t)
0

x
A(t)
2
dR(x)
!
→ 1, as t → ∞. (3.13)
Relation (3.13) implies that A(t) is regularly varying with exponent 1/2 (see [3], Theorem
1.5.12).
We can see that (3.11) and (3.13) imply the conditions of Theorem 2 of [12], Sect. 19.
Therefore X(t)
d −→ γ, as t → ∞. Here and in the following γ denotes the standard normal
random variable.
Now turn to condition (2.4). Let k > l. Using Lemma 4.1, we shall show that for all
0 < β < p, β < 1
E|X(t) − Xlk(t)|β ≤ C [l/k]
β/p
0
, k ≤ t ≤ k + 1, (3.14)
where p0 is an arbitrary number with p0 > p and C does not depend on l, k and t. The
details are the following. The characteristic function of the process
A(t)
A(l+1)[X(t) − Xlk(t)],
k ≤ t < k + 1, is of the form
ϕ A(t)
A(l+1)[X(t)−Xlk(t)](x) = ψ
 
x,(l + 1)L(A(l + 1)y),(l + 1)R(A(l + 1)y)

. (3.15)
So we can apply Lemma 4.1 to prove that its βth moment is bounded. To obtain it for
p < 2 we apply that (L(t) + R(t)) is regularly varying with exponent −p, A(t) is regularly
varying with exponent 1/p, and Propositions 1.5.8 and 1.5.10 of [3]. Moreover, for p = 2,
we can apply condition (3.13), the fact that the function in (3.12) is slowly varying, and
Proposition 1.5.10 of [3]. Now, to obtain (3.14), we have to show that
h
A(l+1)
A(t)
iβ
≤ C
 l
k
β/p
0
,
if k ≤ t < k + 1, where p0 > p. To prove it, we can use that A(t) is regularly varying with
exponent 1/p and apply Theorem 1.2 of [23].
Therefore, by Corollary 2.1, we have the following proposition.
Proposition 3.1. Let X(t) be a process with characteristic function (3.6). If 0 < p < 2
assume (3.7), (3.8) and (3.9). If p = 2, assume (3.11) and (3.13). Then
1
log(T)
Z T
1
δX(t,ω)
dt
t
w −→ µZ , as T → ∞,
for almost all ω ∈ Ω, where Z is p-stable, more precisely Z
d = γ when p = 2 and Z
d = V
when p < 2 (here V has characteristic function (3.10)). Integral analogues of almost sure limit theorems 9
3.3 Convergence of semistable processes
Recall that a homogeneous inﬁnitely divisible random process V (t) with independent incre-
ments is a homogeneous semistable random process with independent increments if and only
if its L´ evy’s representation has the following form (see [15], [2]). Either σ > 0, L(y) = 0
(y < 0) and R(y) = 0 (y > 0); in this case V = σW. Or σ = 0,
L(y) = ML(y)/|y|α , y < 0, (3.16)
is left continuous and non-decreasing, and
R(y) = −MR(y)/yα , y > 0, (3.17)
is right-continuous and non-decreasing, where 0 < α < 2, ML(y) and MR(y) are non-
negative bounded functions on (−∞,0) and (0,∞), respectively, one of which has a strictly
positive inﬁmum and the other one either has a strictly positive inﬁmum or is identically
zero, moreover for the same period c > 1 ML(c1/αy) = ML(y) for all −∞ < y < 0 and
MR(c1/αy) = MR(y) for all 0 < y < ∞.
Let V (t) be a homogeneous semistable random process process with independent incre-
ments and with σ = 0 and 0 < α < 2. Let (3.16) and (3.17) be its spectral functions. Let
A(t) = t1/α, t ≥ 1. Let X(t) be deﬁned by (3.6). We want to prove an almost sure limit
theorem for X(t). To do it introduce auxiliary processes
Y (t) = X(ct), t > 0,
and for l ≤ k
Ylk(t) =
V (ct) − V (cl)
A(ct)
− Dl(t), k ≤ t < k + 1.
Then, for l ≤ k, {Y (t) : l−1 ≤ t < l} and {Ylk(t) : k ≤ t < k+1} are independent families.
We can choose Dl(t) such that the characteristic function of
A(c
t)
A(cl)[Y (t) − Ylk(t)] is
ϕ A(ct)
A(cl) [Y (t)−Ylk(t)](x) = ψ

x,clL(cl/αy),clR(cl/αy)

.
Then clL(cl/αy) = ML(y)/|y|α, so it is the same semistable distribution for each l.
We know (see e.g. [15]) that an α-semistable distribution has ﬁnite βth moment for each
0 < β < α. So for 0 < β < α, l ≤ k and k ≤ t < k + 1 we have
E|Y (t) − Ylk(t)|β ≤ C
 
cl/ckβ/α
,
where C does not depend on l and k.
Therefore we can apply Corollary 2.1 to the process Y (t) with weights d(t) ≡ 1 and
D(T) = T.
1
log(T)
Z T
1
ψ

x,tL(t1/αy),tR(t1/αy)
 dt
t
=
=
log(c)
log(T)
Z log(T)
log(c)
0
ψ

x,
ML(ct/αy)
|y|α ,−
MR(ct/αy)
yα

dt.10 A. Chuprunov and I. Fazekas
Let K denote the integer part of
log(T)
log(c) and use the periodicity of ML and MR, then we see
that the above expression is equal to
1
K
K X
k=1
Z k
k−1
ψ

x,
ML(ct/αy)
|y|α ,−
MR(ct/αy)
yα

dt + o(1) →
→
Z 1
0
ψ

x,
ML(ct/αy)
|y|α ,−
MR(ct/αy)
yα

dt = ϕµ(x),
where µ is the disrtibution with characteristic function
ϕµ(x) =
1
log(c)
Z c
1
ψ

x,
ML(z1/αy)
|y|α ,−
MR(z1/αy)
yα

dz
z
, x ∈ R. (3.18)
Proposition 3.2. Let X(t) be a process with characteristic function (3.6). Let 0 < α <
2 and let A(t) = t1/α. Let the functions L and R have of the form (3.16) and (3.17),
respectively. Then
1
log(T)
Z T
1
δX(t,ω)
dt
t
w −→ µ, as T → ∞,
for almost all ω ∈ Ω, where µ is the distribution with characteristic function (3.18). 
3.4 Convergence of processes being in the domain of geometric
partial attraction of semistable laws
Let f(t) be an increasing function. We will consider the random process X(t) =
V [f(t)]
t −B(t)
and the random processes Xlk(t) =
V [f(t)]−V [f(l+1)]
t − Bl(t), where f(t) and the functions
B(t), Bl(t) are chosen so that the characteristic functions have the following forms:
ϕX(t)(x) = ψ
 
x,f(t)L(ty),f(t)R(ty)

, (3.19)
ϕ t
l+1[X(t)−Xlk(t)](x) = ψ
 
x,f(l + 1)L((l + 1)y),f(l + 1)R((l + 1)y)

. (3.20)
Then {X(t) : l ≤ t < l+1} and {Xlk(t) : k ≤ t < k+1} are independent families for l < k.
We will consider a sequence an such that
an → ∞, an ≤ an+1 and an+1/an → c > 1. (3.21)
Deﬁne the function b(y) for a1 ≤ y by the equality b(y) =
y
an+1 if an ≤ y < an+1. Let the
functions in (3.19)–(3.20) be of the following forms
L(−y) = y−αQ(y)

M1(b(y)) + h1(y)

, y > 0, (3.22)
R(y) = −y−αQ(y)

M2(b(y)) + h2(y)

, y > 0, (3.23)
where 0 < α < 2, Q(y) is a slowly varying function, M1(y), M2(y), y > 0, are bounded
functions,
M1(y)
yα ,
M2(y)
yα are decreasing. Moreover, limn→∞ h1(any) → 0 if y is a continuity
point of M1, and limn→∞ h2(any) → 0 if y is a continuity point of M2.Integral analogues of almost sure limit theorems 11
Observe that if F(x) is a distribution function such that for some x0 > 0 F(x) = L(x)
if x < −x0, F(x) − 1 = R(x) if x > x0, then F belongs to the domain of geometric partial
attraction of a semistable law if and only if (3.22) and (3.23) are valid and {an} satisﬁes
(3.21) (see [14] and [6]).
Assume that f(t) is positive, increasing and
f(t)t−αQ(t) → 1, as t → ∞. (3.24)
Let u ∈ (1
c,1) be ﬁxed. Let y > 0 be such that uy is a continuity point of M2. For
n ∈ N large enough let tn = uan+1. First suppose that y > 1 and let m(y) be such that
an+m(y) ≤ tny ≤ an+m(y)+1. Then, by (3.23), we have
f(tn)R(tny) = −f(tn)(tny)−αQ(tny)

M2

tny
an+m(y)+1

+ h2(tny)

= (3.25)
= −
f(tn)Q(tn)
tα
n
Q(tny)
Q(tn)yα

M2

tny
an+1
an+1
an+2
···
an+m(y)
an+m(y)+1

+ h2(tny)

→ −
1
yαM2 (uy),
as n → ∞. In the same way we can prove that (3.25) is true also for 0 < y < 1. An
appropriate version of relation (3.25) is true if instead of M2 and h2 we consider M1 and h1.
Now we can prove that
ψ
 
x,f(an+1u)L(an+1uy),f(an+1u)R(an+1uy)

→ ψ

x,
M1(u|y|)
|y|α ,−
M2(uy)
yα

, (3.26)
as n → ∞. To this end we can use Theorem 2 in Sect. 19 of [12], the above calculation and
Karamata’s theory of regularly varying functions (see [3]). Now we have
Z an+1
an
ψ
 
x,f(t)L(ty),f(t)R(ty)
dt
t
=
=
Z 1
an
an+1
ψ
 
x,f(an+1u)L(an+1uy),f(an+1u)R(an+1uy)
du
u
.
By the Lebesgue theorem, (3.21) and (3.26) imply that
Z an+1
an
ψ
 
x,f(t)L(ty),f(t)R(ty)
dt
t
→
Z 1
c−1
ψ

x,
M1(u|y|)
|y|α ,−
M2(uy)
yα

du
u
,
as n → ∞. It follows that
1
log(T)
Z T
1
ψ
 
x,f(t)L(ty),f(t)R(ty)
dt
t
→ ϕµ(x),
as T → ∞, for all x ∈ R, where
ϕµ(x) =
1
log(c)
Z 1
c−1
ψ

x,
M1(u|y|)
|y|α ,−
M2(uy)
yα

du
u
. (3.27)
So we obtained condition (2.6).12 A. Chuprunov and I. Fazekas
Now we turn to condition (2.4). For β < α, l < k, k ≤ t ≤ k + 1 one has
E|X(t) − Xlk(t)|β ≤ ((l + 1)/t)
β E|X(l + 1)|β ≤ C (l/k)
β .
Here C = 2supt>0 E|X(t)|β < ∞. To prove the last relation, apply Lemma 4.1 and properties
of regularly varying functions (see [3]).
So Theorem 2.1 implies the following result. It is an integral analogue of Theorem 1 in
[2].
Proposition 3.3. Let X(t) be a process with characteristic function (3.19). Let 0 < α < 2
and let an be the sequence in (3.21). Let the functions L and R have the form (3.22) and
(3.23), respectively, where b, Q, h1, h2, M1, and M2 satisfy the above mentioned properties.
Assume that f satisﬁes condition (3.24). Then
1
log(T)
Z T
1
δX(t,ω)
dt
t
w −→ µ, as T → ∞,
for almost all ω ∈ Ω, where the characteristic function of µ is ϕµ deﬁned by (3.27).
3.5 Convergence of max-semistable processes
The notion of a max-semistable process is a modiﬁcation of the notion of a semistable process
when instead of sums maxima are used.
We will denote by ηR a random variable with distribution function
FR(x) =

0, x ≤ 0,
eR, x > 0, (3.28)
where R : [0,∞) → (−∞,0] is a right-continuous increasing function such that limx→∞ R(x) =
0. Then the function FR deﬁned by (3.28) is a distribution function.
If FR is deﬁned by (3.28), then there exists a two-parameter family of random variables
ξt1,t2 with the following properties.
Let ξt1,t2, 0 ≤ t1 ≤ t2 < ∞, be a family of random variables such that
(a) for all 0 ≤ t1 ≤ t2 < ∞ ξt1,t2
d = η(t2−t1)R ;
(b) for all 0 ≤ t1 ≤ t2 ≤ t3 < ∞ ξt1,t3 = max{ξt1,t2,ξt2,t3};
(c) for all 0 ≤ a ≤ b ≤ c ≤ d < ∞ {ξt1,t2 : a ≤ t1 ≤ t2 ≤ b} and {ξt1,t2 : c ≤ t1 ≤ t2 ≤ d}
are independent families.
Deﬁne the random process S by
S(t) = ξ0,t, t > 0. (3.29)
Now let 0 < α < ∞ and consider R(x) = −G(x)x−α, where for a ﬁxed c > 1 function G
satisﬁes
G

c1/αx

= G(x) for all x > 0. (3.30)Integral analogues of almost sure limit theorems 13
If G : [0,∞) → [0,∞) is a right-continuous bounded function such that G(x)/xα is decreas-
ing, limx→∞ G(x)/xα = 0 and property (3.30) is satisﬁed then the distribution
FG,α(x) =

0, x ≤ 0,
e−G(x)x
−α
, x > 0,
(3.31)
is max-semistable (see [20], [19]). In this case we will call the process S in (3.29) a homoge-
neous max-semistable random process.
Now we will consider an integral analogue of the almost sure limit theorem for max-
semistable laws. Let S be a homogeneous max-semistable random process. Let
X(t) =
S(t)
t1/α , t ≥ 1, and Xlk(t) =
ξl+1,t
t1/α , k ≤ t < k + 1, (3.32)
where l < k. Then {X(t) : l ≤ t < l + 1} and {Xlk(t) : k ≤ t < k + 1} are independent fam-
ilies. Moreover, for all k ≤ t < k + 1 and 0 < β < α, β ≤ 1 we have
E|X(t) − Xlk(t)|β = E


 
max{ξ0,l+1, ξl+1,t} − ξl+1,t
t1/α


 
β
= E


 
max{ξ0,l+1 − ξl+1,t, 0}
t1/α


 
β
≤
≤ E

ξ0,l+1
t1/α
β
= β
Z ∞
0

1 − e−
l+1
t G(t
1/αx)x
−α
xβ−1dx ≤ C1

l
k
β/α
,
where
C1 = β
Z ∞
0

1 − e−2Cx
−α
xβ−1dx, and C = sup
0<x<∞
|G(x)|.
Furthermore, we can prove that
1
log(T)
Z T
1
FtG,α(t1/αx)
dt
t
→ F(x), as T → ∞,
for all x ∈ R, where
F(x) =
(
0, x ≤ 0,
1
log(c)
R c
1 e−G(z
1/αx)x
−α dz
z , x > 0.
(3.33)
Therefore, by Theorem 2.1 and Remark 2.1, we obtain the following result.
Proposition 3.4. Let c > 1, α > 0, G be a positive bounded function with property (3.30)
and let the distribution function FG,α be deﬁned by (3.31). Let S be the max-semistable
process deﬁned by (3.29). Then
1
log(T)
Z T
1
δS(t,ω)/t1/α
dt
t
w −→ µF, as T → ∞,
for almost all ω ∈ Ω, where µF is the distribution with distribution function F in (3.33).14 A. Chuprunov and I. Fazekas
3.6 Convergence of processes being in the domain of geometric
partial attraction of a max-semistable law
Here we consider an extension of Proposition 3.4. Let S(t) be a random process deﬁned by
(3.29), where R is given in (3.23). That is
FR(x) =

0, x ≤ 0,
e−x
−αQ(x)(M2(b(x))+h2(x)), x > 0.
(3.34)
Here R(x) = −x−αQ(x)(M2(b(x)) + h2(x)) is a right-continuous increasing function with
limx→∞ R(x) = 0. Moreover, b(x) = x
an+1 if an ≤ x < an+1, where an is deﬁned by (3.21),
0 < α, Q(x) is a slowly varying function, M2(x), x > 0, is a bounded function, M2(x)/xα
is decreasing. Assume also that limn→∞ h2(anx) → 0 if x is a continuity point of M2.
Observe that if a random variable η has distribution function FR with the above prop-
erties, then η belongs to the domain of geometric partial attraction of a max-semistable
law.
Assume that f(t), t > 0, is positive, increasing and
f(t)t−αQ(t) → 1, as t → ∞. (3.35)
Now let u ∈ (1
c,1) be ﬁxed. Let x > 0 be such that ux is a continuity point of M2. For n ∈ N
large enough let tn = uan+1. Then we have f(tn)R(tnx) → −M2 (ux)/xα, as n → ∞. Now,
we can prove that
1
log(T)
Z T
1
Ff(t)R(tx)
dt
t
→ F(x), as T → ∞,
for all x ∈ R, where
F(x) =
(
0, x ≤ 0,
1
log(c)
R 1
c−1 e−x
−αM2(tx) dt
t , x > 0. (3.36)
For l < k let
X(t) =
S(f(t))
t
, t ≥ 1, and Xlk(t) =
ξf(l+1),f(t)
t
, k ≤ t < k + 1. (3.37)
Then {X(t) : l ≤ t < l + 1} and {Xlk(t) : k ≤ t < k + 1} are independent families for l < k.
Moreover, for k ≤ t < k + 1 and 0 < β < α, β < 1 we have
E|X(t) − Xlk(t)|β ≤ C1 (l/k)
β . (3.38)
To obtain (3.38), one can use properties of regularly varying functions and similar calcula-
tions as in Subsection 3.5.
Therefore, by Theorem 2.1 and Remark 2.1, we obtain the following result.
Proposition 3.5. Let S be the process deﬁned by (3.29) with FR(x) given by (3.34). Assume
that the positive increasing function f satisﬁes (3.35). Then
1
log(T)
Z T
1
δS(f(t),ω)/t
dt
t
w −→ µF, as T → ∞,
for almost all ω ∈ Ω, where µF is the distribution with distribution function (3.36).Integral analogues of almost sure limit theorems 15
4 Appendix
Lemma 4.1. Let the random variable ξ be inﬁnitely divisible with characteristic function
ϕξ(x) = E
 
eiξx
= ψ (x,f(l)L(A(l)y),f(l)R(A(l)y)) =
= exp
Z 0
−∞

eixy − 1 −
ixy
1 + y2

df(l)L(A(l)y)+ (4.1)
+
Z ∞
0

eixy − 1 −
ixy
1 + y2

df(l)R(A(l)y)

,
x ∈ R (L´ evy’s formula, see [12], Sect. 18).
Then for 0 < β ≤ 1, a,b > 0 we have
E|ξ|β ≤
(
f(l)
"Z 0
−a
y2dL(A(l)y) +
Z b
0
y2dR(A(l)y)
#)β/2
+
+
(
f(l)
"Z 0
−a
y3
1 + y2dL(A(l)y) +
Z b
0
y3
1 + y2dR(A(l)y)
#)β
+
+

f(l)
Z −a
−∞
y
1 + y2dL(A(l)y) +
Z ∞
b
y
1 + y2dR(A(l)y)
β
+
+ f(l)
Z −a
−∞
|y|βdL(A(l)y) +
Z ∞
b
|y|βdR(A(l)y)

. (4.2)
Proof. Divide the integrals in (4.1) into parts according to the following scheme
Z 0
−a
 
eixy − 1 − ixy

+
Z 0
−a

ixy −
ixy
1 + y2

+
Z −a
−∞
 
eixy − 1

+
Z −a
−∞

−
ixy
1 + y2

.
This scheme implies a representation of ξ as a sum of four independent random variables.
The second and the fourth summands are constants, the ﬁrst one has ﬁnite variance. To
calculate the βth moment of the third summand one can apply a Poissonian approach. 
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