This paper analyzes the real-time relative pose estimation and attitude prediction of a tumbling target spacecraft through a high-order numerical extended Kalman filter based on differential algebra. Indeed, in the differential algebra framework, the Taylor expansion of the phase flow is automatically available once the spacecraft dynamics is integrated and thus the need to write and integrate high-order variational equations is completely avoided making the presented solution easier to implement. To validate the technique, the ESA's e.deorbit mission, involving the Envisat satellite, is used as reference test case. The developed algorithms are implemented on a BeagleBone Black platform, as representative of the limited computational capability available on onboard processors. The performance is assessed by varying the measurement acquisition frequency and processor clock frequency, and considering various levels of uncertainties.
Introduction
The nonlinear filtering problem plays an important role in various space-related applications such as orbit determination and spacecraft navigation problems. Near future sample and return missions from small bodies, landing missions to the Moon, Mars and outer planets, interplanetary exploration missions, as well as relative pose estimation 5 during rendezvous maneuvers with uncooperative targets demand navigation systems based on accurate filtering techniques that are able to perform accurate trajectory estimation in a very reduced lapse of time.
To deal with estimation problems, many filtering techniques have been developed.
At present time, one of the most exploited estimation algorithm is the extended Kalman 10 filter 1 (EKF). The EKF is based on the main idea of linearizing the equations of motion and the measurement equations via first-order Taylor expansions around the current mean and covariance. In some cases, however, the linear assumption may fail due to the nature of the dynamics or the frequency of available measurements, leading to inaccurate realization of the local motion. Therefore, alternative methods capable 15 of accounting for system nonlinearity must be used. A different approach is the unscented Kalman filter 2, 3 (UKF). This technique is based on the unscented transformation, which does not contain any linearization, and thus provides superior performance with respect to the EKF in nonlinear problems. However, the UKF is often slightly slower than the EKF. Conversely, Park and Scheeres 4, 5 developed a nonlinear filter 20 named higher-order numerical extended Kalman filter (HNEKF) by implementing a semi-analytic orbit uncertainty propagation technique, that is by solving for the higherorder Taylor series terms that describe the localized nonlinear motion and by analytically mapping the initial uncertainties. These higher-order filters are more accurate than the EKF, as the prediction step relies on a fully nonlinear mapping of the means 25 and covariances. However, the HNEKF needs to derive the so-called higher-order tensors, which makes it in many cases -especially for a sophisticated, high fidelity system model -difficult to use due to computational complexity.
The complexity of deriving the high-order tensors and mapping the mean and covariance through the resulting polynomials can be easily solved using Differential Al-30 gebra (DA). 6 DA techniques have become increasingly popular in various aerospace engineering applications over the past 5-10 years. They allow computing polynomial expansions of functions representing a dynamical system in terms of initial conditions or parameters. The calculation of these polynomials is computationally expensive, but can often replace many iterations of a pointwise computation or provide valuable higher order information otherwise not readily available. In particular, in ground based uncertainty propagation and sensitivity analysis, this has been shown to reduce the overall computational cost significantly when compared to alternative techniques in a wide variety of fields ranging from particle accelerator physics to astrodynamics. 7, 8, 9, 10, 11, 12 By substituting the classical implementation of real algebra with the implementa- This has a strong impact when the numerical integration of an ordinary differential equation (ODE) is performed by means of an arbitrary integration scheme. Any integration scheme is based on algebraic operations, involving the evaluation of the ODE 45 right hand side at several integration points. Therefore, starting from the DA representation of the initial conditions and carrying out all the evaluations in the DA framework, the flow of an ODE is obtained at each step as its Taylor expansion in the initial conditions. Consequently, considering the HNEKF, by propagating the mean trajectory and evaluating the measurement function in the DA framework, we readily obtain not only 50 their pointwise values, but also the higher-order partials. This eliminates the need to calculate the higher-order tensors at each time step by solving a complex system of augmented ODE.
Despite the evident advantages, the DA approach is not free of drawbacks. More specifically, the approach relies on Taylor expansions. Thus, the problem to be dealt 55 with must be well behaved. In addition, the computational burden associated to the calculation of the polynomials quickly increases with the order, which could limit the current applicability of the DA-based HNEKF for onboard applications. Consequently, the aim of this work is to assess the performance and onboard applicability of the DAbased HNEKF algorithm. 60 The target application of estimating the relative pose between two spacecraft during a rendezvous maneuver is taken into account. Camera measurements of relative position and attitude are assumed to be available. Improved estimation processes may foster an increase of autonomy in guidance, navigation and control (GNC) operations.
Indeed, autonomous rendezvous and docking requires that two spacecrafts start at a remote distance, come together into a common orbit, rendezvous, dock, and control the new combined spacecraft in both orbit and attitude. Doing this requires developing and testing a variety of new technologies including absolute and relative autonomous navigation, autonomous rendezvous and docking hardware and software (both sensors and actuators), and autonomous control of a "new" spacecraft with different mass and 70 inertia properties than either of the two original spacecraft. While there is substantial potential for cost savings, risk reduction, and new mission modes by use of these technologies, there is a very strong reticence to allowing operational spacecraft to control themselves. In order to defeat such reticence, much effort shall be spent to increase the reliability of the autonomous GNC strategies by improving the accuracy of the estima-75 tion algorithms and the robustness of the control laws to noise and system errors.
Focusing on the problem of rendezvous between two spacecraft, we usually think of one active spacecraft, called the chaser, and one which is a passive target, whose principal role is to remain reasonably stable while the chaser does most of the work.
The target may be either cooperative, with some type of beacon or target and a dock-80 ing fixture, if that is required, or uncooperative, i.e., a spacecraft that has no active or passive equipment, targets, or procedures to help in the process. A typical example of the latter is the case of a chaser approaching the target during an active debris removal (ADR) mission. 13 Even before attempting the capture, one of the main challenges of ADR missions is approaching the target, estimating the relative pose with respect to 85 the chaser, and studying and predicting the attitude of the target, which, in the general case, tends to show a tumbling motion. This is crucial for safe proximity operation and demands accurate, real-time measurements and estimations of relative range and attitude. 14, 15 Generally, attitude and range estimation in rendezvous problems with cooperative and uncooperative targets can be classified into model-based and non-model-90 based techniques. Non-model-based techniques match corresponding features in the two views of a stereo camera for pose estimation, not depending on a priori knowledge of the object. Many such algorithms may have difficulty in image-to-model feature correlation and foreground-background segmentation. On the contrary, model-based techniques take advantage of a priori knowledge of the object whose pose and motion 95 are to be estimated. Thanks to the available CAD model, these techniques can compute the object pose and range from a single image. In both cases, due to the presence of noise and errors, the estimation method shall include filtering. Thus, the problem of relative pose estimation and attitude prediction shall go through the following steps:
1. time update of state and covariance of 6 degrees-of-freedom (DOF) motion 100 2. measurement update and state vector estimation (in particular the inertial attitude of the tumbling target).
In all of the above steps, the state vector must include the translational and rotational motion. More specifically, in the time update of the state and covariance, the nonlinear 6DOF dynamics, including possible couplings between the translational and 105 rotational motion, should be considered. In addition, the state vector prediction shall aim at estimating the inertial attitude of the tumbling target. The necessity of propagating covariance information, as well as the presence of natural uncertainty in the image processing and in the mass properties of the target, highlights the need of an accurate handling of uncertainties throughout the estimation process.
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Hence, the goal of this study is two-fold. First, to develop a DA-based HNEKF for relative pose estimation, considering the rendezvous with an uncooperative target, modeled after ESA's e.deorbit mission. 16 A fast and accurate algorithm that provide an estimate of the uncertainty of the target state suitable for real-time operation is obtained. Afterwards, this DA algorithm is implemented on hardware mimicking the 115 limited computational power available in space hardware. While ESA's LEON-4 17 is currently the most relevant processor for this application, our assessments is based on an ARM platform, the BeagleBone Black 1 . This platform is still representative of the limited computational capability but easier to develop for, due to wider community support.
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The performance and onboard applicability of the DA-based algorithm is assessed in terms of its real-time capabilities under various assumptions on the hardware. Furthermore, sensitivity analysis is performed with respect to several parameters to illustrate the conditions under which the nonlinear filters outperform traditional linear 1 https://elinux.org/Beagleboard:BeagleBoneBlack filtering.
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The paper is organized as follows. First, an introduction to DA is given and the derivation of the DA-based HNEKF is explained. Then, a comparison among different orders of the filter is carried out. Afterwards, the considered relative pose estimation problem is introduced and the dynamics model is developed. Finally, the performance of the filters are assessed through numerical simulations. To illustrate the process, consider Fig. 1 . The expression 1/(x + 1) is evaluated once in C r (0) and then in the DA framework with truncation order 3. Starting with the identity function x, we add one to arrive at the function x + 1, the representation of 145 which is fully accurate in DA as it is a polynomial of order 1. Continuing the evaluation the multiplicative inversion is performed, resulting in the function 1/(1 + x) in C r (0). As this function is not a polynomial any more, it is automatically approximated in DA arithmetic by its truncated Taylor expansion around 0, given by 1 −
Note that, by definition of the DA operations, the diagram for each single operation Consider the initial value problem
and its associated flow ϕ(t; x 0 ). By means of classical numerical integration schemes, such as Runge-Kutta or multi-step methods, it is possible to compute the orbit of a sin- with respect to any quantity that was initially set to a DA value.
The main advantage of the DA-based approach is that there is no need to derive, implement and integrate variational equations in order to obtain high-order expansions of the flow. As this is achieved by merely replacing algebraic operations on floating-point 185 numbers by DA operations, the method is inherently ODE independent. Furthermore, an efficient implementation of DA such as the DACE 2.0 package, allows us to obtain high-order expansions with limited computational time.
High-order numerical extended Kalman filter
This section is devoted to introduce the algorithm of the high-order DA-based HNEKF and to provide a first assessment of its performance. The equations of motion and measurement equations describing a generic dynamic system are as follows:
where x k is the m-dimensional vector of state, w k is the process noise perturbing the 190 state, z k is the n-dimensional vector of actual measurements, h is the measurement function, and v k+1 is the measurement noise characterizing the observation error. The process noise and the measurement noise are assumed to be uncorrelated, that is,
Starting from the general theory of state estimation, HNEKF sequentially estimate the state and the associated uncertainty by incorporating system nonlinearity in terms of higher-order Taylor expansions and relying on the assumption that uncertainties can be described using Gaussian statistics.
The DA-based HNEKF 200
Consider the system model equations (2) . The filtering process can be summarized as follows:
1. Prediction step: at time t k+1 , the mean and covariance of the state vector, m − k+1 and P − k+1 , and the mean of the measurements, n − k+1 , are estimated as:
where i, j = 1, ..., m, p = 1, ..., n, E{} denotes the expectation operator, and m − k+1,i , P − k+1,i j and n − k+1,l are the components of m − k+1 , P − k+1 , and n − k+1 respectively; 2. Update step: the new measurements acquired at time t k+1 , z k+1 , are incorporated into the updated estimate of the state vector and covariance matrix as follows:
where q = 1, ..., n, K k+1 is the Kalman gain matrix, P xz k+1 is the cross-covariance 205 matrix of the state and the measurement, and P zz k+1 is the covariance matrix of the measurements.
In the classical EKF scheme, at each time t k , the equations of motion and the measurement equation (2) are linearized about the current estimate of the mean and take the form:
where
, and δx k is the deviation of the estimated mean from the true trajectory at time t k , i.e., δx k = x(t k ) − m + k , and m − k+1 is computed as
Thus, the expectation operator in Eqs. (3) and (4) can take advantage of the linearity of Eq. (5) with respect to the state.
The DA implementation of the HNEKF relies on the fact that DA can easily provide the arbitrary order Taylor expansion of both Φ and h in Eq. (2). Thus, the arbitrary order expansion of the equations of motion and measurement equations can be easily written, and component-wise reads:
where v is the order of the expansion, and P − k+1 , and the mean of the measurements, n − k+1 , are estimated as:
Update step: the new measurements acquired at time t k+1 , z k+1 , are incorporated into the updated estimate of the state vector and covariance matrix as follows:
If the case of variables with Gaussian random distributions is considered, the higherorder moments E{δx γ 1 k . . . δx γ p k } can be completely described by the first two moments 220 (i.e., mean and covariance), and can be easily computed in terms of the covariance matrix using Isserlis' formula on the monomials of the Taylor polynomial. 19 It is worth stressing that, in order to apply standard HNEFK, each high-order partial in Eq. (8) is computed by integrating for each time interval a dedicated differential equation that must be derived analytically (see Park and Scheeres 4 ).Conversely, in the DA frame-225 work, this operation is completely avoided since the high-order partials are automatically obtained from the DA-based integration of the dynamic system 6 (Eq. (2)).
Order comparison
Before applying the DA-based HNEKF to the relative pose estimation problem, the effects of considering high-order expansion of the dynamic flow in the extended Kalman 230 filter is discussed.
Consider the illustrative example of an Earth-orbiting spacecraft. The second-order differential equation governing the motion is
where r is the position vector of the spacecraft and µ is the Earth gravitational parameter. It is assumed that there is no external disturbing force for the system except the gravitational force between the Earth and the spacecraft. The initial true position and velocity assumed for this test are
where the length units are scaled by the orbit semi-major axis (a=8788 km) and the time by a 3 µ . The initial estimates for the state are 10% off from the true initial state values shown in Eq. 11. The adopted initial error covariance is a diagonal matrix with variance 0.01 for the position vector components and 10 −4 for the velocity vector components. The measurements used in the simulation are the radial position of the spacecraft with respect to the Earth and the line of sight directions to the planet:
where v i , represents the measurement noise. The standard deviation of the measurement error for the radial position is assumed to be 10 −3 km. The angle error is assumed to be 1.745 10 −6 rad following the conventional measurement accuracy for the directional measurement. No process noise is included. 
where σ 2 xx , σ 2 yy , σ 2 zz , σ 2 vx , σ 2 vy , σ 2 vz are the diagonal terms of the estimated covariance matrix. The filter shows the same behaviour in terms of accuracy gain when different observation frequencies are adopted. Figures 6 and 7 show the position error profiles obtained when a total number of 6 and 24 measurements separated by equal time intervals is considered. As can be seen, the results confirm that the estimation accuracy significantly improves when we move from a first to a second order filter and that no 255 further gain is obtained with the third order filter.
The lack of a significant improvement in terms of accuracy between the second and third order filters lies in the basic assumption of Kalman filters, i.e. in the hypothesis that all random distributions are Gaussian and, then, completely described by their mean and covariance. To get a deeper insight, consider a spacecraft at the pericenter of an elliptical orbit of eccentricity e = 0.5, moving in Keplerian dynamics (see Fig. 8 for a schematic representation of the example). Assume the lengths are scaled by the orbit pericenter r p and the time by r 3 p /µ. Thus, the nominal initial state is:
The initial position of the spacecraft is assumed to be uncertain with standard deviations 3σ x = 0.008 and 3σ y = 0.08 on the x and y components of the position vector, with no correlation between the different components. The uncertain initial state is conditions to t f and to compute the resulting mean and covariance, which are used as reference for the following analysis. As can be seen from Fig. 9 , the samples of the However, no relevant improvement is obtained with higher orders.
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The importance of higher order partials emerges in the computation of higher order moments. The DA-based estimates of the mean, covariance, skewness, and kurtosis are compared with their values obtained with the Monte Carlo simulation in Table 1 .
More specifically, the following moments are computed: 20
Note that, in the DA-based computation of the moments, x(t f ) is replaced by the corresponding Taylor expansion. Thus, similarly to Eq. (8), the computation of the above 290 expectations reduces to the computation of the expectation of the resulting monomials, which can be addressed using Isserlis' formula. 21 As can be seen from Table 1 , the second order expansion is sufficient to obtain an accurate estimate of the variance.
However, a third order expansion is needed to adequately approximate the skewness and the kurtosis.
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Based on these results, the assessment of the performance of the DA-based HNEKF will be limited to the use of first and second order expansions in the following analyses. 
Relative Pose Estimation
This paper focuses on exploiting the proposed DA-based HNEKF to face the challenging problem of estimating the spacecraft relative state for proximity operations during a rendezvous with an uncooperative target. In particular, the ESA e.deorbit mission 16 is considered as reference and Envisat is selected as target satellite.
In the following analysis, some assumptions are made. Firstly, an a priori knowledge of both chaser and target is assumed, i.e. the inertia properties are perfectly known. Secondly, the chaser motion is supposed to be deterministic and, thus, the DA quantities increases almost exponentially with the number of variables. Therefore, decoupling the dynamics grants a significant reduction of the memory requirements.
Relative translational dynamics
The relative translational dynamic equations are developed in the local vertical local horizontal (LVLH) frame fixed on the chaser (see Fig. 10 ). In this frame the target 315 relative position r r and velocity v r can be defined as: 
where µ is the gravitational parameter,r is the distance from the Earth center to the 320 chaser and ν is the true anomaly. Finally, the motion of the chaser is described by the following equations:r
Relative rotational dynamics
As for the rotational dynamics, the relative orientation of the body-fixed reference frame on the target with respect to the body-fixed reference frame on the chaser can be 325 described through a rotation matrix Γ. Consequently, the relative angular velocity and acceleration of the target can be expressed as follows: 23
where ω c and ω t are the angular velocity of the chaser and the target expressed in their body-fixed reference frame, respectively, whereas ω r is the relative angular velocity expressed in the target body-fixed reference frame.
330
The relative attitude of the target can be described parameterizing the rotation matrix Γ. To this aim, the Modified Rodrigues Parameters (MRP) are adopted in this study. 24 The MRP are related to quaternions and to the rotation matrix by the following relations:
where ζ are the MRP,q are the quaternions and I 3 is the identity matrix.
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The time evolution of the MRP is governed by Eq. 28.
As for the dynamics, the chaser motion is described by the torque-free Euler equations, while the relative attitude dynamics can be obtained substituting kinematics relationship in the Euler absolute equations of the target spacecraft. The resulting dynamic system is:
where J t is the matrix of inertia of the target, M app is the apparent torques, M ci is the chaser-inertial torques and M g is the gyroscopic torques.
Measurement model
In real applications, relative position and relative attitude measurements can be obtained by processing images from a camera. In this study, they are generated numeri- Finally, the estimated relative state is compared with the true state propagated by the dynamics simulator to assess the performance of the filters.
Results
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In the numerical analysis, the chaser and the target are assumed to lie on the same orbit at a distance that is compatible with the camera performance. The mass properties of the two spacecraft are listed in Table 2 . The initial conditions of the relative states are reported in Table 3 . The attitude is initialized randomly, while the angular velocity is selected in order to have an absolute value of about 2.5 deg/s.
In the following sections, first, the accuracy and robustness of the first and second order filter are assessed, and then an analysis on the required computational time is performed in order to verify the real-time feasibility. 
Accuracy and robustness analysis
Before illustrating the results, some comments are provided to guide the reader through 395 the following analyses. First, the target velocity can be assumed to be the most uncertain variables since neither a priori knowledge nor direct measurements are available.
Then, low measurement acquisition frequencies could be required (or are at least beneficial) for limited-resource systems. Therefore, a Monte Carlo-based sensitivity analysis is carried out to assess the robustness of the first and second order filter with various 400 acquisition frequency and initial uncertainty in the relative velocity. In addition, the effects of different initial linear and angular position uncertainties, initial angular rate and level of measurement noise are investigated. The examined cases are reported in Table 4 for the translational filter and in Tables 5-6 for the rotational filter, being σ i,0
and σ s i the initial standard deviation and the sensor standard deviation, respectively, of 405 the variable i.
Particular attention is paid on the performance of the rotational filter since it has to deal with more complex dynamics. Indeed, the translational dynamics are very slow and almost linear and, thus, less significant results are expected, as it will be shown further.
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For each case, 1000 samples are generated around the true initial conditions, according to the statistics, and then the furthest 100 are selected and used as initial estimates of the relative states in the filter. This choice is motivated by the will to study the 
RMS E i is the root mean square error of the estimated variables computed at steady state for the i th simulation, nμ and n σμ are the mean and the standard deviation of RMSE, respectively, considering the filter of order n. Figure 12 provides a graphical reference for the different indices.μ gives the mean accuracy of the filter, while σμ 420 quantifies the dispersion around the mean. If the standard deviation is high, the final accuracy strongly depends on the estimate of the initial condition and thus large initial errors may result in bad performance or even failure. 
Rotational dynamics filter
Regarding the rotational dynamics filter, the nonlinearities affect the estimation problem more significantly, especially in case of high uncertainties and low observability of the system. Focusing initially on the first case reported in Table 5 , the performance of the first order filter, in terms of 1μ and 1 σμ, are shown in Tables 7-8 On one hand, it can be observed that first and second order filters show the same performance for low uncertainties and high frequencies.
However, moving to high uncertainties and low frequencies (shaded area), the second order filter starts outperform-450 ing the first order one. Indeed, even though 1μ is very similar to 2μ , 1 σμ is significantly larger than 2 σμ, namely the first order filter features a higher dispersion of the steadystate estimation error (see Fig. 14) . This means that, in case of large deviations from the true initial conditions, the first order filter performance deteriorates, leading to final estimates that are up to 1 order of magnitude worse than the ones of the second order 455 filter (see Fig. 15 ).
Finally, the second order filter turns out to be also more robust in terms of failures.
Indeed, in some cases, the first order filter is not able to deal with the nonlinearity and diverges, while the second order filter converges. The analyses of the other examined cases provide similar results and stress the supe- In order to asses the feasibility of the developed filter on the embedded hardware, a Real-Time Operative System (RTOS) should have been employed, allowing the real time scheduling of the filter task at the desired frequency. However, the filter does not 480 really acquire measurements since those are generated in advance by the dynamics simulator. Therefore, an accurate real time scheduling is not strictly required. Indeed, the computational time required by each step of the filter can be measured and compared to the time step at the desired frequency, checking that it is smaller.
To this aim, the duty cycle concept is introduced. The duty cycle represent the 485 fraction of the available sampling time which is used by the filter task, as shown in Fig.   16 . Therefore, given the execution time t exec and defining the sampling time as:
the duty cycle is: Table 15 . cycle remains always well below the 50%, thus allowing for the filtering and also other necessary tasks. Not surprisingly, the duty cycle increases when reducing the clock frequency as the processor is capable of executing less operation per seconds. Moreover, at constant clock frequency, the duty cycle reduces when reducing the sampling frequency, demonstrating that the longer propagation time span, needed for computing 500 the expectations, is not highly influencing the overall computational time. Concentrating on the lower clock frequency, it is possible to see how the second order filter is more feasible at lower sampling frequencies, that are the cases in which this filter outperforms the first order version.
Conclusion
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The work investigated the possibility and assessed the advantages of onboard 6DoF state estimation using DA techniques. The problem of real-time relative pose estimation during proximity operations has been considered as target application, using the e.deorbit mission with the target Envisat as reference scenario. To attain this goal, a DA-based HNEKF has been developed and implemented on a BeagleBone Black plat-510 form, which is deemed to be representative of the limited computational performance available on current onboard space processors. An analysis on the effects of including high order terms in the EKF implementation has been carried out and has highlighted that using orders greater than two does not improve the accuracy of the estimation. This result has been proven to be related to the hypothesis of the filter that all random dis-515 tributions are Gaussian and, thus, completely described by their mean and covariance.
In addition, through an extensive sensitivity analysis, it has been shown that the second order filter tends to outperform the classical first order counterpart either for relatively large initial errors and uncertainties, or for relatively low acquisition frequencies. Nevertheless, the second order filter outperforms its first order version in terms of final 520 error dispersion and robustness to failure. Finally, the tests have demonstrated that the second order filter can be run on an ARM processor @ 100 MHz for the target application.
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