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Abstract
We characterize Jamison sequences, that is sequences (nk) of positive integers with the following prop-
erty: every bounded linear operator T acting on a separable Banach space with supk ‖T nk‖ < +∞ has
a countable set of peripheral eigenvalues. We also discuss partially power-bounded operators acting on
Banach or Hilbert spaces having peripheral point spectra with large Hausdorff dimension. For a Lavren-
tiev domain Ω in the complex plane, we show the uniform minimality of some families of eigenvectors
associated with peripheral eigenvalues of operators satisfying the Kreiss resolvent condition with respect
to Ω . We introduce and study the notion of Ω-Jamison sequence, which is defined by replacing the partial
power-boundedness condition supk ‖T nk‖ < +∞ by supk ‖FΩnk (T )‖ < +∞, where FΩn is the nth Faber
polynomial of Ω . A characterization of Ω-Jamison sequences is obtained for domains with sufficiently
smooth boundary.
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1.1. Jamison sequences
Let X be a complex infinite-dimensional separable Banach space, and T ∈ B(X) a bounded
linear operator on X. The behaviour of the sequence ‖T n‖, n 0, of the norms of the iterates of T
is closely related to the size of the unimodular point spectrum σp(T )∩T of T . In the whole paper,
T will denote the unit circle T = {λ ∈ C; |λ| = 1} while σp(T ) = {λ ∈ C; Ker(T − λ) = {0}} is
the point spectrum (the set of eigenvalues) of T . The set σp(T )∩T will be called the unimodular
point spectrum of T . One of the fundamental results in this direction is due to Jamison [15]: if T
is power-bounded, i.e. supn0 ‖T n‖ < +∞, then the unimodular point spectrum σp(T )∩T is at
most countable. The influence of partial power-boundedness of T on the size of the unimodular
point spectrum will be our main interest here.
Definition 1.1. Let (nk)k0 be an increasing sequence of integers, and T a bounded linear
operator on the space X. We say that T is partially power-bounded with respect to (nk) if
supk0 ‖T nk‖ < +∞.
It is clear that the spectrum σ(T ) of a partially power-bounded operator T is contained in the
closed unit disk, and we sometimes use the terminology of peripheral point spectrum instead of
the unimodular point spectrum of T . Of course this peripheral point spectrum does not necessar-
ily coincide with σp(T )∩ ∂σ (T ), but the terminology is suggestive and will be used throughout
the paper. When we consider further on operators whose spectrum is contained in the closure
Ω of a (fixed) bounded domain Ω of C, the peripheral point spectrum of T will be the set of
eigenvalues of T belonging to the boundary ∂Ω of Ω .
Partially power-bounded operators have been studied in this setting by Ransford [20] and
Ransford and Roginskaya [21]. They have proved in particular that partial power-boundedness of
an operator does not necessarily imply countability of the unimodular point spectrum. Whether
this phenomenon can happen or not depends of course on the sequence (nk). The following
definition was introduced in [2].
Definition 1.2. Let (nk)k0 be an increasing sequence of integers. We say that (nk)k1 is a
Jamison sequence if for any separable Banach space X and any bounded operator T on X,
σp(T )∩T is at most countable as soon as T is partially power-bounded with respect to (nk).
Using this terminology, it was proved in [21] that any sequence (nk) with the property
that supk0(
nk+1
nk
) < +∞ is a Jamison sequence, but that the sequence nk = 22k for instance
is not. Jamison sequences were further studied in [2], where it was proved that no sequence
(nk) with lim nk+1nk = +∞ is ever a Jamison sequence. Some equidistribution criteria were
also proved in [2], providing examples of Jamison sequences verifying lim inf nk+1
nk
= 1 and
lim sup nk+1
nk
= +∞.
Our first aim in this paper is to provide a unified approach of all these results by giving a
complete characterization of Jamison sequences. It is important to remark that we can assume
without loss of generality that n0 is equal to 1. We prove that if (nk)k0 is an increasing sequence
of integers with n0 = 1, then (nk)k0 is a Jamison sequence if and only if there exists a positive
real number ε such that for every λ ∈ T \ {1}, supk0 |λnk −1| ε (Theorem 2.1). It also follows
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countable set E ⊂ T such that for every λ ∈ T\E, supk0 |λnk −1| ε (Corollary 2.11). Besides
the proofs of these characterizations (Theorems 2.1, 2.8 and Corollary 2.11), we also discuss old
and new examples of Jamison sequences in Section 2. For instance, any sequence which contains
arbitrarily long blocks of integers is a Jamison sequence.
1.2. The Hausdorff dimension of σp(T )∩T
The characterization of Jamison sequences can in fact be modified so as to give various neces-
sary and sufficient conditions for an operator to have “small” unimodular point spectrum. Using
a result of Weyl about uniformly distributed sequences, we give in Section 3 an alternative proof
of the following result from [21]: for any sequence (nk), the condition supk0 ‖T nk‖ < +∞ im-
plies that σp(T ) ∩ T is a set of Lebesgue measure zero. We then focus on one interesting notion
measuring the smallness of sets of Lebesgue measure zero, that of Hausdorff dimension. This
topic was also studied before in [21], showing that the growth of the sequence (nk) with respect
to which T is partially power-bounded implies some restrictions on the Hausdorff dimension
of σp(T ) ∩ T: if P = lim inf nk+1nk > 1 and Q = lim supnk1/k < +∞, then σp(T ) ∩ T has Haus-
dorff dimension at most 1 − logPlogQ . This result is in a sense optimal. On the other hand, examples
of partially power-bounded operators with unimodular point spectrum of Hausdorff dimension 1
(so with “large” peripheral point spectrum) are constructed in [21]. We complete this result by
showing that if lim nk+1
nk
= +∞, then it is possible to construct a separable Banach space X and a
bounded operator T on X such that supk0 ‖T nk‖ < +∞ and σp(T )∩T is of Hausdorff dimen-
sion 1 (Theorem 3.4). This construction can even be carried out on a Hilbert space, provided the
series
∑
k supjk(
nj
nj+1 )
ε is convergent for any ε > 0 (Theorem 3.6).
1.3. The Kreiss condition with respect to Lavrentiev domains
The fundamental result [15] of Jamison (power-bounded operators on separable Banach
spaces have countable unimodular point spectrum) was generalized [11,18] to operators satis-
fying the Kreiss condition, which concerns the growth of the resolvent outside the unit disk:
T satisfies the Kreiss condition if the spectrum σ(T ) of T is contained in the closure D of the
unit disk and there exists a positive constant K such that for |z| > 1,
∥∥(T − z)−1∥∥ K|z| − 1 .
The denominator |z|− 1 is the distance of the point z to the unit circle T. The aim of Section 4 is
to consider the following natural question: for which domains Ω in the complex plane is it true
that all operators on separable Banach spaces satisfying the Kreiss condition with respect to Ω
have countable peripheral point spectrum?
Definition 1.3. Let Ω be an open subset of C. An operator T ∈ B(X) satisfies the Kreiss con-
dition with respect to Ω if σ(T ) is contained in the closure Ω of Ω and there exists a constant
K > 0 such that for z /∈ Ω ,
∥∥(z − T )−1∥∥ K
dist(z, ∂Ω)
·
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satisfies the Kreiss condition with respect to Ω , then the family of eigenvectors corresponding to
eigenvalues of T situated on ∂Ω form a uniformly minimal system. In particular, the eigenvectors
corresponding to peripheral eigenvalues are uniformly separated (Corollary 4.5). This implies
that the peripheral point spectrum σp(T )∩ ∂Ω of T is countable if X is separable. Other related
results are discussed in Section 4.
1.4. Faber-bounded operators and Ω-Jamison sequences
The above results open the way to consider Jamison sequences associated to a given do-
main Ω . This is done in Section 5. Let Ω be a bounded domain of the complex plane C
whose boundary is sufficiently smooth, and let Fn = FΩn be the nth Faber polynomial of Ω
(see Section 5 for definitions). Faber polynomials appear as a natural generalization of the Tay-
lor polynomials of the disk and play an important role in the approximation theory of functions
of one complex variable (see [26]). It appears that in many situations, the operators Fn(T ) have
the same kind of relationship with the domain Ω or its boundary ∂Ω that the powers T n have
with the unit disk D or its boundary T. See [3] for an example of this. Here is the definition of
Faber-bounded and partially Faber-bounded operators, which play the role with respect to Ω of
power-bounded and partially power-bounded operators.
Definition 1.4. Let T be a bounded operator on the space X. We say that T is FΩn -bounded
or simply Faber-bounded if supn0 ‖FΩn (T )‖ < +∞. Let (nk)k0 be an increasing sequence of
integers. We say that T is partially FΩn -bounded with respect to (nk) if supk0 ‖FΩnk (T )‖ < +∞.
The analog of a Jamison sequence in this context is defined as follows.
Definition 1.5. Let (nk)k0 be an increasing sequence of integers. We say that (nk)k1 is an
Ω-Jamison sequence if for any separable Banach space X and any bounded operator T on X,
σp(T )∩ ∂Ω is at most countable as soon as supk0 ‖FΩnk (T )‖ < +∞.
If T is Faber-bounded, then T satisfies the Kreiss condition with respect to Ω . Therefore,
the results from Section 4 imply that nk = k is an Ω-Jamison sequence for every Lavrentiev
domain Ω . It now makes sense to ask for a characterization of Ω-Jamison sequences. It turns out
that the answer does not depend on Ω as soon as the boundary ∂Ω is a sufficiently smooth curve:
in this case (nk)k0 is an Ω-Jamison sequence if and only if (nk)k0 is a Jamison sequence
(Theorem 5.4).
2. A characterization of Jamison sequences
Our aim in this section is to prove the characterization of Jamison sequences announced in
the introduction. We recall that we can assume without loss of generality that n0 is equal to 1.
Theorem 2.1. Let (nk)k0 be an increasing sequence of integers with n0 = 1. The following
assertions are equivalent:
(1) (nk)k0 is a Jamison sequence;
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sup
k0
∣∣λnk − 1∣∣ ε.
We will also discuss several examples of Jamison sequences.
2.1. The sufficient condition
The sufficient condition (2) ⇒ (1) in Theorem 2.1 is very easy to prove.
Proposition 2.2. Let (nk)k0 be an increasing sequence of integers with n0 = 1. If there exists
an ε > 0 such that for every λ ∈ T \ {1},
sup
k0
∣∣λnk − 1∣∣ ε, (1)
then (nk)k0 is a Jamison sequence.
The proof is exactly the same as that of [15] and [20, Lemma 3.1].
Proof. Let X be a separable Banach space, and T ∈ B(X) a partially power-bounded operator
with M = supk0 ‖T nk‖. If λ and μ are two different eigenvalues of T , let eλ and eμ be two
associated eigenvectors of T with ‖eλ‖ = ‖eμ‖ = 1. We have
‖eλ − eμ‖ 1
M + 1
∣∣λnk −μnk ∣∣
for every k  0. Since λ = μ,
‖eλ − eμ‖ ε
M + 1
by (1), and the separability of X implies that σp(T )∩T is at most countable. 
This simple proposition allows us to retrieve a variety of conditions on the sequence (nk)
implying that it is a Jamison sequence, and to obtain new ones as well. These conditions concern
either the growth of the sequence (nk) or its arithmetic properties.
Example 2.3. (See [21].) Let (nk)k0 be an increasing sequence such that
sup
k0
nk+1
nk
< +∞.
Then (nk) is a Jamison sequence.
Proof. Without loss of any generality we can assume that n0 = 1. Let κ = supk0 nk+1nk . We
are going to show that condition (1) is satisfied with ε = 2 sin π2κ . We write λ = 1 as λ = eiθ and
without loss of generality we suppose that 0 < θ  π . Since (nk) is a strictly increasing sequence
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nkθ
2 
π
2 so
that for this special choice of k,
∣∣λnk − 1∣∣= 2∣∣∣∣sin nkθ2
∣∣∣∣ 2 sin π2κ ,
and this proves our statement. 
Example 2.4. Let θ be a badly approximable number and let (qn) be the sequence of denom-
inators of the nth convergent of the continued fraction expansion of θ . Then (qn) is a Jamison
sequence.
Proof. We refer to [14, Chapter X] for the unexplained notation and terminology. Recall that
θ ∈ R \ Q is called badly approximable (or of constant type) if there exists C = C(θ) > 0 such
that ∣∣∣∣θ − pq
∣∣∣∣ Cq2
for all rationals p/q . Then (see [14, p. 166] or [23] for a survey) θ is badly approximable if
and only if θ has bounded partial quotients an in its continued fraction expansion: K(θ) =
supn1 an < +∞. We have qn+1 = an+1qn +qn−1 and (qn) is an increasing sequence [14, Chap-
ter X]. Therefore
qn+1
qn
= an+1 + qn−1
qn
 1 +K(θ),
and so (qn) is a Jamison sequence by Example 2.3. 
Example 2.5. Let (nk) be a sequence which contains blocks of arbitrary length. Then (nk) is a
Jamison sequence.
Proof. We suppose n0 = 1. Let θ0 ∈ ]0,π[. We are going to show that for every λ = eiθ ∈ T \ {1},
0 < θ  π , there exists k such that λnk = einkθ lies outside the sector (e−iθ0 , eiθ0). Choose
an integer p  1 such that θ > 2θ0
p
. Let {Np,Np + 1, . . . ,Np + p − 1} be a block of
length p contained in the set {nk}. The sector (e−iθ0 , eiθ0) contains at most 
 2θ0θ  numbers
λn,λn+1, . . . , λn+
2θ0/θ−1. Now 2θ0
θ
< p, and among the numbers λNp, λNp+1, . . . , λNp+p−1,
there is at least one which is outside the sector (e−iθ0 , eiθ0). Since this is true for every θ0 ∈ ]0,π[,
we get that supk0 |λnk − 1| = 2 for every λ ∈ T \ {1}. 
Example 2.6. (See [20].) If {nk} is a set of positive upper density, then (nk) is a Jamison se-
quence.
Proof. The proof is the same as in the previous example, and we keep the same notation.
Since {nk} has positive upper density, there exist a δ > 0 and a strictly increasing sequence
(Nr) of integers such that for every r  1, #{n  Nr ; n ∈ {nk}}  δNr . Choose r  1 such
that θ > 2θ0 . The sector (e−iθ0 , eiθ0) contains at most 
 2θ0  < δNr numbers of the formδNr θ
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2θ0/θ−1, so among the numbers {λ,λ2, . . . , λNr } at least (1 − δ)Nr lie out-
side the sector. This is the case for at least one of the λnk ’s, which proves the result. 
Remark 2.7. It is interesting to note that in the proof of Proposition 2.2, we prove not only
that the unimodular point spectrum of T is countable, but more precisely that the eigenvectors
associated to different unimodular eigenvalues are ε
M+1 -separated: ‖eλ − eμ‖ εM+1 for λ = μ
and ‖eλ‖ = ‖eμ‖ = 1. So the statement of Proposition 2.2 could actually be restated as follows:
any sequence (nk) satisfying assumption (1) has the property that whenever T ∈ B(X), with X
separable, verifies supk0 ‖T nk‖ < +∞, then, for some δ > 0, eigenvectors of norm 1 associated
to different unimodular eigenvalues are δ-separated. Let us agree for the moment to call such a
sequence (nk) a separating sequence: clearly any separating sequence is a Jamison sequence,
and the contents of Theorem 2.1 is that any Jamison sequence is actually a separating sequence.
We will return to this in Section 5 (Remark 5.3).
2.2. Construction of non-Jamison sequences
An important tool for the proof of Theorem 2.1 is a distance on the unit circle T associated to
a given sequence (nk)k0 with n0 = 1: for λ,μ ∈ T define
d(nk)(λ,μ) = sup
k0
∣∣λnk −μnk ∣∣.
This distance is used in [21] as well as in [2] for the construction of non-Jamison sequences, and
it turns out to be very useful here too. Condition (2) in Theorem 2.1 can be reformulated in terms
of this distance: distinct points of T are uniformly separated for d(nk), i.e. there exists an ε > 0
such that any two distinct points λ and μ in T are ε-separated for d(nk). Our aim is now to prove
the following chain of equivalences, which will in particular prove Theorem 2.1.
Theorem 2.8. Let (nk)k0 be an increasing sequence of positive integers with n0 = 1. The fol-
lowing assertions are equivalent:
(1) the sequence (nk) is a Jamison sequence;
(2) for every uncountable subset K of T, the metric space (K,d(nk)) is non-separable;
(3) for every uncountable subset K of T, there exists a positive ε such that K contains an
uncountable ε-separated family for the distance d(nk);
(4) there exists a positive ε such that every uncountable subset K of T contains an uncountable
ε-separated family for the distance d(nk);
(5) there exists an ε > 0 such that any two distinct points λ and μ in T are ε-separated for the
distance d(nk):
for every λ = μ, sup
k0
∣∣λnk −μnk ∣∣ ε.
Proof. The obvious implications in Theorem 2.8 are (5) ⇒ (4) ⇒ (3) ⇒ (2). The implication
(2) ⇒ (3) follows from the general theory of metric spaces: for ε > 0, let Fε = {xεi ; i ∈ I } be
a maximal ε-separated family in (K,d(nk)) if (K,d(nk)) contains two ε-separated points, and
Fε = ∅ if not. Since (K,d(nk)) is not separable, one of these families is uncountable.
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and let (μn)n1 be a sequence of elements of T \ {1} such that
d(nk)(μ1,1) < 4
−1, d(nk)(μn,1) < 4−nd(nk)(μn−1,μn−1) for n 2,
and d(nk)(μn,μn) decreases with n. This is possible because μn = μn. We are going to construct
an uncountable subset K of T such that for every ε > 0, every ε-separated family of K for d(nk)
is automatically finite. Let (s1, . . . , sn) be a finite sequence of zeroes and ones. To each such
sequence we associate an element λ(s1,...,sn) of T in the following way: we start from λ(0) = μ1
and λ(1) = μ1. We have
d(nk)(λ(0), λ(1)) = d(nk)(μ1,μ1) > 0.
In the second step we construct λ(0,0) = λ(0)μ2, λ(0,1) = λ(0)μ2, λ(1,0) = λ(1)μ2 and λ(1,1) =
λ(1)μ2. We have, for s2 = 0 or 1,
d(nk)(λ(0), λ(0,s2)) < 4
−2d(nk)(μ1,μ1)
and
d(nk)(λ(1), λ(1,s2)) < 4
−2d(nk)(μ1,μ1).
Moreover
d(nk)(λ(0,0), λ(0,1)) = d(nk)(μ2,μ2) and d(nk)(λ(1,0), λ(1,1)) = d(nk)(μ2,μ2).
The construction by induction is now clear: if λ(s1,...,sn−1) has already been defined, we set
λ(s1,...,sn) = λ(s1,...,sn−1)μn if sn = 0 and we set λ(s1,...,sn) = λ(s1,...,sn−1)μn if sn = 1. We then
have
d(nk)(λ(s1,...,sn−1), λ(s1,...,sn)) < 4
−nd(nk)(μn−1,μn−1) (2)
and
d(nk)(λ(s1,...,sn−1,0), λ(s1,...,sn−1,1)) = d(nk)(μn,μn). (3)
For any infinite sequence s = (s1, s2, . . .) of zeroes and ones, it is now possible to define λs ∈ T
as λs = limn→+∞ λ(s1,...,sn). The limit exists by (2) and for every p  1,
λs = λ(s1,...,sp)
∏
jp
λ(s1,...,sj+1)λ(s1,...,sj ). (4)
Now the map s → λs from 2ω into T is one-to-one. Indeed, if s and s′ are two distinct elements
of 2ω with s = (s1, . . . , sp−1,0, sp+1, . . .) and s′ = (s′1, . . . , s′p−1,1, s′p+1, . . .) for instance, then
d(nk)(λs, λs′) = sup
k0
∣∣∣∣λnk(s1,...,sp−1,0) ∏
jp
λ
nk
(s1,...,sj+1)λ
nk
(s1,...,sj )
− λnk(s1,...,sp−1,1)
∏
λ
nk
(s1,...,sj+1)λ
nk
(s1,...,sj )
∣∣∣∣
jp
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− sup
k0
∣∣∣∣ ∏
jp
λ
nk
(s1,...,sj+1)λ
nk
(s1,...,sj )
λ
nk
(s′1,...,s′j+1)
λ
nk
(s′1,...,s′j )
− 1
∣∣∣∣.
Since for ν1, . . . , νr ∈ T, |∏rk=1 νk − 1|∑rk=1 |νk − 1|, we get that
d(nk)(λs, λs′) d(nk)(λ(s1,...,sp−1,0), λ(s1,...,sp−1,1))
− sup
k0
∑
jp
∣∣λnk
(s1,...,sj+1)λ
nk
(s1,...,sj )
λ
nk
(s′1,...,s′j+1)
λ
nk
(s′1,...,s′j )
− 1∣∣
 d(nk)(μp,μp)−
∑
jp
d(nk)(λ(s1,...,sj+1), λ(s1,...,sj ))
−
∑
jp
d(nk)(λ(s′1,...,s′j+1), λ(s′1,...,s′j ))
 d(nk)(μp,μp)− 2
∑
jp
4−(j+1)d(nk)(μj ,μj )
 d(nk)(μp,μp)
(
1 − 2
∑
jp
4−(j+1)
)
 5
6
d(nk)(μp,μp) > 0,
which proves the injectivity of s → λs . Hence K = {λs; s ∈ 2ω} is an uncountable subset of T.
For any ε > 0, let p  1 be such that ε > 76 d(nk)(μp,μp). If s and s′ are two sequences of 2ω
whose components coincide until the index p, the same computation as above shows that
d(nk)(λs, λs′)
7
6
d(nk)(μp,μp) < ε.
Hence if λs and λs′ are ε-separated for d(nk), at least one of the first p coordinates of s and s′
differs: there are finitely many such sequences, and (K,d(nk)) contains no infinite ε-separated
family. This stands in contradiction with (3) (and (4)). We have thus proved the equivalence
between assertions (2)–(5) of Theorem 2.8.
That (5) implies (1) is the content of Proposition 2.2, and thus it remains to prove that (1)
implies (2), for instance. Suppose that (2) is not satisfied, and let K be an uncountable subset
of T such that (K,d(nk)) is separable: we have to produce out of this a separable space X and
a bounded operator T on X such that supk0 ‖T nk‖ is finite and σp(T ) ∩ T is uncountable.
The method used here is a modification of the one used in [2] to show that any sequence with
lim nk+1
nk
= ∞ is not a Jamison sequence. We recall briefly the construction, which was inspired
by the construction of Ransford and Roginskaya in [21]. Starting from
H =
{
(xj )j0; ‖x‖ =
(∑ |xj |2
j2 + 1
)1/2
< +∞
}
,j0
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for λ ∈ T. A new norm on this space H is defined as
‖x‖new = max
(
‖x‖, sup
j0
2−(j+1) sup
nk0 ,...,nkj ∈{nk}
∥∥∥∥∥
j∏
l=0
(
Snkl − I)x
∥∥∥∥∥
)
and we set Xnew = {x ∈ X; ‖x‖new < +∞}. This norm differs from the one in [2] by the factor
2−(j+1). The reason for this modification is that now eλ belongs to Xnew for every λ ∈ T. Indeed,
we have
‖eλ‖new = max
(
1, sup
j0
2−(j+1) sup
nk0 ,...,nkj ∈{nk}
j∏
l=0
∣∣λnkl − 1∣∣
)
‖eλ‖ = ‖eλ‖.
If T denotes the operator induced by S on Xnew, the following is true.
Fact 2.9. We have supk0 ‖T nk‖new  3.
Proof. This simply follows from the fact that for each k  0, j  0 and each (j + 1)-tuple
nk0, . . . , nkj ∈ {nk},
2−(j+1)
∥∥∥∥∥
j∏
l=0
(
Snkl − I)T nkx
∥∥∥∥∥ 2 · 2−(j+2)
∥∥∥∥∥
j∏
l=0
(
Snkl − I)(Snk − I)x
∥∥∥∥∥
+ 2−(j+1)
∥∥∥∥∥
j∏
l=0
(
Snkl − I)x
∥∥∥∥∥,
so that ‖T nkx‖new  2‖x‖new + ‖x‖new = 3‖x‖new for every k  0 and x ∈ Xnew. 
The same kind of computations as in [2] demonstrates the existence of a constant C > 0 such
that for every λ,μ ∈ T,
‖eλ − eμ‖new  Cd(nk)(λ,μ). (5)
The road is now clear: set XKnew to be the closed linear span in Xnew of the eigenvectors eλ,
λ ∈ K , and TK the operator induced by T on XKnew. If {λn;n 0} is a dense subset of (K,d(nk)),
it follows from (5) that the vectors eλn , n  0, span a dense subspace of XKnew. Hence XKnew is
separable, and σp(TK)∩T contains K which is uncountable. 
2.3. Further examples
The proof of the implication (3) ⇒ (5) shows that actually assertions (3) and (4) admit “in-
finite” instead of “uncountable” versions which are equivalent to (nk) being a Jamison sequence.
Corollary 2.10. The assertions of Theorem 2.8 are also equivalent to the following:
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infinite ε-separated family for the distance d(nk);
(4′) there exists a positive ε such that every uncountable subset K of T contains an infinite
ε-separated family for the distance d(nk).
For a fixed sequence (nk), with n0 = 1, we denote, for each positive ε,
Λε =
{
λ ∈ T: sup
k0
∣∣λnk − 1∣∣< ε}.
Theorem 2.8 and [21, Proposition 2.1] imply the following result.
Corollary 2.11. The assertions of Theorem 2.8 are also equivalent to the following:
(6) there exists an ε > 0 such that Λε is at most countable.
Thus, as soon as each one of the sets Λε has at least two elements, then all of them are
automatically uncountable.
Condition (6), which is weaker than condition (5) in Theorem 2.8, is already used in [21]
and [2] to obtain Jamison sequences. We use it again in the following example. Recall that if x
is any real number, ‖x‖ stands for the distance of x to the nearest integer, and that a sequence
σ = (rk)k0 of real numbers is said to be dense modulo 1 if the set σ +Z = {rk +n: k  0, n ∈ Z}
is dense in R. For η > 0, the sequence σ is said to be η-dense modulo 1 if the set σ +Z intersects
every open sub-interval of R of length greater than η.
Example 2.12. Let (nk)k0 be an increasing sequence of integers. If there exists a number
0 < η < 1 such that the set
Dη =
{
x ∈ R: (nkx)k0 is not η-dense modulo 1
}
is countable, then (nk) is a Jamison sequence.
Proof. We can suppose that n0 = 1. Let I = {e2iπψ ;ψ0 ψ  1−ψ0}, 0 <ψ0 < 1, be a subarc
of T of length η. If λ = e2iπθ does not belong to Dη, there exists an nk such that λnk belongs
to I . Hence there exists ε > 0 such that for every such λ, supk0 |λnk − 1|  ε: Λε is at most
countable for this ε, and hence (nk) is a Jamison sequence. 
In particular, if (nkθ)k0 is dense modulo 1 for every irrational θ , then (nk)k0 is a Jamison
sequence. We recover the fact [2] that any sequence (nk) which is Hartmann uniformly distrib-
uted on R or Z is a Jamison sequence (see [16] for the definitions).
The fact that Λε non-trivial for every ε implies Λε uncountable for every ε greatly simplifies
the task of exhibiting non-Jamison sequences, in the sense that we only have one point to con-
struct instead of uncountably many ones. We recall below the following example of non-Jamison
sequences.
Example 2.13. (See [2].) Let (nk) be a sequence such that nk+1nk tends to infinity. Then (nk) is not
a Jamison sequence.
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Since nk+1
nk
tends to infinity, the quantity wk = nk∑jk 1nj+1 tends to 0 as k goes to infinity. Fix
ε > 0 and let δ ∈ ]0,1[, ϕ ∈ ]0,2π[ such that δ < |eiϕ − 1| < ε/2. Choose m such that 2πwk  δ
for all k m− 1, and then take qm+1 ∈ N such that
nm+1
nm
ϕ
2π
 qm+1 
nm+1
nm
ϕ
2π
+ 1.
We define recursively a sequence (qm+j )j1 of integers as follows: if qm+j−1 has already been
defined for some j  2, we choose qm+j a positive integer satisfying
nm+j
nm+j−1
qm+j−1  qm+j 
nm+j
nm+j−1
qm+j−1 + 1.
Then
0 qk+1
nk+1
− qk
nk
 1
nk+1
(k m+ 1).
These inequalities extend to k = m if we set qm = ϕ2π (which is not an integer). Define now the
real number θ = θ(ϕ) by
θ
2π
= qm
nm
+
∞∑
k=m
(
qk+1
nk+1
− qk
nk
)
= lim
k→∞
qk
nk
and set λ = eiθ . For each k m we have
0 θ
2π
− qk
nk

∞∑
j=k
1
nj+1
.
Therefore 0  nkθ − 2πqk  2πwk for every k  m and qk is an integer for every k  m + 1.
We obtain
∣∣λnk − 1∣∣= 2∣∣∣∣sin
(
nkθ
2
)∣∣∣∣ 2πwk  δ < ε2 for k >m.
For k = m, the relation 0 nmθ − ϕ  2πwm implies
∣∣λnm − eiϕ∣∣= ∣∣exp(inmθ)− exp(iϕ)∣∣ 2πwm  δ < ε2 .
Hence |λnm − 1| |λnm − eiϕ | + |eiϕ − 1| < ε. For k m− 1 we have
nkθ = ϕnk
nm
+ 2πnk
∑
km
(
qk+1
nk+1
− qk
nk
)
 2πnm−1
nm
+ 2πnm−1
∑ 1
nj+1
= 2πwm−1.jm
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∣∣λnk − 1∣∣= 2∣∣∣∣sin
(
nkθ
2
)∣∣∣∣ 2πwm−1 < ε2 for k <m,
and we eventually get supk0 |λnk − 1| < ε. It remains to check that λ is not equal to 1, but this
is clear since |λnm − eiϕ | δ < |eiϕ − 1|. 
In view of Example 2.5 above, it is natural to ask whether a sequence {nk} containing arith-
metic progressions of arbitrary length is necessarily a Jamison sequence. It is not so, as was
pointed out to us independently by Evgeny Abakumov and Vladimir Müller.
Example 2.14. If {nk} =⋃k1{(k!)2,2(k!)2, . . . , k(k!)2}, then (nk) is not a Jamison sequence,
but it contains arithmetic progressions of arbitrary length.
Proof. It suffices to exhibit for each ε > 0 a λ ∈ T \ {1} such that supr0 |λnr − 1| < ε. Let
k0 be an integer such that ((k0+1)!)
2
k0(k0!)2 >
2π
ε
, and choose λ = e2iπθ , where θ = 1
((k0+1)!)2 . Then
λ((k0+1)!)2 = 1 so that λnr = 1 for every r such that nr  (k0 + 1)!2. Now if nr < ((k0 + 1)!)2,
i.e. nr  k0(k0!)2, λnr = e2iπnr θ and
∣∣λnr − 1∣∣ 2π nr
((k0 + 1)!)2  2π
k0(k0!)2
((k0 + 1)!)2 < ε,
so that supr0 |λnr − 1| < ε. 
The same kind of proof shows that the following conditions suffice for a sequence to be non-
Jamison.
Example 2.15. Let (nk)k0 be a sequence such that for every k  0, nk divides nk+1, and
lim sup nk+1
nk
= +∞. Then (nk) is not a Jamison sequence.
Proof. Again we can assume that n0 = 1. Let ε > 0 and k0 be such that nk0+1nk0 >
2π
ε
. If λ = e2iπθ ,
where θ = 1
nk0+1
, then the divisibility condition on the nk’s implies that λnk = 1 for k > k0. Now
if k  k0, λnk = e2iπnkθ and we obtain in the same way supk0 |λnk − 1| < ε. 
We obtain the following corollary.
Corollary 2.16. Let (nk)k0 be an increasing sequence such that nk divides nk+1 for every k  0.
Then (nk) is a Jamison sequence if and only if sup nk+1nk < +∞.
3. Other notions of smallness of the unimodular point spectrum
3.1. General results
It is now natural to try to characterize the sequences (nk) with respect to which T partially
power-bounded implies that the unimodular point spectrum of T is “small” in a certain sense.
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of proof of Theorem 2.8 makes it possible to give such characterizations for other notions of
smallness. Our first statement is valid for every class of subsets of T.
Theorem 3.1. Let S be any class of subsets of the unit circle T. The following assertions are
equivalent:
(1) for every separable Banach space X and every T ∈ B(X), supk0 ‖T nk‖ < +∞ implies that
σp(T )∩T belongs to the class S ;
(2) for every subset K of T not belonging to S , the metric space (K,d(nk)) is non-separable;
(3) for every subset K of T not belonging to S , there exists a positive ε such that K contains an
uncountable ε-separated family for the distance d(nk).
Proof. Assertions (2) and (3) above are clearly equivalent. If (3) is satisfied, let T ∈ B(X) be
partially power-bounded with respect to (nk) with supk0 ‖T nk‖ = M and suppose that K =
σp(T )∩ T is not in S . Then (K,d(nk)) contains an uncountable ε-separated family. Hence, with
the notation of Proposition 2.2, we have ‖eλ − eμ‖ εM+1 for every λ,μ in this family, and this
contradicts the separability of X. Thus (3) implies (1). The proof that (1) implies (2) is exactly
the same as in Theorem 2.8. 
We now impose on the class S the following three conditions:
(a) subsets of elements of S are again in S ,
(b) S is stable by countable unions,
(c) for every μ ∈ T and every A ∈ S , the translate μA is in S .
It is quite natural to consider now a fourth assertion:
(4) there exists a positive ε such that Λε belongs to S .
Proposition 3.2. Condition (4) implies conditions (1) to (3) in Theorem 3.1.
Proof. This follows immediately from the fact [21] that if T is any bounded operator on X,
σp(T ) ∩ T is contained in a set of the form ⋃l1 μlΛε , where (μl)l1 is a certain (countable)
sequence of points of T. 
A natural conjecture is that (4) is in fact equivalent to assertions (1)–(3) of Theorem 3.1 (at
least under some natural conditions on S). We have been unable to prove this.
If ν is any positive measure on T which is equivalent to all its translates, Proposition 3.2 can
be applied to the class S of sets of zero ν-measure. In particular, for the Lebesgue measure on T,
it was proved in [21] that for any sequence (nk)k0, the condition supk0 ‖T nk‖ < +∞ implies
that σp(T )∩ T is a set of Lebesgue measure zero. Here is an alternative proof of this: according
to a result of Weyl (see for instance [16]), nkθ is uniformly distributed modulo 1 for almost every
θ ∈ [0,1]. Hence for every ε < 2, Λε is a set of measure zero. Proposition 3.2 gives the desired
conclusion.
316 C. Badea, S. Grivaux / Journal of Functional Analysis 246 (2007) 302–3293.2. Hausdorff dimension of the unimodular point spectrum
Another notion that comes naturally into the picture is that of Hausdorff dimension of the
unimodular point spectrum. For δ between 0 and 1, the class Sδ of subsets of T of Hausdorff
dimension less or equal to 1−δ verifies the conditions (a)–(c) stated after Theorem 3.1. The result
of Ransford and Roginskaya [21] mentioned in the introduction implies that the peripheral point
spectrum belongs to a suitable class Sδ if lim inf nk+1nk > 1 and lim supnk1/k < +∞. Examples
were constructed in [21] of partially power-bounded operators whose unimodular point spectrum
has Hausdorff dimension 1. Theorem 3.1 in this setting yields.
Corollary 3.3. The following assertions are equivalent:
(1) there exists a separable Banach space X and a bounded operator T on X with
supk0 ‖T nk‖ < +∞ such that σp(T )∩T has Hausdorff dimension 1;
(2) there exists a subset K of T of Hausdorff dimension 1 such that (K,d(nk)) is separable.
We give below a large class of sequences (nk) for which such a construction is possible.
Theorem 3.4. Let (nk)k0, n0 = 1, be an increasing sequence of integers such that
lim nk+1
nk
= +∞. There exists a separable space X and a bounded operator T on X with
supk0 ‖T nk‖ < +∞ such that σp(T )∩T has Hausdorff dimension 1.
The proof of Theorem 3.4 uses an idea from [12] and the following result from [10] which
allows one to show that the Λs -measure of some sets is positive. For each k  1, let Ik be a
subset of [0,2π] consisting of Nk closed intervals which are each of length δk . Suppose that
each interval of Ik contains pk+1 closed intervals of the collection Ik+1 such that their minimum
distance apart is ρk+1 > δk+1. If for some s ∈ ]0,1[ the condition
lim inf
k→+∞Nk+1ρk+1δ
s−1
k > 0
is satisfied, then P =⋂∞k=1 Ik has positive Λs -measure.
Proof. Without loss of generality, we assume that there exists γ > 1 such that for every k  0,
nk+1
nk
 γ . By Corollary 3.3, all we have to do is to exhibit a subset K of T of Hausdorff dimen-
sion 1 such that (K,d(nk)) is separable. For ε > 0, let
Kε =
{
λ ∈ T: for every k  1, ∣∣λnk − 1∣∣ sup
jk
(
nj−1
nj
)ε}
and K =⋃n1 K2−n . Let us first check that each space (Kε, d(nk)) is separable. Let Dε ⊆ Kε
be a dense subset of Kε for the usual Euclidean distance on T. For any δ > 0 and λ0 ∈ Kε , let
k0  1 be an integer such that
2 sup
(
nj−1
nj
)ε
< δ.jk
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∣∣λnk − λnk0 ∣∣ 2 sup
jk
(
nj−1
nj
)ε
< δ
so that supk0 |λnk −λnk0 | δ. Hence Dε is dense in (Kε, d(nk)), and thus (K,d(nk)) is separable.
It remains to prove that K has Hausdorff dimension 1, and for this it suffices to show that for
0 < ε < 1, the Hausdorff dimension of Kε is at least 1 − ε. We proceed as in [12, Theorem 6].
Since ( nj−1
nj
)ε  ( 1
γ
)ε for every j  1, we can choose θεk ∈ ]0, π2 [ such that
sup
jk
(
nj−1
nj
)ε
= sin θεk .
The sequence (θεk ) decreases with k. If λ = e2iθ , θ ∈ [0,π[, λ belongs to Kε if and only if
| sin(nkθ)| sin θεk for every k, i.e. θεk belongs to some interval of the form [− θ
ε
k
nk
+ lπ
nk
,
θεk
nk
+ lπ
nk
],
l ∈ Z. Using the fact that θεk < π2 it is easy to check that this gives us n˜k = 
2nk −
2θεk
π
 disjoint
intervals of length δ˜k = 2θ
ε
k
nk
which are at a distance ρ˜k = πnk −
2θεk
nk
. Since the inequality ρ˜k > δ˜k
is not satisfied, we keep only in each interval a concentric sub-interval of half the length: δk =
1
2 δ˜k =
θεk
nk
, and this time the distance between two such intervals is ρk = ρ˜k + δk = πnk −
θεk
nk
> δk .
If this construction has been carried out in step k, then in step k + 1 we construct into each
interval [− θεk
nk
+ lπ
nk
,
θεk
nk
+ lπ
nk
] some intervals [− θεk+1
nk+1 + rπnk+1 ,
θεk+1
nk+1 + rπnk+1 ] of length δk+1 with
their minimum distance apart ρk+1. A computation yields that there are 
nk+1π (
θεk
nk
− θεk+1
nk+1 ) =

 1
π
(
nk+1
nk
θεk − θεk+1) such sub-intervals, and hence the number of intervals in our collection Ik is
Nk =
k−1∏
j=0
⌊
1
π
(
nk+1
nk
θεk − θεk+1
)⌋
.
We have Pε =⋂k1 Ik ⊆ Kε , so in order to apply the criterion from [10] we consider the quan-
tities
Nk+1ρk+1δs−1k =
k−1∏
j=0
⌊
1
π
(
nk+1
nk
θεk − θεk+1
)⌋(
π
nk+1
− θ
ε
k+1
nk+1
)(
nk
θεk
)1−s
.
Since sin θεk = supjk( nj−1nj )ε tends to zero as k goes to infinity, the quantities θεk and
supjk(
nj−1
nj
)ε are equivalent, so that
(
π
nk+1
− θ
ε
k+1
nk+1
)(
nk
θεk
)1−s
∼ π
nk+1
n1−sk
(θεk )
1−s
and ⌊
1
π
(
nj+1
n
θεj − θεj+1
)⌋
 1
2
nj+1
n
θεj
j j
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constant C such that
Nk+1ρk+1δs−1k C
(
1
2π
)k+1
θ1 . . . θk
n1−sk
(θεk )
1−s  C
(
1
2π
)k+1
θ1 . . . θkn
1−s
k .
Now θεk  (
nk−1
nk
)ε , so that θ1 . . . θk  1nεk , and we eventually obtain
Nk+1ρk+1δs−1k  C
(
1
2π
)k+1
n1−s−εk .
The quantity on the right-hand side tends to infinity as soon as s < 1 − ε, and the Hausdorff
dimension of Kε is greater than 1 − ε. This finishes the proof of Theorem 3.4. 
Remark 3.5. (The proof of) Theorem 3.4 implies that if nk+1
nk
tends to infinity, Λε is of Hausdorff
dimension 1 for each ε > 0. This is [4, Proposition 3.10].
Combining the proofs of Theorem 3.1 in [2] and (2) ⇒ (1) in Theorem 2.8 of the present
paper shows that whenever there exists a subset K of T which is of Hausdorff dimension 1 such
that (K,d2(nk)) is separable, we can construct an operator on a Hilbert space which is partially
power-bounded with respect to (nk) and which has unimodular point spectrum of Hausdorff
dimension 1. Here d2
(nk)
is the “2-version” of the distance d(nk) which is defined on T by the
formula
d2(nk)(λ,μ) =
(∑
k0
∣∣λnk −μnk ∣∣2)1/2
for λ,μ ∈ T. This is indeed a distance (recall that n0 = 1). Using this we have
Theorem 3.6. Let (nk)k0, n0 = 1, be an increasing sequence of integers such that
∑
k0
sup
jk
(
nj
nj+1
)ε
< +∞
for every ε > 0. There exist a separable Hilbert space H and a bounded operator T on H with
supk0 ‖T nk‖ < +∞ such that σp(T )∩T has Hausdorff dimension 1.
Proof. We consider the same sets Kε and K as in Theorem 3.4. The only additional thing to show
is that each (Kε, d2(nk)) is a separable metric space. But if Dε is dense in Kε for the Euclidean
distance, then if k0 is such that
2
∑
kk0
sup
jk
(
nj
nj+1
)2ε
< δ2,
then d2(nk))(λ,λ0) < δ as soon as
∑
k<k0 |λnk −μnk |2 < δ2, and this proves that Dε is dense in Kε
for the distance d2 . (nk)
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Remark 3.7. As in [2,20,21], all the results above can be extended to the case of C0-semigroups.
4. The Kreiss condition with respect to Lavrentiev domains and uniform separation of
peripheral eigenvectors
4.1. Range–kernel orthogonality
If M and N are subspaces of a Banach space X, then M is said to be orthogonal in the sense
of Birkhoff to N , and we write M ⊥ N , if ‖m‖ ‖m+ n‖ for all m ∈ M and n ∈ N . This asym-
metric definition of orthogonality agrees with the usual (symmetric) definition of orthogonality
in the case of a Hilbert space. The problem of finding sufficient conditions for the orthogonality
(in Birkhoff’s sense) of the kernel of an operator with its range has been considered by a number
of authors over the years, in particular as a generalization of normality in Banach spaces. We
refer for instance to the recent paper [8] and the references therein. If C > 0, we say that M is
C-orthogonal (in the sense of Birkhoff) to N , or M ⊥C N , if ‖m‖ C‖m + n‖ for all m ∈ M
and n ∈ N .
Let T be a bounded operator on a Banach space X, which is not supposed to be separable at
this point. Denote by Ran(T ) and Ker(T ) the range and respectively the kernel of T . In order to
state a sufficient condition for Ker(T − z) to be C-orthogonal to Ran(T − z), we introduce the
following notion of a linearly controlled point.
Definition 4.1. Let T ∈ B(X). A point z ∈ ∂σ (T ) in the boundary of the spectrum of T is said to
be a linearly controlled point for T if there exist a constant C > 0 and a sequence of points (zn)
in the resolvent set of T converging to z such that
(LC) ∥∥(T − znI )−1∥∥ C|zn − z| (n 1).
We say in this case that z is a C-linearly controlled point for T .
This notion of linearly controlled points also makes sense for points in the resolvent set of T .
This is coherent, since if z /∈ σ(T ), the condition (LC) is satisfied for any sequence of points (zn)
in the resolvent set of T converging to z, zn = z, and a suitable constant C.
The meaning of Definition 4.1 is the following: it is possible to approach the point z in the
boundary of the spectrum of T by a sequence of points from the resolvent set of T while con-
trolling the norm of the resolvent. It is known that the quantity ‖(zn − T )−1‖ tends to infinity
when zn approaches z ∈ ∂σ (T ) [9, VII.3.3]. The point z is linearly controlled if ‖(zn − T )−1‖
tends to infinity linearly in 1/(|zn − z|). The condition (LC), a kind of local Ritt condition [22],
has already appeared in the literature. A recent occurrence is for instance in [6, Theorem 3.6].
Several examples of linearly controlled points will be given later on. The link between linearly
controlled points and range–kernel orthogonality appears in the following proposition.
Proposition 4.2. Let T be a bounded linear operator on X, and let z be a C-linearly controlled
point for T . Then Ker(T − zI) ⊥C Ran(T − zI).
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of T we have
(T − λI)−1(u+ v) = (T − λI)−1((T − zI)x + v)
= (T − λI)−1((T x − λx + (λ− z)x + v))
= x + (λ− z)(T − λI)−1x + (T − λI)−1v.
The equality (T − zI)v = 0 implies that (T − λI)−1v = (z − λ)−1v, and we obtain
(λ− z)(T − λI)−1(u+ v) = (λ− z)x + (λ− z)2(T − λI)−1x − v.
Apply this equality for λ = zn /∈ σ(T ) and make n tends to infinity. Using condition (LC), we
obtain
‖v‖ = lim
n→∞
∥∥(zn − z)x + (zn − z)2(T − znI )−1x − v∥∥
= lim
n→∞
∥∥(zn − z)(T − znI )−1(u+ v)∥∥ C‖u+ v‖.
This shows that Ker(T − zI) is C-orthogonal to Ran(T − zI), and this holds for the closure
Ran(T − zI) of the range too. 
4.2. The Kreiss condition and uniform minimality of the peripheral eigenvectors
The range–kernel orthogonality is interesting in our setting because it is related to the mini-
mality of the family of eigenvectors of the operator. A family of vectors (xλ)λ∈A of X is said to
be uniformly separated if there exists a constant δ > 0 such that ‖xλ − xμ‖ δ whenever λ = μ.
It is said to be minimal if dist(xλ, sp(xμ: μ = λ)) > 0 for every λ ∈ A, and uniformly minimal if
inf
λ∈Adist
(
xλ
‖xλ‖ , sp(xμ: μ = λ)
)
> 0.
The question to know whether a certain family of eigenvectors of an operator form a minimal
or uniformly minimal system is of importance, see for instance [18] and its references. For in-
stance, if X is a reflexive Banach space and T satisfies the Kreiss condition (in particular if T
is power-bounded) and eλ is an eigenvector of norm 1 associated to the eigenvalue λ ∈ T, then
(eλ)λ∈σp(T )∩T is a uniformly minimal family of eigenvectors [18]. The purpose of what follows
is to generalize this result to domains Ω whose boundary is sufficiently regular (and to general
Banach spaces). More precisely, we require that Ω is a Lavrentiev domain.
Definition 4.3. A Lavrentiev curve is a rectifiable Jordan curve Γ for which there exists a positive
constant C > 0 such that
length Γ (a, b)C|a − b| for every a, b ∈ Γ.
Here Γ (a, b) denotes the shorter arc of Γ between a and b. Lavrentiev curves are also called
“quasismooth” or “chord-arc curves.” The inner domain of a Lavrentiev curve is called a Lavren-
tiev domain.
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use is that Lavrentiev curves are characterized by the fact (see for instance [19, Chapter 7, p. 165])
that they are bilipschitz images of the unit circle T. More precisely, there exists a bilipschitz
map h of C onto C such that Γ = h(T). That h is bilipschitz means that there exists a positive
constant M such that
1
M
|u1 − u2|
∣∣h(u1)− h(u2)∣∣M|u1 − u2| for u1, u2 ∈ C. (6)
Theorem 4.4. Let X be a Banach space. Let Ω be a Lavrentiev domain, and suppose that
T ∈ B(X) satisfies the Kreiss condition with respect to Ω . Then there is a constant C > 0 such
that for every λ ∈ ∂Ω , Ker(T − λI) is C-orthogonal to Ran(T − λI).
As a corollary we obtain the uniform minimality of a system of eigenvectors (eλ)λ∈σp(T )∩∂Ω
for an operator satisfying the Kreiss condition with respect to Ω .
Corollary 4.5. Let X be Banach space. Let Ω be a Lavrentiev domain, and suppose that
T ∈ B(X) satisfies the Kreiss condition with respect to Ω . For λ ∈ σp(T ) ∩ ∂Ω , let eλ be an
eigenvector associated with λ of norm one. Then the family (eλ)λ∈σp(T )∩∂Ω is uniformly min-
imal. In particular, it is uniformly separated and, if X is separable, then the peripheral point
spectrum σp(T )∩ ∂Ω of T is countable.
Proof. According to Theorem 4.4, there exists a positive constant C such that Ker(T −λI) is C-
orthogonal to Ran(T − λI). Let eλ be a normalized eigenvector in Ker(T − λ) and consider y ∈
sp(eμ: μ = λ). Then we can find complex scalars αk and μk , with μk = λ, such that ∑k αkeμk
is close to y in norm. The equality
(T − λ)
(∑
k
αk
μk − λeμk
)
=
∑
k
αkeμk
implies that
∑
k αkeμk belongs to Ran(T −λI). Therefore ‖eλ −y‖ 1C ‖eλ‖ = 1C , showing that
the family (eλ) is uniformly minimal. 
The proof of Theorem 4.4 will follow from Proposition 4.2 and the following one.
Proposition 4.6. Let Ω be a Lavrentiev domain and suppose that T ∈ B(X) satisfies the Kreiss
condition with respect to Ω . Then each point in ∂σ (T )∩ ∂Ω is a linearly controlled point for T .
Proof. Let h :C → C be a bilipschitz map such that ∂Ω = h(T) and M > 0 such that (6) is
satisfied. It is possible to assume (see [19, p. 166]) that C \ Ω = h({z ∈ C: |z| > 1}). For z =
h(eit ) ∈ ∂Ω , let zn = h((1+ 1n )eit ). Then zn does not belong to Ω and thus zn is in the resolvent
set of T . We remark that
|zn − z| =
∣∣∣∣h
((
1 + 1
)
eit
)
− h(eit)∣∣∣∣ M ,n n
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((
1 + 1
n
)
eit
)
− h(eiθ )∣∣∣∣ 1M
∣∣∣∣
(
1 + 1
n
)
eit − eiθ
∣∣∣∣ 1M 1n,
and therefore we have
dist(zn, ∂Ω) = inf
θ
∣∣∣∣h
((
1 + 1
n
)
eit
)
− h(eiθ )∣∣∣∣ 1M 1n  1M2 |zn − z|.
Using the Kreiss condition with respect to Ω (with constant K , say), we obtain
∥∥(zn − T )−1∥∥ Kdist(zn, ∂Ω) 
KM2
|zn − z| .
Thus z is a linearly controlled point for T . 
Remark 4.7. Let M be the distortion constant of the Lavrentiev domain Ω , that is, the smallest
constant M  1 such that there exists a bilipschitz mapping h on C such that ∂Ω = h(T) and (6)
is satisfied. The above proof shows that if T satisfies the Kreiss condition with respect to Ω with
constant K , then each point z ∈ ∂σ (T )∩ ∂Ω is a KM2-controlled point for T .
4.3. Examples of controlled points and applications
We present now some examples of linearly controlled points along with some applications.
4.3.1. Peripheral points of the numerical range as linearly controlled points
We start by recalling the definition of the algebraic numerical range V (T ,B(X)) of T (viewed
as an element of the Banach algebra B(X)):
V
(
T ,B(X))= {F(T ): F ∈ B(X)∗, ‖F‖ = F(I) = 1}.
The numerical range of T is equal to the closed convex hull of the spatial numerical range V (T )
defined by V (T ) = {y∗(T x): y∗ ∈ X∗, x ∈ X,‖y∗‖ = ‖x‖ = y∗(x) = 1}. The numerical range
V (T ,B(X)) contains the spectrum σ(T ) of T . We refer to [5] for more information on numerical
ranges.
Proposition 4.8. Let T ∈ B(X) be a bounded operator acting on the Banach space X. Then
every point z in the boundary ∂V (T ,B(X)) of V (T ,B(X)) is a 1-linearly controlled point for T .
Proof. Let z ∈ ∂V (T ,B(X)). Since V (T ,B(X)) is a convex set, there exists a line L going
through z such that V (T ,B(X)) is entirely contained in a half-plane delimited by L. Let (zn)
be a sequence of points lying in the other half-plane such that zn − z is orthogonal to L and
(zn) converges to z. In particular |zn − z| = dist(zn,V (T ,B(X))). We know (cf. for instance [27,
Lemma 1]) that
∥∥(zn − T )−1∥∥ 1  1 .dist(zn,V (T ,B(X))) |zn − z|
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Using the above fact and Proposition 4.2, we retrieve the following result of Sinclair.
Corollary 4.9. (See [24].) Let X be a Banach space and T ∈ B(X). For every point z ∈
∂V (T ,B(X)), Ker(T − z) is Birkhoff orthogonal to Ran(T − z).
The following corollary concerns Hermitian operators. Recall that a Banach space operator is
said to be Hermitian if ‖ exp(itT )‖ = 1 for every real t . A bounded operator living on a Hilbert
space is Hermitian if and only if it is self-adjoint.
Corollary 4.10. Let X be a separable Banach space and T ∈ B(X). Then σp(T )∩ ∂V (T ,B(X))
is countable. In particular, if T is a Hermitian operator, then σp(T ) is countable.
Proof. The operator T ∈ B(X) is Hermitian if and only if V (T ,B(X)) is a subset of the real
line [5]. It suffices to apply the preceding corollary. 
The following result has been proved by Donoghue [7]: if the numerical range of a Hilbert
space operator is closed, then every boundary point at which the boundary of the numerical range
is not differentiable is an eigenvalue. It follows from well-known results in the theory of convex
functions that the boundary of the numerical range is differentiable except perhaps at countably
many points. This is in accordance with Corollary 4.10.
4.3.2. Generalization to ρ-contractions
In the Hilbert space case, operators with numerical range included in the closed unit disk
can be seen as a particular case of operators admitting a ρ-dilation. If ρ is a positive number,
a Hilbert space operator T ∈ B(H) is said to be a ρ-contraction if it admits a ρ-dilation, i.e. if
there exists a larger Hilbert space K containing H and a unitary operator U ∈ B(K) such that
T nh = ρPHUnh for every n 1 and h ∈ H . Here PH denotes the orthogonal projection onto H .
By the Sz.-Nagy dilation theorem the class of 1-contractions coincides with the usual class of
operators of norm at most 1, while by Berger’s dilation theorem a 2-contraction is exactly an
operator with numerical range included in the closed unit disk. We refer to [28] for more details
on ρ-contractions. Proposition 4.8 can be generalized to ρ-contractions for ρ greater than 2.
Corollary 4.11. Let ρ  2 and T ∈ B(H) a ρ-contraction. Then every point in σ(T ) ∩ T is a
1-linearly controlled point for T .
Proof. The proof follows along the same lines as the proof of Proposition 4.8. Since the case
ρ = 2 has already been dealt with, we assume that ρ = 2. Let z ∈ σ(T )∩T. Consider a sequence
(rn)n1 of real numbers converging to 1 such that 1 < rn < ρ−1ρ−2 and set zn = rnz. Each zn
belongs to the resolvent set of T (every ρ-contraction has its spectrum in the closed unit disk
since it is power bounded), and zn converges to z. We also have [28, p. 47]
∥∥(T − λ)−1∥∥ 1|λ| − 1 for every λ such that 1 < |λ| ρ − 1ρ − 2 .
This shows that (zn) is an approximating sequence for the linearly controlled point z. 
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For R > 1, let ER denote the ellipse with foci ±1 and axes R ±R−1. We denote by Cn(z) the
nth Chebyshev polynomial of the first kind, given by the recurrence relation
C0(z) = 1, C1(z) = z, and Cn(z) = 2zCn−1(z)−Cn−2(z) (n 2).
Corollary 4.12. Let X be a Banach space and let T ∈ B(X) be a bounded linear operator for
which there exists a positive constant M > 0 such that
∥∥Cn(T )∥∥MRn (n 1).
Then every point in σ(T )∩ ER is a linearly controlled point for T .
We postpone the proof of this corollary to the next section.
5. Ω-Jamison sequences
5.1. Faber polynomials
We start this section with a brief review of some properties of Faber polynomials which will
be needed in the sequel. Our main reference here is [26], see also [17] or [25]. Let Ω be a
bounded domain of the complex plane whose boundary ∂Ω = C is a closed Jordan curve. Let
ψ :Dc → Ωc be the unique function which is meromorphic outside D, maps Dc conformally
and univalently onto Ωc and satisfies the following conditions: ψ(∞) = ∞ and ψ ′(∞) > 0.
The inverse function φ of ψ maps Ωc conformally and univalently on Dc, and φ has a Laurent
expansion in a neighborhood of ∞ of the form
φ(z) = 1
a
(
z + b0 + b1
z
+ b2
z2
+ · · ·
)
.
Note that a > 0 is the transfinite diameter or (logarithmic) capacity of Ω . The nth Faber poly-
nomial FΩn of the domain Ω is the polynomial part of the Laurent expansion of φ(z)n at infinity
for n 1, and FΩ0 is identically equal to 1. When there is no risk of confusion, we will usually
write Fn instead of FΩn . We have
φ(z)n = Fn(z)+ωn(z) for z ∈ Ωc,
where ωn is a bounded analytic function on Ωc which tends to 0 at infinity. The generating
function for the Faber polynomials of Ω is given by
ψ ′(w)
ψ(w)− z =
+∞∑
n=0
Fn(z)
wn+1
.
The Faber polynomials generalize the Taylor polynomials of the disk, and they are involved
in many questions of complex approximation. Among the simplest results is the fact (see for in-
stance [26, p. 52]) that any function f which is analytic in a neighborhood of Ω can be expanded
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the open disk D(z0,R) and of the ellipses ER introduced in Section 4 are given respectively by
Fn(z) =
(
z − z0
R
)n
and Fn(z) = 2
Rn
Cn(z) for n 1.
We will need some information regarding the behaviour of the sequence (Fn(z))n0 when z lies
on the boundary of Ω . Since C is a Jordan curve, ψ can be extended so as to be continuous
on the domain 1  |w| < +∞, and then ψ is a homeomorphism between T and C (this is
Carathéodory’s theorem, see for instance [19, Chapter 2]). Thus we can write for any z = ψ(w),
w ∈ T, and any n 0,
Fn(z) = Fn
(
ψ(w)
)= wn −ωn(ψ(w)).
Now if the curve C is sufficiently smooth, ωn(ψ(w)) goes to zero as n goes to infinity: if C
is a curve of class Cp+α with p  1 and α ∈ ]0,1[, the function ψ is of class Cp and ψ(p) is
α-Hölderian on Dc. If p  1, ψ ′ does not vanish on Dc. Moreover (see [26, p. 68]), there exists
a positive constant M such that for every n 1 and z ∈ Ωc (z ∈ C = ∂Ω , in particular)
∣∣ωn(z)∣∣M lnn
np−1+α
.
We obtain that ωn tends to zero uniformly on the boundary of Ω . Of course, if C is an analytic
curve, it is quite easy to show that ωn(z) goes to zero exponentially fast on Ωc: we have |ωn(z)|
M rn uniformly in z ∈ Ωc for some r < 1. The smoothness of the boundary also implies that the
Faber polynomials Fn are uniformly bounded on the closure of Ω . Indeed, since it is a curve
of class C1+α for some α > 0, the boundary ∂Ω is in particular Dini-smooth. Also, the Faber
operator TΩ :A(D) → A(Ω) from the disc algebra A(D) to A(Ω), which maps each monomial
zn onto the nth Faber polynomial Fn, is bounded if Ω is the inner domain of a (piecewise) Dini-
smooth Jordan curve (see [13, Theorem 1]). This implies the existence of a constant L> 0 such
that, for every n  0 and every z ∈ Ω , |Fn(z)|  L. We refer to [13] or [19, Chapter 3] for all
undefined terms.
5.2. Peripheral point spectrum of Faber-bounded operators
Let Ω be an open domain in the complex plane as above. Let T ∈ B(X) be a Banach space
operator which is Faber-bounded, that is M = supn ‖FΩn (T )‖ < ∞. Then the spectrum of T is
included in Ω (see [29] or [1]). Using the generating function of the Faber polynomials, it can
be proved that T satisfies the Kreiss condition with respect to Ω (with constant 2M , see [29]).
Using this result and Corollary 4.5 we obtain the following consequence.
Corollary 5.1. Let X be a Banach space. Let Ω be a Lavrentiev domain and suppose that
T ∈ B(X) is Faber-bounded on Ω . For λ ∈ σp(T ) ∩ ∂Ω , let eλ be an eigenvector associated
with λ of norm one. Then the family (eλ)λ∈σp(T )∩∂Ω is uniformly minimal. In particular, it is
uniformly separated and, if X is separable, then the peripheral point spectrum σp(T )∩ ∂Ω of T
is countable.
The unproved Corollary 4.12 from Section 4 follows now from the above discussion and
Proposition 4.6. Another consequence is the following.
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Remark 5.3. Let us say that the increasing sequence of positive integers (nk)k0 is a uniform
minimality sequence (UM-sequence) if the following condition holds: for every bounded linear
operator T acting on a Banach space X with supk0 ‖T nk‖ < +∞, the family (eλ)λ∈σp(T )∩T
is uniformly minimal, for every choice of the norm-one eigenvector eλ associated with λ ∈ T.
The sequence nk = k is a UM-sequence. A similar definition for Ω-UM-sequences can be given.
Using the terminology of the Remark 2.7, it follows that every UM-sequence is a separating
sequence (which is equivalent to being a Jamison sequence). We do not know of a Jamison
sequence which is not a UM-sequence.
The rest of the paper is devoted to the investigation of Ω-Jamison sequences.
5.3. A characterization of Ω-Jamison sequences
Our main result in this section is the following.
Theorem 5.4. Let Ω be a bounded domain of the complex plane whose boundary ∂Ω is a curve
of class C1+α for some α > 0. Let (nk)k0 be an increasing sequence of positive integers with
n0 = 1. The following assertions are equivalent:
(1) (nk) is an Ω-Jamison sequence;
(2) (nk) is a Jamison sequence (i.e. there exists an ε > 0 such that for every λ ∈ T \ {1},
supk0 |λnk − 1| ε).
Naturally enough, the proof of Theorem 5.4 makes use of the following distance associated
to Ω : for z, ζ ∈ ∂Ω , we define
dΩ(nk)(z, ζ ) = sup
k0
∣∣Fnk (z)− Fnk (ζ )∣∣.
This is indeed a distance because Fn0(z) = F1(z) = 1a (z + b0). The key fact concerning this
distance is the following one.
Fact 5.5. Under the assumptions of Theorem 5.4, the following assertions are equivalent:
(a) there exists an ε > 0 such that for every z, ζ ∈ ∂Ω with z = ζ , dΩ(nk)(z, ζ ) ε;(b) there exists a δ > 0 such that for every λ,μ ∈ T with λ = μ, d(nk)(λ,μ) δ.
Proof. Suppose that (b) is not satisfied. We have for every k  0 and λ,μ ∈ T,
Fnk
(
ψ(λ)
)− Fnk (ψ(μ))= λnk −μnk − (ωnk (ψ(λ))−ωnk (ψ(μ))).
Fix ε > 0. There exists an integer k0 such that for every k  k0 and every λ ∈ T, |ωnk (ψ(λ))| < ε4(ωn tends to zero uniformly on ∂Ω , because of the regularity of ∂Ω). Hence for every λ,μ ∈ T
and k  k0, ∣∣Fnk (ψ(λ))− Fnk (ψ(μ))∣∣ ∣∣λnk −μnk ∣∣+ ε .2
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sup
kk0
∣∣Fnk (ψ(λ))− Fnk (ψ(μ))∣∣ d(nk)(λ,μ)+ ε2 .
Since the functions Fnk ◦ ψ , 0 k < k0, are uniformly continuous on T, there exists a positive
number δ such that whenever |λ−μ| < δ, supk<k0 |Fnk (ψ(λ))−Fnk (ψ(μ))| < ε. We now choose
λ and μ two distinct elements of T such that d(nk)(λ,μ) < min(δ, ε2 ). Then ψ(λ) = ψ(μ) since
ψ is an homeomorphism from T onto ∂Ω , and
sup
kk0
∣∣Fnk (ψ(λ))− Fnk (ψ(μ))∣∣< ε.
Now since n0 = 1, |λ−μ| < δ, and
sup
k<k0
∣∣Fnk (ψ(λ))− Fnk (ψ(μ))∣∣< ε,
and (a) is not satisfied. The reverse implication is proved exactly in the same way:
sup
kk0
∣∣λnk −μnk ∣∣ dΩ(nk)(ψ(λ),ψ(μ))+ ε2 ,
and then we choose δ > 0 with the property that whenever z, ζ ∈ ∂Ω are such that |F1(z) −
F1(ζ )| < δ, then supk<k0 |ψ−1(z)−ψ−1(ζ )| < ε. 
Proof of Theorem 5.4. The implication (2) ⇒ (1) follows directly from Fact 5.5. Let T ∈ B(X)
be such that supk0 ‖Fnk (T )‖ = M < +∞. If ψ(λ) and ψ(μ) are two distinct eigenvalues
of T belonging to ∂Ω , and eψ(λ) and eψ(μ) are the corresponding eigenvectors with ‖eψ(λ)‖ =
‖eψ(μ)‖ = 1, then
‖eψ(λ) − eψ(μ)‖ 1
M + 1 d
Ω
(nk)
(
ψ(λ),ψ(μ)
)
.
It follows from Fact 5.5 that the eigenvectors of T associated to eigenvalues belonging to ∂Ω
are separated whenever (nk) is a Jamison sequence, and σp(T ) ∩ ∂Ω is at most countable.
The proof of the reverse direction is patterned after the proof of (2) ⇒ (1) in Theorem 2.8.
We start with the space H and the operator αS, where α > 0 is large enough to ensure that the
disk D(0, α) of radius α contains ∂Ω in its interior. For z ∈ ∂Ω , (αS)ez = zez, i.e. for λ ∈ T,
(αS)eψ(λ) = ψ(λ)eψ(λ). We have seen that all the polynomials Fn are uniformly bounded on the
closure of Ω , so let L = supz∈Ω supn ‖Fn(z)‖ < +∞. The new norm ‖ · ‖new is now defined to
be
‖x‖new = max
(
‖x‖, sup
j0
(L+ 1)−j sup
nk0 ,...,nkj ∈{nk}
∥∥∥∥∥
j∏
l=0
(
Fnkl
(αS)− I)x
∥∥∥∥∥
)
.
With this definition, all the eigenvectors eψ(λ), λ ∈ T, belong to the new space
Xnew =
{
x ∈ H ; ‖x‖new < +∞
}
.
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Fact 5.6. The quantity supk0 ‖Fnk (T )‖ is finite.
Using the identity Fn(T )eψ(λ) = Fn(ψ(λ))eψ(λ), the same kind of computation as in [2,
Lemma 2.9] yields that
‖eψ(λ) − eψ(μ)‖ CdΩ(nk)
(
ψ(λ),ψ(μ)
)
,
where C is a certain positive constant. Now Fact 5.5 implies that the distance d Ω(nk) does not sepa-
rate uniformly the points of ∂Ω . The same argument as in the proof of (2) ⇔ (5) in Theorem 2.8
shows the existence of an uncountable subset K of ∂Ω such that (K,d Ω(nk)) is separable. The
space XKnew = sp[eψ(λ);ψ(λ) ∈ K] is separable, and the operator TK induced by T on XKnew has
all the required properties. 
As a corollary of Example 2.13 and Fact 5.5, we obtain that if nk+1
nk
tends to infinity and Ω
is any bounded domain of the complex plane whose boundary ∂Ω is a curve of class C1+α for
some α > 0, then for every ε > 0, there exist uncountably many pairs (z, ζ ) ∈ ∂Ω × ∂Ω such
that z = ζ and
d Ω(nk)(z, ζ ) = sup
k0
∣∣Fnk (z)− Fnk (ζ )∣∣< ε.
Remark 5.7. The condition that the boundary ∂Ω is a curve of class C1+α for some α > 0 in
Theorem 5.4 can be weakened. Indeed, what we have used (about the domain Ω) in the proof
of the above theorem is that ωn tends to 0 uniformly on C = ∂Ω and that all the polynomials
Fn are uniformly bounded on the closure of Ω . The first condition holds for instance whenever
ψ extends to a function of class C1 on C, see [26, p. 74]: with the notations of [26], the series∑ ak(ψ(w))
wk
converges to 1 uniformly on T, and hence
ωn
(
ψ(w)
)= wn
(
n∑
k=0
ak(ψ(w))
wk
− 1
)
tends to zero uniformly on T. This is true under the assumption that C is a curve of class C1+α .
The condition about the uniform boundedness of the polynomials Fn holds for instance if C is
a Jordan curve of bounded secant variation (see [13] and its references for the definition). Note
that C1+α curves are Dini-smooth curves, which are of bounded secant variation, but there are
(see [13]) smooth curves which are not of bounded secant variation.
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