In this short note, we show how the space of elasticity of substitution functions maps into the space of 2-input neoclassical production functions. In doing so we derive a general analytical formula for every 2-input neoclassical production function of class 2 . We present a simple set of sufficient conditions for the Inada conditions to hold;
Introduction
Production functions constitute the cornerstone of supply side economics; still, perhaps surprisingly, the economist's standard toolbox contains very few of these. The economist's toolbox contains the often used Cobb-Douglass specification as well as the more recently popular CES functions. Some variable elasticity of substitution (VES) production functions have come up -see for example Revankar (1971) -but their use has remained marginal in theoretical as well as in empirical literature. Recent evidence on the existence of medium-run growth regimes makes the design of new production functions an issue of particular interest to growth theory and empirics. 1 The rest of the paper is organized as follows. In section 1 we derive the general formula for 2-input production functions of class 2 . In section 2 we focus on two types of production functions that are important for pure neoclassical growth theory: the production functions that satisfy the Inada conditions, and the production functions for which the Solow model under capitalaugmenting (or investment-specific) technical change is asymptotically balanced. Section 3 concludes.
A general formula for neoclassical production functions
A neoclassical production function with n ≥ 2 inputs is a constant-returns to scale function of class 2 F : * + n → * + , (X 1 , X 2 , ..., X n ) → F (X 1 , X 2 , ..., X n ) satisfying the assumption of strictly positive and strictly decreasing marginal returns to each input: ∀i ∈ {1, ..., n },
In the case of two inputs (n = 2), and by labelling X 1 = K and X 2 = L , the property of constant returns to scale yields the intensive form of F : ∀K , L > 0, F (K , L ) = L f K L , with f (·) = F (·, 1). These assumptions of strictly positive and strictly diminishing marginal returns on F are equivalent to the following assumptions on the intensive form f of F : f > 0, f < 0. Further these assumptions on F are sufficient to guarantee the concavity of F . This preliminary result is proven in appendix A.1; for the rest of the paper we focus on intensive forms.
We denote by the set of 2-input neoclassical production functions in intensive form: = f : * + −→ * + , 2 f > 0, f < 0 .
For any function f ∈ , at any capital-labor ratio k , we can define the elasticity of substitution of f at k by:
Let S be the following space of functions: S = σ : * + −→ * + , 0 . We prove below that S is precisely the space of admissible elasticity of substitution functions.
The relationship (1) can be inverted. Let f ∈ and α(·) be the corresponding capital share function and Π(·) the relative factor shares function:
The derivative function of Π(·) is linked to the elasticity of substitution through the following equation:
As is well known, when σ(k ) < 1 (resp. σ(k ) > 1), α and Π decrease (resp. increase) in response to capital deepening around k .
Let's takek > 0 to be some reference capital-labor ratio -for example,k = 1 -and let's denote byΠ = Π(k ) the corresponding relative factor shares ratio. Then, by integrating equation (2) betweenk and k , it comes that for all k > 0:
. Hence, f is a solution to the differential equation:
which can be re-arranged like:
Notice that the term 1
is equal to the capital share α(k ). Integrating (3), we conclude that there exists a constant A > 0 such that, for all k > 0:
We can state and prove our first main result, which maps the space of elasticity of substitution functions into the space of neoclassical production functions : Theorem 1. Letk > 0 be some reference capital-labor ratio, and letΠ > 0 and A > 0 be two constants.
Then, for any function σ ∈ S, there exists one and only one production function f ∈ such that (i) σ is the elasticity substitution function associated to f , and (ii) Π(k ) =Π and A = f k . The formula for this function is given by (4) .
Proof. Let σ ∈ S and let f be the function of * + into itself defined by equation (4) . By construction, if f ∈ then σ is the elasticity of substitution function corresponding to function f ; so there remains only to demonstrate that f defined in (4) belongs to the set .
Since σ is continuous, f is 2 . f is also nonnegative from (4) and for all k > 0:
which proves that f ∈ .
Thus, all well-behaved neoclassical production functions have a representation in terms of their elasticity of substitution function, which can be any continuous function of * + into itself. 2 For example, if σ ≡ 1, equation (4) becomes:
If σ ≡σ, withσ = 1, then:
In this case, formula (4) translates into:
, which is the expression of the only CES production function of elasticity parameterσ, and such that product atk is equal to A and capital share atk isᾱ. 3 
Two classes of production functions
We study how certain restrictions on function σ ensure that the resulting production functions have some properties that are often required in economic growth models.
The elasticity of substitution function and the Inada conditions
The integral formula (4) permits to link the Inada conditions to the behavior of the capital share near zero and infinity.
Let σ ∈ S, andk , A andΠ be strictly positive constants and let f ∈ be the production function such that σ is the elasticity of substitution function associated to f and such that f (k ) = A and
f ∈ , so f is strictly increasing and strictly positive over * + while f is strictly decreasing and strictly positive over * + . Hence, f and f admit some limits at the borders of * + . Let's denote these limits by l 0 , l ∞ , l 0 , l ∞ :
The Inada conditions hold when l 0 = l ∞ = 0 and l ∞ = l 0 = +∞. 2 Remark that equation (4) is equivalent to: f (k ) = A exp k k α(k ) k dk , where α(·) is the capital share function. This seems to be a simpler representation than (4); however, some restrictions have to be imposed on α(·) to ensure that function A exp k k α(k ) k dk is a neoclassical production function. 3 See Arrow, Chenery, Minhas and Solow (1961), who first derived the analytical expression of two-inputs CES production function through to the same method we use here.
Call Π(k ) = k f f −k f the relative factor shares function and α(k ) = k f f the capital share function. We have seen in section 1 that for all k > 0,
This result can be stated in plain English the following way:
Let f be a neoclassical production function. If factor shares do not tend to degenerated values in the neighborhood of infinity, then f fulfills the Inada conditions near infinity. If factor shares do not tend to degenerated values in the neighborhood of zero, then f fulfills the Inada conditions near zero.
Remarkably, the Inada conditions are compatible with ever-fluctuating factor shares. Indeed, asymptotic fluctuations in factor shares constitute a sufficient condition for f to meet the Inada conditions -which also follows if factor shares converge to non-degenerated limits as the capitallabor ratio tends to infinity. In the next section we lay some examples of production functions pertaining to these different cases.
Let's call the set of neoclassical production functions that satisfy the Inada conditions: 5
We also define a special subset of S:
The results of lemma 2 show that:
Theorem 2. Let f ∈ , and let σ be the corresponding elasticity of substitution function. Then:
The reciprocal of theorem 2 does not hold: there exists some production functions that fulfill the Inada conditions, with factor shares converging to degenerated values. 6 For example, if σ 1 (k ) = ln k ln k −1 (for k > exp(1)), then σ 1 −1 σ 1 = 1 ln k . A primitive of 1/k ln k is ln(ln k ), which tends to infinity as k tends to infinity, and so lim k →+∞ α(k ) = 1. In virtue of theorem 1, the corresponding functions f 1 4 We are grateful to an anonymous referee for pointing out a mistake in the proof of this lemma in an earlier version of this paper 5 Clearly, ⊂ but = , since the CES, non-Cobb-Douglas production functions belong to but not to . 6 In the same vein, Palivos and Karagiannis (2010) proved that σ → 1 is not a sufficient condition for Inada conditions to hold. all take the form:
analytically derive all functions f 1 :
as a consequence of power functions beating powers of logarithms near infinity. By differentiating the above expression, it comes: Robinson (1938) and Uzawa (1961) have shown that, in the canonical neoclassical growth framework, if the growth rate of real variables are constant then technical change has a labor-augmenting (LATC) representation, i.e. there exists a production function F (·, ·) such that output can be ex-
The asymptotically-quasi-Cobb-Douglas production functions
is a steadily-increasing productivity term (g B > 0). Then, output and capital both grow at the constant rate of g B along the stable equilibrium path. This result is known as the 'steady growth theorem'. 7
The Robinson-Uzawa theorem is probably the reason for the widespread representation of technical change as labor-augmenting. 8 However, a whole strand of empirical literature, initiated by , has firmly established that technical change was not correctly represented as labor-augmenting in the USA over the postwar period, and even less so since the early 1980'sinstead, technical change seems to be mostly embedded in more efficient (and/or cheaper) capital goods. In addition, it has been noted that the labor share has decreased steadily in most advanced countries between the late 1970's and the early 2010's, which also contradicts the LATC assumption. 9 These empirical biases question the relevance of LATC-driven growth and raises the issue of whether the neoclassical growth framework can account for medium-run imbalances as well as for long-run regularities.
To do so, we investigate the conditions under which a simple neoclassical growth model yields asymptotically (rather than absolutely) constant growth rates. More precisely, we consider be- 7 Jones and Scrimgeour (2008) interpret this result the following way: if there are several inputs to production, some accumulable and others not (e.g., capital vs. labor), then economic growth makes the accumulable inputs grow more quickly than the non-accumulable ones, except when technical change precisely increases the effective quantities of non-accumulable inputs. In the capital and labor inputs framework, technical change then has to be labor augmenting. 8 . This empirical phenomenon suggests that a useful theory would predict that per capita growth rates approach constants in the long run; that is, the model would possess a steady state." We prove below that some neoclassical growth models can yield asymptotically constant ratios and growth rates without assuming that technological change is labor-augmenting nor that the production function is Cobb-Douglas. 9 See de La Grandville (2009, chapter 5 co-written with Robert M. Solow) and Neiman and Karabarbounis (2014).
low capital-augmenting (KATC) and investment-specific technical change (ISTC) -which both increase the effective quantity of capital -in a standard, continuous-time Solow model. We prove that the set of production functions for which growth is asymptotically balanced is exactly the set of production functions whose labor share function tends to some limit as the capital-labor ratio tends to infinity; a class of functions that we might dub the asymptotically-quasi-Cobb-Douglas production functions.
We denote by the set of production functions such that the capital share tends to some constant in [0, 1) as the effective capital-labor ratio tends to infinity:
For f ∈ , f ∈ if and only if the corresponding elasticity of substitution function σ f belongs • Let (k t , y t ) t ≥0 be the growth path corresponding to the Solow model with steady KATC and LATC:
withȦ t /A t = g A ≥ 0,Ḃ t /B t = g B ≥ 0, k 0 > 0, A 0 > 0 and B 0 > 0 given. Then:
or g A > 0 and f ∈ The asymptotic growth rates of k and y are then respectively: g k = g y = g B in the case g A = 0;
• Let (k t , y t ) be the growth path corresponding to the Solow model with steady ISTC and LATC:
withḂ t /B t = g B ≥ 0,q t /q t = g q ≥ 0, k 0 > 0, A 0 > 0 and q 0 > 0 given. Then:
or g q > 0 and f ∈ The asymptotic growth rates of k and y are then respectively: g k = g y = g B in the case g q = 0;
Proof. See appendix A.3.
Theorem 3 highlights the set of production functions, as well as the corresponding elasticity of substitution functions, such that the Solow growth model under KATC or ISTC yields asymptotically balanced growth. It comes out that these functions are exactly the functions in . As such, theorem 3 constitutes an extension of the Robinson-Uzawa theorem, which implies that balanced (i.e. constant-rate) growth under KATC or ISTC is only possible if the production function is Cobb-Douglas. 10 Notice that there are some production functions in such that the associated elasticity of substitution function does not tend to one near infinity. More precisely, it is possible that f ∈ with σ oscillating around 1. Take, for instance, σ 2 (k ) = 1
Since function x → sin x /x is integrable near infinity, for any function f 2 corresponding to elasticity of substitution σ 2 , the relative factor shares ratio Π(k ) tends to a strictly positive constant as k tends to infinity. Still, σ 2 does not tend to one, as σ 2 oscillates periodically between 2/3 and 2.
The effective inputs ratio tends to a constant under pure LATC while it diverges under KATC/ISTC. Consequently, the production function influences growth dynamics in the KATC/ISTC-driven models, in which case theorem 3 proves that fluctuations of the labor share around a long-run mean is compatible with asymptotically balanced growth.
Conclusion
In this paper we have investigated the links between the set of 2-inputs neoclassical production function and the set of elasticity of substitution functions. In doing so we have unveiled an integral formula for all these production functions of class 2 . We linked this formula to the Inada conditions and to the asymptotic balance of a standard growth model.
The generalization of this formula to the case of n ≥ 3 inputs -which today is beyond our means -would be an answer to the question: 'how to mathematically represent constant-returnsto-scale aggregation processes?' and would as such represent a powerful tool for neoclassical analysis. terms: f : * + → * + defined by ∀k ∈ * + , f (k ) = F (k , 1). Then:
A Appendix

A.1 2-input production functions in extensive and intensive forms
Proposition. Let F be a 2-input, constant returns to scale production function of class
Proof. =⇒ Assume that the left-hand side conditions are fulfilled.
By the definition of f , f (·) = F (·, 1) so ∀k ∈ *
⇐= Assume that the right-hand side conditions are fulfilled.
By the definition of f , F (K , L ) = L f K L . Differentiating this identity with respect to K twice yields:
Since f is assumed to be strictly positive and strictly increasing, f admits a limit near 0 + which we call f (0) ∈ + . Then: f (K /L ) = f (0)+ K /L 0 f (u ) du ; so the latter identity can be re-written:
0. Since f (0) ≥ 0, we conclude that ∂ F ∂ L (K , L ) > 0. Differentiating the identity F (K , L ) = L f K L twice with respect to L yields:
It should be noted that the above computations show that for any neoclassical production functions in extensive terms of class 2 F , the Hessian matrix of F have a zero determinant and a strictly negative trace. The non-diagonal elements are:
The Hessian matrix is negative semi-definite and so function F is globally concave. 11 Constant-returns-to-scale functions in extensive terms are never strictly concave. Let n ∈ * and F be a CRS function of n into R . Let x ∈ n \{(0, · · · , 0)} and let µ ∈ \{1} and y = µx . Then, for any λ ∈ (0, 1):
which proves that F is not strictly concave. 11 We acknowledge a referee for pointing out this result.
A.2 Proof of lemma 2
• If l 0 > 0, then by the definition of f in (4), function k →
is a (strictly) positive function that is integrable in the neighborhood of 0. Since function 1 k is not integrable around 0 + , in particular it must hold that:
is positive and integrable around +∞ and so, in particular, must be negligible compared to function 1 k , which is not integrable near
−−−−→ 0, and then lim k →+∞ α(k ) = 0.
• If l 0 < +∞ and l 0 = 0, then by applying de L'Hôpital's rule we conclude that
−−→ l 0 . But from equation (3), this implies that
and so lim k →0 α(k ) = 1.
• If l ∞ > 0 and l ∞ = +∞, then by de l'Hôpital's rule
−→ l ∞ and so from equation (3):
A.3 Proof of theorem 3
• Let's denote by x t the effective inputs ratio: x t = A t k t /B t . We rewrite equation (5) in terms of (x t , y t ):
Differentiating the first equation yields:
f (x t ) denotes the relative capital share at date t . Then, by differentiating the second equation in (7) and re-injecting the same equation and the definition of the capital share, it comes thatẋ /x follows the process:
Note that the second term is positive, sincek t /k t ≥ −δ − n at all dates. The differential equation ofẋ t /x t (9) is not autonomous inẋ /x due to the term α(x t ).
We begin by proving a useful lemma:
Proof. We first show that x t is ultimately increasing, that is: ∃τ ≥ 0 |∀t ≥ τ,ẋ t ≥ 0 -If δ + n − g A + g B < 0, then by the second equation in (7) ,ẋ is positive at each date.
-If δ + n − g A + g B > 0, let's define for all t the ratio x * t such that
x * t is the limit that x t would take if A stayed constant at A t from date t on. If g A > 0 then x * t increases with time and lim t ∞ x * t = ∞. By the second equation in (7):
Sinceẋ is a continuous function of time, we can define τ = sup t 1 < T ẋ t 1 ≥ 0 . Then, by continuity ofẋ t ,
From (10), (11) proves that x τ > x T , which brings a contradiction.
So whenẋ 0 > 0,ẋ t ≥ 0 at all dates t ≥ 0. * Second case: suppose now that x 0 ≥ x * 0 , so thatẋ 0 ≤ 0. Ifẋ stays negative forever, then x t (which is then decreasing and positive) tends to a constant, whileẋ t then tends to zero; which is inconsistent with the second equation in (7) taken to the limit when g A > 0. So there exists τ > 0 such thatẋ τ > 0. Then, by the same reasoning as in the first case above,ẋ t ≥ 0 for all t ≥ τ.
Then, since x t is ultimately increasing, x t either converges to a constant or diverges to +∞. If x t converges to some constant x l , then it converges monotonically to x l and soẋ t must have limit 0. But these two facts taken together are inconsistent with the second equation in (7) when A t increases steadily, so x t t ∞ −→ +∞.
We now proceed to the proof of the first part of theorem 3 concerning the Solow model under KATC and/or LATC.
=⇒ Suppose thatẏ t y t andk t k t tend to constants g y ≥ 0 and g k ≥ 0, then by definition of x ,ẋ t x t has limit g k + g A − g B as t tends to infinity.
−−−→ 0. Equation (9) taken to the limit proves that If g A = 0 then the limit of
is stricly positive, which is inconsistent with the convergence ofẋ t x t to 0. Thus, in this case, g A = 0.
Taking equation (8) to the limit proves that
Consequently, if g A > 0 then from lemma 2 x t t →+∞ −−−→ +∞, so the function x → α(x ) admits a limit when x → +∞. Call this limit α ∞ . Equation (9) taken to the limit proves that
This quantity must be equal to zero, otherwiseẋ t x t does not converge. The only possibility is that we have
which means that α ∞ = 1 and g k = g B + α ∞ 1−α ∞ g A . We get g y from equation (8): g y = g B + α ∞ (g k + g A − g B ) = g k . Finally, the limit value of α is 1) , which proves that f ∈ . ⇐= -If g A = 0, then A t = A 0 for all t ≥ 0, so the second equation in (7) is autonomous in 
The differential equation (9) then converges to the following one:
which intercepts the horizontal axis at g A /(1 − α ∞ ). Let be a small, strictly positive number. Since α t converges to α ∞ ∈ [0, 1), then after some date
Let's respectively denote by Γ − and Γ + the following functions:
x t . So after T 1 ,ẋ t /x t increases more than if it was guided by Γ − and less than if it was guided by Γ + . But the processeṡ χ = Γ − (χ) andχ = Γ + (χ) converge respectively to N = g A /(1 − α ∞ + ) and O = g A /(1 − α ∞ − ). So there exists a date T 2 ≥ T 1 such that:
. By the definition of x , g k = g B + α ∞ 1−α ∞ g A and by equation (8) 
• We denote by u t the effective inputs ratio: u t = k t /B t . Differentiating the first equation in (6) yields:ẏ
where α(u t ) = u t f (u t ) f (u t ) . The evolution of u t is guided by:
Differentiating equation (14) and re-injecting the same equation and the definition of the capital share yields:
The same way as in the KATC case, we can prove the following lemma: Proof. Same method as in the proof of lemma (2) applied to (14).
We know prove the assertions of the second part of theorem 3 concerning the Solow model under ISTC and/or LATC with the same method as in the KATC/LATC case.
=⇒ Suppose thatẏ /y → g y ≥ 0 andk /k → g k ≥ 0, then by equation (13) −−−→ +∞, so function u → α(u ) admits a limit as u tends to infinity. Call this limit α ∞ . Equation (15) taken to the limit proves that
But sinceu t u t converges, the limit of • u t u t must be zero, which proves that g q − (1 − α ∞ )(g k −g B ) = 0, so α ∞ < 1, which achieves to prove that f ∈ . Also g k = g B + 1 1−α ∞ g q and equation (13) taken to the limit proves that g y = g B + α ∞ 1−α ∞ g q . ⇐= -If g q = 0, u t follows the autonomous, stable processu t = s q 0 f (u t ) − (δ + n + g B )u t , so u t converges to some limit u * > 0 and the growth path is asymptotically balanced, with g k = g y = g B .
-If g q > 0 and f ∈ , the the process foru t /u t converges to the following one:
With the same method than in the Solow model under KATC above, this is straightforward to prove thatu t /u t → 
