ABSTRACT This paper presents an array diagnosis method using amplitude-only far-field data robust against array mismatch. The considered array mismatch includes frequency shifting error and element position error. The erroneous array manifold is approximated by its first-order Taylor series expansion. To restore the actual array excitation, a convex optimization problem minimizing the 2 -norm of the array excitation vector based on Gaussian probability distribution is formulated. Besides, the prior knowledge on ideal array excitation and array mismatch are utilized to facilitate array excitation restoration. The alternating direction method of multipliers which performs well with the large-scale data is applied to solve the proposed optimization problem. Computer simulations are conducted to verify the validity and superiority of the proposed method. It is shown that in the presence of array mismatch, the proposed method provides better accuracy of the restored array excitation and smaller diagnosis error rate than the method which does not consider array mismatch. Furthermore, results using experimental data are also included to verify the validity of the proposed method.
I. INTRODUCTION
Nowadays, antenna arrays have been widely used in real applications, such as radar, sonar and navigation systems. As the size of arrays increases, the probability of array element failure also increases. The failing elements bring unexpected effect on the performance of the array, such as increasing the sidelobe level of array pattern, changing direction of array beam, etc. Therefore, array diagnosis which aims to locate the failing elements is important. After array diagnosis, the failing elements can be fixed or replaced.
Existing array diagnosis methods can be generally divided into three categories. i) Near field method: near field methods use measurements of near field radiation to find out failing elements. The inverse Fourier transform method has been widely used for locating failing elements in regular arrays [1] - [3] . For irregular arrays, the reweighted 1 -norm minimization algorithm can be applied [4] . ii) Source reconstruction method: source reconstruction methods are generally applicable to diagnosis of arrays of arbitrary shape and with different types of array elements. The equivalent source reconstruction method uses the Huygens surface to surround the array under test (AUT) and the equivalent current source is reconstructed. From the distribution of the equivalent current source, positions of the failing elements can be located. Excitation source reconstruction method is to reconstruct the excitation source of the element feed, which can obtain positions of the failing elements directly and reduce the number of unknown variables. In essence, computation of the excitation source is to solve a linear inverse problem, where many algorithms have been proposed [5] - [7] . When reference field data is available, a sparse array excitation vector can be constructed by difference operation and compressive sensing can be applied to solve the linear inverse problem with a small number of field data [8] - [10] . iii) Parametric model method: a parametric model is trained and then used to locate the failing elements [11] . For symmetric antenna arrays, bat algorithm was proposed to detect the failing elements by re-assigning the excitation of array [12] . Gehani and Pujara [13] utilized a Takagi-Sugeno type NeuroFuzzy model to diagnose the failing locations and estimate the corresponding error in magnitude and phase of excitation current. Furthermore, some global optimization methods have also been used for array diagnosis, such as genetic algorithm [14] , particle swarm optimization [15] , bacateria foraging optimization [16] and so on. Because the parametric model becomes more and more complicated with the increase of the array size, parametric model method is usually applied to diagnosis of small scale arrays. The aforementioned array excitation restoration algorithms require complete information of field data, including the amplitude as well as the phase. However, phase measuring is usually cumbersome and expensive. Therefore, array diagnosis methods using amplitude-only measurements attracted much interests [17] - [19] . These methods restored array excitation by solving nonlinear optimization problems which are usually transformed or relaxed to convex optimization problems.
In actual applications, due to hardware or installation inaccuracy, arrays always suffer from array mismatch, such as frequency shifting error, element position error, etc. These mismatches cause the actual array manifold different from the ideal one. Up to now, existing array diagnosis methods do not take array mismatch into account. Accordingly, the performance of array diagnosis methods degrades in the presence of array mismatch. In this paper, a robust array diagnosis method using amplitude-only far field data against array mismatch is proposed, where the considered array mismatch includes frequency shifting error and element position error. Approximating the actual array manifold by its first-order Taylor expansion, a convex optimization problem is formulated, which can be efficiently solved using alternating direction method of multipliers (ADMM). Computer simulations are conducted to verify validity and advantages of the proposed method. It is shown that in the presence of array mismatch, the proposed method gives smaller root mean square error (RMSE) of the restored array excitation and lower diagnosis error rate (DER) than those of the conventional method. Furthermore, experimental data are processed to verify validity of the proposed method.
Main contributions of the paper include 1) Array mismatch is considered into design of array excitation restoration algorithm, which includes frequency shifting error and element position error. First-order Taylor expansion is used to approximate the erroneours array manifold. 2) The a prior knowledge on array excitation and array mismatch are employed to design constraints of the proposed optimization problem, which facilitates accurate restoration of array excitation. The rest of the paper is organized as follows. Section II presents problem formulation. Section III describes formulation of the proposed optimization problem in detail. Section IV presents numerical technique to solve the proposed optimization problem. Section V gives computer simulation and experimental results. Finally, discussion and conclusions are drawn in Section VI.
II. PROBLEM FORMULATION
Without loss of generality, consider a linear antenna array with N elements located at d n , n = 1, . . . , N . The far field radiation at θ m with respect to the normal direction of the array, denoted by y(θ m ), can be expressed as
where x n is the excitation of the n th element, f denotes the operation frequency of the array and c is the light speed. In (1), isotropic radiating elements have been considered for sake of simplicity.
Collect the far field radiation data of the linear antenna array at M directions {θ 1 , . . . , θ M } and express the collection in a matrix format as
where y = (y(θ 1 ), . . . , y(θ M )) T denotes the M far field radiation data, A is the so-called array manifold with the (m, n) th element a m,n = e j 2πfdnsin(θm) c
, and
T is the array excitation vector. For amplitude-only measuring, {| y m | 2 , ∀m} instead of {y m , ∀m} is obtained, which can be expressed as
where * , T and H denote conjugate, transpose and conjugate transpose, respectively. a T m denotes the m th row of A. For array diagnosis using amplitude-only far field data, the problem is to restore x based on (3).
III. THE PROPOSED METHOD A. FIRST-ORDER TAYLOR EXPANSION OF ARRAY MANIFOLD
It is observed from (1) that the far field data y(θ m ) is related to f and {d n , ∀n}. For simplicity, we represent them by an universal variable . Supposing the ideal array parameter is with error , (2) becomes
Approximating the (m, n) th element a m,n ( + ) of A ( + ) with its first-order Taylor expansion as a m,n ( + ) ≈ a m,n ( ) + a m,n ( ) , where a m,n ( ) denotes the first-order derivative of a m,n ( ) with respect to . (4) can be re-written as
where A ( ) denotes the ideal array manifold, A ( ) consists of a m,n ( ) , ∀m, n, and diag{ } denotes a diagonal matrix with diagonal elements .
T T , (5) is equivalent to
When amplitude-only data are available, (6) can be transformed to
where b T m ( ) denotes the m th row of B( ). Compared with (3), a m is replaced by b m .
B. ARRAY MISMATCH
First of all, frequency shifting error is considered. It is assumed that the actual operation frequency deviates from the ideal frequency by f Hz. Since antenna array usually work in a high frequency, f is a large value. Instead of direct estimating f , a scale parameter γ is added to a m,n as a m,n = e j 2πγ fdnsin(θm) c
. When there is no frequency shifting error, γ = 1 holds. Otherwise, γ becomes γ + γ , where γ = f /f denotes the deviation of γ . Because array elements usually share a common oscillator, the frequency shifting error can be assumed to be identical for all the elements. Accordingly, γ is identical for all the elements. Now, replace in (6) by γ , we have
, respectively. Secondly, for element position error, since the elements are installed independently, the element position error may be different for each element. Setting = d in (7), we have
.
C. PROPOSED OPTIMIZATION PROBLEM
To restore c( ) ( becomes γ or d for frequency shifting error or element position error, respectively) from (7), Gaussian probability distribution function is used to model the real array excitation. Estimation of c( ) can be realized by solving the following optimization problem:
where
|C ij | p and C ij is the (i, j) th element of C( ). Since (9b) leads to a combinational optimization problem, replace it with its convex surrogate: min C( ) tr {C( )}. (9) can be transformed to a semi-definite progamming problem, which can be solved using CVX or ADMM [17] .
In this paper, to guarantee satisfactory restoration of c( ) from (7), the following constraints are designed to add into (9) .
Firstly, from the definition of C( ), we have
which means C( ) is a Hermitian matrix. Secondly, for array diagnosis, the restored array excitation should not exceed its ideal value, and the parameters of array mismatch are usually bounded by the hardware and installation performance. Accordingly, with this information a prior, C( ) is bounded. Denote the ideal array excitation as x 0 , the minimal and maximal frequency shifting error as f min and f max , respectively, the minimal and maximal element position error as d min and d max , respectively. The constraint on C( ) given in (11) and (12), as shown at the bottom of this page, can be added into (9) .
The final optimization problem is formulated as
where C min and C max represent the lower and upper bounds of C given in (11) and (12), respectively. It is observed that (13) is convex. Therefore, convex optimization tools can be used to solve the proposed optimization problem. In this paper, ADMM technique which works well for large scale data is applied.
IV. NUMERICAL OPTIMIZATION
For simplicity, C( ) is abbreviated as C. Firstly, independent sub-objective funcions are defined to combine the contraints in (13b) to (13d) into objective function. Define
= arg min
Then, (13) can be equivalently expressed as
Secondly, C i , ∀i are iteratively updated by solving suboptimization problems with respect to C i , ∀i using Lagrange multipliers technique. Specifically, the sub-optimization problems are given in (16) , as shown at the top of this page, where Y i , ∀i denotes the Lagrange multipliers.
1) Update C 1 : Substituting (14a) into (16a) yields
Define a linear operator
(17b) can be expressed as z = (C). Therefore, the analytical solution of (17) is given by
where denotes orthogonal projection onto the convex set given by z = (C). 2) Update C 2 : Substituting (14b) into (16a) yields
Conduct eigenvalue decompostition on (19) is given by
3) Update C 3 : Substituting (14c) into (16a) yields
and two index matrices I min and I max as follows:
Compute I = I min + I max . There are two cases to discuss. (i) C 0 satisfies the constraint (22b). Therefore, the anlytical solution to (21) is given by C k+1 3
(ii) C 0 conflicts (22b). In this case, the anlytical solution to (21) is given by C
which has an analytical solution given by
5) Update of {Y j , ∀j}: The dual update should be
. (25) 6) Update of ρ: According to [20] , define the primal residual R k and dual residual S k as follows:
and
The update of ρ can be chosen as
Values commonly used are r = s = 2 and µ = 10. When C( ) is derived, its Rank−1 decomposition is conducted to derive c( ), whose first M elements give the restored array excitation.
V. COMPUTER SIMULATIONS AND EXPERIMENTAL RESULTS
In all the simulations, the operation frequency of AUTs is 2.4 GHz. Elements of the AUT are assumed to be randomly failing with a probability P failing , i.e., given a random variable p subject to an uniform distribution within [0, 1], if p ≤ P failing , the element is assigned to be failing. Accordingly, an indicative vector l is defined, i.e., l i = 0, if the ith element is failing; otherwise, l i = 1. AUTs are all steered to normal direction, and amplitudes of far field radiation are measured along the azimuth and elevation dimensions. The azimuth dimension is sampled from 0 • to 180 • with 5 • spacing, and the elevation dimension is −90 • to 90 • with 5 • spacing. In total, 37 × 37 far field data are obtained. To restore the array excitation, M data are randomly selected from these far field data. Besides, additive white Gaussian noise with variance σ 2 is added to simulate observation error. Accordingly, the Signal-to-Noise Ratio (SNR) is computed as
To evaluate average performance of the proposed method, the root mean square error (RMSE) and the diagnosis error rate (DER) are computed based on monte-carlo simulations. Denote the number of independent trials as N trial , the RMSE is computed as
wherex k denotes the restored array exicitation at the k th trial, x = x expected l, x expected denote the expected array excitation without failing elements, and denotes elementby-element product. Afterx k is obtained,x k is compared with 0.5x expected . Ifx k i < 0.5x
, for the k th trial, the i th element is acclaimed to be failing. Accordingly, set l k i = 0, if the i th element is failing. Otherwise, set l k i = 1. Then, the DER is computed as
where l is the indicative vector defined previously. In our simulations, N trial = 100 is used.
A. ARRAY DIAGNOSIS IN THE PRESENCE OF FREQUENCY SHIFTING ERROR
In the first simulation, frequency shifting error is considered. The AUT has 5 × 6 elements located on a cylinder. The coordinate of the i th element is given by blue denotes the failing element. It is observed that there are two failing elements in this trial. The middle and right subfigures show the restored array excitation using the proposed and conventional method [17] , respectively. It is observed that the proposed method is able to accurately restore the array excitation and locate the failing elements, while the conventional method fails to do so. Fig. 2 shows the RMSE and DER versus γ using different methods with SNR = 30 dB, M = 50 and P failing = 0.1. The sub-figures in the first row give the RMSE and DER versus γ using different methods. It is observed that the proposed method gives smaller RMSE and DER than those of the conventional method. The RMSE and DER decrease as γ decreases. To see the performance more clearly, the derived x −x k 2 , k = 1, . . . , 100 are numerated in 6 intervals. The intervals are given from 0 to 2.5 with 0.5 spacing. It is observed that most of the values of x−x k 2 , k = 1, . . . , 100 derived using the conventional method are within [1, 2.5], while most of the values of x −x k 2 , k = 1, . . . , 100 derived using the proposed method are within [0, 1]. Therefore, the accuracy of the restored array excitation using the proposed method is better than that of the conventional method. Also, l − l k 1 , k = 1, . . . , 100 are numerated in 6 intervals which are from 0 to 1 with 0.2 spacing. It is observed from Fig. 2 that the conventional method has a DER about 0.2 to 0.6 in most trials, while the proposed method gives DER smaller than 0.2 frequently. Fig. 3 shows the RMSE and DER versus SNR using different methods with γ = 0.01, M = 50 and P failing = 0.1. It is observed that the proposed method outperforms the conventional method for all SNRs by giving smaller x −x k 2 , k = 1, . . . , 100 and l − l k 1 , k = 1, . . . , 100. The DER of the conventional method exceeds 0.5 with SNR = 20 dB, which means the diagnosis algorithm almost fails in this case. As SNR increases, the performance of all algorithms improves. The proposed method gives satisfactory DER (< 0.2) for all the considered SNRs.
B. ARRAY DIAGNOSIS IN THE PRESENCE OF ELEMENT POSITION ERROR
The second AUT is a planar array with 5 × 5 half-wavelength spaced elements. Element position error is assumed to be random and independent with each other, which follows an uniform distribution within [− d * λ/2, d * λ/2]. The array excitation is also Gaussian. Fig. 4 shows the restored array excitation using the proposed method and the conventional method with It is observed that the conventional method fails to restore the array excitation in this case, while the proposed method gives satisfactory restoration result.
To further investigate the accuracy of array excitation restoration, the RMSE between the restored and the actual excitations and DER based on 100 independent trials are computed. Fig. 5 shows the RMSE and DER versus the number of measurements M with SNR = 30 dB, P failing = 0.1 and d = 0.1 using different methods. It is observed that the proposed method gives smaller RMSE and DER than those of the conventional method. The histgrams show that the restoration errors of the conventional method are always larger than that of the proposed method. Accordingly, the probability for the conventional method to correctly locate the failing elements is much smaller than that of the proposed method. It is observed from the histgrams of DER that the conventional method gives DER almost within [0.2, 0.6]. For comparison, the proposed method gives DER about [0, 0.2] for most of the trials. As the value of M increases, the performance of the two methods is enhanced. Furthermore, Fig. 6 shows the RMSE and DER versus element position error 2 d with SNR = 30 dB, M = 50 and P failing = 0.1 using different methods. Similar to the previous results, the proposed method shows better performance than the conventional method.
C. EXPERIMENTAL RESULTS
In this section, experimental data are used to verify the proposed method. Fig. 7 shows the element positions of the AUT which has 64 elements with array aperture about 0.6 m, where the positions of failing elements are denoted by blue circles. The operation frequency is 2.31 GHz. A horn antenna transmits signal at the normal direction of the AUT, and the transmitted signal is received by the AUT. Signals received by each element of the AUT are weighted and summed to yield an output. Since multiple outputs are required for array diagnosis, multiple weight vectors are used. In the experiment, the weight vectors are chosen as the steering vectors with respect to various directions. For a planar array, the direction includes two dimensions, where the azimuth dimension is from 0 • to 180 • with 5 • spacing and the elevation dimension is from −90 • to 90 • with 5 • spacing. The square of the modulus of the measured outputs with respect to these directions are depicted in Fig. 8 . Finally, some data in Fig. 8 are randomly selected to diagnose the AUT. Fig. 9 shows array restoration results using the proposed and the conventional methods.
It is observed from Fig. 9 that the proposed method precisely locates the failing elements, while the conventional method does not give satisfactory array excitation estimation of the failing elements. Furthermore, the conventional method gives element excitation estimation smaller than half of the real value for some working elements. Accordingly, these working elements will be declared to be failing elements, as the 49 th and 55 th elements shown in Fig. 9 . 
VI. DISCUSSIONS AND CONCLUSIONS
This paper has presented a robust array diagnosis method against array mismatch using amplitude-only far field data. A convex optimization problem is formulated to restore the array excitation. Array diagnosis of a planar array and a conformal array have been realized using the proposed method and the conventional mathod [17] in the presence of frequency shifting error and element position error. Computer simulation results show that the proposed method gives smaller RMSE and lower DER than those of the conventional method. Furthermore, experimental data are processed to verify validity of the proposed method.
