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1. INTRODUCTION 
Kergin [3] introduced a natural extension of the Newton form of single 
variable interpolation to the case of several variables. An explicit formula is 
given by Micchelli and Milman [5]. The main result of this paper is that if 
K,,,(x, y) is the Kergin interpolant of degree n f m - 1 to the function x”y” 
at the n + m points (cos 2klr/(n + m), sin 2k7r/(n + m)), 1 Q k ( n + m, and 
we set 
1, m = 0 (4), 
p,*, = 2n+m-t 
( 1 
n ‘,” (x”y” -K,,,) + n ‘,” 
( ii 
0, m = 1 (4), 
-1, m s 2 (4), 
0, m = 3 (4), 
then the P,,, satisfy the recurrence relation 
P n.m = tip,-1Jn -t 2YP,,,-, -Pn-2.m -Pn,m-2 
with P,,, = 1, P,,, = x, P,,, = y, and hence are the “Chebyshev polynomials” 
for the disk studied by Reimer [6]. 
Reimer has shown that, in fact, (P,,,I < (“‘,“) on x2 + y* < 1 and we thus 
obtain the immediate corollary that 
Ix”yrn - K,,,(x, y)l ( 2-(“++l), m odd, 
<2- h+m-*) , m even. 
Further, we use the properties of Kergin interpolation to derive the 
property 
akpn,m+k akPn+k,m 
ayk = axk * 
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Finally, an explicit formula 
rm/21 
%m(-w)= c wk n+m 
k=O (n + m - k) k! 2k(m - 2k)! 
x ym-2kT(nm+;!!k(X), 
where T,(x) = cos(j cos - ’ x) is the jth Chebyshev polynomial, is given. 
2. KERGIN INTERPOLATION 
We give the definition and basic properties of Kergin interpolation using 
the approach of Micchelli and Milman [5]. 
Let S, denote the N-simplex, S, = ((go, E, ,..., EJ : E, > 0, C sl = 1 } and, 
for any sequence of N + 1 points, x0, x, ,..., x, E Rn, and continuous function 
g:lRn-,lR, set 
Define maps x, : C’“(lR”) --) lP,(R”), the polynomials of degree at most m, by 
(nmf)(X)= (Jtx, . x , d”s)(X~xo~x~x~~~~~~x~xm-~~~ 
. . . * m 
where d”f is the m th total derivative off. 
We note that in one variable, by the Hermite-Genocchi formula, 
where f [x0, x i ,..., x,] is the mth divided difference off at the given points. 
Finally, define the map K: C”(R”) --, P,(iR”) by 
K= 5 n,. 
m=O 
Then Kf is the Kergin interpolant o f at (x,):, We note that, as an operator, 
K is linear and continuous. In one variable Kf provides the Newton form of 
the interpolating polynomial. 
Remark 2.1. If f = g o A for some g in CN(lR) and some linear map 
A : RR --) R, then Kf is the one-variable polynomial which interpolates g at the 
points (A(x,))z, composed with A. 
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THEOREM 2.2 ([5]). If q is a homogeneous polynomial of degree k, 
O<k<N, then 
I q(Wx)(Kf -f) = 0. I-%..... XfJ 
THEOREM 2.3 ([3]). If P is a polynomial of degree N that has the 
property of Kf in Theorem 2.2 for any ordering of the points (Xi)~, then 
P=KJ: 
THEOREM 2.4 (Mlman and Micchelli [4]). Iff is in C?‘+‘(lR”), then 
df- Kf )(x) = (l,,...,,.X, dN+ !f )(x -x0,..., x - xJ. 
COROLLARY. The map K is a projector. 
THEOREM 2.5. If p and q are homogeneous polynomials of degree k, 
0 < k and p(Wx)f = q(J/ax) g f or some functions f, g in CN(iR”), then 
p(Wx) Kf = q(Wx) Kg. 
Proof: If k > N, both sides are zero, so we assume that k <N. Suppose 
that Kf=P,+P,+*..+P, and Kg=Q,+Q,+...+Q, are the 
homogeneous decompositions of Kf and Kg, respectively. We shall show that 
p(Wx) P, = 4(8/8x) Q,, 0 <j Q N. 
Using usual multi-index notation, note that, by Theorem 2.2, 
for lit < N - k. Subtracting, we see that 
I c @(a/ax) Kf - q(a/ax) Kg) = 0. Ixo.xI....,x&+IflI cb’ 
Hence there is some point x such that 
al” 
ax’ (p(Wx) Kf - q(Wx) Kg) = 0. 
254 LEN BOS 
Now consider j = N. For 1 i I= N - k, 
$ (P(W) PN - Wax) QJ 
= 2 (p(iyi?x) Kf- q@/i?x) Kg) = 0 
at some point x. The first equality follows from the fact that lower degree 
terms are differentiated away and the second by the above remark. Hence 
p(8/8x) PN - q@/i?x) Q,,, is a homogeneous polynomial of degree N - k, all 
of whose (ZV - k) th order partials vanish at some point. It is, therefore, iden- 
tically zero. 
Now consider k <j < N and assume that for t > j, p@/~Yx) P, - 
q(a/ax) Q, - 0. Then for ) iI =j - k, by this hypothesis, 
alil 
2 Ma/ax) Pj - da/ax) Qj) 
= 2 (p(L@x) Kf - q(iY@x) Kg). 
Again, this last expression is zero at some point and, as before, p(a/ax) Pj - 
q@/LJx) Qj E 0. The result follows by reverse induction. 1 
3. KERGIN INTERPOLATION AT EQUALLY SPACED POINTS 
ON THE UNIT CIRCLE 
As before, let K,,, be the Kergin polynomial interpolating x”.Y” at the 
n + m points (cos 2kn/(n + m), sin 2k;rrl(n + m)), 1 < k < n + m. An 
examination of the formula of Theorem 2.4 reveals that 
n+m 
( 1 m WY” -&n(wN 
= c n (x - cos 0,) n (y - sin e,), (3.1) 
Scll,Z,...,n+m) keS k6.9 
ISI=Pt 
where we have set 0, = 2kn/(n + m). It is surprising that such a formidable 
expression has pleasant properties. We set 
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P,,,(x,y) = 2(R+m-1) n ‘,” 
( 1 
txnYm -Kn,m(x,Y)) t 
( 1 
’ ‘,” 
/ l,m-O(4), 
X 1 -1, 0, in m = 2 31(4), 
(4), 
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(3.2) 
and calculate the generating function of these polynomials. 
LEMMA 3.3. If t = (tl, tz), then 
C pn,m(x9Y) Cz!: = ItId Td((Xtl +Yt2YlfI)’ 
ntm=d 
Proox we first compute xntmzd 2(“+m-‘)(“+mm)(xnym -K,,,(x,y)) ty 
t;. By linearity, this expression equals 
2d-’ c 
n+m=d 
= 2d- ‘((x4 t ytAd - K((xt, t JQd)(X, y)). 
We now apply Remark 2.1 to obtain 
2d-’ fi ((xl1 t yt,) - (t, cos 8, t t, sin 8,)) 
k=l 
= zd-’ ltld fi ((xt, +yt2)/(tI - (tl cos 6, t t2 sin ek)/ltl)) 
k=l 
= 2d-’ ) t Id fi (cos 4 - (cos 19 cos I!?, t sin 6 sin 0,)). 
k=l 
Here, we have set cos 4 = (xtl + yt,)/l t 1, cos 0 = t,/l t 1, and sin 0 = &/It I. 
Clearly, this last expression is equal to 
2d-’ 1 t Id fi (COS 4 - c0qe - e,)), 
k=l 
which, for brevity, we refer to as Q(4). Then 
Q(# - e) = zd-’ It Id kfil (COS(e - 4) - COS(e - ek)) 
=ltld(cOsd(e-o-cOsde), 
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both sides being polynomials in cos(8 - 4) with same degrees, zeros, and 
leading coefftcients. Hence 
Q(4) = 1 tId (cos d# - cos de), 
and our original sum is 
Further, 
= Re(t, + it,)d 
= ItId Re(t,/ltl + itz/ltl)d 
= (t Id Re(cos ~9 + i sin O)d, 
where we have set cos 0 = t,/l t 1 and sin 0 = t2/) t I. 
By de Moivre’s theorem, this simplifies to 
The result follows from the addition of the two sums. I 
An immediate consequence of this calculation is that the generating 
function satisfies 
5 Pn,mt:t:= 2 ItId Td((xtl +Yt,)/ltI) 
n,m=O d=O 
= (1 - (xt, +ytJ)/(l - 2(xt, +yt,) + ItI*>. 
We have made use of the fact that the generating function of the Chebyshev 
polynomials is known to be 
kzo Tk(X) tk = (1 - xr)/( 1 - 2xt + P). 
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It follows from the generating function that the P,,, satisfy the recurrence 
relation 
P n,m = =?I- 1,m +2yP*,m-l -- pn-2,m - pn,m-29 
p,,, = 1, Pl.0 =x, and PO.1 =Y* 
The polynomials determined by this relation were studied by Reimer [6]. He 
proves the following two theorems: 
THEOREM 3.4 ([6]). For x2 + y* < 1, IP,*,(x, y)l < (“‘,“). 
THEOREM 3.5 ([6]). Among all polynomials of the form Q&x, y) = 
2cn+m-1)(n+m) x”ym + (lower degree terms), max,2+Yz~, 1 Q,,,(x, y)( is least 
for Q,,, =P,,,. 
The following interesting identity is made use of in the proof of 
Theorem 3.5: 
LEMMA 3.6 ([6]). We have 
/ cos(m + n) 0, m E 0 (4), 
P,,,(cos 8, sin t9) = 
( )I 
n ‘,” 
sin(m + n) 0, m = 1 (4), 
-cos(m + n) t?, m = 2 (4), 
\ -sin(m + n) e, m = 3 (4). 
Now by formula (3.2) for P,,,, the following is immediate. 
THEOREM 3.7. For x2 + y* < 1, 
Ix”yrn -K,,,(x,y)( Q 2-(“+m-‘), m odd, 
<2-oltm-2, 
9 m even. 
Also, for more general f, we substitute (3.1) into the error formula of 
Theorem 2.4 to obtain 
THEOREM 3.8. Iff is in CN+l(lFi”) and Kf is the Kergin interpolatnt o f 
at the N + 1 points xk = (cos 2kn/(N + l), sin 2k7r/(N + l)), 0 < k < IV, then, 
on the unit disk, 
1 
Idf-Kf)(x)l G (N+ I)! 2N-’ 
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Proofi By Theorem 2.4, 
I(.f- w)(x)l 
= 
II, fP+‘f (x-x0,x-x ,,..‘, x-XJ I%,...,X,V.Xl ) 
= IL+zN+l (i,., ,...,x ...lz$, 
X n (x - cos 0,) jJ (y - sin 0,) 
Sc(O,l,...,N) keS ktS 
The result follows from the computation 
I 1 = 1&v+ l)!. I Ixo,...,x,v,xl 
Now, by noticing that (a/8yk)(“+zt “) x”y”” k = (a/~Yx”)(“‘~‘~) ~“+~y~ 
and applying Theorem 2.5, it follows immediately that 
PROPOSITION 3.9. We have 
Our last result is an explicit formula for P,,,(x, y). 
THEOREM 3.10. We have 
P”,dX~ Y> 
Imlzl 
= r (-1)k m+n 
k=O (n + m - k) 2kk! (m - 2/c)! ’ 
In/21 
= 2 (-l)k n+m 
(m + n - k) 2kk! (n - 2/c)! 
X”-2kT~,;lk(y). 
k=O 
Proof: We prove the first formula; the second follows from the fact that 
P,,,(x,y) = P&y, x). We proceed by induction on m. 
For m = 0, the right side reduces to 7’,(x). But P,,o(x,y) satisfies 
Pn,okY) = ~~,-l,O(X~Y) - Pn-2,0(X9Yh po,o= 1, p,,,=x 
and hence also equals T,(x). 
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Now assume that the equation holds for fixed m and all n. Then 
wt,rn+ 1 ap,+ 1,m 
ay = ax 
= -& [Fol (-l)k m+ntl 
(n t 1 + m - k) 2kk! (m - 2k)! 
XY m-Zkpn-k) m+n+l-ktX) 
Id21 
= z. (-Uk mtntl (n t 1 t m - k) 2kk!(m - 2k)! 
= $ r(m~)‘21 (-qk mtn+l 
k=O (n + m t 1 - k) 2kk! (m t 1 - 2k)! 
XY “+I-‘“T$‘,:-,“‘, (x), 
Hence Pn,m+ 1and the corresponding expressions differ by a polynomial in x 
alone. That they are identically equal follows from the computational lemma 
below. 1 
LEMMA 3.11. We have 
P,,,(x, 0) = 0, if m odd, 
= [(-l)k (n + 2k)/2kk! (n t k)] TLkik(x), if m = 2k. 
Proof: The case of m odd follows immediately from the recurrence 
relation. For even m, we use induction on n t m. The cases n + m = 0, 1 are 
immediate. Now it is known that (see, e.g., Rivlin [7, p. 321). 
T,(X) = ‘5’ (-l)j r/(r-j)(rJj) 2r-2j-lXr-2jv 
j=O 
Thus, 
(-l)k (n + 2k) T(k) 
(n t k) 2kk! n+k 
(x> 
In/21 
= (-l)k 1 (-1)’ nnttkyj 
j=O 
x (“‘jk-j)(n+kk-2j)2”-2j-1x”-2j, 
(3.3) 
640/37/3-S 
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GM--1 1” (n - 1 + w fik.1, +k(X) 
(n - 1 + k) 2kk! 
[(n-l)/21 
= Wk c (-1)’ nn_--ll++kTj 
j=O 
X 
n-l+k-j 
)( 
‘- ’ +k-2j 
j k 
2”-2j-lx”-2j , (3.4) 
Wk+’ tn - 2 + 2k) T(kl 
(n - 2 + k) 2&k! R 2+k 
tx) 
and 
[(n-2)/21 
zz (-l)k+ ’ ,Fo (-1)’ n-2+2k 
n-2+k-j 
X 
n-2+k-j n-2+k-2j 
j k 
2n-2-2j-lx"-2-V, (3.5) 
(-l)k (n + 2(k - 1)) 
(n+k- 1)2k-l(k- I)! T’,k,-,‘li(x) 
In/21 
= (-Uk c (-1)’ ,n+-ky+121j 
j=O 
x 
n+k-l-j 
j )( 
(3.6) 
By comparison of coefficients we see that (3.3) = (3.4) + (3.5) + (3.6) and 
hence the given formula satisfies the recurrence relation. The result 
follows. 1 
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