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Abstract
We prove the existence of two unbounded sequences of strictly positive solutions, obtained respectively
as minimum and saddle points of the associated action functional, of the elliptic problem{−Δu = f (x,u) in Ω,
u = 0 on ∂Ω,
assuming that an oscillatory behaviour at +∞ of s−2 ∫ s0 f (x, ξ) dξ occurs locally in Ω .
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1. Introduction
Let us consider the semilinear elliptic problem{−Δu = f (u) in Ω,
u = 0 on ∂Ω, (1.1)
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existence of multiple positive solutions of (1.1) has been investigated in the last decades by
several authors, under conditions on f which imply some sort of oscillations between a sublinear
and a superlinear behaviour; classical references in this frame are, e.g., [4,7,13,15,21,22,26,28,
33,38].
In this paper we are interested in studying the existence of infinitely many positive solutions.
This topic has been discussed, among others, in [6,8,20,25,27,29,31,34–37]. Loosely speaking,
infinitely many positive solutions may be expected as the result of infinitely many oscillations
of f (s)
s
around the principal eigenvalue λ1 of −Δ in H 10 (Ω). In the one-dimensional case the
existence of infinitely many positive solutions of (1.1) was proved in [20, Theorem 3] if f (s) > 0
in R and
lim inf
s→+∞
2F(s)
s2
< λ1 < lim sup
s→+∞
2F(s)
s2
, (1.2)
where F(s) = ∫ s0 f (ξ) dξ . An example given in [29] also showed that (1.2) cannot be replaced
by the weaker condition
lim inf
s→+∞
f (s)
s
< λ1 < lim sup
s→+∞
f (s)
s
,
nor (cf. [30]) by
lim inf
s→+∞
f (s)
s
= 0 and lim sup
s→+∞
f (s)
s
= +∞.
The result of [20] was partially extended in [31] to the PDE setting: an unbounded sequence
(un)n of non-trivial non-negative solutions of (1.1) was proved to exist assuming f (0) 0,
lim inf
s→+∞
F(s)
s2
= 0 and lim sup
s→+∞
F(s)
s2
= +∞. (1.3)
Unlike in [20], where the proof relies on time-mapping estimates and a degree computation,
in [31] the proof is based on the lower and upper solutions method combined with an elementary
variational argument; it was shown in particular that each solution un is a local minimizer in
C10(Ω¯) of the action functional Φ associated with (1.1) and Φ(un) → −∞.
We point out that the results in [20,31] hold true also for the non-autonomous problem{−Δu = f (x,u) in Ω,
u = 0 on ∂Ω, (1.4)
where f : Ω¯×R → R is, say, a continuous function, provided that condition (1.3), or respectively
(1.2) if N = 1, is assumed to hold with some uniformity with respect to x.
Some questions however remained open after [31]. A first one is to know whether the solutions
un obtained in [31], which are shown to be just non-trivial and non-negative, are actually strictly
positive. This is not obvious as in this frame a direct approach based on Harnack inequality does
not seem to work. A similar problem was addressed in [30] and [8], where variants of the result in
[31] can be found. A second question, which naturally comes out from looking at the geometry
of the functional Φ , regards the possible existence, in addition to the sequence (un)n of local
minimizers, of a further sequence (vn)n of positive solutions, which are critical points of Φ of
a different nature, namely saddle (i.e., neither minimum nor maximum) points. A third question
is related to the possibility of replacing, in the frame of (1.4), global oscillatority conditions
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from the large number of recent works devoted to the study of elliptic problems with indefinite
nonlinearities (see, e.g., [1–3,5,9,23]). A fourth question would concern the use, instead of (1.3),
of the more general and sharper condition (1.2) in a genuine PDE setting.
The purpose of this paper is to provide a few answers to these questions. Namely, we shall
prove in Theorem 2.2 that problem (1.4) has two unbounded sequences of strictly positive solu-
tions, which are respectively characterized as local minimizers and saddle points of Φ , assuming
that lims→+∞ f (x, s) = +∞ and
lim sup
s→+∞
F(x, s)
s2
= +∞ (1.5)
with some uniformity in an open subset Ω1 of Ω , and that infΩ¯×R f (x, s) > −∞ and
lim inf
s→+∞
F(x, s)
s2
= 0 (1.6)
with some uniformity in Ω . Here, F(x, s) = ∫ s0 f (x, ξ) dξ . We point out that under these as-
sumptions f is allowed to vanish on some parts of Ω , as well as to change sign. Conditions (1.5)
and (1.6) can be actually replaced by lim sups→+∞ 2F(x, s)/s2 > λ∗(Ω1), with some uniformity
in Ω1, and lim infs→+∞ 2F(x, s)/s2 < λ∗(Ω), with some uniformity in Ω . It should however
be stressed that, while in the one-dimensional case λ∗(Ω1) and λ∗(Ω) are respectively the prin-
cipal eigenvalue in Ω1 and in Ω (cf. Corollary 3.1), in higher dimensions these constants are not
optimal, so that the last question we mentioned above still remains open.
The proof of our result combines lower and upper solutions and critical point theory. This
method will permit, in particular, to distinguish the obtained solutions by their variational fea-
tures. We first construct sequences (αn)n and (βn)n of lower and upper solutions of (1.4), which
satisfy αn  βn and limn→+∞ αn(x) = +∞ uniformly in an open subset of Ω and are obtained,
like in [31] and [30], as solutions of suitable one-dimensional problems associated to (1.4). These
solutions are generated by a shooting method and controlled by time-mapping and energy esti-
mates. Hence, for every n, we get a solution un with αn  un  βn. The next step consists in
proving the strict positivity of each un (we say that u is strictly positive and we write u  0,
if u belongs to the interior of the positive cone in C10(Ω¯)). This is achieved by exploiting the
fact that limn→+∞ un(x) = +∞ uniformly on an open subset of Ω and using a recent version
of the strong maximum principle as stated in [10, Lemma 3.2]. We then use the existence re-
sult obtained in the previous steps to construct new sequences (αn)n and (βn)n of strict lower
and upper solutions of (1.4), which satisfy 0  αn  βn  αn+1. Hence, we get a sequence
(un)n of solutions of (1.4) such that each un minimizes the action functional Φ on the set
{u ∈ C10(Ω¯): αn  u  βn}. Then, known results [4,12,16] guarantee that, for every n, Φ has in
the set {u ∈ C10(Ω¯): αn  u  βn+1}, besides two local minimizers, a third critical point vn. To
show that vn is a saddle point of Φ in C10(Ω¯), we prove a statement (cf. Lemma 2.1), concerning
the geometric description of a third critical point in the presence of two local minimizers, which,
although closely related to some results in [32] and [24] (see also [19, Section 9.1]), does not
seem directly deducible from them. Accordingly, a second sequence (vn)n of solutions of (1.4)
is obtained, having a different variational characterization. We finally notice that no restriction
on the growth of f , related to the critical exponent, is needed to achieve our conclusions.
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Let us consider the elliptic problem{−Δu = f (x,u) in Ω,
u = 0 on ∂Ω. (2.1)
We suppose that
(h1) Ω is a bounded domain in RN (N  1), with a boundary ∂Ω of class C1,1,
and
(h2) f :Ω × R → R satisfies for each s0 ∈ R: f (·, s0) ∈ L∞(Ω) and for every ε > 0 there is
δ > 0 such that, for every s ∈ R and almost every x ∈ Ω , if |s − s0| < δ, then |f (x, s) −
f (x, s0)| < ε.
Condition (h2) says that f is a L∞-Carathéodory function for which the continuity of
f (x, ·) :R → R is uniform with respect to a.e. x ∈ Ω . Of course, (h2) is satisfied if
f : Ω¯ × R → R is continuous.
By a solution of (2.1) we mean a function u ∈ H 10 (Ω) ∩ L∞(Ω) which solves (2.1) weakly;
hence, by elliptic regularity, u ∈ W 2,p(Ω) for every finite p.
We also set
F(x, s) =
s∫
0
f (x, ξ) dξ
and we associate with (2.1) the action functional Φ :H 10 (Ω)∩L∞(Ω) → R, defined by
Φ(u) = 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
F(x,u)dx.
In the proof of our main result we shall use the following statement, concerning the existence
of critical points of saddle type. A proof of this fact is given in Appendix A, as we were not able
to trace any back in the literature.
Lemma 2.1. Let X be an infinite dimensional Banach space and Ψ :X → R be a functional of
class C1 satisfying the Palais–Smale condition. Assume that either
(i) there exists a local non-global minimum point of Ψ ,
or
(ii) the set of all global minimum points of Ψ is non-empty and disconnected.
Then, there exists a critical point of Ψ of saddle type (i.e., it is neither a local minimum nor a
local maximum point).
Theorem 2.2. Assume (h1) and (h2). Suppose that
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(h4) there exist an open set Ω1 ⊂ Ω and a continuous function g : [0,+∞[ → R such that
f (x, s) g(s) for every s  0 and a.e. x ∈ Ω1,
lim
s→+∞g(s) = +∞ and lim sups→+∞
G(s)
s2
= +∞,
where G(s) = ∫ s0 g(ξ) dξ ,
(h5) there exists a continuous function h : [0,+∞[ → R such that
f (x, s) h(s) for every s  0 and a.e. x ∈ Ω
and
lim inf
s→+∞
H(s)
s2
= 0,
where H(s) = ∫ s0 h(ξ) dξ .
Then, problem (2.1) has two sequences (un)n and (vn)n of solutions such that
lim
n→+∞
un(x)
dist(x, ∂Ω)
= lim
n→+∞
vn(x)
dist(x, ∂Ω)
= +∞
uniformly in Ω , and, for each n, un is a local minimum point of Φ in C10(Ω¯) and vn is a critical
point of saddle type of Φ in C10(Ω¯).
Proof. Let us settle some notation. For functions u,v ∈ C10(Ω¯), we write u v, if u(x) v(x)
in Ω , and u  v, if u(x) < v(x) in Ω and ∂u
∂ν
(x) > ∂v
∂ν
(x) on ∂Ω , where ν = ν(x) denotes the
unit outer normal to Ω at x ∈ ∂Ω . We also say that u ∈ C10(Ω¯) is strictly positive if u  0.
Let us define a function f¯ :Ω × R → R by setting, for a.e. x ∈ Ω ,
f¯ (x, s) =
{
f (x, s) if s  0,
f (x,0) if s < 0.
It is clear that f¯ satisfies conditions (h2)–(h5). Consider the problem{−Δu = f¯ (x, u) in Ω,
u = 0 on ∂Ω. (2.2)
Obviously, any non-negative solution of (2.2) is a solution of (2.1).
Pick x0 ∈ Ω1 and fix open balls BR1  BR2  BR3 ⊂ Ω1 ⊂ Ω ⊂ BR4 centered at x0.
Step 1. There exist a sequence (cn)n of real numbers, with cn → +∞, and a sequence (αn)n of
lower solutions of (2.2) such that αn(x) = cn on BR1 . Condition (h4) implies that g(s) > 0 for
all s  s0. Fix a constant M such that
M >
(
R2
R1
)2(N−1)(
π
2(R2 −R1)
)2
. (2.3)
Since, by (h4), lim sups→+∞(2G(s) − Ms2) = +∞, we can find an increasing sequence (cn)n
of positive numbers such that c0 > s0 and
2G(s)−Ms2  2G(cn)−Mc2n on [0, cn]. (2.4)
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⎩
−(tN−1u′)′ = tN−1g(u),
u(R1) = cn,
u′(R1) = 0.
(2.5)
Let u : [R1,ω[ → R be a right non-extendible solution of (2.5). Set
σ = sup{τ ∈ ]R1,ω[: u(t) > s0 on [R1, τ ]}.
Since, for all t ∈ [R1, σ [, g(u(t)) > 0 and hence (tN−1u′(t))′ < 0, the function tN−1u′(t) is de-
creasing on [R1, σ [. As u′(R1) = 0, u′(t) < 0 and u(t) is decreasing on [R1, σ [ as well. Therefore
s0 < u(t) < cn on ]R1, σ [.
We claim that σ ∈ ]R1,R2[. Suppose not, then (R1 <) R2  σ  ω (+∞). If t ∈ ]R1, σ [,
we have
0 = (tN−1u′(t))′ + tN−1g(u(t)) (tN−1u′(t))′ +
(
R1
t
)2(N−1)
tN−1g
(
u(t)
)
.
Multiplying by tN−1u′(t), we get
0 tN−1u′(t)
(
tN−1u′(t)
)′ +R2(N−1)1 g(u(t))u′(t)
= d
dt
(
1
2
(
tN−1u′(t)
)2 +R2(N−1)1 G(u(t))
)
and hence, integrating over [R1, t],
0 1
2
(
tN−1u′(t)
)2 +R2(N−1)1 (G(u(t))−G(cn)),
that is
R
2(N−1)
1
(
G(cn)−G
(
u(t)
))
 1
2
(
tN−1u′(t)
)2
.
If R1 < t R2, by (2.4) we obtain
−u′(t)√2
(
R1
R2
)N−1√
G(cn)−G
(
u(t)
)

√
M
(
R1
R2
)N−1√
c2n − u2(t)
and then
−u′(t)√
c2n − u2(t)

√
M
(
R1
R2
)N−1
.
Integrating over [R1,R2], we have
R2∫
R1
−u′(t)√
c2n − u2(t)
dt 
√
M
(
R1
R2
)N−1
(R2 −R1)
and hence
√
M 
(
R2
R1
)N−1 1
R2 −R1
cn∫
u(R2)
du√
c2n − u2

(
R2
R1
)N−1 1
R2 −R1
1∫
dv√
1 − v2 =
(
R2
R1
)N−1
π
2(R2 −R1) .
0
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We have just proved that σ ∈ ]R1,R2[. Note that u(σ ) = s0. We show now that, for any con-
stant L > 0, there is n0 ∈ N such that, for all n n0 and for any right non-extendible solution u
of (2.5), u′(σ )−L. Indeed, the mean value theorem yields
−u′(ξ) = u(R1)− u(σ )
σ −R1 
cn − s0
R2 −R1 (2.6)
for some ξ ∈ ]R1, σ [. Let J > 0 be such that g(s)−J on [0,+∞[. We get from (2.5)
σN−1u′(σ )− ξN−1u′(ξ) =
σ∫
ξ
(
tN−1u′(t)
)′
dt = −
σ∫
ξ
tN−1g
(
u(t)
)
dt
 J
N
(
σN − ξN ). (2.7)
From (2.6) and (2.7) we finally obtain
u′(σ ) σ 1−N
(
ξN−1u′(ξ)+ J
N
(
σN − ξN )
)

(
R1
R2
)N−1
s0 − cn
R2 −R1 +
J
N
R1−N1
(
RN2 −RN1
)
−L
whenever n, and hence cn, is sufficiently large.
The lower solution αn shall be defined to be the constant cn on the ball BR1 and αn(x) =
u(|x − x0|) on Bσ \BR1 . We go on defining αn on Ω \Bσ . To ensure αn being a lower solution,
we need αn(x) 0 on ∂Ω . For this purpose we consider the initial value problem⎧⎨
⎩
−(tN−1v′)′ = −KtN−1,
v(σ ) = s0,
v′(σ ) = u′(σ ),
(2.8)
where K > 0 is chosen, by (h3), so that
f¯ (x, s)−K a.e. on Ω × R. (2.9)
Let v be the solution of (2.8). Then, for any t ∈ [σ,R4], we get
tN−1v′(t)+ σN−1L
t∫
σ
K sN−1 ds KtN
and hence
v′(t)−
(
σ
t
)N−1
L+Kt −
(
R1
R4
)N−1
L+KR4.
Therefore, for t ∈ [R3,R4], we have
v(t) s0 +KR4(t − σ)−L
(
R1
R4
)N−1
(t − σ)
 s0 +KR24 −L
(
R1
R4
)N−1
(R3 −R2).
By taking L sufficiently large, we can ensure v(t) 0 on [R3,R4].
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αn(x) =
⎧⎨
⎩
cn if x ∈ BR1 ,
u(|x − x0|) if x ∈ Bσ \BR1 ,
v(|x − x0|) if x ∈ Ω \Bσ .
We have that αn ∈ W 2,∞(Ω), −Δαn  f¯ (x,αn) a.e. in Ω and αn(x) 0 on ∂Ω . Accordingly,
αn is a lower solution of (2.2).
Step 2. There exists a sequence (βn)n of upper solutions of (2.2) such that βn(x) → +∞ uni-
formly in Ω¯ . We know, by (h4) and (h5), that h(s) > 0 for all s  s0. For i = 1, . . . ,N ,
denote by ]ai, bi[ the projection of Ω onto the xi -axis. Assume that bj − aj = min{bi − ai : i =
1, . . . ,N} and set a = aj , b = bj . Fix a constant μ such that 0 < μ < ( πb−a )2. Since, by (h5),
lim infs→+∞(2H(s) − μs2) = −∞, we can find an increasing sequence (dn)n of positive num-
bers such that
2H(s)−μs2  2H(dn)−μd2n on [0, dn[. (2.10)
We also suppose that κd0 > s0, where κ ∈ ]0,1[ is given by
κ = sin
(
π
2
− 1
2
√
μ(b − a)
)
. (2.11)
For any fixed n, consider the initial value problem⎧⎨
⎩
−u′′ = h(u),
u(0) = dn,
u′(0) = 0,
(2.12)
and let u : [0,ω[ → R be its right non-extendible solution. We shall prove that, for every n,
u exists and satisfies u(t) κdn on [0, 12 (b − a)]. Set
σ = sup{τ ∈ ]0,ω[: u(t) > κdn on [0, τ ]}.
We claim that σ  12 (b − a). Suppose not, then for any t ∈ ]0, σ [, u′(t) < 0, κdn < u(t) < dn
and u(σ ) = κdn. By (2.12) and (2.10), we have
−u′(t) = √2
√
H(dn)−H
(
u(t)
)
√μ
√
d2n − u2(t)
and hence, by integration,
π
2
− arcsinκ =
dn∫
u(σ )
du√
d2n − u2
√μσ.
This, by (2.11), yields a contradiction.
Let us define now, for each n, a function βn, by setting, for every x = (x1, . . . , xN) ∈ Ω¯ ,
βn(x) = u
(∣∣∣∣xj − 12 (aj + bj )
∣∣∣∣
)
.
We have that βn ∈ C2(Ω¯), −Δβn = h(βn) f¯ (x,βn) a.e. in Ω and βn(x) κdn in Ω¯ . Accord-
ingly, βn is an upper solution of (2.2).
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(un)n of strictly positive solutions of (2.1), such that limn→+∞ Mn = +∞ and, for every n,
Mn dist(x, ∂Ω)  un(x) Mn+1 dist(x, ∂Ω) in Ω¯ . By Steps 1 and 2 we can pick sequences
(αn)n and (βn)n of lower and upper solutions of (2.2), respectively, such that, for every n,
maxαn+1 > maxβn  minβn > maxαn. By [39, Theorem 2.4] we get a solution un of (2.2)
such that αn  un  βn in Ω .
For each n, set f¯n = f¯ (·, un) ∈ L∞(Ω). Then un satisfies{−Δun = f¯n(x) in Ω,
un = 0 on ∂Ω. (2.13)
Let K be the constant appearing in (2.9) and denote by vn and w the solutions of{−Δu = f¯n(x)+K in Ω,
u = 0 on ∂Ω (2.14)
and {−Δu = −K in Ω,
u = 0 on ∂Ω, (2.15)
respectively, so that un = vn+w. Since w ∈ C10(Ω¯), there is a constant cw > 0 such that |w(x)|
cw dist(x, ∂Ω) in Ω¯ . As f¯n(x)+K  0 a.e. in Ω , by a version of the strong maximum principle
given in [10, Lemma 3.2], there exists a constant cΩ > 0, depending only on Ω , such that, for
every x ∈ Ω ,
vn(x) cΩ dist(x, ∂Ω)
∫
Ω
(
f¯n(ξ)+K
)
dist(ξ, ∂Ω)dξ.
Since, by (h4), f¯n(x) g(un(x)) a.e. in BR1 ⊂ Ω1, we get
un(x) = vn(x)+w(x) dist(x, ∂Ω)
(
cΩ
∫
BR1
(
f¯n(ξ)+K
)
dist(ξ, ∂Ω)dξ − cw
)
 dist(x, ∂Ω)
(
cΩ
∫
BR1
(
g
(
un(ξ)
)+K)dist(ξ, ∂Ω)dξ − cw
)
.
Since un(x) → +∞ and, hence, g(un(x)) → +∞ uniformly in BR1 , we get∫
BR1
(
g
(
un(ξ)
)+K)dist(ξ, ∂Ω)dξ → +∞,
as n → +∞. Therefore, we can find an increasing sequence (Mn)n of positive numbers and a
sequence (un)n of solutions of (2.2), such that limn→+∞ Mn = +∞ and, for every n,
Mn dist(x, ∂Ω) un(x)Mn+1 dist(x, ∂Ω) in Ω¯.
This implies in particular, by (h1), that, for each n, un is strictly positive and it is a solution
of (2.1) as well.
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limn→+∞ un(x)dist(x,∂Ω) = +∞ uniformly in Ω and each un is a local minimum point of Φ in C10(Ω¯).
Consider the problems{−Δu = f (x,u)− 1 in Ω,
u = 0 on ∂Ω (2.16)
and {−Δu = f (x,u)+ 1 in Ω,
u = 0 on ∂Ω. (2.17)
Since the functions f − 1 and f + 1 satisfy conditions (h2)–(h5), Step 3 yields the existence of
sequences (M ′n)n, (M ′′n )n of real numbers, (αn)n of positive solutions of (2.16), (βn)n of positive
solutions of (2.17), such that limn→+∞ M ′n = limn→+∞ M ′′n = +∞ and, for each n,
M ′n dist(x, ∂Ω) αn(x)M ′n+1 dist(x, ∂Ω),
M ′′n dist(x, ∂Ω) βn(x)M ′′n+1 dist(x, ∂Ω) (2.18)
in Ω . Hence, by a recursive argument, we can rearrange such sequences so that, for each n,
0  αn  βn  αn+1 in Ω .
Note that αn and βn are, respectively, a lower and an upper solution of (2.1) and they are not
solutions. We claim that αn and βn are, respectively, a strict lower and a strict upper solution
of (2.1), that is, αn  u for any solution u of (2.1) such that αn  u and u  βn for any solution
u of (2.1) such that u  βn. We prove only the former statement, as the proof of the latter is
similar. Assume that u is a solution of (2.1) such that u αn in Ω and suppose, by contradiction,
that either there exists x0 ∈ Ω such that u(x0) = αn(x0), or u(x) > αn(x) in Ω and there exists
x0 ∈ ∂Ω such that ∂u∂ν (x0) = ∂αn∂ν (x0). Let δ > 0 be a constant coming from (h2) and associated
with ε = 1/2. Assume the first case occurs. Hence, we can find an open ball B ⊂ Ω , centered at
x0, such that |u(x) − u(x0)| < δ and |αn(x) − αn(x0)| < δ in B . From (2.1) and (2.16), we get
by (h2)
−Δ(u− αn)(x) = f
(
x,u(x)
)− f (x,u(x0))
+ f (x,αn(x0))− f (x,αn(x))+ 1 > 0 (2.19)
a.e. in B . The interior form of the strong maximum principle then implies that u ≡ αn in B:
contradicting (2.19). Now, suppose that the second case occurs. Hence, by (h2) we can find an
open ball B ⊂ Ω , with x0 ∈ ∂B , such that |u(x) − u(x0)| < δ and |αn(x) − αn(x0)| < δ in B .
Since (2.19) still holds in B and u(x) > αn(x) in Ω , the boundary form of the strong maximum
principle implies that ∂u
∂ν
(x0) <
∂αn
∂ν
(x0): a contradiction.
For each n, define a function fn :Ω × R → R by setting, for a.e. x ∈ Ω ,
fn(x, s) =
⎧⎨
⎩
f (x,αn(x)) if s < αn(x),
f (x, s) if αn(x) s  βn(x),
f (x,βn(x)) if s > βn(x).
Set Fn(x, s) =
∫ s
0 fn(x, ξ) dξ and define a functional Φn :H
1
0 (Ω) → R by
Φn(u) = 12
∫
|∇u|2 dx −
∫
Fn(x,u)dx.Ω Ω
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αn  un  βn and Φn(un) = min{Φn(u): u ∈ H 10 (Ω)}; in particular, un is a global minimum
point of Φn in C10(Ω¯). Since On = {u ∈ C10(Ω¯): αn  u  βn} is an open convex set in C10(Ω¯)
and DΦ|On = DΦn|On , the functionals Φ|On and Φn|On differ by a constant and hence un is a
local minimum point of Φ in C10(Ω¯) as well.
Step 5. There exists a sequence (vn)n of strictly positive solutions of (2.1) such that
limn→+∞ vn(x)dist(x,∂Ω) = +∞ uniformly in Ω and each vn is a critical point of saddle type of
Φ in C10(Ω¯). Let (αn)n, (βn)n and (un)n be as in Step 4. For each n, define a function
f˜n :Ω × R → R by setting, for a.e. x ∈ Ω ,
f˜n(x, s) =
⎧⎨
⎩
f (x,αn(x)) if s < αn(x),
f (x, s) if αn(x) s  βn+1(x),
f (x,βn+1(x)) if s > βn+1(x).
Set F˜n(x, s) =
∫ s
0 f˜n(x, ξ) dξ and define a functional Φ˜n :H
1
0 (Ω) → R by Φ˜n(u) =
1
2
∫
Ω
|∇u|2 dx − ∫
Ω
F˜n(x,u)dx. We know that un+1 and un are both local minimum points
of Φ in C10(Ω¯). The set O˜n = {u ∈ C10(Ω¯): αn  u  βn+1} is open in C10(Ω¯) and the function-
als Φ|O˜n and Φ˜n|O˜n differ by a constant; hence un,un+1 ∈ O˜n are local minimum points of Φ˜n
in C10(Ω¯). Since f˜n is essentially bounded in Ω × R, we can apply [11, Theorem 1] to conclude
that un and un+1 are local minimum points of Φ˜n in H 10 (Ω) as well.
Let us show that Lemma 2.1 applies to the functional Ψ = Φ˜n in the Banach space X =
H 10 (Ω). Since Φ˜n is of class C
1 and satisfies, being coercive, the Palais–Smale condition, we
only need to show that either assumption (i) or (ii) is fulfilled. Suppose (i) is not satisfied. Then
un and un+1 are both global minimum points of Φ˜n. Let Mn be the set of all global minimum
points of Φ˜n. Since On = {u ∈ C10(Ω¯): αn  u  βn} is open in C10(Ω¯), the set On ∩Mn is
relatively open inMn endowed with the topology induced by C10(Ω¯). Since αn and βn are strict
lower and upper solutions, no solution u of (2.1) may belong to the boundary of On and hence
On ∩Mn is relatively closed inMn. Note that un ∈Mn and un+1 ∈Mn \On. Therefore,Mn
is a disconnected subset of C10(Ω¯). Let us verify that Mn is a disconnected subset of H 10 (Ω)
too. Fix p N and denote by Tn :H 10 (Ω) → W 2,p(Ω) ∩ H 10 (Ω) the operator which sends any
function u ∈ H 10 (Ω) onto the unique solution v ∈ W 2,p(Ω)∩H 10 (Ω) of{−Δv = f˜n(x,u) in Ω,
v = 0 on ∂Ω.
Tn is continuous and, as W 2,p(Ω) is continuously embedded into C1(Ω¯), Tn :H 10 (Ω) → C10(Ω¯)
is continuous too. Since the solutions of (2.1) are precisely the fixed points of Tn, we have in
particular Tn(Mn) =Mn. We know that Mn is disconnected in the codomain space C10(Ω¯),
then the continuity of Tn implies that Mn is also disconnected in the domain space H 10 (Ω).
Therefore, assumption (ii) holds. By Lemma 2.1 we get the existence of a critical point vn of
saddle type of Φ˜n in H 10 (Ω). Since vn is a solution of{−Δu = f˜n(x,u) in Ω,
u = 0 on ∂Ω
and αn and βn+1 are lower and upper solutions of (2.1), a standard argument based on the max-
imum principle shows that αn  vn  βn+1 and actually αn  vn  βn+1, αn and βn+1 being
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in C10(Ω¯). Furthermore, vn ∈ O˜n is a critical point of Φ˜n in C10(Ω¯) and it is neither a minimum
nor a maximum point of Φ˜n in C10(Ω¯), because otherwise, by [11, Theorem 1], it would be a
minimum or a maximum point of Φ˜n in H 10 (Ω) as well. Hence, vn is a critical point of saddle
type of Φ˜n, and therefore of Φ , in C10(Ω¯), as Φ|O˜n and Φ˜n|O˜n differ by a constant. Finally, we
have limn→+∞ vn(x)dist(x,∂Ω) = +∞ uniformly in Ω , since αn  vn  βn+1 and (2.18) holds. 
3. Remarks and related results
Remark 1. From the proof of Theorem 2.2, it follows that, in assumption (h4), the condition
lim sup
s→+∞
G(s)
s2
= +∞
can be replaced by
lim sup
s→+∞
2G(s)
s2
>
(
NN
(N − 1)N−1
π
2R
)2
if N  2,
and
lim sup
s→+∞
2G(s)
s2
>
(
π
2R
)2
if N = 1,
where R > 0 is the radius of the largest ball contained in Ω1.
Similarly, in assumption (h5), the condition
lim inf
s→+∞
H(s)
s2
= 0
can be replaced by
lim inf
s→+∞
2H(s)
s2
<
(
π
b − a
)2
,
where a, b are such that b − a = min{bi − ai : i = 1, . . . ,N}, ]ai, bi[ being the projection of Ω
over the xi -axis.
Note however that assumptions (h4) and (h5) are indeed essential to guarantee the existence
of infinitely many positive solutions of the parameter dependent problem{−Δu = λf (x,u) in Ω,
u = 0 on ∂Ω,
for all given λ > 0.
Remark 2. We stress that no restriction on the growth of f , related to the critical exponent, is
assumed in Theorem 2.2. Hence, we can only say that, for each n, un is a local minimum point
of Φ in C10(Ω¯); obviously, vn is a critical point of saddle type of Φ in H
1
0 (Ω) ∩ L∞(Ω), or
even in H 10 (Ω) whenever Φ is defined there. If we suppose, in addition to all assumptions of
Theorem 2.2, that f has, when N  2, subcritical growth, i.e.,
(h6) there are constants C > 0 and p > 0, with p  N+2N−2 if N  3, such that∣∣f (x, s)∣∣C(1 + |s|p) for a.e. x ∈ Ω and for every s ∈ R,
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H 10 (Ω). This conclusion still holds if N = 1, without any further growth restriction.
Theorem 2.2, together with Remarks 1 and 2, yields the following extension of [20, Theo-
rem 3], concerning the one-dimensional problem{−u′′ = f (x,u) in ]a, b[,
u(a) = u(b) = 0. (3.1)
With respect to [20], we assume here only a local oscillating behaviour of f and we get in
addition a second sequence of solutions, each of them being characterized as a saddle point of
the associated action functional.
Corollary 3.1. Let Ω = ]a, b[ ⊂ R. Assume (h2), (h3),
(h′4) there exist an interval ]c, d[ ⊂ ]a, b[ and a continuous function g : [0,+∞[ → R such that
f (x, s) g(s) for every s  0 and a.e. x ∈ ]c, d[,
lim
s→+∞g(s) = +∞ and lim sups→+∞
2G(s)
s2
>
(
π
d − c
)2
,
where G(s) = ∫ s0 g(ξ) dξ ,
(h′5) there exists a continuous function h : [0,+∞[ → R such that
f (x, s) h(s) for every s  0 and a.e. x ∈ ]a, b[
and
lim inf
s→+∞
2H(s)
s2
<
(
π
b − a
)2
,
where H(s) = ∫ s0 h(ξ) dξ .
Then, problem (3.1) has two sequences (un)n and (vn)n of solutions such that
lim
n→+∞
un(x)
(x − a)(b − x) = limn→+∞
vn(x)
(x − a)(b − x) = +∞
uniformly in ]a, b[ and, for each n, un is a local minimum point of Φ in H 10 (a, b) and vn is a
critical point of saddle type of Φ in H 10 (a, b).
Remark 3. Assumption (h4) actually implies that a sequence (un)n of strictly positive solutions
of (2.1), which are local minimum points of Φ in C10(Ω¯), can be found satisfying the further
condition
lim
n→+∞Φ(un) = −∞. (3.2)
Indeed, with reference to Step 4 in the proof of Theorem 2.2, we fix a function z ∈ C10(Ω¯),
with 0 < z(x) 1 in Ω , z(x) = 1 in BR1 and ∂z∂ν (x) < 0 on ∂Ω , an increasing sequence (cn)n of
positive numbers, with limn→+∞ cn = +∞ and limn→+∞
∫
BR1
F(x,cn)
c2n
dx = +∞, and sequences
(αn)n and (βn)n of, respectively, lower and upper solutions of (2.1) such that, for each n, αn 
cnz βn. We have, using (2.9) too,
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2
n
∫
Ω
|∇z|2 dx −
∫
BR1
F(x, cn) dx −
∫
Ω\BR1
F(x, cnz) dx
 c2n
(
1
2
∫
Ω
|∇z|2 dx −
∫
BR1
F(x, cn)
c2n
dx + K
cn
∫
Ω\BR1
z dx
)
.
As the quantity in parentheses gets negative as n → +∞, we obtain
lim
n→+∞Φ(cnz) = −∞.
Since Φ(cnz)Φ(un) = min{Φ(u): αn  u βn}, (3.2) follows.
Arguing as in Remark 3, but making a slightly different choice of the function z, we get the
following variant of Theorem 2.2, where the existence of a sequence of non-trivial non-negative
solutions of (2.1) is proved under somewhat weaker assumptions.
Theorem 3.2. Assume (h1),
(h′2) f :Ω × R → R is a L∞-Carathéodory function,
(h′3) f (x,0) 0 a.e. in Ω ,
(h′′4) there exist open sets Ω1 and Ω2, with Ω¯1  Ω2 ⊆ Ω , such that
lim sup
s→+∞
1
s2
∫
Ω1
F(x, s) dx = +∞ and
lim inf
s→+∞
F(x, s)
s2
> −∞ uniformly a.e. in Ω2 \Ω1
and (h5). Then, problem (2.1) has a sequence (un)n of non-trivial non-negative solutions such
that, for each n, un is a local minimum point of Φ in C10(Ω¯) and limn→+∞ Φ(un) = −∞.
Theorem 3.2, which yields an extension of a result in [31], allows to deal with strongly indefi-
nite nonlinearities. For instance, it applies to functions like f (x, s) = a(x)g(s), where a : Ω¯ → R
and g :R → R are continuous and such that maxΩ¯ a > 0, g(0) = 0, lim sups→+∞ G(s)s2 = +∞
and lim infs→+∞ G(s)s2 = 0, with G(s) =
∫ s
0 g(ξ) dξ .
Remark 4. From [17, Theorem 2.1] it follows that, in the frame of Theorem 2.2, a sequence
(vn)n of strictly positive solutions of (2.1) can be found such that each vn is unstable. If we
further assume that
(h′′2) for each s0 ∈ R there are δ > 0 and m > 0 such that, for every s, t ∈ R and almost every
x ∈ Ω , if s0 − δ < s  t < s0 + δ, then f (x, t)− f (x, s)−m(t − s),
then, from [18, Theorem 5.8] (see also [14]) it follows that a sequence (un)n of strictly positive
solutions of (2.1) can be found such that each un is stable.
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Proof of Lemma 2.1. Suppose first that assumption (i) holds and let u0 be a local non-global
minimum point of Ψ . Let K ⊂ X be the set of all critical points of Ψ at the level Ψ (u0) and
assume that no saddle point of Ψ exists in K, that is K =M ∪ N , where M and N denote
respectively the set of local minimum points and the set of local maximum points of Ψ belonging
to K. The Palais–Smale condition implies that K is compact and, since X is infinite dimensional,
K has empty interior. This implies in particular that M ∩ N = ∅, because otherwise, if there
were a point u ∈M ∩ N , then Ψ would be constant on a neighbourhood of u and, thus, K
would contain an open set. Note further that M and N are closed and, hence, compact sets.
Since dist(M,N ) > 0, we can pick a closed neighbourhood W ofM such that W ∩N = ∅ and
Ψ (u) Ψ (u0) for all u ∈ W . Since u0 is not a global minimum point, there exists u1 ∈ X \ W
such that Ψ (u1) < Ψ (u0).
Suppose next that assumption (ii) holds and let u0 be a global minimum point of Ψ . Then,
the set K of all critical points of Ψ at the level Ψ (u0), which is precisely the set of all global
minimum points of Ψ , may be decomposed as K =M ∪M′, where M and M′ are disjoint
non-empty compact sets. Assume u0 ∈M and pick any u1 ∈M′. Since dist(M,M′) > 0, there
exists a closed neighbourhood W ofM such that W ∩M′ = ∅.
Note that M, W , u0 and u1 denote different objects according we are assuming (i) or (ii).
However, in both cases the following holds: the setM is compact, W is a closed neighbourhood
ofM, no critical point of Ψ at the level Ψ (u0) exists in the set W \M, u0 ∈M, Ψ (u) Ψ (u0)
for all u ∈ W , u1 ∈ X \ W and Ψ (u1) Ψ (u0). We shall use the Ekeland Variational Principle
to prove the existence of a “range of mountains” aroundM. For each ε > 0 set
Sε =
{
u ∈ X: dist(u,M) = ε},
and let ε0 > 0 be such that Sε ⊂ W for every ε ∈ ]0, ε0[. Note that, in particular, dist(u1,M) ε0.
We claim that there is εˆ ∈ ]0, ε0[ such that
inf
Sεˆ
Ψ (u) > Ψ (u0).
By contradiction assume that, for every ε ∈ ]0, ε0[, infSε Ψ (u) = Ψ (u0). Fix ε ∈ ]0, 12ε0[ and set
E =
{
u ∈ X: 1
2
ε  dist(u,M) 3
2
ε
}
.
Note that Sε ⊂ E ⊂ W . Hence, infE Ψ = Ψ (u0). For each k ∈ N+ pick vk ∈ Sε such that Ψ (vk)
Ψ (u0)+ 1k2 . Since Ψ |E is continuous and bounded from below, the Ekeland Variational Principle
[39, Theorem 5.1] implies that there exists wk ∈ E such that Ψ (wk) Ψ (vk), |vk −wk| 1k and
Ψ (wk)  Ψ (u) + 1k |u − wk| for all u ∈ E. Note that wk belongs to the interior of E whenever
k > 2
ε
. Take any ω ∈ X, with |ω| = 1, and let u = wk + tω, with t > 0; u ∈ E provided t is
sufficiently small. Then, we get
−Ψ ′(wk)(tω) = −Ψ (u)+Ψ (wk)+ o(t) t
k
+ o(t),
with o(t)/t → 0, as t → 0. Letting t → 0, we get |Ψ ′(wk)|  1k . Since Ψ (u0)  Ψ (wk) 
Ψ (u0)+ 1k2 , we conclude that (wk)k is a Palais–Smale sequence. Therefore it has a subsequence
converging to a point w0 ∈ E such that Ψ (w0) = Ψ (u0) and Ψ ′(w0) = 0, contradicting the fact
that no critical point of Ψ at the level Ψ (u0) exists in E.
928 F. Obersnel, P. Omari / J. Math. Anal. Appl. 323 (2006) 913–929We are in position now to apply a result in [24], about the structure of the critical set in the
Mountain Pass Theorem. Denote by Γ the set of all continuous paths γ joining u0 and u1. Set
c = inf
γ∈Γ maxt∈[0,1]
Ψ
(
γ (t)
)
.
Since any γ ∈ Γ must intersect Sεˆ , we have c  infu∈Sεˆ Ψ (u) > Ψ (u0)  Ψ (u1). Then, [24,
Corollary 3] yields the existence of a critical point of Ψ of saddle type at the level c.
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