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ABSTRACT
We propose a Healthcare Graph Convolutional Network (HealGCN)
to offer disease self-diagnosis service for online users, based on the
Electronic Healthcare Records (EHRs). Two main challenges are
focused in this paper for online disease self-diagnosis: (1) serving
cold-start users via graph convolutional networks and (2) handling
scarce clinical description via a symptom retrieval system. To this
end, we first organize the EHR data into a heterogeneous graph that
is capable of modeling complex interactions among users, symp-
toms and diseases, and tailor the graph representation learning
towards disease diagnosis with an inductive learning paradigm.
Then, we build a disease self-diagnosis system with a correspond-
ing EHR Graph-based Symptom Retrieval System (GraphRet) that
can search and provide a list of relevant alternative symptoms by
tracing the predefined meta-paths. GraphRet helps enrich the seed
symptom set through the EHR graph, resulting in better reason-
ing ability of our HealGCN model, when confronting users with
scarce descriptions. At last, we validate our model on a large-scale
EHR dataset, the superior performance does confirm our model’s
effectiveness in practice.
1 INTRODUCTION
Electronic Health Records (EHRs) are documented information on
many clinical events that occur during a patient’s stay and visit in
the hospital. These clinical records include structured data (phys-
ical exams, laboratory tests, laboratory measurements, etc.) and
unstructured data (clinical notes from physicians, imaging reports,
etc.). Recently, the advancement of machine learning sheds lights
on building an alternative substitute “robot doctor”, which benefits
from massive EHR data and empirically learns a disease diagnosis
model based on the growing collections of clinical observations.
Some documented EHRs were recently made publicly available,
e.g., the MIMIC-III [23] and CPRD [18], which encourage a surge of
research in developing automatic clinical expert systems. Existing
works in utilizing EHRs for disease diagnosis include three genres:
feature engineering associated with a classifier for the aim of pre-
dicting disease outcomes [4, 13, 35]; unsupervised representation
learning based on raw notes [6, 8, 28], which models the semantic
relations between diseases and symptoms for downstream tasks;
and graph-based methods [20, 21], which model the EHR data with
graphs, attempting to tailor embedding learning specifically for
disease diagnosis. In this work, we follow the idea of modeling EHR
data into Heterogeneous Information Network (HIN) [16], and per-
form graph representation learning targeted for disease diagnosis,
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Figure 1: Demonstration of (a) inductive learning that a pa-
tientu∗ needs to be incorporated into the graph and (b) guid-
ing self-diagnosis by exploring possible symptoms through
meta-path. Here,u, s and d represent the user, symptom, and
disease node, respectively, in a Heterogeneous Information
Network (HIN).
with a link prediction paradigm by Graph Convolutional Networks
(GCNs) [27]. HIN is inherently suitable for modeling the complex
interactions among users, symptoms and diseases in the EHR data,
and allows us to analyze the diagnosis results conveniently by trac-
ing the links between nodes of symptoms and diseases through an
interpretable way.
It should be noted that our work emphasizes on disease diag-
nosis rather than individual disease risk prediction, such that
it differs from most previous deep learning based methods, e.g.,
DoctorAI [5], RETAIN [7], Dipole [30], etc. They leverage recurrent
neural network (RNN) to model sequential EHR data by examining
each user’s historical visits for predicting his/her future disease
risk. Nonetheless, all of them are transductive and unable to deal
with cold-start users, i.e., users do not have historical records of
hospital visits.
Unfortunately, in online self-diagnosis, we often have little
prior knowledge about individuals compared with those in the
public MIMIC-III or CPRD datasets. Users access to a web-based di-
agnosis system where neither personal information is collected nor
their previous logs are found. The system should make a decision
purely based on questioning and answering with newcomers. It
could be expected information provided by a single user is far from
enough to make a accurate and confident diagnosis. Such that, ex-
ploiting the built HIN to get information from the neighbors should
benefit a lot. However, recent graph based disease risk prediction
methods [19–21] all fall short in transductive learning paradigm,
which rely on user’s hospital visits involving the detailed clinical
notes written by physicians, physical examination, etc., thus not
applicable to online self-diagnosis.
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To deal with the above-mentioned challenge, we propose to
employ inductive learning [15]. That is, a new patient’s embedding
is generated by inductive graph convolutional operation tracing the
predefined meta-path, which encodes its local role as well as global
position in the graph. As shown in Fig. 1(a), a new patient node u∗
is incorporated in the existing EHR graph by its connection with
two symptom nodes s1 and s2. We can generate embedding of u∗
by an aggregation operation from its two neighbors, e.g., taking
average of the embeddings of s1 and s2. Moreover, we can involve
neighbors of s1 and s2 into aggregation, e.g., users u1 and u2 who
are so-called two-hop neighbors ofu∗ with respect to the meta-path
user-symptom-user.
The scarcity of clinical descriptions is another obstacle in de-
veloping an accurate self-diagnosis system for practical use, but
has been long ignored in the literature. Notes by physicians, which
synthetically reflect patients’ physical conditions, are core ingre-
dients of former models [20, 21]. However, without professional
knowledge in medicine, an ordinary patient cannot provide accu-
rate descriptions about the symptoms, but could merely present
a colloquial description (such as high temperature and feel sick)
to the target symptom, which might be distinctively different in
the clinical definition. In this circumstance, we leverage an named
entity recognition (NER) system to extract key symptoms from user
inputs, then guide users to offer more symptoms by exploiting the
learned HIN, as shown in Fig. 1(b). According to the meta-path
symptom-disease-symptom, we can find out that symptom s3 is
a two-hop neighbor of u∗, starting from s1 which is directly con-
nected to u∗. As far as we know, few works have been devoted to it
in the literature.
In summary, our main contributions are highlighted as:
• We propose HealGCN, an inductive heterogeneous GCN-based
disease diagnosis model, towards serving cold-start users by
mining complex interactions in the EHR data.
• We build a synthetic disease self-diagnosis system based on Heal-
GCN, medical NER system and symptom retrieval system for
serving online users.
• We verify the effectiveness of the proposed HealGCN and the
corresponding symptom retrieval system on real-world EHR
data, as well as in online A/B test.
2 RELATEDWORK
A series of works have been devoted to disease diagnosis by ma-
chine learning. Traditional wisdom focused on feature engineering
with domain knowledge, along with statistical classification models
for disease prediction [29, 37, 40]. These methods often require
intensive labor in data preprocessing and professional knowledge
to design discriminative handcrafted features. Inspired by the emer-
gence of powerful techniques in natural language processing (NLP),
e.g., Word2Vec [31], many followups were proposed to mine clini-
cal notes through an unsupervised word representation learning
scheme, in order to support the downstream disease prediction task
engaged with a multi-class classification model [6, 10, 13, 33]. Re-
cent advancement in pretrained language models, e.g., BERT [11],
further fueled research in formulating EHR data parsing as text
processing [28]. However, these self-supervised learning methods
only learn general embeddings, which are unnecessarily optimal for
disease diagnosis. Besides, they ignore the rich structural informa-
tion of EHR data, e.g., the interactions among users, symptoms and
diseases, which should be useful to build accurate and interpretable
diagnosis systems.
In order to utilize rich semantics contained in EHR data, Het-
eoMed [20] proposed HIN-based graph neural networks targeting
for disease diagnosis, followed by works in adopting Graph Convo-
lutional Transformer (GCT) [9] and attention GCN [21]. However,
these methods are not capable of handling cold-start users because
they model patient embeddings based on abundant historical clini-
cal events, thus being not able to handle patients without historical
visits. In this work, we leverage an inductive heterogeneous GCN
to resolve this challenge.
There were a lot of research works on the vectorization of clinical
concepts, including patients [12, 42, 43], doctors [2] and medical
notes [14, 39], for clinical information retrieval. However, many
of them rely on deep architectures for extracting embeddings for
pair-wise comparison, which are not easy to scale up to a large
number of alternative symptoms, or are not targeting specifically
for symptom-level retrieval. On contrast, we exploit meta-path in
the EHR graph with GCNs for generating symptom embeddings,
which are then exploited for symptom retrieval in the self-diagnosis
question and answer (Q&A) system. Our retrieval system takes
disease as intermediate node to bridge symptoms, which constraints
the search to more relevant symptoms and increases the retrieval
diversity.
3 METHOD
In this section, we first introduce how to build an HIN based on the
EHR data and adapt the graphical reasoning for disease diagnosis.
After that, we elaborate on the details of neighbor sampling through
the meta-path, and the embedding propagation and aggregation
process, on the basis of message functions. At last, we present the
idea of employing a contrastive loss function for optimization and
utilizing hard negative example mining for long-tailed distribution.
3.1 Building the EHR HIN Graph
A homogeneous graph is denoted by G = (V, E) that consists of
two elements: node v ∈ V and edge e = (v,v ′) ∈ E. By contrast,
our graph built on EHR data is heterogeneous, i.e., there are three
classes of nodes, representing symptom s , user u, and disease d ,
respectively, thus three types of edges: (u, s), (u,d) and (d, s). These
three edge types represent common interactions in the EHR data. In
particular, edges (u, s) and (u,d) exist when useru reports symptom
s and is affected by diseased , and (d, s) reflects that diseased appears
together with symptom s , according to observations in the EHR data.
The node set of our EHR graph is a combination of users, symptoms
and diseases, asV = {U,S,D}. Besides, the neighborhood of node
v is N(v) = {v ′ ∈ V | (v,v ′) ∈ E}, from which we will propose
the meta-path guided reasoning in the sequel.
3.2 Problem Setup
Different from many previous GCN works that try to model disease
diagnosis as a node classification task, we formulate the disease
diagnosis process as link prediction between user nodes U and
disease nodes D. Similar to the standard collaborative filtering
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Figure 2: Overall flowchart of the proposed HealGCN framework.
scheme, finding the most possibly linked disease d with the user u
amounts to solving the following problem
d = argmax
d ′∈D
yˆu,d ′ = q
⊤
uqd ′ , (1)
whereq is the embedding of a node. Here, yˆu,d is the predicted score
that measures how possible useru is affected by disease d , hence we
can deploy top-K disease “recommendations” in our self-diagnosis
system for users, based on the ranked scores.
However, we do not directly assign an embedding qu for each
user; instead, we only maintain a trainable embedding matrix of
symptoms and diseases:
Q = [ qd1 , . . . ,qd |D|︸           ︷︷           ︸
diseases embeddings
, qs1 , . . . ,qs |S|︸          ︷︷          ︸
symptoms embeddings
]. (2)
The main reason is that we have limited knowledge about indi-
viduals in online self-diagnosis. For instance, most of users are
cold-start, and the number of users can be very large compared
with symptoms and diseases. In this scenario, maintaining embed-
dings of users causes difficulty in optimization on those tremendous
number of parameters. Instead, we propose to represent users by
the linked symptoms. By exploiting the meta-path methods, we
mine the users’ position and the structure of their neighborhood to
build the embeddings, which reduces the optimization complexity
significantly.
3.3 Meta-Path Guided Neighbor Sampling
In order to fulfill the potential of the EHR graph for representa-
tion learning, unlike [20] that obtains embeddings by aggregation
on one-hop neighbors, we exploit high order connections in the
heterogeneous graph by meta-path. We include two meta-paths in
our model: Disease-Symptom-Disease (DSD) and User-Symptom-
User (USU). Technically, given a meta-path ρ, we define the i-hop
neighborhood of a node v asN iρ (v). For instance, in Fig. 1(a), when
exploiting neighbors of u∗ in line with the USU meta-path, we can
obtain neighbors as N1USU(u∗) = {s1, s2}, N2USU(u∗) = {u1,u2} and
N3USU(u∗) = {s3}; when handling d1 by the DSD meta-path in Fig.
1(b), we can obtainN1DSD(d1) = {s1, s2} andN2DSD(d1) = {d2,d3}. In
practice, to reduce computational burden, we often restrict the max-
imum number of neighbors in meta-path guided sampling, i.e., uni-
formly sampling from the neighbors if the neighbor number exceeds
the threshold. For example, if we set themaximumneighbor number
for each node as 5 in USU, then max{|N3USU(u)|} = 5 × 5 × 5 = 125.
As we consider high order interactions by meta-path, it realizes rea-
soning by involving the rich structural information in the graph. In
the sequel, we will discuss how to design the message construction
and passing functions for it.
3.4 Embedding Propagation & Aggregation
We next elaborate on the embedding propagation mechanism in our
framework, which encompasses two main components: message
construction and message passing. Then, we extend this technique
to high order embedding propagation.
Fig. 2 illustrates the overall flowchart of the embedding propaga-
tion process, through both the USU and DSD meta-paths. It can be
identified that GCN follows a layer-wise propagation manner, with
layer 0 from the current node and gradually increasing along the
meta-path. Taking the disease-symptom (DS) graph as an example,
in each layer, new embedding of a nodev is established onmessages
from its one-hop neighbors v ′ ∈ N(v), as well as a projection from
its embedding. Specifically, this process on a layer l can be written
as
qlv = ϕ
©­«mlv←v + 1|N(v)|
∑
v ′∈N(v)
mlv←v ′
ª®¬ , (3)
where ϕ(·) is an activation function, e.g., tanh, and messagesmv←v
andmv←v ′ are defined as
mlv←v =W l1qv ,
mlv←v ′ =W
l
1q
l+1
v ′ +W
l
2 (qv ⊙ ql+1v ′ ).
(4)
Here,W1 is responsible for projecting qv and qv ′ into the same
space, and the element-wise product ⊙measures similarity between
the qv and qv ′ . In the DS graph, the propagation follows the rule
mentioned in Eqs. (3) and (4), as themessages involvems←d ,md←s ,
md←d andms←s . Specifically, the initial embedding of disease is
qLd := qd , which comes from the parametric embedding matrix Q.
Themessage propagation is slightly different in the user-symptom
(US) graph because we do not have trainable embeddings for users.
Instead, user embedding only depends on the message passing and
aggregation from symptom nodes. In other words, a user’s embed-
ding is generated by the neighboring symptoms. This design allows
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Figure 3: The online self-diagnosis system: (a) a user in-
puts the initial descriptions; (b) the guidance system recom-
mends several alternative symptoms for user to select; (c)
after several rounds of Q&A, the system collects sufficient
information and makes a diagnosis.
inductive learning that aims for coping with cold-start users. In
particular, when the message is targeted to users, ql−1u is
ql−1u =
1
|N(u)|
∑
s ∈N(u)
mlu←s
where mlu←s =W l1qs .
(5)
Since we do not define the initial embeddings for users, no prior
information of them is required during this process. When the
propagation goes to the output layer l = 0, it yields the final embed-
ding of the disease q∗d := q
0
d and the user q
∗
u := q0u , which will be
utilized for score estimation similar to Eq. (1), i.e., yˆu,d = q∗⊤u q∗d .
3.5 Optimization
We adopt the Bayesian Personalized Ranking (BPR) loss [36] for the
model optimization, which is contrastive, such that it encourages
the learned embeddings informative for discriminating positive and
negative interactions. Specifically, the BPR loss is
LBPR =
∑
(u,d,d ′)∈Ω
− logσ (yˆu,d − yˆu,d ′) + λ∥Θ∥22 , (6)
where Ω = {(u,d,d ′) | (u,d) ∈ Ω+, (u,d ′) ∈ Ω−} represents
the pairwise training set; Ω+ and Ω− are the observed and un-
observed interaction sets, respectively; σ (·) is the sigmoid func-
tion, σ : R 7→ (0, 1); Θ denotes the trainable parameters, i.e.,
Θ = {Q, {W l1 ,W l2 }Ll=1}; and λ is a hyperparameter that controls
the imposed ℓ2-regularization. During training, we apply message
dropout [38] to alleviate over fitting. Specifically, we set a probabil-
ity of p to randomly drop the elements in messages in Eq. (4).
Moreover, negative sampling is indispensable for optimizing the
BPR loss. Since the distribution of disease is highly long-tailed,
instead of uniformly sampling negative examples from the entire
set of diseases, we conduct hard negative example mining similar
to [41]. To this end, for each positive user-disease pair (u,d) ∈ Ω+,
we look for a negative example (u,d ′) ∈ Ω− by ranking diseases
HealGCN
GraphRet
Q&A System Patient
Step 1. Questioning & Answering
Step 2. Inference on HealGCN
Ranking List
• Disease 1: 60%
• Disease 2: 20%
• Disease 3: 10%
• ……
Step 3. Diagnosis Results
Figure 4: The flowchart of our self-diagnosis system.
according to their similarity with respect to the positive disease
d , and pick the top ranked d ′ as a hard example. The similarity
between diseases here is defined by cosine similarity of embeddings
Sim(d,d ′) =
q⊤d qd ′
∥qd ∥2∥qd ′ ∥2
. (7)
These hard negative examples are more challenging for the model
to rank, thus increasing its capability in discriminating diseases at
a fine granularity.
4 SELF-DIAGNOSIS SYSTEM
We develop an online disease self-diagnosis system, as its front
page shown in Fig. 3. Unlike learning and predicting on EHR data,
information offered by users in online system is usually very lim-
ited: when engaged in this system, a user often describes his or her
feelings in a non-professional and colloquial form. This ambiguous
and limited information causes extreme uncertainty for decision
making. To deal with it, we first build an NER system for extracting
entities pertinent to symptoms from the raw user dialog. Then the
extracted symptoms are mapped to a standard symptom set which
is aligned with symptom nodes in the built HIN. We further build
a guiding system to lead users to provide more information. The
system displays several symptoms pertinent to the initial descrip-
tion, from which the user picks the most relevant ones. It could
be expected that after several rounds of dialog, it collects enough
symptoms of the user and is confident to make the final diagnosis.
In this section, we present the implementation of the NER sys-
tem and then specifically introduce the symptom retrieval compo-
nent that is responsible for retrieving and displaying alternative
symptoms for users, termed as EHR Graph-based Retrieval Sys-
tem (GraphRet). After that, we present the overall flowchart of our
self-diagnosis system.
4.1 Dialog Processing
We utilize the well-known BiLSTM-CRF [22] model in the NER
system. The deployed online self-diagnosis system in in Chinese,
however, there is no available public medical corpus in Chinese.
Considering this challenge, we collected more than 50 thousand
descriptions from the collected EHR data, and labeled 14 entity
types in in each sentence, including doctor, disease, symptom, body
part, food, etc. Then, we train BiLSTM-CRF on this dataset for NER
task. Examples of how the well trained BiLSTM-CRF model extracts
symptoms from raw descriptions are shown in Table 1. In addition,
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Table 1: Examples of how NER model extracts key symp-
toms from the raw user descriptions.
Raw Description Extracted Symptoms
Cough and expectoration were re-
peated for 10 years. Mild shortness
of breath. Phlegm is white and sticky,
without fever. Cough exaggerated for
1 week, without wheezing, more white
phlegm, with nasal congestion, sneez-
ing, runny nose.
Cough; Expectoration;
Shortness of breath;
White phlegm; Nasal
congestion; Sneezing;
Runny nose;
No obvious cause of diarrhea, and the
drainage stool appeared several times
with nausea. Black stool, vomiting, pal-
pitation, feel fast heartbeat.
Diarrhea; Drainage
stool; Black stool;
Vomiting; Palpitation;
Fast heartbeat;
Algorithm 1 Disease Diagnosis with GraphRet and HealGCN.
Require: Pretrained graph embeddings Q; The EHR graph G; The
GraphRet system R(·);
1: Get embeddings of all diseases Q∗d ← ForwardDSD(D;G,Q);
2: Receive the seed symptom set S0 from the user;
3: for epoch t = 1→ T do
4: Retrieve symptoms by GraphRet S˜ ← R(St−1,G);
5: Sˆ ← UserSelect(S˜);
6: Update symptom set St ← St−1 ∪ Sˆ ;
7: Get the user embedding q∗u ← ForwardUSU(ST ;G,Q);
8: Do inference by yˆ ← Q∗dq∗u ∈ R |D | ;
9: Exit the loop if the diagnosis confidence is high enough;
10: end for
another challenge in this dialog processing system is that there
are multiple extracted symptoms corresponding to similar or same
symptom. It commonly appears in self-diagnosis because user tends
to input colloquial descriptions, and the semantics could be very
diverse. For example, a user may input “have got a run” but this
phrase is not aligned to any symptom node in the built HIN (the
closest phrase in medical terms should be “diarrhea”). In order to
proceed user dialog as accurate as possible, we build a standard
symptom set that contains many common equivalent phrases.
4.2 Symptom Retrieval
Symptom retrieval is the bedrock of the diagnosis system for pro-
viding alternative symptoms for making final disease diagnosis. We
have developed HealGCN where the graph representation learning
is tailored towards disease diagnosis. However, the learned embed-
dings might be suboptimal for symptom retrieval. In this scenario,
we would like to perform further representation learning for high
quality symptom retrieval, by considering co-occurrence of symp-
toms in the bipartite disease-symptom (DS) graph. In detail, our
task is to generate embeddings of symptoms that can be utilized
for nearest-neighbor lookup for top related symptoms. To this end,
we apply GraphRet on the DS graph with its symptom and disease
embeddings initialized by the pretrained HealGCN. Specifically, we
use a max-margin based loss [41]
LMM = Es−∼Pn (s)max{0,q∗⊤s q∗s+ − q∗⊤s q∗s− + ∆}, (8)
Table 2: Statistics of nodes and edges in our EHR graph.
Node Counts Edge Counts
Disease 146 User-Disease 136,478
User 135,356 Disease-Symptom 229,373
Symptom 146,871 User-Symptom 1,213,475
Table 3: Statistics of the most frequent symptoms and dis-
eases in the EHR data.
Disease Counts Symptom Counts
Hypertension 12,155 Fever 20,321
URTI * 11,258 Stomachache 11,806
Pregnancy 9,470 Vomiting 9,173
Influenza 9,083 Anhelation 8,214
Gastritis 6,674 Runny nose 7,031
Diabetes 4,317 Headache 6,937
Rhinitis 2,882 Coughing 6,420
* Upper Respiratory Tract Infections
where (s, s+) is a pair of related symptoms; s− is an unrelated symp-
tom to s sampled from a negative distribution Pn (s); and ∆ is a
margin hyperparameter. The graph convolutional operation works
on the DS graph similar to Section 3 but follows the meta-path
symptom-disease-symptom (SDS), to obtain the final symptom em-
beddingq∗s . Minimizing the max-margin loss encourages the related
items to be close, while the unrelated items to be distant in the em-
bedding space. During training, for a sampled symptom s , we find
the positive symptom s+ that co-occurs most frequently with s ,
while the rest symptoms that co-occur less frequently than s+ are
all alternative negative ones. Additionally, we leverage curriculum
learning [1] to enhance granularity of learned embeddings. In the
early training phase, negative symptoms are uniformly sampled,
while we gradually involve more hard negative symptoms, i.e., s−
co-occurring with s slightly less than s+, in the subsequent epochs.
Suppose we extract a symptom s from the a Named Entity Recog-
nition (NER) system from the user’s description, which is called
a seed symptom. And the objective of symptom retrieval system
is to search for the related symptoms. In this work, we propose a
hierarchical lookup framework based on the generated symptom
embedding q∗s through the DS graph. For example, we can take
related symptoms from the two-hop neighbors of the seed symptom
s0 through the SDS meta-path, i.e., the N2SDS(s0), where we define
disease d ∈ N1SDS(s0) as the intermediate node. This formulation
takes the co-occurrence between symptom and disease into account,
and allows us to reallocate attention over symptoms conditioned
on the intermediate diseases. Technically, considering that there
are m diseases linked to the seed symptom s0, we can compute
the normalized point-wise mutual information (nPMI) [3] between
symptom s and the connected diseases by
hi := npmi(s0;di ) = log(p(s0,di )/p(s0)p(di ))− logp(s0,di ) , (9)
where the mutual information hi denotes the importance of dis-
ease di to s0. After that, we transform the score into probability
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distribution
pi = softmax(hi ) = e
hi∑
j e
hj
∈ [0, 1]. (10)
For example, if the target number of retrieved symptoms is k , we
will pick k × pi related symptoms from N(di ), the neighborhood
of di . After that, the related symptoms can be ranked with respect
to their cosine similarity to the seed symptom with high efficiency.
4.3 System Overview
Fig. 4 illustrates the flowchart of the disease diagnosis system.When
a user inputs the initial descriptions, the system turns to request
GraphRet for relevant symptoms. After that, the seed symptoms
accompanied with the clicked symptoms are adopted for inference
by HealGCN, where we generate the user embedding through USU,
and generate all disease embeddings through DSD. The system then
checks if the predicted score of (u,d) calculated by Eq. (1) exceeds
the confidence threshold, where the predicted probability of each
disease can be obtained by a softmax function. If not, the system
turns to request GraphRet for more relevant symptoms. It usually
happens when users only offer a limited number of symptoms, or
their descriptions are ambiguous. After several rounds of Q&A, the
system expands the symptom set and becomes more confident to
make the final diagnosis. Our online inference system empowered
by the symptom retrieval works as Algorithm 1 shows.
5 EXPERIMENTS
In this section, we first evaluate our HealGCN on the real-world
EHR data collected from hospitals offline. Then, we compare our
method with several baselines. Specifically, we aim at answering
five research questions below:
• RQ1: Does HealGCN lead to improvement in accuracy of disease
diagnosis?
• RQ2: Does high order neighborhood of HealGCN contribute to
better performance?
• RQ3: How much do meta-paths USU and DSD benefit the infer-
ence?
• RQ4: Does GraphRet lead to good retrieval results?
• RQ5:How does HealGCN+GraphRet perform in online A/B test?
5.1 Datasets
We collect many electronic clinical notes from several hospitals
and build the EHR data used in the offline experiments. From each
note, we extract the basic personal characteristics of patients, like
gender and age. In this dataset, most patients have only one visit,
which exaggerates the diagnosis difficulty substantially. Besides,
each note is associated with a disease diagnosis made by physicians,
with the corresponding symptom description by patients. We view
the diagnosis made by physicians as the groundtruth for learning.
The statistics of the EHR graph are shown in Table 2 and Table 3.
5.2 Experimental Protocol
5.2.1 Evaluation Metric. We follow the standard evaluation ap-
proach in recommendation. During the test phase, the model needs
to predict the probability for a user to be affected by each disease,
then only those diseases that user really has are taken as positive ex-
amples. We adopt widely-accepted metric Recall@k, nDCG@k and
P@1, in terms of the top-k ranking results based on the predicted
scores, to evaluate the model’s performance.
5.2.2 Baseline. As aforementioned, the personal characteristics
as well as historical visits are inaccessible in online self-diagnosis
task, hence many previous transductive learning methods are NOT
applicable, especially those RNN-like models that depend on se-
quential EHR data, e.g., Doctor AI [5], RETAIN [7], Dipole [30], etc.
Therefore, we only pick baselines which are inductive or easy to
be adapted to the inductive learning manner. Considering this, we
compare our HealGCN with the following baselines:
MF [36] : This is a classical collaborative filtering method that
tries to project the discrete index of user and item into the same
real-valued vector space, then measures the similarity of user and
item embeddings for predicting scores. For the EHR data, we only
model the symptom and disease embeddings, and the user’s em-
bedding is aggregated by symptoms. The BPR loss is adopted for
its optimization.
NeuMF [17]: It is a neural collaborative filtering model, which
uses hidden layers above the user and item embeddings, in order
to mine the nonlinear feature interactions. This method, as well
as the MF above, serves as representative traditional collaborative
filtering approaches for comparison.
GBDT [24]: The gradient boosting decision tree (GBDT) model
is popular in many industrial applications. We use Word2Vec [32]
to learn the word embeddings of symptoms, then take average of
each user’s symptom embeddings as the input of the GBDT model.
TextCNN [25]: We formulate disease diagnosis as a text classifi-
cation task based on TextCNN. Specifically, we model the symptom
descriptions of a user as “word” embeddings, followed by multiple
convolutional layers and dense layers targeted to text classification.
We include it to compare our method with the NLP-based disease
diagnosis approaches.
Med2Vec [6]: It is a medical embedding method that learns
embeddings of medical codes and visits based on a skip-grammodel
similar to Word2Vec [32]. Different from the original Med2Vec,
we here train it on the clinical notes to get the code (symptom)
representation. With the pretrained symptom embeddings, we add
a multi-layer perceptron to get the final prediction on disease.
GraphSAGE [15]: It is an inductive GCN but ignores the hetero-
geneity of the EHR graph. We perform it for comparing our method
with homogeneous GCN in terms of disease diagnosis.
HealGCN-local: This is a reduced version of our HealGCN that
only considers the one-hop neighbors in embedding propagation
with the EHR graph. We aim to find out how the high order neigh-
bors contribute to the final results by comparing it with HealGCN.
HealGCN-USU & DSD: Similar to HealGCN-local, these two
models are reduced from HealGCN by only involving the USU or
DSD meta-path. They are used to measuring the contribution from
different meta-paths.
5.2.3 Hyperparameters. We implement all models on PyTorch [34].
The size of symptom and disease embeddings is fixed at 64. The
Adam optimizer [26] is used for optimization of all methods. We
apply a grid search for optimal hyperparameters: learning rate in
{0.05, 0.01, 0.005, 0.001}, batch size in {128, 256, 512, 1024, 2048},
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Table 4: Disease diagnosis accuracy of MF [36], NeuMF [17], GBDT [24], TextCNN [25], Med2Vec [6], GraphSAGE [15] and our
HealGCN, in an offline experiment, where the best ones are in bold.
Precision@1 Recall@3 nDCG@3 Recall@5 nDCG@5 Recall@10 nDCG@10
MF 0.4459 0.6816 0.5836 0.7733 0.6214 0.8630 0.6506
NeuMF 0.5089 0.7213 0.6334 0.8019 0.6668 0.8773 0.6913
GBDT 0.4990 0.7054 0.6204 0.7657 0.6454 0.8368 0.6683
TextCNN 0.5291 0.7333 0.6491 0.8026 0.6778 0.8734 0.7009
Med2Vec 0.5218 0.7346 0.6464 0.8103 0.6777 0.8779 0.6999
GraphSAGE 0.5228 0.7393 0.6504 0.8133 0.6809 0.8872 0.7051
HealGCN 0.5507 0.7620 0.6750 0.8339 0.7046 0.9002 0.7263
Table 5: Results of the ablation study.
Precision@1 Recall@3 nDCG@3
HealGCN-local 0.5040 0.7263 0.6399
HealGCN-DSD 0.5225 0.7479 0.6552
HealGCN-USU 0.5495 0.7595 0.6725
HealGCN 0.5507 0.7620 0.6750
and weight decay in {10−5, 10−4, 10−3}. In terms of the HealGCN
model, the maximum numbers of neighbors in the USU and DSD
meta-paths are {5, 5, 5} and {20, 5}, respectively. We split the full
data into the training, validation and test sets by 7 : 1 : 2. During
data processing, we only involve the symptoms appearing in the
training set for preventing data leakage. During training, we evalu-
ate the model’s nDCG@5 on the validation set for early stopping.
5.3 RQ1: Overall Comparison
In this section, we compare the overall performance of ourHealGCN
and the selected baselines, as shown in Table 4. In this experiment,
all symptoms extracted from the clinical notes are used for disease
diagnosis, without retrieved symptoms from GraphRet. It can be ob-
served that our HealGCN consistently outperforms other baselines,
with improvement around 5% over the best baselines with respect to
all metrics. MF only takes direct multiplication of user and disease
embeddings, while NeuMF performs better by leveraging hidden
layers and exploiting high order interactions between embeddings.
This demonstrates the effectiveness of non-linear interactions be-
tween user and disease embeddings. TextCNN performs relatively
well, but does not involve connectivity between user and disease
considering the graphical structure. Med2Vec takes semantics of
symptoms into consideration by utilizing a Word2Vec-like model;
however, it ignores rich interactions in the EHR graph and does
not perform very well. GraphSAGE leverages graph structure, but
ignores the interaction types and performs worse than our method.
5.4 RQ2 & 3: Ablation Study
We perform ablation experiments to explore influences of different
components of our HealGCN, with results shown in Table 5. Recall
that the local model only involves the one-hop neighbors inmessage
passing and aggregation, it does not exploit high order neighbors as
well as the node’s position in the graph. Therefore, the local model
performs the worst among all.
Furthermore, both DSD and USUmodels perform worse than full
HealGCN in general, and better than the local model. In particular,
we identify that the USU model is much better than the DSD model,
which indicates the importance of taking symptom co-occurrence
through USU into account to encode users into better embeddings.
In summary, by combining both DSD and USU meta-paths, our
HealGCN achieves the best result.
5.5 RQ4: Retrieval System
We compare our GraphRet with Med2Vec and PMI in a simulated
online test. In Med2Vec and PMI, we directly compute cosine simi-
larity and normalized PMI (npmi) [3] between all symptoms and
the initial one, respectively. We evaluate the retrieval accuracy by
counting how many retrieved symptoms are aligned with the true
symptoms of users, as shwon in Table 7. It can be identified that
GraphRet significantly outperforms the baselines. We list several
cases in Table 6. It can be observed that users pick more retrieved
symptoms from GraphRet, thus the expanded symptom set leads to
accurate prediction by HealGCN. Besides, GraphRet can yield more
diverse symptoms than PMI, which benefits in reducing diagnosis
mistakes.
Moreover, we evaluate howmuch the retrieved symptoms benefit
in disease diagnosis accuracy, results are illustrated in Table 8.
Note that different from the experiment done in Section 5.3, here
we use only one symptom as the seed symptom, and the Direct
method performs inference only on the seed symptom. In GraphRet,
inference is performed involving all retrieved symptoms. It can be
identified that retrieval systems significantly benefit the inference
accuracy, which verifies the effectiveness of retrieval system for
improving diagnosis accuracy.
5.6 RQ5: Online A/B Test
We evaluate the proposed HealGCN+GraphRet framework on a
real-world online self-diagnosis service platform, which currently
serves around 60 thousand requests per day, in an online A/B test
for one month. On this platform, users are made diagnosis and
then guided to make an appointment with a right physician in a
right department, which covers over 500 hospitals right now. The
compared base disease diagnosis model utilizes TextCNN for dis-
ease diagnosis, and uses PMI for symptom retrieval. In the A/B
test, we split requests into two buckets: one for the base model
and other for the proposed method. Several indicators are adopted:
user-physician (UP) click ratio, user-disease (UD) click ratio and
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Table 6: Examples of how retrieved symptoms lead to final diagnosis. The symptoms picked by users are in bold.
PMI [3]
Seed Symptom Retrieved Symptoms Top-1 Prediction Groundtruth
Belching Stomachache; Nausea; Regular bowel movement;
Weight loss; Vomiting
Gastrointestinal dysfunction Gastroenteritis
Chest pain Muscleache; Chest tightness; Cold; Tinnitus; Hy-
pertension;
Coronary artery disease Pulmonary bronchitis
Weight loss Constipation; Abdominal bloating; High blood pres-
sure; Abdomen ache; Navel ache
Irritable bowel syndrome Hyperthyroidism
Irritability Insomnia; Tension; Mental exhaustion;
Depressed mood; Shivering
Depressive disorder Schizophrenia
GraphRet
Seed Symptom Retrieved Symptoms Top-1 Prediction Groundtruth
Belching Diarrhea; Dark stool; Bloody stool; Anorexia; He-
matemesis
Gastroenteritis Gastroenteritis
Chest pain Chest tightness; Coughing; Palpitation; Dyspnoea;
Dizziness
Pulmonary bronchitis Pulmonary bronchitis
Weight loss Fatigue; Dry mouth; Palpitation; Impatience;
Strong appetite
Hyperthyroidism Hyperthyroidism
Irritability Depressed mood; Alcoholism; Phobia; Hand
tremor; Fidget
Schizophrenia Schizophrenia
Table 7: Rec@20, Rec@50 and Rec@100 achieved by
GraphRet and compared baselines on symptom retrieval.
Recall@20 Recall@50 Recall@100
PMI [3] 0.0786 0.1063 0.1298
Med2Vec [6] 0.1253 0.1799 0.2332
GraphRet (ours) 0.2798 0.3953 0.4855
Table 8: P@1, Rec@5 and nDCG@5 achieved by HealGCN
supported by GraphRet, compared with the Direct method.
Precision@1 Recall@5 nDCG@5
Direct 0.1623 0.3794 0.2729
GraphRet 0.2719 0.5230 0.4053
user-order (UO) click ratio, because our system displays not only
disease diagnosis, but also department and physician recommenda-
tions. UP and UD means how many users click the recommended
physicians and diseases for detailed exploration, respectively. UO
means how many users make appointment to the recommended
departments for further consultation. As there is no groundtruth
diagnosis of disease in online test, these indicators are useful proxy
for measuring diagnosis accuracy. It can be observed from Table 9
that the proposed method outperforms the base model significantly,
which shows our model has advantage in disease diagnosis, thus
attracting users to make further exploration.
6 CONCLUSION
In this paper, we proposed HealGCN for disease diagnosis and
GraphRet for symptom retrieval, which aim at handling two main
Table 9: Online evaluation results of the proposed method
with the existing base model (TextCNN+PMI). Here, UP, UD
and UO denote user click ratio regarding the recommended
physician, disease and appointment order, respectively.
UP UD UO
Base Model 74.4% 20.6% 4.8%
HealGCN+GraphRet 86.6% 26.8% 6.9%
challenges in online self-diagnosis: cold-start users and ambigu-
ous descriptions. HealGCN adopts an inductive learning paradigm,
thus applicable for users without historical hospital visits. GraphRet
serves for symptom retrieval in Q&A in self-diagnosis, by apply-
ing graph convolution operations to a bipartite disease-symptom
graph to generate symptom embeddings for retrieval. The offline
evaluation and online test verified the superiority of HealGCN in
diagnosis accuracy, and proved that GraphRet benefits in providing
a rich supportive symptom set for users to select, resulting in more
accurate diagnosis.
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