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Despite strong interest in embedded computer vision, the computational demands of
Convolutional Neural Network (CNN) inference far exceed the resources available in
embedded devices. Thankfully, the typical embedded device has a number of desirable
properties that can be leveraged to significantly reduce the time and energy required
for CNN inference. This thesis presents three independent and synergistic methods
for optimizing embedded computer vision: 1) Reducing the time and energy needed to
capture and preprocess input images by optimizing the image capture pipeline for the
needs of CNNs rather than humans. 2) Exploiting temporal redundancy within incoming
video streams to perform computationally cheap motion estimation and compensation in
lieu of full CNN inference for the majority of frames. 3) Leveraging the sparsity of CNN
activations within the frequency domain to significantly reduce the number of operations
needed for inference. Collectively these techniques significantly reduce the time and
energy needed for vision at the edge, enabling a wide variety of new applications.
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CHAPTER 1
INTRODUCTION
The advent of deep convolutional neural networks (CNNs) has made practical com-
puter vision a reality. Interest in computer vision research has been renewed and world
records for vision task accuracy on meaningful benchmarks are consistently being beaten.
Computer vision is the perfect poster child for machine learning as humans can perform
vision tasks with great ease (and thus can annotate training data easily), but program-
mers struggle to write explicit algorithms to perform vision tasks. The computational
demands of CNNs can be significant however, and so which computing system to use
when building and deploying CNNs is an important consideration.
Vision research and development is still generally performed using GPU-enabled data
centers since speed is more important than energy efficiency during training. When de-
ploying CNNs in battery-powered embedded systems, however, this trade of performance
for energy is no longer acceptable. Computer architects have stepped up to this challenge
and so just as CNNs have inspired a wave of new computer vision algorithms, CNNs have
given rise to a plethora of new hardware accelerator designs. While CNN accelerator
research has made great strides in recent years, much of this work has two key limitations:
(1) Focusing entirely on CNN execution ignores the rest of the vision pipeline, and (2)
assuming that the structure of the CNN cannot be changed leaves significant savings on
the table.
1.1 Background
Real-world applications which leverage computer vision algorithms include autonomous
cars [35], augmented reality [114], facial recognition [100], robotic control [7], and many
1
Figure 1.1: Legacy Computer Vision Pipeline
more. Each vision application is made up of general purpose software as well as one or
more algorithms which each perform a vision task. Due to the high accuracy, popularity,
and computational complexity of CNNs, it is more common than not for these vision
algorithms to make up the majority of the total execution time and energy consumed.
Vision tasks for which CNNs have been successfully applied include but are not limited to
image classification [73], object detection [105], semantic segmentation [96], and image
captioning [130]. Many other vision algorithms have been used in the past [85] or have
recently been proposed [109], but CNNs are expected to continue being the dominant
vision algorithm for the near future.
A wide variety of hardware systems have been used to run computer vision applica-
tions. Some systems send data to a compute cloud for processing [2] while others use
on-board hardware to avoid the cost of transmitting data [127]. General purpose CPUs or
GPUs are poorly optimized for CNN computation however, and so a flurry of custom
hardware designs have been proposed [3, 24, 36, 45, 76, 95]. For a survey of existing
work see this paper by Sze et al. [121].
CNN computation is only one part of embedded computer vision however. Before
an image is analyzed it must be captured and pre-processed. As hardware acceleration
reduces the energy cost of inference, capturing and processing images consumes a larger
share of total system power [23, 78]. An embedded imaging pipeline consists of the
image sensor itself and an image signal processor (ISP) chip, both of which are hard-
wired to produce high-resolution, low-noise, color-corrected photographs. The computer
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vision algorithms of today are trained and tested on these human-readable photographs.
1.1.1 The Imaging Pipeline
Figure 1.1 depicts a traditional imaging pipeline that feeds a vision application, and
Figure 1.2a shows the stages in more detail. The main components are an image sensor,
which reacts to light and produces a RAW image; an image signal processor (ISP) unit,
which transforms, enhances, and compresses the signal to produce a complete image,
usually in JPEG format; and the vision application itself.
ISPs consist of a series of signal processing stages. While the precise makeup of
an ISP pipeline varies, we consider a typical set of stages common to all ISP pipelines:
denoising, demosaicing, color transformations, gamut mapping, tone mapping, and image
compression. This simple pipeline is idealized: modern ISPs can comprise hundreds of
proprietary stages. For example, tone mapping and denoising can use complex, adaptive
operations that are customized for specific camera hardware. In this paper, we consider a
simple form of global tone mapping that performs gamma compression. We also omit
analyses that control the sensor, such as autoexposure and autofocus, and specialized
stages such as burst photography or high dynamic range (HDR) modes. We select these
simple, essential ISP stages because we believe they represent the common functionality
that may impact computer vision.
ISPs for Vision: While most ISPs are fixed-function designs, Vasilyev et al. [126]
propose to use a programmable CGRA architecture to make them more flexible, and other
work has synthesized custom ISPs onto FPGAs [50, 51]. Mainstream cameras, including
smartphones [6], can bypass the ISP to produce RAW images, but the associated impact
on vision is not known. Liu et al. [79] propose an ISP that selectively disables stages
3
(a) Standard pipeline.
(b) Proposed pipeline.
Figure 1.2: The standard imaging pipeline (a) and our proposed pipeline (b) for our
design’s vision mode.
depending on application needs. We also explore sensitivity to ISP stages, and we propose
changes to the image sensor hardware that subsume critical stages in a traditional ISP.
Image Sensors for Vision: In industry, some cameras are marketed with vision-
specific designs. For example, Centeye [13] offers image sensors based on a logarithmic-
response pixel circuit [37] for high dynamic range. Omid-Zohoor et al. [93] propose
logarithmic, low-bitwidth ADCs and on-sensor processing for efficient featurization using
the histogram of oriented gradients. Focal-plane processing can compute basic functions
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such as edge detection in analog on the sensor [29, 86]. RedEye [76] computes initial
convolutions for a CNN using a custom sensor ADC, and Chen et al. [19] approximate
the first layer optically using angle-sensitive pixels. Event-based vision sensors detect
temporal motion with custom pixels [8, 62]. Chakrabarti [16] proposes to learn novel,
non-Bayer sensor layouts using backpropagation. We focus instead on minimally invasive
changes to existing camera pipelines. To our knowledge, this is the first work to measure
vision applications’ sensitivity to design decisions in a traditional ISP pipeline. Our
proposed pipeline can support both computer vision and traditional photography.
Other work has measured the energy of image sensing: there are potential energy
savings when adjusting a sensor’s frame rate and resolution [78]. Lower-powered image
sensors have been used to decide when to activate traditional cameras and full vision
computations [44].
1.1.2 Camera Sensor
The first step in statically capturing a scene is to convert light into an electronic form.
Both CCD and CMOS image sensors use solid state devices which take advantage of
the photoelectric effect to convert light into voltage. Most modern devices use CMOS
sensors, which use active arrays of photodiodes to convert light to charge, and then to
convert charge to voltage. These pixels are typically the size of a few microns, with
modern mobile image sensors reaching sizes of 1.1 µm, and are configured in arrays
consisting of several megapixels.
CMOS photodiodes have a broadband spectral response in visible light, so they can
only capture monochrome intensity data by themselves. To capture color, sensors add
photodiode-sized filters that allow specific wavelengths of light to pass through. Each
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photodiode is therefore statically allocated to sense a specific color: typically red, green,
or blue. The layout of these filters is called the mosaic. The most common mosaic is the
Bayer filter [98], which is a 2×2 pattern consisting of two green pixels, one red pixel,
and one blue pixel. The emphasis on green emulates the human visual system, which is
more sensitive to green wavelengths.
During capture, the camera reads out a row of the image sensor where each pixel
voltage is amplified at the column level and then quantized with an ADC. A frame rate
determines the time it takes to read and quantize a complete image. The camera emits a
digital signal referred to as a RAW image, and sends it to the ISP for processing.
1.1.3 Image Signal Processor
Modern mobile devices couple the image sensor with a specialized image signal processor
(ISP) chip, which is responsible for transforming the RAW data to a final, compressed
image—typically, a JPEG file. ISPs consist of a series of signal processing stages that are
designed to make the images more palatable for human vision. While the precise makeup
of an ISP pipeline varies, we describe a typical set of stages found in most designs here.
Denoising. RAW images suffer from three sources of noise: shot noise, due to the
physics of light detection; thermal noise in the pixels, and read noise from the readout
circuitry. The ISP uses a denoising algorithm such as BM3D [30] or NLM [9] to improve
the image’s SNR without blurring important image features such as edges and textures.
Denoising algorithms are typically expensive because they utilize spatial context, and it
is particularly difficult in low-light scenarios.
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Demosaicing. The next stage compensates for the image sensor’s color filter mosaic. In
the Bayer layout, each pixel in the RAW image contains either red, green, or blue data; in
the output image, each pixel must contain all three channels. The demosaicing algorithm
fills in the missing color channels for each pixel by interpolating values from neighboring
pixels. Simple interpolation algorithms such as nearest-neighbor or averaging lead to
blurry edges and other artifacts, so more advanced demosaicing algorithms use gradient-
based information at each pixel to help preserve sharp edge details.
Color transformations and gamut mapping. A series of color transformation stages
translate the image into a color space that is visually pleasing. These color transformations
are local, per-pixel operations given by a 3×3 matrix multiplication. For a given pixel
p ∈ R3, a linear color transformation is a matrix multiplication:
p′ = Mp (1.1)
where M ∈ R3×3.
The first transformations are color mapping and white balancing. Color mapping
reduces the intensity of the green channel to match that of blue and red and includes
modifications for artistic effect. The white balancing transformation converts the image’s
color temperature to match that of the lighting in the scene. The matrix values for
these transformations are typically chosen specifically by each camera manufacturer for
aesthetic effect.
The next stage is gamut mapping, which converts color values captured outside of a
display’s acceptable color range (but still perceivable to human vision) into acceptable
color values. Gamut mapping, unlike the prior stages, is nonlinear (but still per-pixel).
ISPs may also transform the image into a non-RGB color space, such as YUV or
HSV [98].
7
Tone mapping. The next stage, tone mapping, is a nonlinear, per-pixel function with
multiple responsibilities. It compresses the image’s dynamic range and applies additional
aesthetic effects. Typically, this process results in aesthetically pleasing visual contrast
for an image, making the dark areas brighter while not overexposing or saturating the
bright areas. One type of global tone mapping called gamma compression transforms
the luminance of a pixel p (in YUV space):
p′ = Apγ (1.2)
where A > 0 and 0 < γ < 1. However, most modern ISPs use more computationally
expensive, local tone mapping based on contrast or gradient domain methods to enhance
image quality, specifically for high dynamic range scenes such as outdoors and bright
lighting.
Compression. In addition to reducing storage requirements, compression helps reduce
the amount of data transmitted between chips. In many systems, all three components—
the image sensor, ISP, and application logic—are on physically separate integrated
circuits, so communication requires costly off-chip transmission.
The most common image compression standard is JPEG, which uses the discrete
cosine transform quantization to exploit signal sparsity in the high-frequency space.
Other algorithms, such as JPEG 2000, use the wavelet transform, but the idea is the same:
allocate more stage to low-frequency information and omit high-frequency information
to sacrifice detail for space efficiency. This JPEG algorithm is typically physically
instantiated as a codec that forms a dedicated block of logic on the ISP.
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1.2 Convolutional Neural Networks
Since the advent of competitive convolutional neural networks for vision, computational
efficiency has been a primary concern. A broad swath of techniques have successfully
decreased the time and space required for CNN inference, such as model compression
and pruning [46, 60], frequency-domain computation [80], and depthwise separable
convolutions [28]. The resulting highly efficient networks are particularly relevant to
industrial deployments of vision, especially in embedded and mobile settings where
energy is a scarce resource.
Error Tolerance in CNNs: Recent work by Diamond et al. [32] studies the impact
of sensor noise and blurring on CNN accuracy and develops strategies to tolerate it. Our
focus is broader: we consider a range of sensor and ISP stages, and we measure both
CNN-based and “classical” computer vision algorithms.
Energy-efficient Deep Learning: Recent research has focused on dedicated ASICs
for deep learning [24, 36, 45, 68, 76, 102] to reduce the cost of forward inference
compared to a GPU or CPU. Our work complements this agenda by focusing on energy
efficiency in the rest of the system: we propose to pair low-power vision implementations
with low-power sensing circuitry.
1.3 Hardware Accelerators for Computer Vision
A significant trend in computer architecture is machine learning accelerators [24, 36,
45, 68, 76, 102]. The excitement over these accelerators is well warranted as the spe-
cific properties of training and testing learned models are better served by these cus-
tom architectures than CPUs or GPUs. Improvements include commercial hardware
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with customized vector and low-precision instructions [41, 118], ASICs which target
convolutional and fully-connected layers [4, 12, 20, 24, 26, 36, 102], and FPGA de-
signs [97, 115, 120, 135]. Recently, accelerators have focused on extreme quantization
to ternary or binary values [59, 101, 139] or exploiting sparsity in model weights and
activations [3, 45, 95, 134].
1.4 Key Observations and Contributions
This dissertation aims to optimize the entire computer vision pipeline from sensor to
vision result. In this document I expose and then exploit three opportunities for optimizing
embedded vision systems, outlined in the following core contributions.
• Efficient Imaging for Computer Vision: Traditional embedded systems use legacy
imaging pipelines optimized for the needs of humans. When images are captured
exclusively for computers this is wasteful. We propose an alternative pipeline
which saves significant energy while maintaining the same high level of vision task
accuracy.
• Reduced Temporal Redundancy: Vision systems such as self-driving vehicles and
augmented reality headsets process streaming video rather than individual image
frames. We exploit the inherent redundancy between frames of natural video to
save significantly on the cost for vision computation.
• Structured Sparsity in the Frequency Domain: As efficient CNN algorithms have
evolved they have become more reliant on dot products (1×1 convolutions) and
less reliant on traditional spatial convolutions. In this chapter we measure CNN
dot product’s sensitivity to frequency filtering and find that sensitivity varies
significantly between channels. We propose an alternative method for computing
10
dot products which performs per-channel truncated frequency transformation to the
input and then the output. The truncated nature of the transformation reduces total
data volume, saving dot product computation as fewer inputs must be processed
and fewer outputs must be produced.
1.5 Collaborators and Previous Papers
I am thankful to have received concrete help from a variety of collaborators during my
PhD. My first paper focused on optimizing the image capture pipeline and was published
with Suren Jayasuria and Adrian Sampson in ICCV 2017 [11]. While I wrote the entirety
of the code for this project, Suren was crucial to this work as he introduced me to the
basics of the imaging pipeline. My next paper focused on reducing temporal redundancy
in computer vision, and was published with Phil Bedoukian, Suren Jayasuria, and Adrian
Sampson in ISCA 2018 [10]. I completed all of the algorithmic development, network
training, and dataset management for this project. Phil wrote the entirety of the RTL
necessary for our hardware evaluation, managed our synthesis pipeline, and performed
post-layout simulations. The third project focuses on structured sparsity in the frequency
domain and is yet to be published. I conducted the majority of the experiments related to
algorithm design and I developed the core algorithm proposed in this chapter, specifically
the concept of structured sparsity in the frequency domain. Neil Adit has conducted
a variety of experiments including feature correlation in the frequency domain, sparse
library speed, and speedup experiments in PyTorch. Yuwei Hu recently joined the project
and has spent his time working on implementing the structured sparsity computation
methodology both in PyTorch and TVM. Chris De Sa has been consulted throughout the
project and has provided machine learning guidance.
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CHAPTER 2
EFFICIENT IMAGING FOR COMPUTER VISION
Advancements in deep learning have ignited an explosion of research on efficient
hardware for embedded computer vision. Hardware vision acceleration, however, does
not address the cost of capturing and processing the image data that feeds these algorithms.
We examine the computer vision impact of the image sensor and image signal processor
(ISP) (shown in Figure 2.1) to identify opportunities for energy savings. The key insight
is that imaging pipelines should be be configurable: to switch between a traditional
photography mode and a low-power vision mode that produces lower-quality image
data suitable only for computer vision. We use eight computer vision algorithms and
a reversible pipeline simulation tool to study the imaging system’s impact on vision
performance. For both CNN-based and classical vision algorithms, we observe that only
two ISP stages, demosaicing and gamma compression, are critical for task performance.
We propose a new image sensor design that can compensate for these stages. The sensor
design features an adjustable resolution and tunable analog-to-digital converters (ADCs).
Our proposed imaging system’s vision mode disables the ISP entirely and configures the
sensor to produce subsampled, lower-precision image data. This vision mode can save
∼75% of the average energy of a baseline photography mode with only a small impact
on vision task accuracy.
The deep learning revolution has accelerated progress in a plethora of computer
vision tasks. To bring these vision capabilities within the battery budget of a smartphone,
Figure 2.1: Focusing on the Sensor and ISP
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a wave of recent work has designed custom hardware for inference in deep neural
networks [36, 45, 76]. This work, however, only addresses part of the whole cost:
embedded vision involves the entire imaging pipeline, from photons to task result. As
hardware acceleration reduces the energy cost of inference, the cost to capture and
process images will consume a larger share of total system power [23, 78].
We study the potential for co-design between camera systems and vision algorithms
to improve their end-to-end efficiency. Existing imaging pipelines are designed for
photography: they produce high-quality images for human consumption. An imaging
pipeline consists of the image sensor itself and an image signal processor (ISP) chip,
both of which are hard-wired to produce high-resolution, low-noise, color-corrected
photographs. Modern computer vision algorithms, however, do not require the same
level of quality that humans do. Our key observation is that mainstream, photography-
oriented imaging hardware wastes time and energy to provide quality that computer
vision algorithms do not need.
We propose to make imaging pipelines configurable. The pipeline should support
both a traditional photography mode and an additional, low-power vision mode. In vision
mode, the sensor can save energy by producing lower-resolution, lower-precision image
data, and the ISP can skip stages or disable itself altogether. We examine the potential
for a vision mode in imaging systems by measuring its impact on the hardware efficiency
and vision accuracy. We study vision algorithms’ sensitivity to sensor parameters and
to individual ISP stages, and we use the results to propose an end-to-end design for an
imaging pipeline’s vision mode.
Contributions: This chapter proposes a set of modifications to a traditional camera
sensor to support a vision mode. The design uses variable-accuracy analog-to-digital
converters (ADCs) to reduce the cost of pixel capture and power-gated selective readout
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to adjust sensor resolution. The sensor’s subsampling and quantization hardware approxi-
mates the effects of two traditional ISP stages, demosaicing and gamma compression.
With this augmented sensor, we propose to disable the ISP altogether in vision mode.
We also describe a methodology for studying the imaging system’s role in computer
vision performance. We have developed a tool that simulates a configurable imaging
pipeline and its inverse to convert plain images to approximate raw signals. This tool
is critical for generating training data for learning-based vision algorithms that need
examples of images produced by a hypothetical imaging pipeline. Section 2.0.1 describes
the open-source simulation infrastructure.
We use our methodology to examine eight vision applications, including classical
algorithms for stereo, optical flow, and structure-from-motion; and convolutional neural
networks (CNNs) for object recognition and detection. For these applications, we find
that:
• Most traditional ISP stages are unnecessary when targeting computer vision. For
all but one application we tested, only two stages had significant effects on vision
accuracy: demosaicing and gamma compression.
• Our image sensor can approximate the effects of demosaicing and gamma com-
pression in the mixed-signal domain. Using these in-sensor techniques eliminates
the need for a separate ISP for most vision applications.
• Our image sensor can reduce its bitwidth from 12 to 5 by replacing linear ADC
quantization with logarithmic quantization while maintaining the same level of
task performance.
Altogether, the proposed vision mode can use roughly a quarter of the imaging-pipeline
energy of a traditional photography mode without significantly affecting the performance
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Figure 2.2: Configurable & Reversible Imaging Pipeline
of most vision algorithms we studied.
2.0.1 Pipeline Simulation Tool
Many computer vision algorithms rely on machine learning. Deep learning techniques in
particular require vast bodies of training images. To make learning-based vision work on
our proposed imaging pipelines, we need a way to generate labeled images that look as
if they were captured by the hypothetical hardware. Instead of capturing this data from
scratch, we develop a toolchain that can convert existing image datasets.
The tool, called the Configurable & Reversible Imaging Pipeline (CRIP), simulates
an imaging pipeline in “forward” operation and inverts the function in “reverse” mode.
CRIP takes as input a standard image file, runs the inverse conversion to approximate a
RAW image, and then simulates a specific sensor/ISP configuration to produce a final
RGB image. The result recreates the image’s color, resolution and quantization as if it
had been captured and processed by a specific image sensor and ISP design. Figure 2.2
depicts the workflow and shows the result of simulating a pipeline with only gamma
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compression and demosaicing. Skipping color transformations leads to a green hue in
the output.
The inverse conversion uses an implementation of Kim et al.’s reversible ISP
model [71] augmented with new stages for reverse denoising and demosaicing as well
as re-quantization. To restore noise to a denoised image, we use Chehdi et al.’s sensor
noise model [124]. To reverse the demosaicing process, we remove channel data from
the image according to the Bayer filter. The resulting RAW image approximates the
unprocessed output of a camera sensor, but some aspects cannot be reversed: namely,
sensors typically digitize 12 bits per pixel, but ordinary 8-bit images have lost this detail
after compression. For this reason, we only report results for quantization levels with 8
bits or fewer.
CRIP implements the reverse stages from Kim et al. [71], so its model linearization
error is the same as in that work: namely, less than 1%. To quantify CRIP’s error when
reconstructing RAW images, we used it to convert a Macbeth color chart photograph and
compared the result with its original RAW version. The average pixel error was 1.064%
and the PSNR was 28.81 dB. Qualitatively, our tool produces simulated RAW images
that are visually indistinguishable from their real RAW counterparts.
CRIP’s reverse pipeline implementation can use any camera model specified by Kim
et al. [71], but for consistency, this work uses the Nikon D7000 pipeline. We have
implemented the entire tool in the domain-specific language Halide [99] for speed. For
example, CRIP can convert the entire CIFAR-10 dataset [72] in one hour on an 8-core
machine. CRIP is available as open source: https://github.com/cucapra/
approx-vision
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Algorithm Dataset Vision Task
3 Deep LeNet [74] CIFAR-
10 [72]
Obj.
Classification
20 Deep ResNet [48] CIFAR-10 Obj.
Classification
44 Deep ResNet [48] CIFAR-10 Obj.
Classification
Faster R-CNN [105] VOC-
2007 [39]
Object Detection
OpenFace [5] CASIA [132]
and LFW [57]
Face
Identification
OpenCV
Farneback [63]
Middlebury [113]Optical Flow
OpenCV SGBM [63] Middlebury Stereo Matching
OpenMVG SfM [89] Strecha [119] Structure from
Motion
Table 2.1: Vision applications used in our evaluation.
2.0.2 Benchmarks
Table 2.1 lists the computer vision algorithms we study. It also shows the data sets
used for evaluation and, where applicable, training. Our suite consists of 5 CNN-based
algorithms and 3 “classical,” non-learning implementations covering a range of vision
tasks: object classification, object detection, face identification, optical flow, and structure
from motion. For object classification, we test 3 different implementations of varying
sophistication to examine the impact of neural network depth on error tolerance.
For each experiment, we configure CRIP to apply a chosen set of ISP stages and to
simulate a given sensor resolution and ADC quantization. For the CNNs, we convert
a training set and train the network starting with pre-trained weights using standard
learning rates and hyperparameters. For all applications, we convert a test set and
evaluate performance using an algorithm-specific metric.
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(a) Column circuitry. (b) Log/lin SAR ADC.
Figure 2.3: Our proposed camera sensor circuitry, including power gating at the column
level (a) and our configurable logarithmic/linear SAR ADC (b).
2.1 Image Sensor Design
Based on our experiments with limited ISP processing, we propose a new image sensor
design that can operate in a low-power vision mode. We propose three key features:
adjustable resolution via selective pixel readout and power gating; subsampling to ap-
proximate ISP-based demosaicing; and nonlinear ADC quantization to perform gamma
compression. All three are well-known sensor design techniques; we propose to use them
in an optional camera mode to replace the ISP’s role in embedded vision applications.
Resolution: A primary factor in a sensor’s energy consumption is the resolution.
Frames are typically read out in column-parallel fashion, where each column of pixels
passes through amplification and an ADC. Our design can selectively read out a region
of interest (ROI) or subset of pixels, and save energy, by power-gating column amplifiers
and ADCs. Figure 2.3a depicts the power-gating circuitry. The image sensor’s controller
unit can turn the additional transistor on or off to control power for the amplifier and
ADC in each column.
Subsampling: Section 2.2 finds that most vision tasks depend on demosaicing for
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good accuracy. There are many possible demosaicing techniques, but they are typically
costly algorithms optimized for perceived image quality. We hypothesize that, for vision
algorithms, the nuances of advanced demosaicing techniques are less important than the
image format: raw images exhibit the Bayer pattern, while demosaiced images use a
standard RGB format.
We propose to modify the image sensor to achieve the same format-change effect
as demosaicing without any signal processing. Specifically, our camera’s vision mode
subsamples the raw image to collapse each 2×2 block of Bayer-pattern pixels into a
single RGB pixel. Each such block contains one red pixel, two green pixels, and one blue
pixel; our technique drops one green pixel and combines it with the remaining values
to form the three output channels. The design power-gates one of the two green pixels
interprets resulting red, green, and blue values as a single pixel.
Nonlinear Quantization: In each sensor column, an analog-to-digital (ADC) con-
verter is responsible for quantizing the analog output of the amplifier to a digital repre-
sentation. A typical linear ADC’s energy cost is exponential in the number of bits in its
output: an 12-bit ADC costs roughly twice as much energy as a 11-bit ADC. There is an
opportunity to drastically reduce the cost of image capture by reducing the number of
bits.
As with resolution, ADC quantization is typically fixed at design time. We propose
to make the number of bits configurable for a given imaging mode. Our proposed image
sensor uses successive-approximation (SAR) ADCs, which support a variable bit depth
controlled by a clock and control signal [125].
ADC design can also provide a second opportunity: to change the distribution of
quantization levels. Nonlinear quantization can be better for representing images because
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their light intensities are not uniformly distributed: the probability distribution function
for intensities in natural images is log-normal [106]. To preserve more information
about the analog signal, SAR ADCs can use quantization levels that map the intensities
uniformly among digital values. (See the supplementary material for a more complete
discussion of intensity distributions.) We propose an ADC that uses logarithmic quanti-
zation in vision mode. Figure 2.3b shows the ADC design, which can switch between
linear quantization levels for photography mode and logarithmic quantization for vision
mode. The design uses a separate capacitor bank for each quantization scheme.
Logarithmic quantization lets the camera capture the same amount of image infor-
mation using fewer bits, which is the same goal usually accomplished by the gamma
compression stage in the ISP. Therefore, we eliminate the need for a separate ISP block
to perform gamma compression.
System Considerations: Our proposed vision mode controls three sensor parameters:
it enables subsampling to produce RGB images; it allows reduced-resolution readout;
and it enables a lower-precision logarithmic ADC configuration. The data is sent off-chip
directly to the application on the CPU, the GPU, or dedicated vision hardware without
being compressed. This mode assumes that the vision task is running in real time, so the
image does not need to be saved.
In the traditional photography mode, we configure the ADCs to be at high precision
with linear quantization levels. Then the image is sent to the separate ISP chip to perform
all the processing needed to generate high quality images. These images are compressed
using the JPEG codec on-chip and stored in memory for access by the application
processor.
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2.2 Sensitivity to ISP Stages
We next present an empirical analysis of our benchmark suite’s sensitivity to stages
in the ISP. The goal is to measure, for each algorithm, the relative difference in task
performance between running on the original image data and running on data converted
by CRIP.
Individual Stages: First, we examine the sensitivity to each ISP stage in isolation.
Testing the exponential space of all possible stage combinations is intractable, so we start
with two sets of experiments: one that disables a single ISP stage and leaves the rest of
the pipeline intact (Figure 2.4); and one that enables a single ISP stage and disables the
rest (Figure 2.5).
In these experiments, gamut mapping and color transformations have a minimal
effect on all benchmarks. The largest effects are on ResNet44, where classification error
increases from 6.3% in the baseline to 6.6% without gamut mapping, and OpenMVG,
where removing the color transform stage increases RMSE from 0.408 to 0.445. This
finding confirms that features for vision are not highly sensitive to color.
There is a strong sensitivity, in contrast, to gamma compression and demosaicing.
The OpenMVG Structure from Motion (SfM) implementation fails entirely when gamma
compression is disabled: it was unable to find sufficient features using either of its
feature extractors, SIFT and AKAZE. Meanwhile, removing demosaicing worsens the
error for Farneback optical flow by nearly half, from 0.227 to 0.448. Both of these
classical (non-CNN) algorithms use hand-tuned feature extractors, which do not take the
Bayer pattern into account. The CIFAR-10 benchmarks (LeNet3, ResNet20, ResNet44)
use low-resolution data (32×32), which is disproportionately affected by the removal
of color channels in mosaiced data. While gamma-compressed data follows a normal
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distribution, removing gamma compression reverts the intensity scale to its natural log-
normal distribution, which makes features more difficult to detect for both classical
algorithms and CNNs.
Unlike the other applications, Stereo SGBM is sensitive to noise. Adding sensor
noise increases its mean error from 0.245 to 0.425, an increase of over 70%. Also unlike
other applications, OpenFace counter-intuitively performs better than the baseline when
the simulated pipeline omits gamut mapping or gamma compression. OpenFace’s error
is 8.65% on the original data and 7.9% and 8.13%, respectively, when skipping those
stages. We attribute the difference to randomness inherent in the training process. Across
10 training runs, OpenFace’s baseline error rate varied from 8.22% to 10.35% with a
standard deviation of 0.57%.
In Figures 2.4 and 2.5 you can see the impact on vision accuracy when adding and
removing stages from the standard ISP pipeline. The solid line shows the baseline error
with all ISP stages enabled, and the dotted line shows the error when all ISP stages are
disabled. Asterisks denote aborted runs where no useful output was produced.
Minimal Pipelines: Based on these results, we study the effect of combining the
most important stages: demosaicing, gamma compression, and denoising. Figure 2.6
shows two configurations that enable only the first two and all three of these stages.
Accuracy for the minimal pipeline with only demosaicing and gamma compression
is similar to accuracy on the original data. The largest impact, excluding SGBM, is
ResNet44, whose top-1 error increases only from 6.3% to 7.2%. Stereo SGBM, however,
is noise sensitive: without denoising, its mean error is 0.33; with denoising, its error
returns to its baseline of 0.25. Overall, the CNNs are able to rely on retraining themselves
to adapt to changes in the capture pipeline, while classical benchmarks are less flexible
and can depend on specific ISP stages.
22
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
������
����
����
����
����
����
����
���
��
���
�
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
��������
����
����
����
����
����
����
���
��
���
�
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
��������
����
����
����
����
����
����
����
����
����
����
���
��
���
�
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
����
���
���
���
���
���
���
���
��
��
�
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
��������
����
����
����
����
����
����
����
����
����
����
����
��
��
���
��
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
���������
���
���
���
���
���
���
���
���
��
��
���
��
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
����
����
����
����
����
����
����
��
��
���
��
���
���
��
���
���
�
���
���
���
���
����
��
���
��
�
���
��
�������
����
����
����
����
����
����
����
����
����
����
����
���
���
��
��
�
�
Figure 2.4: Disabling a single ISP stage.
We conclude that demosaicing and gamma compression are the only important stages
for all applications except for one, which also benefits from denoising. Our goal in the
next section is to show how to remove the need for these two stages to allow vision mode
to disable the ISP entirely. For outliers like SGBM, selectively enabling the ISP may still
be worthwhile.
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Figure 2.5: Enabling a single ISP stage and disabling the rest.
2.3 Sensitivity to Sensor Parameters
We empirically measure the vision performance impact of the design decisions in our
camera’s vision mode. We again use the CRIP tool to simulate specific sensor config-
urations by converting image datasets and evaluate the effects on the benchmarks in
Table 2.1.
Approximate Demosaicing with Subsampling: We first study subsampling as an
alternative to true demosaicing in the ISP. In this study, we omit the benchmarks that
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Figure 2.6: Each algorithm’s vision error, normalized to the original error on plain images,
for two minimal ISP pipelines. The demos+g.c. pipeline only enables demosaicing and
gamma compression; the +denoise bars also add denoising. The all off column shows a
configuration with all stages disabled for reference.
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Figure 2.7: Demosaicing on the ISP vs. subsampling in the sensor. Error values are
normalized to performance on unmodified image data.
work on CIFAR-10 images [72] because their resolution, 32×32, is unrealistically small
for a sensor, so subsampling beyond this size is not meaningful. Figure 2.11 compares
data for “true” demosaicing, where CRIP has not reversed that stage, to a version that
simulates our subsampling instead. Replacing demosaicing with subsampling leads to a
small increase in vision error. Farneback optical flow sees the largest error increase, from
0.332 to 0.375.
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Quantization: Next, we study the impact of signal quantization in the sensor’s
ADCs. There are two parameters: the number of bits and the level distribution (linear or
logarithmic). Figure 2.14 shows our vision applications’ sensitivity to both bitwidth and
distribution. Both sweeps use an ISP pipeline with demosiacing but without gamma com-
pression to demonstrate that the logarithmic ADC, like gamma compression, compresses
the data distribution.
The logarithmic ADC yields higher accuracy on all benchmarks than the linear ADC
with the same bitwidth. Farneback optical flow’s sensitivity is particularly dramatic:
using a linear ADC, its mean error is 0.54 and 0.65 for 8 and 2 bits, respectively; while
with a logarithmic ADC, the error drops to 0.33 and 0.38.
Switching to a logarithmic ADC also increases the applications’ tolerance to smaller
bitwidths. All applications exhibit minimal error increases down to 5 bits, and some can
even tolerate 4- or 3-bit quantization. OpenMVG’s average RMSE only increases from
0.454 to 0.474 when reducing 8 bit logarithmic sampling to 5 bits, and ResNet20’s top-1
error increases from 8.2% to 8.42%. To fit all of these applications, we propose a 5-bit
logarithmic ADC design in vision mode.
Resolution: We next measure the impact of resolution adjustment using column
power gating. Modern image sensors use multi-megapixel resolutions, while the input
dimensions for most convolutional neural networks are often 256×256 or smaller. While
changing the input dimensions of the network itself may also be an option, we focus here
on downsampling images to match the network’s published input size.
To test the downsampling technique, we concocted a new higher-resolution dataset
by selecting a subset of ImageNet [31] which contains the CIFAR-10 [72] object classes
(∼15,000 images). These images are higher resolution than the input resolution of
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(b) Logarithmic quantization.
Figure 2.8: Effect of quantization on vision accuracy in a pipeline with only demosaicing
enabled.
networks trained on CIFAR-10, so they let us experiment with image downsampling.
We divide the new dataset into training and testing datasets using an 80–20 balance
and train the LeNet, ResNet20, and ResNet44 networks from pre-trained weights. For
each experiment, we first downsample the images to simulate sensor power gating.
Then, after demosaicing, we scale down the images the rest of the way to 32×32 using
OpenCV’s edge-aware scaling [63]. Without any subsampling, LeNet achieves 39.6%
error, ResNet20 26.34%, and ResNet44 24.50%. We then simulated downsampling at
ratios of 1⁄4, 1⁄16, and 1⁄64 resolution. Downsampling does increase vision error, but the
effect is small: the drop in accuracy from full resolution to 1⁄4 resolution is approximately
1% (LeNet 40.9%, ResNet20 27.71%, ResNet44 26.5%). Full results are included in our
ICCV paper’s supplemental material [11].
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2.4 Quantifying Power Savings
Here we estimate the potential power efficiency benefits of our proposed vision mode as
compared to a traditional photography-oriented imaging pipeline. Our analysis covers
the sensor’s analog-to-digital conversion, the sensor resolution, and the ISP chip.
Image Sensor ADCs: Roughly half of a camera sensor’s power budget goes to
readout, which is dominated by the cost of analog-to-digital converters (ADCs) [15].
While traditional sensors use 12-bit linear ADCs, our proposal uses a 5-bit logarithmic
ADC.
To compute the expected value of the energy required for each ADC’s readout, we
quantify the probability and energy cost of each digital level that the ADC can detect.
The expected value for a single readout is:
E [ADC energy] =
2n
∑
m=1
pmem
where n is the number of bits, 2n is the total number of levels, m is the level index, pm is
the probability of level m occuring, and em is the energy cost of running the ADC at level
m.
To find pm for each level, we measure the distribution of values from images in the
CIFAR-10 dataset [72] in raw data form converted by CRIP (Section 2.0.1). To find
a relative measure for em, we simulate the operation of the successive approximation
register (SAR) ADC in charging and discharging the capacitors in its bank. This capacitor
simulation is a simple first-order model of a SAR ADC’s power that ignores fixed
overheads such as control logic.
In our simulations, the 5-bit logarithmic ADC uses 99.95% less energy than the
baseline 12-bit linear ADC. As the ADCs in an image sensor account for 50% of the
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energy budget [15], this means that the cheaper ADCs save approximately half of the
sensor’s energy cost.
Image Sensor Resolution: An image sensor’s readout, I/O, and pixel array together
make up roughly 95% of its power cost [15]. These costs are linearly related to the
sensor’s total resolution. As Section 2.1 describes, our proposed image sensor uses
selective readout circuitry to power off the pixel, amplifier, and ADC for subsets of the
sensor array. The lower-resolution results can be appropriate for vision algorithms that
have low-resolution inputs (Section 2.3). Adjusting the proposed sensor’s resolution
parameter therefore reduces the bulk of its power linearly with the pixel count.
ISP: While total power consumption numbers are available for commercial and
research ISP designs, we are unaware of a published breakdown of power consumed per
stage. To approximate the relative cost for each stage, we measured software implemen-
tations of each using OpenCV 2.4.8 [63] and profile them when processing a 4288×2848
image on an Intel Ivy Bridge i7-3770K CPU. We report the number of dynamic instruc-
tions executed, the CPU cycle count, the number of floating-point operations, and the L1
data cache references in a table in our supplementary material.
While this software implementation does not directly reflect hardware costs in a real
ISP, we can draw general conclusions about relative costs. The denoising stage is by
far the most expensive, requiring more than two orders of magnitude more dynamic
instructions. Denoising—here, non-local means [9]—involves irregular and non-local
references to surrounding pixels. JPEG compression is also expensive; it uses a costly
discrete cosine transform for each macroblock.
Section 2.2 finds that most stages of the ISP are unnecessary in vision mode, and Sec-
tion 2.1 demonstrates how two remaining stages—gamma compression and demosaicing—
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can be approximated using in-sensor techniques. The JPEG compression stage is also
unnecessary in computer vision mode: because images do not need to be stored, they do
not need to be compressed for efficiency. Therefore, the pipeline can fully bypass the ISP
when in vision mode. Power-gating the integrated circuit would save all of the energy
needed to run it.
Total Power Savings: The two components of an imaging pipeline, the sensor and
the ISP, have comparable total power costs. For sensors, typical power costs range from
137.1 mW for a security camera to 338.6 mW for a mobile device camera [78]. Industry
ISPs can range from 130 mW to 185 mW when processing 1.2 MP at 45 fps [94], while
Hegarty et al. [50] simulated an automatically synthesized ISP which consumes 250 mW
when processing 1080p video at 60 fps. This power consumption is comparable to recent
CNN ASICs such as TrueNorth at 204 mW [38] and EIE at 590 mW [45].
In vision mode, the proposed image sensor uses half as much energy as a traditional
sensor by switching to a 5-bit logarithmic ADC. The ISP can be disabled entirely. Because
the two components contribute roughly equal parts to the pipeline’s power, the entire
vision mode saves around 75% of a traditional pipeline’s energy. If resolution can be
reduced, energy savings can be higher.
This first-order energy analysis does not include overheads for power gating, addi-
tional muxing, or off-chip communication. We plan to measure complete implementations
in future work.
30
2.5 Discussion
We advocate for adding a vision mode to the imaging pipelines in mobile devices. We
show that design choices in the sensor’s circuitry can obviate the need for an ISP when
supplying a computer vision algorithm.
This work uses an empirical approach to validate our design for a vision-mode
imaging pipeline. This limits our conclusions to pertain to specific algorithms and specific
datasets. Follow-on work should take a theoretical approach to model the statistical effect
of each ISP stage. Future work should also complete a detailed hardware design for the
proposed sensor modifications. This work uses a first-order energy evaluation that does
not quantify overheads; a full design would contend with the area costs of additional
components and the need to preserve pixel pitch in the column architecture. Finally, the
proposed vision mode consists of conservative changes to a traditional camera design
and no changes to vision algorithms themselves. This basic framework suggests future
work on deeper co-design between camera systems and computer vision algorithms.
By modifying the abstraction boundary between hardware and software, co-designed
systems can make sophisticated vision feasible in energy-limited mobile devices.
2.6 Proposed Pipelines
We described two potential simplified ISP pipelines including only the stages that are
essential for all algorithms we studied: demosaicing, gamma compression, and denoising.
Normalized data was shown to make more efficient use of space, but here in Figure 2.9
we show the absolute error for each benchmark. As depicted before, the pipeline with
just demosaicing and gamma compression performs close to the baseline for most
31
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Figure 2.9: Vision accuracy for two proposed pipelines.
benchmarks; the outlier is SGBM, where denoising has a significant effect. OpenFace, is
alone in performing better on the converted images than on the original dataset.
2.7 Approximate Demosaicing
We find that the demosaicing ISP stage is useful for the vision applications we examine.
We’ve described subsampling as a circuit-level replacement for “true” demosaicing on
the ISP.
Here, we also consider two other lower-quality demosaicing techniques that use
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(a) Subsample (b) Bilinear (c) NN
Figure 2.10: Visualizations for the approximate forms of demosaicing: subsampling,
bilinear interpolation, and a nearest-neighbor algorithm.
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Figure 2.11: Normalized task error for four demosaicing strategies. Each cluster shows
a configuration simulating a pipeline with only gamma compression enabled. The
demosaic cluster shows the original demosaiced data (i.e., all stages were reversed
except for demosaicing). The others show images with simulated demosaicing using
subsampling, nearest-neighbor demosaicing, and bilinear interpolation.
simpler signal processing. The two techniques are bilinear interpolation and a nearest-
neighbor algorithm. Figure 2.10 visualizes these techniques and Figure 2.11 shows
their results. Our subsample demosaicing fills in missing channel values from their
corresponding channels in the Bayer pattern. Bilinear interpolation fills channel values
by averaging the corresponding local pixels, and the nearest-neighbor technique simply
copies the channel value from a nearby pixel.
Figure 2.11 compares the vision task performance for these techniques. All three
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Demosaic Denoise Color Tform Gamut Map Tone Map JPEG
Instructions 3.45×108 4.84×1011 2.40×108 5.38×108 4.63×108 6.74×108
Cycles 3.62×108 3.06×1011 2.26×108 8.09×108 4.84×108 2.94×108
Cache Refs 4.17×106 1.60×108 1.80×106 4.11×106 2.63×106 6.96×105
FP Ops 1.95×105 6.77×108 1.45×105 2.43×105 1.52×105 9.40×103
Table 2.2: Profiling statistics for software implementations of each ISP pipeline stage.
mechanisms lead to similar vision error. For this reason, we chose the cheapest technique,
which eliminates the need for any signal processing: subsampling.
2.8 Resolution
While the resolution of a standard mobile system’s image sensor can be on the order of
a megapixel, the input resolution to a state-of-the-art convolutional neural network is
often no more than 300×300. For this reason, images are typically scaled down to fit the
input dimensions of the neural network. While the algorithms used to scale down these
images are typically edge aware, it is also possible to output a reduced resolution from
the image sensor. One method of doing this is pixel-binning which connects multiple
photodiodes together, collectively increasing the charge and thereby reducing the error
associated with signal amplification [138].
Figure 2.12 shows the results of our resolution experiments we conducted with the
high resolution version of CIFAR-10 dataset. Our testing was conducted by averaging
pixels in the region of the sensor which would be binned, thereby reducing resolution.
Any further reduction in accuracy was performed with OpenCV’s edge aware image
scaling algorithm [63]. As can be seen in Figure 2.12 the increase in error when using
pixel binning isn’t remarkably large, but we find generally capturing with a higher
resultion is always better if possible. This presents a tradeoff between energy used to
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Figure 2.12: Impact of resolution on three CNNs for object recognition. Using a custom
data set consisting of higher-resolution images from ImageNet matching the CIFAR-10
categories, we simulate pixel binning in the sensor, which produces downsampled images.
The y-axis shows the top-1 error for each network.
capture the image and the error for vision tasks.
2.9 Quantization
We’ve presented logarithmic quantization as a way to replace digital gamma compression
in the ISP. As we discussed, the benefit that gamma compression provides is largely to
enable a more compressed encoding to represent the intensity values by converting the
data distribution from log-normal to normal. However, information theory tells us that we
can achieve the minimum quantization error (and maximum entropy) when the encoded
distribution is uniform [66]. So, in this section we go further by exploring the possibility
of tuning quantization specifically to the statistical properties of natural scenes.
To compute the optimal quantization levels for our data, we first fit a log-normal curve
to the histogram of natural images. For our experiments we used a subset of CIFAR-
10 [72] which had been converted to its raw form using the CRIP tool. This log-normal
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Figure 2.13: Histograms of the light intensity distribution for CRIP-converted raw
CIFAR-10 data (top) and CDF quantized CIFAR-10 data (bottom).
curve served as our probability density function (PDF), which we then integrated to
compute our cumulative density function (CDF). We then inverted the CDF to determine
the distribution of quantization levels. Using uniformly distributed values across the CDF
results in uniformly distributed encoded (digital) values. Figure 2.13 shows both the
input and quantized distributions.
This CDF-based technique approximates the minimum-entropy quantization distribu-
tion. An even more precise distribution of levels may be derived using the Lloyd-Max
algorithm [42].
Figure 2.14 compares the vision task performance using this CDF technique with the
simpler, data-agnostic logarithmic quantization. The error across all applications tends
to be lower. While the logarithmic quantization strategy is less sensitive to bit-width
reduction than linear quantization, the CDF technique is even less sensitive. Where 5 bits
suffice for most benchmarks under logarithmic quantization, 4 bits generally suffice with
CDF-based quantization.
Our main proposal focuses on logarithmic quantization, however, because of hardware
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(a) Logarithmic.
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(b) CDF-based.
Figure 2.14: Effect of the image quantization strategy on vision accuracy in a pipeline
with only demosaicing enabled. This figure shows logarithmic quantization and a second
strategy based on measuring the cumulative distribution function (CDF) of the input data.
feasibility: logarithmic ADCs are known in the literature and can be implemented with a
piecewise-linear approximation scheme [69]. Using the CDF quantization scheme would
require an ADC with arbitrary quantization levels; the hardware complexity for such an
ADC design is not clear in the literature.
2.10 ISP Profiling
While total energy numbers for ISPs have been published, we are unaware of an energy
breakdown per ISP stage. A promising area of future work is to simulate each ISP
stage at the hardware level, but as a simpler examination of ISP stage costs, we present
measurements based on software profiling.
In Table 2.2, we show the number of dynamic instructions, cycles, L1 cache refer-
ences, and floating-point operations needed to perform each of the ISP stages. In the
table, instructions indicates the number of dynamic assembly instructions that the CPU
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executed, and cycles shows the number of CPU cycles elapsed during execution. When
the cycle count is smaller than the number of instructions, the CPU has successfully
extracted instruction-level parallelism (ILP); otherwise, performance is worsened by
lower ILP or frequent memory accesses. The cache refs row quantifies the rate of memory
accesses: it shows the number of times the L1 cache was accessed, which is an upper
bound on the number of access to off-chip main memory. While most operations in a
CPU use simple fixed-point and integer arithmetic, complex scientific computation uses
floating-point operations, which are more expensive. The FP ops row shows the number
of floating-point instructions executed in each stage.
With this level of detail, we see that denoising is a significantly more complex stage
than the others. With this one exception, all stages require similar numbers of instructions,
cycles, and cache references. The floating-point operation frequency is similar as well,
with the exception of the JPEG compression stage: the JPEG codec is optimized for
fixed-point implementation. We plan to explore these costs in more detail with a hardware
implementation in future work, but these software-based measurements demonstrate that
the implementation of the denoising stage will be of particular importance.
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CHAPTER 3
REDUCED TEMPORAL REDUNDANCY
Deep convolutional neural networks (CNNs) have revolutionized computer vision.
A commensurate flurry of hardware proposals [3, 24, 36, 95] consist of efficient Vision
Processing Units (VPUs, shown in Figure 3.1) which target resource-strapped mobile
and embedded systems. These designs, however, target generic convolutional networks:
they do not exploit any domain-specific characteristics of embedded vision to improve
CNN execution. This work specializes CNN hardware for real-time vision on live video,
enabling efficiency benefits that are unavailable to generic accelerators.
The key insight is that live vision is temporally redundant. In an input video, every
frame differs only slightly from previous frames. A generic CNN accelerator, however,
runs nearly identical, equally expensive computations for every frame. This traditional
strategy wastes work to compute similar outputs for visually similar inputs. Existing
work has also shown that CNNs are naturally approximate. Sparse accelerators, for
example, improve efficiency with negligible impact on CNN output by rounding small
network weights down to zero [3, 45, 46, 95].
To exploit both temporal redundancy and approximation in real-time vision, we
present an approximately incremental strategy for CNN execution. This strategy builds
on ideas in incremental computation [1, 43]. To process an initial input frame, the strategy
runs the full CNN and records both the input pixels and the output activation data. On
Figure 3.1: Focusing on the Vision Processing Unit
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Figure 3.2: Activation motion compensation (AMC) runs the CNN precisely for periodic
key frames and uses an approximately incremental update for more frequent predicted
frames. For predicted frames, the algorithm estimates motion in the input and uses the
resulting vector field to update a saved CNN activation from the last key frame.
subsequent frames, it detects changes in the pixels with respect to the saved input and
uses these changes to update the saved output. The incremental update is much cheaper
than full CNN execution, so the performance and energy benefits outweigh the cost of
detecting input changes. The updated output, however, need not match the full CNN
execution exactly; instead, the incremental update is a close approximation of the original
CNN layers. We apply ideas from approximate computing [70, 108, 110] to adaptively
control the trade-off between vision accuracy and resource efficiency by reverting to full
computation when the prediction error is likely to be high.
Our algorithm, activation motion compensation (AMC), takes inspiration from video
codecs [58] and literature on exploiting optical flow for computer vision [141, 142].
AMC captures visual motion in the input video and uses it to transform saved CNN
activations. When pixels move in the input scene, AMC moves the corresponding values
in the activation data. The algorithm skips a series of layers in the CNN by predicting
their output and then invokes the remaining layers to compute the final vision result. We
describe the mathematical relationship between pixel motion and convolutional layers
and develop a new, hardware-optimized motion estimation algorithm to exploit this
relationship.
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We design a new hardware module, the Embedded Vision Accelerator Accelerator
(EVA2*), that implements the AMC algorithm. Instead of designing a CNN accelerator
from scratch, we show how to apply EVA2 to any generic CNN accelerator to improve
its efficiency for live computer vision. EVA2 adds new logic and memories to a baseline
accelerator to skip the majority of CNN layer executions for the majority of frames.
EVA2 uses an adaptive control scheme to decide which frames to run precisely.
We implement EVA2 and synthesize the design on a 65 nm process. We augment
state-of-the-art designs for accelerating convolutional and fully-connected layers [24, 45]
and find that EVA2 makes up 3.5% of a full ASIC’s area. On three CNN-based vision
workloads, using EVA2 reduces the average energy cost per frame by 54%, 62%, and
87% and decreases the average frame latency by similar amounts with less than 1% loss
in vision task accuracy.
3.1 Activation Motion Compensation
This section introduces activation motion compensation (AMC), our strategy for ex-
ploiting temporal redundancy in CNNs for efficient real-time computer vision. The
central idea is to use saved outputs from earlier key frames to predict the output for
later predicted frames. As in traditional incremental computing [1, 43], the challenge
is finding an algorithm for updating saved results that is much cheaper than running
the entire computation “from scratch” on the new input. Unlike traditional strategies,
however, our approach for vision is approximately incremental: the updated output need
not match the original output values precisely. Instead, predicted frames need only yield
equivalently high vision accuracy results.
One natural strategy for approximately incremental CNN execution would exploit the
*Pronounced ee-vah squared.
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differentiability of neural network layers. If f (x) is a layer, then there must be another
function df such that f (x+dx)≈ f (x)+df (dx). Delta networks operate by storing the
old activation, f (x), for every layer, computing df (dx) for new layers, and adding it to the
stored data [91, 92]. While delta updates are straightforward to implement, they do not
address the primary efficiency bottlenecks in CNN execution. First, the hardware must
store the activation data for every network layer to apply per-layer deltas, significantly
increasing the memory requirements for CNN execution. Second, to compute df (dx)
for every layer, the hardware must load the full set of model weights, and previous
work shows that the cost of loading weights can dominate the computation cost in
CNNs [24, 26]. Finally, using pixelwise derivatives to represent changes in video frames
assumes that individual pixels change their color slowly over time. If the camera pans or
objects move in the scene, however, most pixels will change abruptly.
Instead of relying on a pixel-level derivative, our technique uses visual motion in
the input scene. The intuition is the same as in video compression: most frames are
approximately equal to the previous frame with some blocks of pixels moved around.
AMC detects pixel motion and compensates for it in the output of a single target layer in
the CNN. AMC builds on recent computer vision work to warp the target CNN activation
data based on motion information [142]. Unlike delta updating, AMC bypasses the
computation and memory accesses for an entire sequence of CNN layers.
3.1.1 AMC Overview
Figure 3.2 illustrates AMC’s approximately incremental execution strategy for real-time
vision using CNNs. AMC processes the input video as as a mixture of key frames,
which undergo full and precise CNN execution, and predicted frames, which use cheaper,
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approximate execution. AMC saves intermediate results during key frames and incre-
mentally updates them for predicted frames. Section 3.1.3 describes how to decide which
frames should be key frames.
To apply the strategy to a new CNN architecture, the system splits the CNN’s series
of layers into two contiguous regions: a larger prefix that only executes for key frames,
and a smaller suffix that executes on every frame. The final layer in the prefix is called
the target layer: AMC saves the output from this layer during key frames and predicts its
output during predicted frames. Intuitively, the convolutional and pooling layers in the
prefix have a spatial relationship to the input, while the suffix contains fully-connected
layers and other computations where scene motion can have unpredictable effects. The
prefix typically performs more generic feature extraction, while the functionality in later
layers varies more between vision tasks [133]. Section 3.1.3 describes how to choose the
target layer in more detail.
During key frames, AMC stores the network’s input and the target layer’s output for
reuse during predicted frames. While the input image is typically small, CNN activa-
tions can have high dimensionality and occupy multiple megabytes [95]. Section 3.1.3
describes how to exploit activation sparsity to efficiently store key frame outputs.
During predicted frames, AMC detects the motion between the last stored key frame
and the new input frame. Motion estimation is the problem of computing a vector
field describing the visual displacement between two input frames. Motion estimation
algorithms offer different trade-offs between granularity, accuracy, and efficiency [40,
53, 61, 75, 83, 104, 140]. AMC requires an efficient motion estimation technique that
is aligned with the CNN’s convolutional structure. Section 3.1.3 describes receptive
field block motion estimation (RFBME), our new algorithm optimized for the hardware
implementation of AMC.
43
Input Output
Activation ValueReceptive Field
Stride
Figure 3.3: A convolutional layer applies filters to regions in the input. The input region
corresponding to a given activation value is called its receptive field.
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Figure 3.4: Convolutional layers and translations are commutative, so f (δ (x)) = δ ′( f (x))
where δ ′ is a scaled version of the translation δ .
Next, we describe mathematically how AMC updates stored activation data using
motion information. Then, Section 3.1.3 describes the complete implementation of AMC.
3.1.2 Warping CNN Activations
The core challenge in AMC is accurately updating saved activation data at the target
layer according to input motion. Activation warping, as shown in Figure 3.2, takes in
an old activation and a vector field and produces an updated activation. To perform
warping, AMC needs to convert the vector field describing motion in the input image
into a corresponding vector field for the target activation data. This conversion depends
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on the structure of convolutional layers, illustrated in Figure 3.3. Convolutional layers
scan over the input using a fixed stride and compute the dot product of a filter matrix
and a region in the input to produce each output value. This input region corresponding
to each output value is called its receptive field. By propagating this structure through
multiple convolutional layers, a receptive field in the input pixels can be defined for every
activation value at every layer. Using receptive fields, we can derive the relationship
between motion in the input image and in the target activation layer.
Convolutions and translations commute The key insight is that, when the pixels
in a receptive field move, they cause their corresponding activation value in the target
layer to move by a similar amount. Mathematically, convolutional layers commute with
translation: translating (i.e., moving) pixels in the input and then applying a convolution
is the same as applying the convolution to the original pixels and then translating its
output. (See Figure 3.4.)
Let f be a convolutional layer in a CNN, let x be an input image, and let δ be the
vector field describing a set of translations in x. We define δ (x) to be the new image
produced by translating pixels in x according to the vector field δ . We can also produce a
new vector field, δ ′, by scaling δ by the stride of the convolution: for a convolutional
layer with stride s, a distance d in the input is equivalent to a distance ds in the output.
The commutativity of translations and convolutions means that:
f (δ (x)) = δ ′( f (x))
In AMC, x is a key frame and f (x) is the target activation for that frame. If δ (x) is
a subsequent input frame, AMC can use the saved output f (x) and compute δ ′( f (x))
instead of running the full computation f on the new input.
Figure 3.5 shows an example convolution. If Figure 3.5a is a key frame, then
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Figure 3.5b shows a translation of the key frame to the right by 2 pixels. The output of
that convolution is translated by the same amount in the same direction. The max-pooling
output translates by only 1 pixel because pooling reduces the output resolution.
Sources of approximation In this model, activation warping is perfectly precise: an
incremental update produces the same result as the full CNN computation. However, the
formulation relies on strong assumptions that do not generally hold for real video and
complete CNNs. To the extent that these conditions are violated, AMC is approximate.
To clarify the sources of approximation in AMC, we list sufficient conditions under
which AMC is precise. We demonstrate the conditions by example and describe how
AMC mitigates—but does not eliminate—errors when the conditions are unmet. AMC
relies on the inherent resilience in neural networks to tolerate the remaining imprecision.
Condition 1: Perfect motion estimation. AMC is precise when motion estimation
perfectly captures the changes in the input. In other words, given a key frame x0 and a
predicted frame x1, motion estimation always finds a vector field δ such that δ (x0) = x1
exactly. In reality, motion estimation algorithms are imperfect and not all changes
between frames are attributable to motion.
For example, lighting changes and de-occlusion cause “new pixels” that are not
present in the previous frame. Figure 3.5c shows an modified version of the input in
Figure 3.5a with a new pixel. The output of the convolution, correspondingly, is not a
translation of the original output.
Condition 2: Convolution-aligned motion. To perfectly translate the pixel vector field
δ into an activation vector field δ ′, AMC assumes that blocks of pixels in receptive fields
move in increments according to the convolution’s stride. If a vector in δ has magnitude
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2 0 0
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2 0
maxpool
2⨉2, s=1
(a) An original image with a 3×3 convolutional layer and a 2×2 max-pooling layer applied, each
with a stride (s) of 1. The inset shows the convolution’s filter.
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0 2
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(b) The image in (a) translated to the right by 2 pixels. The outputs from the convolutional and
pooling layers are similarly translated by 2 and 1 pixels respectively. Translation commutes
precisely with the layers (accounting for the 2× loss in resolution from pooling).
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(c) The image in (a) with a “new pixel” that may have been revealed by de-occlusion. The new
image is not a translation of the old image, so the outputs also have new values that cannot be
reconstructed by translations.
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(d) The image in (a) with a single pixel translated. Because an entire 3×3 receptive field is not
translated consistently, the output of the convolution is not a perfect translation of the original.
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(e) The image in (a) translated to the right by 1 pixel. The output from the convolutional layer is
translated, but the pooling layer produces a different output. Translation commutes precisely with
the first layer but not the second.
Figure 3.5: An example convolutional layer and pooling layer applied to transformations
of an input image.
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d, the corresponding vector in δ ′ has magnitude ds where s is the convolutional layer’s
stride. If d is not a multiple of s, the translation ends at a fractional coordinate in the
activation and perfect reconstruction is impossible. Similarly, if pixels within a single
receptive field move differently, a translation in the activation cannot perfectly capture
the change.
Figure 3.5d shows a version of Figure 3.5a with a single pixel translated. Because the
translation’s granularity is smaller than a receptive field, the output of the convolution is
not a perfect translation of its original output.
Condition 3: Nonlinearities preserve motion. Translation is commutative with
convolution, but CNNs have other kinds of layers, such as pooling, that are not perfectly
commutative. For example, Figures 3.5b and 3.5e show translated versions of the input
in Figure 3.5a. In the first translation, a max-pooling layer produces an output that is a
perfect translation of the original output. In the second, however, the max-pooling layer
creates a non-translated output.
Real video and real CNNs violate all three of these conditions, so AMC’s activation
warping is an approximation of plain CNN execution. The central challenge in the design
of the rest of the AMC algorithm is avoiding and suppressing these potential errors.
AMC’s adaptive key frame selection (Section 3.1.3) mitigates motion estimation errors
by falling back to precise execution; interpolated warping (Section 3.1.3) addresses
unaligned motion; and careful target layer selection (Section 3.1.3) avoids too much error
accumulation due to nonlinear layers.
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3.1.3 Design Decisions for AMC
This section outlines our approaches to motion estimation, activation storage, warp
interpolation, key frame selection, and target layer selection. AMC is a design space
with a range of possible choices for each of these factors. We describe both the general
requirements and the specific tactic we use in our hardware implementation.
Efficient Motion Estimation
The first step in executing an AMC predicted frame is motion estimation. Motion
estimation takes two input frames and produces a 2D vector field describing the visual
displacement between the frames. Motion estimation algorithms in the literature include
block matching [75, 140], phase correlation in the Fourier domain [104], traditional
optical flow algorithms such as Lucas–Kanade [83] and Horn–Schunck [53], and deep
learning methods [40, 61]. A primary difference is the motion granularity: optical flow
algorithms produce dense, pixel-level vector fields, while block matching detects coarser
motion but can often be cheaper. Previous work on exploiting motion for efficient vision
has used pixel-level optical flow [142]. For AMC, however, pixel-level motion estimation
yields unnecessary detail: activation warping can only handle motion at the granularity
of receptive fields. Another alternative is to use the motion vectors stored in compressed
video data [14, 137], but real-time vision systems can save energy by skipping the ISP
and video codec [11] to process uncompressed video streams.
Block matching algorithms, often used in video codecs, work by taking a block of
pixels and comparing it to a window of nearby blocks in the reference (key) frame. The
location of the closest matching reference block determines the motion vector for the
block. Critical parameters include the choice of search window, the search organization,
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and the metric for comparing two candidate blocks [58].
We develop a new block matching algorithm, receptive field block motion estimation
(RFBME), that is specialized for AMC. RFBME estimates the motion of entire recep-
tive fields. The resulting displacement vector for each input receptive field maps to a
corresponding displacement vector for a value in the target activation. RFBME avoids
redundant work by dividing the input into square tiles whose size is equal to the receptive
field stride and reusing tile-level differences. Section 3.2.1 describes the algorithm in
detail and its hardware implementation.
Compressed Activation Storage
AMC needs to store the target activation data for the key frame so that subsequent
predicted frames can reuse it. Activations for CNNs, however, can be large: storing an
activation naively would require multiple megabytes of on-chip memory. To mitigate
storage costs, we exploit sparsity in CNN activations. Many CNN accelerator proposals
also exploit sparsity: most values in CNN weights and activations are close to zero, so
they can be safely ignored without a significant impact on output accuracy [3, 24, 45, 95].
We use the same property to avoid storing near-zero values. Section 3.2.2 describes our
hardware design for encoding and decoding sparse data.
Interpolated Warping
AMC’s activation warping step takes a vector field δ and an old CNN activation and
updates the activation according to the translations in the vector field δ ′. It works by
scaling the magnitudes of the vector field to match the dimensions of the activation data.
This scaling can produce vectors that are unaligned to activation coordinates. To translate
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by a fractional distance, AMC needs to interpolate the values of nearby activations.
There are a range of possible strategies for interpolation, from cheap techniques,
such as nearest neighbor and bilinear interpolation, to more computationally expensive
but accurate interpolation methods that preserve edge or gradient boundaries. For this
work, we choose bilinear interpolation to average neighboring pixels in 2D space while
maintaining high performance. In our experiments, bilinear interpolation improves vision
accuracy by 1–2% over nearest-neighbor matching on average for one CNN benchmark
(FasterM).
Selecting Key Frames
The primary control that AMC has over vision accuracy and execution efficiency is
the allocation of key frames, which are both more expensive and more accurate than
predicted frames. Several strategies exist to decide when to use each type of frame.
The simplest is a static key frame rate: every nth frame is a key frame, and the rest are
predicted frames. A adaptive strategy, however, can allocate more key frames when the
scene is chaotic and unpredictable and fewer when AMC’s predictions are more likely to
succeed. To implement an adaptive strategy, the accelerator must measure some feature
of the input scene that correlates with the probability of a successful AMC prediction.
We consider two possible features:
Pixel compensation error. AMC can produce a poor prediction when the motion
estimation fails to accurately reflect the changes in the scene. To measure motion
accuracy, we can reuse the internal bookkeeping of a block matching algorithm, which
must compute the match error for each pixel block in the scene. When the aggregate error
across all blocks is high, this strategy allocates a new key frame. When large occlusions
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occur, for example, this method will identify the inadequacy of the motion information.
Total motion magnitude. AMC’s predictions are more accurate when there is less
motion in the input scene. To measure the amount of motion, this simple strategy sums
the magnitude of the vectors produced by motion estimation. This policy uses a key
frame when the total amount of motion is large.
We implement and measure both techniques to compare their effectiveness. Sec-
tion 3.3.5 quantitatively compares their effects on overall accuracy.
Choosing the Target Layer
To apply AMC to a given CNN, the system needs to choose a target layer. This choice
controls both AMC’s potential efficiency benefits and its error rate. A later target layer
lets AMC skip more computation during predicted frames, but a larger CNN prefix can
also compound the influence of layers that make activation warping imperfect. Some
kinds of layers, including fully-connected layers, make activation warping impossible:
they have no 2D spatial structure and no meaningful relationship with motion in the input.
These non-spatial layers must remain in the CNN suffix, after the target layer. Fortunately,
these non-spatial layers are typically located later in CNNs, in the more task-specific
segment of the network [133]. AMC also cannot predict through stateful structures in
recurrent neural networks and LSTMs [52]. However, even these specialized networks
tend to contain early sets of stateless convolutional layers for feature extraction [67, 131],
where AMC can apply.
As with key frame selection, the system can use a static or adaptive policy to select the
target layer. In our evaluation, we measure the impact of choosing earlier and later CNN
layers, up to the last spatial layer (Section 3.3.5) and find that the accuracy difference is
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Figure 3.6: EVA2 as a part of a complete vision processing unit (VPU). CNNs consist
primarily of convolutional layers and fully-connected layers; this example VPU uses
ASIC designs from the architecture literature for each of the two layer types [24, 45] and
adds EVA2.
negligible. Therefore, we implement AMC by statically targeting the last spatial layer.
Dynamic policies for choosing the target layer may be useful future work if more complex
networks demonstrate meaningful differences in accuracy for different input frames.
3.2 The Embedded Vision Accelerator Accelerator
This section describes the design of the Embedded Vision Accelerator Accelerator
(EVA2), our efficient hardware implementation of activation motion compensation. EVA2
is not a complete CNN accelerator. Instead, we design it to complement existing deep
learning accelerators. Figure 3.6 shows how EVA2 fits into a complete vision pro-
cessing unit (VPU) that also includes hardware for executing the convolutional and
fully-connected layers that make up the bulk of CNN computation.
When the VPU processes a new frame, EVA2 performs motion estimation and decides
whether to run the computation as a key frame or a predicted frame. For key frames,
EVA2 sends the unmodified pixels to the layer accelerators and invokes them to run the
full CNN. For predicted frames, EVA2 instead performs activation warping and invokes
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the layer accelerators to compute the CNN suffix.
Figure 3.7 shows the high-level architecture of EVA2. Two pixel buffers store video
frames: one pixel buffer holds the most recent key frame and the other holds the current
input frame. The diff tile producer and diff tile consumer cooperate to run motion
estimation. The key frame choice module uses absolute pixel differences from the diff
tile consumer to decide whether to treat it as a key frame or a predicted frame. For
predicted frames, the diff tile consumer also sends a motion vector field to the warp
engine, which updates the buffered key frame activation and sends the result to the layer
accelerators. For key frames, the layer choice module toggles the muxing for the pixel
buffers to reverse their roles and sends the pixels to the layer accelerators. When the
layer accelerators send the target activation data back, EVA2 stores it in its sparse key
frame activation buffer.
EVA2 makes no assumptions about layer computation, so only minor changes are
required for any given CNN accelerator: the layer accelerators need additional muxing
to receive activation inputs from EVA2 during predicted frames, and the composite
design needs to convert between the accelerator’s native activation encoding and EVA2’s
run-length activation encoding.
The rest of this section describes the design of EVA2’s two main logic components:
the motion estimation logic, consisting of a diff tile producer and consumer, and the
motion compensation logic, consisting of the warp engine.
54
Figure 3.7: The architecture of EVA2.
Figure 3.8: A set of example receptive fields with size 6, stride 2, and padding 2. Nearby
receptive fields overlap significantly, and receptive fields near the edge overlap enclose
out-of-bounds pixels.
3.2.1 Receptive Field Block Motion Estimation
EVA2 implements receptive field block motion estimation (RFBME), the specialized
block matching algorithm motivated in Section 3.1.3. The algorithm exploits two proper-
ties of receptive fields for efficiency. First, the receptive field size is typically much larger
than its stride, so nearby receptive fields overlap significantly and can reuse computation.
Second, layer padding means that receptive fields often exceed the bounds of the image,
and comparisons with these out-of-bounds pixels are unnecessary.
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Figure 3.8 shows an example input matrix where the receptive fields have size 6,
stride 2, and padding 2. The first receptive field (a) extends beyond the image bounds,
so only 16 of its 36 pixels are valid. The second receptive field (b) entirely encloses
the first receptive field’s valid pixels, and the third (c) overlaps partially, in the range
x ∈ [2,3],y ∈ [0,3]. The receptive fields in this example overlap on 2×2 tiles. In general,
these tiles are s× s squares where s is the receptive field’s stride. RFBME divides the
image and the receptive fields into tiles for comparison. When receptive field size is not
an integer multiple of the stride, RFBME ignores partial tiles; we find these border pixels
do not significantly impact RFBME’s motion vectors.
The key insight is that the total absolute pixel difference for a receptive field is the
sum of the differences of its tiles, and these tile differences are shared between many
receptive fields. For example, imagine that the algorithm has already computed tile-level
differences for all four tiles in the first receptive field, shown in Figure 3.8a, at a given
comparison offset. The second receptive field (b) shares these same four tiles and adds
two more: the tiles labeled (2,0) and (2,1). To compute a receptive field difference at
the same offset, the algorithm can reuse the previously-computed differences for the
first four tiles and add on differences for the two new tiles. The potential benefit from
this reuse depends linearly on the number of pixels per tile. While the stride in this
example is small, the stride in later layers of modern CNNs can be 16 or 32 pixels, which
exponentially increases the amount of shared pixels per tile.
To exploit this reuse of tile differences, our RFBME microarchitecture uses a
producer–consumer strategy. The diff tile producer compares s× s tiles to produce
tile-level differences, and the diff tile consumer aggregates these differences to compute
receptive field differences. The consumer then finds the minimum difference for each
receptive field; this determines its offset and the output of RFBME. The next two sections
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describe each stage in detail.
Diff Tile Producer
For each tile, the diff tile producer performs a search across the key frame according to a
fixed search stride and search radius. It uses a subsampled traditional exhaustive block
matching search [58]. This search considers all locations in the key frame that are aligned
with the search stride and are within the search radius from the tile’s origin. A wider
radius and a smaller stride yield higher accuracy at the expense of more computation.
To perform the search, the diff tile producer first loads a tile from the pixel buffer that
contains the new input frame. Then, it iterates over the valid (in-bounds) search offsets
in the old key frame according to the search parameters. For each offset, the producer
computes an absolute pixel difference with the current tile using an adder tree. When the
search is complete, the producer moves on to the next tile and starts the search again.
Diff Tile Consumer
The diff tile consumer receives tile differences from the producer and coalesces them into
full receptive field differences. Figure 3.9 shows its architecture, including memories
for caching reused tiles and partial sums and the pipelined adder trees for incremental
updates. At a high level, the consumer slides a receptive-field-sized window across the
frame and sums the tile differences within the window. It adds new tiles at the sliding
window’s leading edge and subtracts old tiles from its trailing edge.
The consumer receives tile differences, streaming in row by row, from the producer
and stores them in a tile memory. It buffers the incoming differences until it receives all
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Figure 3.9: The architecture of the diff tile consumer used for receptive field block motion
estimation (RFBME).
the tiles for a receptive field. For example, in Figure 3.8a, the consumer calculates the
first receptive field difference after it receives the tile difference for (1,1) in the second
row.
To enable computation reuse, the consumer stores each new receptive field difference
it computes in a past-sum memory. To compute a new receptive field difference, it
loads the difference for the previous overlapping receptive field, adds a new column tile
differences, and subtracts the old column of tile differences. For example, in Figure 3.8c,
the second receptive field difference is the sum of the differences for the tiles (0,0)
through (2,1). To calculate the difference for the third receptive field, the consumer
fetches this value from the past-sum memory, adds the new tile column (3,0) and (3,1),
and subtracts the old tile column (0,0) and (0,1). These rolling additions and subtractions
avoid the need for exhaustive sums in the steady state.
The consumer checks every new receptive field difference against a single-entry
min-check register to find the minimum difference. When it finds a new minimum value,
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Figure 3.10: The architecture of the warp engine.
the consumer writes the difference and offset back to the min-check memory.
When the consumer finally finishes processing all the receptive fields, it sends the
minimum-difference offsets, which constitute motion vectors, to the warp engine. It also
sends the minimum differences themselves to the key frame choice module, which uses
the total to assess the aggregate quality of the block matching.
3.2.2 Warp Engine
The warp engine, shown in Figure 3.10, uses motion vectors to update the stored activation
data. Each motion vector ends at a fractional destination between four neighboring
activation values. The warp engine’s job is to load this neighborhood of activation values
from its sparse activation memory, feed them into a bilinear interpolator along with
the fractional bits of this motion vector, and send the result to the layer accelerators to
compute the CNN suffix.
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Figure 3.11: The warp engine’s datapath for loading sparse activation data from the key
activation memory.
The first step is to load the activation data. EVA2 uses run-length encoding (RLE)
for activations. RLE is critical to enabling on-chip activation storage: for Faster16, for
example, sparse storage reduces memory requirements by more than 80%. However, the
sparse data representation complicates the task of loading individual values.
To load sets of four activation values, the warp engine uses four sparsity decoder
lanes (Figure 3.11) to skip zeros shared among all four activations. Once activations are
loaded into the FIFO, each lane sends its zero gap for its first activation. The min unit
checks the zero gap in each lane and sends the minimum to all of the lanes. Each lane
then decrements its zero gap by this amount, thereby jumping forward in the channel.
All lanes with zero gaps of zero after the min subtraction provide their value register as
input to the bilinear interpolator. Lanes with positive zero gaps provide zero as the input
to the interpolator.
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Figure 3.12: The warp engine’s bilinear interpolation logic.
The warp engine feeds activation outputs from the sparsity decoder lanes into the
four weighting units in the bilinear interpolator (shown in Figure 3.12). The interpolator
is a two-stage datapath that computes a 4-way weighted sum using the activation values
from the sparsity decoder lanes, SDL 00 through SDL 11, and the fractional bits of a
given motion vector, (u,v). It computes the weighted sum:
SDL 00 · (1−u) · (1− v)+SDL 01 · (1−u) · v
+SDL 10 ·u · (1− v)+SDL 11 ·u · v
The interpolator computes wide intermediate values and then shifts the final result back
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to a 16-bit fixed-point representation. The warp engine sends the output activations to the
layer accelerators to begin the CNN suffix computation.
3.3 Evaluation
This section studies EVA2’s impacts on vision accuracy and efficiency and explores its
implementation trade-offs. We begin with a simple first-order model to build intuition
and then proceed to a full, empirical evaluation.
3.3.1 First-Order Efficiency Comparison
As Section 3.1 describes, AMC relies on a fundamental efficiency trade-off: for predicted
frames, it eliminates the CNN prefix computation in exchange for incurring the cost of
motion estimation and compensation. The technique succeeds if the former is much more
expensive than the latter. To provide intuition for this advantage, we build a first-order
model for these computation costs.
The cost of computation in the CNN prefix is dominated by the multiply-and-
accumulate operations (MACs) in the convolutional layers. Each layer computes a
number of outputs dictated by its size and filter count (channels):
outputs = layer width× layer height×out channels
Each output is the weighted sum of inputs within an area given by the filters’ width and
height:
MACs per output = in channels×filter height×filter width
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We sum the total number of MACs for all convolutional layers in the prefix:
prefix MACs =
prefix layers
∑
i
outputsi×MACs per outputi
For a Faster16 prefix ending at layer conv5 3 on 1000×562 images, for example, the
total is 1.7×1011 MACs.
AMC’s cost for predicted frames, in contrast, consists mainly of motion estimation
and compensation. The compensation step is a simple linear-time interpolation, so motion
estimation dominates. Our motion estimation algorithm, RFBME (Section 3.2.1), consists
primarily of the additions and subtractions that accumulate absolute pixel differences.
We first analyze an unoptimized variant of RFBME that does not exploit tile-level
computation reuse. The algorithm sweeps a receptive field over a search region in
the input image with a given radius and stride. At each point, the algorithm takes the
difference for every pixel in the receptive field’s area, so the total number of operations is
given by:
unoptimized ops = (layer width× layer height)×(
2× search radius
search stride
)2
× rfield size2
The full RFBME algorithm reuses computations from tiles whose size is equal to the
receptive field stride. It then incurs additional operations to combine the differences from
tiles:
RFBME ops =
unoptimized ops
rfield stride2
+
(layer width× layer height)×
(
rfield size
rfield stride
)2
Again using Faster16 as an example, an unoptimized version requires 3× 109 add
operations while RFBME requires 1.3×107. Overall, for this example, AMC eliminates
∼1011 MACs in the CNN prefix and incurs only ∼107 additions for motion estimation.
AMC’s advantages stem from this large difference between savings and overhead.
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3.3.2 Experimental Setup
We implement EVA2 in RTL and synthesize our design using the Synopsys toolchain,
including the Design Compiler, IC Compiler, and PrimeTime, in the TSMC 65 nm
process technology. For energy and timing, we run simulations of the full EVA2 design.
The EVA2 implementation uses eDRAM memories for the three larger buffers: the two
pixel buffers and the activation buffer. We use CACTI 6.5 [90] to measure the memories’
power, performance, and area. CACTI includes both an eDRAM model and an SRAM
model, which we use for EVA2’s smaller buffers.
Baseline accelerator We apply EVA2 to a model of a state-of-the-art deep learning
accelerator based on recent architecture papers. We model Eyeriss [24] for convolutional
layers and EIE [45] for fully-connected layers by gathering published per-layer results
from each paper. A journal paper about Eyeriss [25] reports both power and latency
numbers for each layer in the VGG-16 [117] and AlexNet [73] networks. The EIE results
only include latency numbers for these two networks, so we use the total design power to
estimate energy. Because EIE is implemented on a TSMC 45 nm process, we normalize
by scaling up the power, latency, and area for EIE according to the technology scaling
factor. Eyeriss is implemented in the same TSMC 65 nm technology and thus requires no
scaling. The total latency and energy for a CNN execution in our model is the sum of the
individual layer costs. To quantify the cost of layers not present in AlexNet and VGG-16,
the model scales the average layer costs based on the number of multiply–accumulate
operations required for each layer, which we find to correlate closely with cost in both
accelerators [111].
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Figure 3.13: Hardware area on a 65 nm process for EVA2 compared to deep learning
ASICs: Eyeriss [24] for convolutional layers and EIE [45] for fully-connected layers.
EVA2 hardware Our RTL implementation of EVA2 meets timing with a clock cycle
of 7 ns, which was matched to the memory cycle time. Figure 3.13 compares the area
for EVA2 against the reported area for the convolutional layer accelerator (Eyeriss)
and the fully-connected accelerator (EIE). The area for Eyeriss [24] is 12.2 mm2 on
a 65 nm process, 78.6% of which is occupied by its PEs. The area for EIE [45] is
40.8 mm2 on a 45 nm process; compensating for the process difference, EIE would
occupy approximately 58.9 mm2 on a 65 nm process. EVA2 itself occupies 2.6 mm2,
which is 3.5% of the overall area for the three units. Of this, the eDRAM memory for the
pixel buffers occupies 54.5% of EVA2’s area, and the activation buffer occupies 16.0%.
Vision applications and dataset We study three convolutional neural networks.
AlexNet [73] is an object classification CNN consisting of 5 convolutional layers and
3 fully-connected layers. Faster16 is an version of the Faster R-CNN object detection
network [105], which can use different networks for its feature extraction phase, based
on the VGG-16 recognition network [117]. VGG-16 has 16 convolutional layers; Faster
R-CNN adds 3 convolutional layers and 4 fully-connected layers. FasterM is a different
variant of Faster R-CNN based on the “medium” CNN-M design from Chatfield et al. [17].
CNN-M has only 5 convolutional layers, so it is smaller and faster but less accurate than
VGG-16. We use standard vision metrics to assess EVA2’s impact on accuracy. For our
classification network, AlexNet, we use top-1 accuracy; for the object detection networks,
we use mean average precision (mAP).
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To train, validate, and test the CNNs, we use the Google YouTube-BoundingBoxes
dataset (YTBB) [103]. This dataset consists of 240,000 videos annotated with object
locations and categories. It includes ground truth for both object detection and frame
classification. Training, testing, and reference frames were all decoded at 30 frames per
second, corresponding to a 33 ms time gap between each frame. The total dataset is
more than five times larger than ImageNet [31], so we use subsets to reduce the time for
training and testing. We train on the first 1⁄25 of the training datasets (132,564 and 273,121
frames for detection and classification, respectively). To evaluate during development,
we used a validation dataset consisting of the first 1⁄25 of each of YTBB’s validation sets
(17,849 and 34,024 frames for the two tasks). Final results reported in this section use a
fresh test set consisting of the last 1⁄25 of YTBB’s validation sets.
We use hyperparameters without modification from open-source Caffe [65] imple-
mentations of each network. All three networks were initialized with weights pretrained
on ImageNet [31]. We train on a Xeon server using two NVIDIA GTX Titan X Pascal
GPUs.
3.3.3 Energy and Performance
Figure 3.14 depicts the energy savings that EVA2 offers over the baseline CNN accelerator.
The figure shows the energy and latency cost for processing a single frame on the baseline
accelerator without EVA2, the average with EVA2 enabled, and the costs for EVA2’s
predicted frames alone. In these configurations, the degradation of the application’s vision
quality score is at most 1 percentage point. Even the smallest savings are significant.
For FasterM, the energy cost with EVA2 is 46% of the baseline cost. The savings are
particularly dramatic for AlexNet because EVA2 adapts to an extremely low key frame
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Figure 3.14: Performance (a) and energy (b) impact of EVA2. Orig shows the baseline
CNN execution, pred shows the cost of predicted frames with EVA2, and avg shows the
overall average cost per frame.
rate for classification; the next section describes this effect in more detail.
The energy and latency for the fully-connected layers are orders of magnitude smaller
than for convolutional layers. This difference is due to EIE’s efficiency: it exploits the
redundancy in fully-connected layer weights to store the entire model on chip [45]. This
on-chip storage is reflected in EIE’s low latency and energy and its large area requirement
(see Figure 3.13). Eyeriss’s use of off-chip DRAM is representative of other CNN ASIC
designs [95].
3.3.4 Accuracy–Efficiency Trade-Offs
To quantify AMC’s trade-off space between efficiency and accuracy, we consider three
configurations with different key frame rates. Table 3.1 lists the accuracy and efficiency
of three configurations, hi, med, and lo, found by limiting the task accuracy degradation
on the validation set to <0.5%, <1%, and <2%, respectively. We measure the average
frame cost and accuracy on a test set. The med configuration is also shown in Figure 3.14.
The measured accuracy drop in every configuration is small, and EVA2’s benefits
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Network Config Acc. Keys Time (ms) Energy (mJ)
AlexNet
orig 65.1 100% 115.4 32.2
hi 65.1 22% 26.7 7.4
med 64.3 11% 14.5 4.0
lo 63.8 4% 5.9 1.6
Faster16
orig 60.1 100% 4370.1 1035.5
hi 60.0 60% 2664.8 631.3
med 59.4 36% 1673.6 396.4
lo 58.9 29% 1352.7 320.3
FasterM
orig 51.9 100% 492.3 116.7
hi 51.6 61% 327.2 77.4
med 51.3 37% 226.4 53.4
lo 50.4 29% 194.7 45.9
Table 3.1: The trade-off space between accuracy and resource efficiency with EVA2.
For the original baseline and three key configurations, we show the vision task accuracy
score (acc), the fraction of frames that are key frames (keys), and the average latency and
energy cost per frame.
improve as the accuracy constraint is loosened. For FasterM’s lo configuration, for
example, only 29% of the frames are key frames, so the average energy cost per frame is
only 39% of the baseline, but the test-set accuracy drop remains less than 1.5%.
For AlexNet, extremely low key frame rates suffice. Even in the hi configuration,
which has no accuracy drop within three significant figures, only 22% of frames are key
frames. The reason is that, unlike object detection results, frame classification results
change slowly over time. EVA2’s adaptive key frame selection can help decide when
a new class may be likely, but the vast majority of frames have the same class as the
previous frame.
3.3.5 Design Choices
We characterize the impact of various design choices in EVA2’s implementation of AMC.
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Motion Compensation vs. Memoization
The first choice when using AMC is whether it should use motion compensation to update
the key frame’s target activation or just reuse the previous result without modification
(i.e., simple memoization). The choice depends on the vision task. Some applications,
such as object detection, semantic segmentation, and pose estimation are very sensitive
to pixel translation. For these applications, motion compensation improves accuracy
over memoization. This includes Faster16 and FasterM, which are object detection
networks: Figure 3.15 illustrates motion compensation’s benefit over using the old key
frame. Other tasks, such as classification, are designed to be insensitive to translation.
For networks like AlexNet, motion compensation does not improve its predictions and
can even degrade them by introducing noise. The accuracy degradation for AlexNet with
a key frame gap of 4891 ms under simple memoization is only 1%, but enabling motion
compensation worsens the change to 5%. As a result, we use memoization for AlexNet
and full motion compensation for FasterM and Faster16 in the rest of this evaluation.
Motion Estimation
Motion estimation is a key ingredient for AMC. We compare our custom block-based
motion estimation algorithm, RFBME, with two pixel-level optical flow techniques: the
classic Lucas–Kanade algorithm [83] and the FlowNet 2.0 CNN [61]. Unlike RFBME,
both algorithms produce pixel-level vector fields. To convert these to receptive-field-level
fields, we take the average vector within each receptive field.
Figure 3.15 shows the overall mean average precision for predicted frames in FasterM
and Faster16 when using each method. We show the error when predicting at two time
intervals from the key frame, 33 ms and 198 ms. At 33 ms, the predicted frame directly
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Figure 3.15: Accuracy impact of motion estimation techniques. New key frame shows
the ideal baseline accuracy when computing the full CNN precisely, old key frame shows
the worst-case accuracy for using the previous key frame without updating it at all, and
the rest are motion estimation algorithms. RFBME is our new algorithm.
follows the key frame, so the amount of motion is small. We choose 198 ms because
it consistently reveals accuracy degradation in the detection benchmarks. In each case,
RFBME yields either the best or nearly the best accuracy. Because its efficiency does not
come at a disadvantage in vision accuracy, we choose RFBME for our final EVA2 design.
Target Layer
The choice of the target layer for AMC controls the amount of savings it can offer
and its error. We study the accuracy impact of selecting an early target layer and a
late target layer for each application. In each case, the early layer is after the CNN’s
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Network Interval Early Target Late Target
AlexNet
orig 63.52 63.52
4891 ms 49.95 53.64
Faster16
orig 60.4 60.4
33 ms 60.29 60.05
198 ms 55.44 57.48
FasterM
orig 51.85 51.85
33 ms 50.90 51.14
198 ms 48.77 49.61
Table 3.2: The accuracy impact of targeting different layers for EVA2’s prediction at
various key frame intervals. The orig rows show the baseline accuracy for each network.
Network Target Layer Accuracy
FasterM
No Retraining 51.02
Early Target 45.35
Late Target 47.82
Faster16
No Retraining 60.4
Early Target 61.30
Late Target 60.52
Table 3.3: The accuracy impact of training to fine-tune CNNs for execution on warped
data. The accuracy column shows the network’s score when processing plain, unwarped
activation data.
first pooling layer, and the late layer is the last spatial layer: the layer before the first
fully-connected layer or other computation would prevent activation warping. Table 3.2
shows the accuracy for AMC predicted frames when selecting each of these layers as
the target layer. In most cases, the accuracy for predicting at the later layer is higher
than for the earlier layer. The exception is Faster16 at 33 ms, where the difference is
small. This improvement suggests that AMC’s activation updates are accurate enough
even for a large CNN prefix. We use the later layer for each application in the rest of this
evaluation.
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Figure 3.16: The impact of adaptive key frame selection strategy on vision accuracy.
Each data point contains the same number of frames but with a different percentage
of predicted frames. The y-axes show overall accuracy, and the time gap between key
frames and predicted frames is fixed at 198 ms for Faster16 and FasterM, and 4891 ms
for AlexNet.
Training on Warped Activation Data
While EVA2’s predictions approximate “true” activation data, it may introduce artifacts
that interfere with the normal operation of the CNN suffix. To counteract these artifacts,
we can retrain the CNN suffix on warped activation data. Table 3.3 examines the impact
of this retraining on FasterM and Faster16 by measuring the resulting accuracy on plain
(key) frames. For Faster16, the impact of retraining is small for the early target layer and
negligible for the later target layer. For FasterM, retraining actually decreases accuracy
on key frames, although this may be due to its limited training schedule in comparison
with Faster16. We conclude that additional training on warped data is unnecessary.
Key Frame Selection
AMC can choose adaptively when to use expensive key frames and when to use cheap
predicted frames. Section 3.1.3 describes two possible metrics that EVA2 can use to
choose key frames: RFBME match error and total motion magnitude. Figure 3.16
compares the vision accuracy for each strategy. In these experiments, we fix a key frame
interval and sweep the decision threshold, then measure the resulting fraction of predicted
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frames and the output accuracy. For a fair comparison between the two metrics, each
data point contains the same percentage of predicted frames and key frames for each
metric. A fixed key frame rate would appear as a straight line from the 0% predicted
frames point to the 100%. The curves for both metrics are above this fixed-rate line, so
both are viable strategies. We use the block error metric in our hardware implementation
because it is computationally cheap: block errors are byproducts of RFBME.
3.4 Related Work
EVA2 builds on a wave of recent architectural work on efficient hardware for deep
learning. For a survey of the state of the art, see the tutorial by Sze et al. [121]. Com-
mercial hardware efforts include GPUs and manycores with customized vector and
low-precision instructions [41, 118]. In research, many recent ASICs target convo-
lutional and fully-connected layers [4, 12, 20, 24, 26, 36, 102], as do some FPGA
designs [97, 115, 120, 135]. Recently, accelerators have focused on exploiting sparsity
in model weights and activations [3, 45, 95, 134] and extreme quantization to ternary
or binary values [59, 101, 139]. EVA2’s benefits are orthogonal to these design choices.
Because it skips entire layers during forward execution, it can apply to any underlying
CNN accelerator architecture.
The AMC algorithm uses insights from video compression. Specifically, our RFBME
algorithm builds on a large body of work on the block-matching motion estimation
algorithms that are central to video codecs [64, 75, 140] and their ASIC implementa-
tions [122, 123].
In vision, the most closely related work is deep feature flow (DFF) [141, 142]. DFF
is a neural network design that grafts an optical flow network, FlowNet [40], onto a
73
subset of a feature network, ResNet [48], via a spatial warping layer. The goal is similar
to AMC: DFF uses motion information to avoid computing a prefix of convolutional
layers involved in feature extraction. AMC’s focus on hardware efficiency provides
four key benefits over DFF. (1) While RFBME performs coarse-grained computation at
the receptive-field level, DFF uses a full CNN (FlowNet) to compute per-pixel motion,
which is far more expensive. (2) DFF uses a fixed key frame rate calibrated to the
“worst-case scenario” for scene motion. AMC’s adaptive key frame rate spends less
time and energy when frames are more predictable. (3) AMC’s activation compression
reduces the intermediate data size enough for on-chip storage (80–87%). (4) EVA2’s
warp engine skips over zero entries when performing interpolation, reducing the motion
compensation cost proportionally to the activations’ sparsity.
Other vision work has sought to exploit temporal redundancy for efficiency. Zhang
et al. leverage motion vectors and residuals in compressed video to speed up super-
resolution algorithms [137]. Future work may adapt AMC to replace RFBME with these
precomputed motion vectors. Clockwork convnets [116] exploit the observation that the
values in deeper, more semantic layers change at a slower rate than earlier, noisier layers.
The execution strategy uses fixed update rates, however, and does not adapt to changes in
the input video. Delta networks [91, 92] compute the temporal derivative of the input and
propagate the change through a network, layer by layer. Using pixel-level derivatives,
however, is a poor match for real video data, where even small movements can cause
large changes in pixel values. Section 3.1 discusses delta networks and their efficiency
drawbacks in more detail.
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3.5 Conclusion
Generic CNN accelerators leave efficiency on the table when they run real-time computer
vision workloads. While this work exploits temporal redundancy to avoid CNN layer
computation, AMC also suggests opportunities for savings in the broader system. Future
work can integrate camera sensors that avoid spending energy to capture redundant
data [11, 18, 77, 88], and end-to-end visual applications can inform the system about
which semantic changes are relevant for their task. A change-oriented visual system
could exploit the motion vectors that hardware video codecs already produce, as recent
work has done for super-resolution [137]. Through holistic co-design, approximately
incremental vision can enable systems that spend resources in proportion to relevant
events in the environment.
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CHAPTER 4
STRUCTURED SPARSITY IN THE FREQUENCY DOMAIN
Depthwise separable convolutions and frequency-domain convolutions are two recent
ideas for building efficient convolutional neural networks. They are seemingly incompat-
ible: the vast majority of operations in depthwise separable CNNs are in convolutional
layers with a kernel size of 1×1, which are not amenable to frequency-domain represen-
tation or pruning. This chapter unifies these two ideas by transforming the activations
instead of the filters. Our central insight is that 1×1 convolutions are a special case that
can run in the frequency domain without modification. Our technique uses a truncated
discrete cosine transform (DCT) on activation macroblocks to run each 1×1 filter in
the frequency domain. Because the 1×1 layers commute with the DCT, the result is
equivalent to the original network. This approach enables a new kind of pruning that
removes entire frequency bands on a per-channel basis. Unlike most pruning approaches,
our pruned layers save computation while remaining fully dense: no costly sparse opera-
tors are required. We apply the transformation and pruning technique to two depthwise
separable CNNs, ResNeXt and MobileNetV2, and find that it can reduce the number of
operations by 2.2× and 1.8× respectively with negligible effects on task accuracy.
Just as video compression exploits temporal redundancy, image compression exploits
spatial redundancy. The key insight of EVA2 was to use video compression techniques
to exploit temporal redundancy in CNNs, but while we had reason to believe there was
Figure 4.1: Focusing on the CNN Architecture
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spatial redundancy in CNNs, no techniques to exploit this yet existed. For this reason, the
natural follow-up to EVA2 was to move from video compression to image compression.
Image compression techniques generally begin with spatial transformation (such as the
DCT) and quantization to decrease the number of non-zeros required to encode the data.
With the assumption that CNN activations would also require fewer non-zeros to be
represented in the frequency domain, we built and evaluated two techniques to exploit
this property: 1) increase the effectiveness of sparse computational methods by first trans-
forming the input activations, and 2) expose static structured sparsity within activations
by performing truncated frequency transformations before each 1×1 convolution. While
the first technique achieved minimal improvement, the second technique managed to
achieve theoretical speedups of 1.8-2.2×.
Static spatial redundancy refers to the idea that convolutional filters have a heteroge-
neous sensitivity to the spatial frequencies of their inputs despite having a homogeneous
sampling rate. This form of spatial redundancy is a particularly attractive research path
since it exploits frequency based redundancy but doesn’t require any overhead due to
sparse computation. Static spatial redundancy was first observed when per-frequency
pruning of weights exhibited a heavy preference for low frequencies [21]. Two papers
have since taken this observation and used it to save computation. The first is the multi-
scale CNN which purposefully allocates more channels to the low resolution scale, thus
saving on computation [56]. Another paper follows on from the original frequency
based pruning work and computes convolutions in the frequency domain to save on
computation [81]. While these proposals are interesting and relevant, none of them have
paid attention to the dominance of depthwise separable CNNs.
Depthwise separable CNNs pose challenges and offer opportunities simultaneously
when considering the exploitation of frequency based spatial redundancy. 1×1 convolu-
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tions represent 95% of the total computational cost in depthwise separable CNNs [112],
but 1×1 convolutional filters don’t have any spatial content and thus are incompatible
with frequency based pruning techniques [21, 81]. On the other hand, computing convo-
lutions in the frequency domain requires k2 transformations where k is the width of the
convolutional kernel [33]. This means that 1×1 convolutions are particularly well suited
for computation in the frequency domain as they only require a single transformation and
thus incur low overhead. It is for this reason that I see opportunity.
This chapter is about further increasing the efficiency of a modern category of high-
efficiency CNNs that make heavy use of 1×1 convolution layers [28, 54, 60, 84, 112,
128, 129, 136]. Our key insight is that a 1×1 convolution on an activation image in the
spatial domain is equivalent to the same 1×1 convolution in the frequency domain: as a
result, we can replace any 1×1 convolution in a CNN with a discrete cosine transform
(DCT) followed by the same 1×1 convolution followed by the inverse DCT. We use
this to develop a novel form of pruning, per-channel frequency band pruning, that
prunes the activation image in the frequency domain (after the DCT) by preserving
only contiguous frequency bands that typically yield significant coefficients: as in other
work on frequency-domain computation for CNNs [80], we exploit the fact that some
frequencies matter more than others to reduce computation. By focusing the pruning on
a contiguous band of important frequencies, our pruning technique results in fully dense
computation for the transformed and pruned computations. At similar pruning levels,
dense computation is far more efficient than sparse computation [134], so our technique
outperforms traditional weight pruning, which produces sparse weights by pruning in the
spatial domain. This improves the architecture of the CNN itself, as shown in Figure ??
High-efficiency CNNs have recently trended toward 1×1 convolutions because of
the high cost of larger kernels: the computational cost of convolutional layers scales
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quadratically with the kernel width. SqueezeNet [60], for example, replaced many 3×3
kernels in a traditional architecture with 1×1 kernels, but it preserved some larger kernels
to extract spatial context from images. Depthwise separable CNNs take this approach a
step farther by emulating traditional 3×3 convolutions, which both incorporate spatial
context and combine data across channels, using a combination of 1×1 convolutions and
depthwise 3×3 convolutions. Depthwise convolutions differ from traditional convolutions
because they are only two dimensional (kernel width by kernel height): each kernel
receives input from only a single channel and produces only one channel of output. A
depthwise convolution may also be seen as a grouped convolution where the number
of groups equals the number of channels. Together, the 1×1 convolutions incorporate
cross-channel information while 3×3 depthwise convolutions capture spatial information,
and their combination can have fewer parameters than the equivalent standard 3×3
convolutional layer. The recent proliferation of depthwise separable CNNs [28, 54, 84,
112, 129, 136] has demonstrated the effectiveness of this approach. In these networks, 1×
1 convolutions overwhelmingly dominate the computational cost: for example, MobileNet
spends 95% of its time in these 1×1 layers [54].
A concurrent but independent research direction has focused on weight pruning as
a mechanism for compressing CNNs. Deep compression [46], for example, removes
near-zero parameters from models without reducing task accuracy. Other work has
used a frequency-domain representation to improve model compression. This category
of work demonstrates that CNNs are more sensitive to low frequencies than to high
frequencies: weight sharing [22], for example, performs better when allocating more
parameters to low frequencies than to high ones. While differences between CNNs
and the human perception system abound, this is one respect in which they are similar:
humans’ lower sensitivity to high spatial frequencies is the assumption that underlies
lossy image compression techniques like JPEG, for instance. More recent work on CNN
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compression has exploited this imbalanced frequency sensitivity to prune traditional
3×3 convolutional filters [80]. However, weight pruning—whether in the spatial domain
or in a frequency domain—typically results in a sparse model, where zeros appear in
unpredictable locations. Sparse computation can be counterintuitively slower than the
dense computations found in unpruned models: a recent study found, for example, that
even pruning 89% of AlexNet’s [73] weights resulted in a 25% slowdown over the dense,
unpruned network [134]. As a result, current approaches to pruning need to achieve very
high sparsity levels to overcome the overheads of sparse execution.
While depthwise separable networks and frequency-based weight pruning both reduce
parameter volume and computational cost, they are not trivially compatible. The 1×1
filters that dominate computation in these architectures are not amenable to a frequency-
domain transform because they contain no spatial context, and the 3×3 filters account for
an order of magnitude less computation—so pruning them will have a negligible impact
on overall performance. The central goal in this chapter is to properly combine these two
trends by using frequency-domain computation and pruning to speed up the costly 1×1
convolutions. In doing so, we make the following contributions:
• We observe that 1×1 convolutions, which are the primary computational bottleneck
in modern efficiency-focused CNNs, admit frequency-domain computation without
modification.
• We use this style of frequency-domain computation to introduce per-channel
frequency band pruning, which can greatly reduce 1×1 computation costs without
introducing sparsity.
• We show how to apply DCT-based frequency-domain computation in the context
of the residual blocks for two popular depthwise separable CNNs, ResNeXt [129]
and MobileNetV2 [112].
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In our experiments (Section 4.4), we find that the computational savings for
ResNeXt [129] and MobileNetV2 [112] significantly outstrip the overhead associated
with the DCT conversion. While maintaining task accuracy and keeping all computation
dense, our technique reduces the number of multiply–accumulate (MAC) operations for
these two networks by 2.2× and 1.8× respectively.
4.1 Background
Our work builds upon and combines three lines of work on making CNN inference
efficient: one that develops CNN architectures that can be trained from scratch for small
model sizes and fast inference; one that lowers model sizes of an already trained network
by pruning weights; and one that uses frequency-domain methods to compute CNNs more
efficiently, mostly by leveraging the convolution theorem. We have already discussed
frequency domain CNNs, so here we will discuss efficient CNNs and weight pruning in
more detail.
4.1.1 Depthwise Separable CNNs
While all convolutional CNN feature maps exhibit some spatial redundancy in some
way, the work in this chapter focuses primarily on depthwise separable convolutions.
SqueezeNet [60] demonstrated that 1×1 convolutions were viable and saved significant
computation over 3×3 convolutions, but papers like Xception [28], ResNext [129],
MobileNet [55], ShuffleNet [136], MobileNet v2 [112] and ShuffleNet v2 [84] have all
demonstrated that a traditional 3×3 convolution can be replaced with a 1×1 convolution
followed by a fully grouped (also known as depthwise) 3×3 convolution to form a
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Figure 4.2: Impact of 1×1 Convolutional Layers on Computational Efficiency
depthwise separable convolution. Networks using depthwise separable convolutions
are more computationally efficient than those using traditional 3×3 convolutions, and
also spend the majority of their time computing 1×1 convolutions as depthwise 3×3
convolutions require very few operations in comparison. This behavior can be seen in the
two distinct pareto frontiers in Figure 4.2, where networks which allocate >90% of their
operations to 1×1 convolutions significantly outperform traditional CNNs. Additionally,
due to their lack of need for spatial context, 1×1 convolutions can be directly computed
in a spatially compressed basis [33]. In summary, depthwise separable CNNs are more
efficient than traditional CNNs, and spend most of their time on 1×1 convolutions which
can be easily computed in a compressed basis.
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4.1.2 Frequency Domain CNNs
One well known method to perform convolutions in the frequency domain is to leverage
the Fourier transforms convolution theorem [87]. This method applies the DFT to both
the convolutional kernel and the input image. Then, the layer multiplies the corresponding
frequency components element-wise. While this method can significantly reduce the
total number of operations required, its benefit isn’t applicable to 1×1 convolutions.
Our work takes inspiration from work that leverages the discrete wavelet transform
(DWT). The DWT has been applied for image compression because natural images
tend to be sparse in the wavelet domain. Drori and Lischinski [34] show that any linear
combination of matrices may be computed in the wavelet domain because the DWT is an
invertible linear operator. Because convolution is commutative and distributive, it may be
computed as a sum of k2 matrices where k is the width of the convolutional filter. This is
desirable for image convolution when computation is performed on a processor which has
a small vector width or a hardware accelerator for sparse matrix multiplication because
image data is highly sparse in the wavelet domain. Just as lossy image compression
with the DWT can significantly reduce image size, lossy convolution with the DWT can
significantly reduce the number of operations required to perform convolution.
[80] use frequency-domain computation to prune models. While both that work and
our static spatial redundancy proposal prune in the frequency domain, the difference is
that that prior work prunes weights while our work prunes activations. In addition, that
earlier technique is designed to prune standard networks like LeNet, AlexNet, and ResNet
that rely on ordinary convolutions. This proposal focuses on improving the inference
efficiency of an emerging class of networks that are already designed for highly efficient
inference: namely, depthwise separable CNNs such as MobileNet and ResNeXt.
83
Efficient CNN architectures. This chapter builds on a line of work on designing CNN
architectures that support efficient inference. One of the earliest of these architectures
was Squeezenet [60], which achieved accuracy comparable to a state-of-the-art CNN
(AlexNet [73]) with substantially fewer weights. MobileNet achieved an even greater
reduction in computation by leveraging depthwise separable convolutions (which were
first introduced in another parameter-efficient architecture, Xception [28]) and a heavy
use of 1×1 convolutions. According to the authors, “Our model structure puts nearly
all of the computation into dense 1×1 convolutions. . . MobileNet spends 95% of its
computation time in 1×1 convolutions which also has 75% of the parameters” [54].
Since then, several other architectures have been built with similar structure, including
MobileNetV2 [112], ShuffleNet [136], ShuffleNetV2 [84], and ResNeXt [129]. In this
chapter, we develop ways to further reduce the cost of inference for an already-trained
network in this class.
Weight pruning. A second approach to efficient inference that we leverage in this
chapter is pruning, in which some of the signals in a neural network are removed after the
network is trained. This is typically done by pruning the weights, in which case it is a type
of model compression [47]. Like the efficient CNN architectures, approaches like deep
compression [46] have matched the performance of AlexNet with substantially fewer
weights. Importantly, as a result of the pruning process, the weights of these networks
become sparse, which can have a negative impact on the inference speed. For example,
pruning with deep compression achieved “3× to 4× speedup over the dense network
on average” while decreasing the number of parameters by 9–13× [46]. Subsequent
works have proposed to use specialized hardware to accelerate the sparse computations
that result from inference on pruned networks; examples of techniques in this class
include EIE [45] and Scalpel [134]. While our work does prune the computations in
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network inference, we prune the activations, not the weights as is usually done in network
pruning. Additionally, our pruning method results in dense computations, which avoids
the overhead of sparse computations.
4.2 Methodology
This section describes our technique for running 1×1 convolutions in a DCT-based
frequency space. We then show how to prune the transformed network according to
frequency bands in the transformed data. Finally, we show how to practically apply the
technique to existing architectures for depthwise separable CNNs.
4.2.1 Frequency-Domain 1×1 Convolutions
Our approach to frequency-domain computation is to compress activation data using the
same approach as JPEG image compression: we divide an activation tensor into small,
fixed-size, square tiles called macroblocks and apply the discrete cosine transform (DCT)
to each. The key observation is that running a onebyone convolution on this transformed
data is equivalent to running it on the original activation, i.e.:
Conv1×1(X) = DCT−1(Conv1×1(DCT(X)))
where X is an activation tensor, DCT is the macroblocked discrete cosine transform, and
DCT−1 is the inverse transformation. This is possible because the DCT is an invertible
linear operator just like the DWT. Therefore, frequency-domain computation of 1×1
convolutions does not require frequency-domain training: we can train the entire network
normally, without the transformations, and then insert DCT and inverse DCT “layers” to
obtain an equivalent network.
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To implement the DCT, we need to choose a macroblock size. The JPEG standard,
for example, uses 8×8-pixel macroblocks to localize frequency information to specific
locations within the image. In our setting, macroblock size represents a trade-off between
the precision of frequency-domain pruning and the performance overhead. With larger
macroblocks, the transformation can more effectively separate frequency components
from one another, which leads to better potential for pruning. On the other hand, the DCT
forms the overhead cost for our technique, and the cost of the DCT for k×k macroblocks
scales with k2. In our experiments, we find that 4×4 macroblocks work well across both
networks we evaluate.
Choosing the DCT macroblock width is also important because it determines the
overhead required to transform the activations into the frequency domain. As each channel
is transformed into the frequency domain independently, the DCT can be computed as
a depthwise convolution with the kernel size and stride equal to the macroblock width.
Each macroblock is multiplied by frequency filters (of size k2) for each coefficient (of
which there are k2). With this implementation of the DCT, the number of required
operations is:
DCT MACs = cin ∗ hk ∗
w
k
∗ k4 = cin ∗h∗w∗ k2
Processing the same input with a 1×1 convolution with a stride of 1 would require the
following operations
1×1 MACs = cin ∗h∗w∗ cout
From these two equations it can be seen that the number of operations for a 4×4 DCT
would be equivalent to a 1×1 convolution with 16 output channels. Thankfully most
network layers produce far more than 16 channels, and so in the general case our overhead
is an insignificantly small portion of the total network operations.
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(d) Per-channel frequency band pruning.
Figure 4.3: Various pruning strategies for frequency-domain 1×1 convolutions. Each
figure depicts a pruning mask that the strategy applies to frequency-domain activations
with 50% pruning. Gray areas are preserved (nonzero) and white areas are pruned (zero).
4.2.2 Frequency Band Pruning
Unlike techniques that use frequency-domain filters based on a convolution theorem,
DCT-transforming activations does not by itself save any computation—its purpose is
to enable pruning in the frequency domain. The goal in any pruning mechanism is
to skip those computations in a layer that are likely to lead to ineffectual (near-zero)
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activation results. The standard approach, weight pruning, rounds small weights down to
zero and removes them from the model. Weight pruning’s primary drawback is that it
results in sparse computation, since while many weights may be zero, zero weights are
not typically grouped together. Sparse computation is significantly slower than dense
computation even as it reduces the overall number of operations required because of its
need for frequent branches [134]. An alternative, channel pruning, removes nodes from
the neural network by zeroing out entire filters. Figure 4.3a depicts channel pruning.
Because channel pruning works at a larger granularity than weight pruning, it does not
require sparse computation, but the granularity also limits the amount of computation it
can eliminate.
Our goal is to prune contiguous components of a frequency-domain 1×1 convolution.
This techniques enables a large amount of pruning while also enforcing contiguity and
hence allowing dense computation. The rest of this section describes three approaches
to pruning in increasing order of sophistication: a simple sparse coefficient pruning
approach; a per-channel, per-coefficient technique that can adapt to the varying frequency
sensitivity among different channels; and the proposed frequency band pruning approach
that prunes a contiguous range of high-frequency components.
Coefficient pruning. The first and simplest approach prunes entire coefficients, inde-
pendent of the layer’s output channels. Figure 4.3b depicts a coefficient pruning mask: all
channels preserve the same set of “important” frequencies. For each layer, we compute
the average coefficient magnitude by aggregating across all output channels in the layer.
To prune, we select a percentile under which the smallest coefficients are removed in each
layer. After pruning, the coefficients whose average magnitude is below the threshold are
never computed.
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This approach results in dense computation because the unpruned frequencies can
be reordered and packed into a dense tensor. However, this approach expresses the
(incorrect) assumption that all output channels are equally sensitive to each frequency in
the activation data. We find that channels are not uniformly sensitive to frequencies in
practice, which motivates a more nuanced approach.
Like our other pruning techniques, coefficient pruning can reduce both the cost
of the 1×1 convolution and the overhead associated with the DCT and inverse-DCT
computations. It is not necessary to produce frequency coefficients that will never be
used during the pruned 1×1 layer. Our technique truncates the DCT to produce only the
unpruned coefficients.
Channel–coefficient pruning. Channel–coefficient pruning removes the assumption
that all channels within a layer are uniformly sensitive to each frequency. Instead, it
acknowledges that some channels need different frequency information from others.
Intuitively, some channels represent features that require more detail (and hence higher
frequencies) than others. Channel–coefficient pruning does not average across chan-
nels but instead prunes a percentile of coefficients within each channel for each layer.
Figure 4.3c depicts the result: each channel receives a subset of the frequency coefficients.
We find that this per-channel sensitivity significantly increases the amount of pruning
that is possible for a given accuracy budget. However, the additional flexibility comes at
a cost: the “random” effect of the pruning means that the 1×1 filter computation must be
sparse. It is not generally possible to reorder channels and coefficients to pack them into
a dense tensor for fast computation.
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Frequency band pruning. Our final approach extends frequency–coefficient pruning
to remove contiguous ranges of frequencies, thereby recovering dense computation. The
key idea relies on the insight from prior work that CNNs are more sensitive to low
frequencies than to high frequencies [22, 80, 82]. Put differently, coefficient importance
is monotonic with frequency—so if a given coefficient is pruned, all the higher-frequency
coefficients are also likely to be pruned. Frequency band pruning restricts pruning to a
contiguous range of the highest frequencies. Like channel–coefficient pruning, it prunes
coefficients within a given channel; unlike the unrestricted version, however, it preserves
the lowest-frequency coefficients up to the last (i.e., highest-frequency) coefficient whose
average magnitude exceeds the threshold. Figure 4.3d shows the resulting mask: each
channel receives a contiguous range of frequencies starting at the lowest frequency.
These contiguous ranges of frequencies correspond to the diagonals in the 2D DCT
transformation. The zigzag pattern commonly associated with JPEG is another use of
this frequency banding when using the DCT.
With this strategy, each channel’s computation in the 1×1 filter is dense. We find that
this technique prunes nearly the same set of channels as unrestricted channel–coefficient
pruning: significant frequencies naturally tend to be nearly contiguous. So this technique
loses only a few pruned coefficients while making computation dense and therefore far
more efficient.
4.2.3 Profiled vs. Learned Pruning
Channel, coefficient, channel–coefficient, and per-channel frequency band pruning each
represent different methods for coefficient/channel masks, but how exactly to set these
masks is non-trivial. Which coefficients should be masked for which channels ultimately
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Figure 4.4: Computing Per-Coefficient Masks from Learned Contiguous Frequency Band
Parameter
is decided by one of two methods: profiling or learning.
Profiling based techniques begin by running inference on training data to collect
statistics on each coefficient for each channel. Specifically, the average absolute mag-
nitude of each frequency coefficient is computed over all training inputs. This metric
serves as a rough approximation of the importance of each coefficient in each channel.
To sweep the intensity of pruning a percentile is swept where if a channels’, coefficients’,
channel-specific-coefficients’, or frequency bands’ average absolute magnitude falls
below this percentile it is masked. This method is imperfect for two reasons: to simplify
parameter sweeping, the same percentile is used for each layer (even though there is no
reason to believe each layer is equally compressible) and also because average absolute
magnitude may not be the best metric for evaluating coefficient importance. Due to
the weaknesses in the profiling technique, we developed an alternative learning-based
method. This method is restricted to per-channel frequency based pruning as this is the
specific method which performed best in initial experiments, but similar learning-based
methods could be applied to the other pruning methods as well.
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To successfully learn per-layer per-channel frequency pruning it becomes important
to create tension between reducing retained frequencies and increasing accuracy. This
tension is created by adding a new set of learned parameters into the network and
modifying the optimizer’s loss function. To control the level of pruning we add frequency
contiguous masks (or fcmasks) for each channel in each layer within the network. These
learned parameters control the level of frequency pruning as each coefficient’s mask is
derived from this one parameter, as shown in Figure 4.4. Fcmasks are initialized to 1.0,
and are influenced to decrease by our modified loss function. Specifically, the new loss
function can be seen below:
loss = cross entropy+λ ∗
num layers
∑
l idx=0
avg(| f cmaskl idx|)
The first element in this loss function is unchanged from the vanilla training schedule,
the cross entropy loss. This is maintained to continue influencing the network to maintain
a certain level of accuracy. Next, a new metaparameter is introduced, λ , to control the
degree of impact that the new loss component will have on the network as a whole.
The primary regularization value in this loss function is a sum taken over all layers
of the average absolute value for fcmasks over all channels in each layer. Naturally,
smaller positive fcmask values decrease the loss function and are thus rewarded, although
masking coefficients may increase the cross entropy if these coefficients are important to
the network. It is this tension that we desire to construct within our learning algorithm as
we are interested in achieving a balance between efficiency and accuracy.
Less obvious is why the absolute value is taken of fcmask rather than simply taking
the relu. The absolute value is taken of each fcmask as it is important to avoid fcmasks
from becoming massively negative. If none of a channel’s coefficients benefit the network,
then the ideal fcmask value should be zero, not negative. This is because if an fcmask
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Figure 4.5: Example learned contiguous frequency band mask (MobiletNet v2 Block 2)
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Figure 4.6: Example learned contiguous frequency band mask (MobiletNet v2 Block 10)
very negative then a small positive gradient wouldn’t turn it positive and thus wouldn’t
impact the network at all (any negative value of an fcmask will set all per-coefficient
mask values to zero). If the fcmask was set to zero but then experienced a positive
gradient then it would increase to a small positive value, thus releasing the mask on the
first coefficient and allowing this coefficient to have an impact on the rest of the network.
To get a sense for the kind of masks that can be learned, observe Figures 4.5 and
4.6. The horizontal axis corresponds to the channels within the layer in question, and the
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MobileNet v2: Layer-Wise Frequency Coefficient Pruning
Figure 4.7: MobileNetv2 Layer-Wise Frequency Coefficient Pruning
vertical axis corresponds to the fcmask value for each channel. Blue signifies coefficients
which are retained, and the channels have been sorted such that the channel with the
largest fcmask comes first. Horizontal dotted lines signify levels for each coefficient (9
coefficients for a 3×3 DCT macroblock), and solid black lines signify frequency bands
as defined by their zigzag level. Early layers (such as the one shown in Figure 4.5) tend
to result in masks which remove very little while later layers (such as the one shown in
Figure 4.6) tend to remove a significant number of coefficients. In fact Figure 4.6 shows
that the highest frequency coefficient can be removed for all channel’s entirely and that a
significant number of channels can be removed entirely. This general trend towards later
layers being more capable of masking can be seen in Figure 4.7.
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Figure 4.8: Quantizing Channel-Specific Masks Into Frequency Band Masks
4.2.4 Dense Frequency-Domain 1×1 Computation
The primary motivation for our pruning technique over traditional pruning is that our
method enables dense computation. To understand how this can be possible, consider
Figure 4.9. Figure 4.9 (a) shows a 1×1 layer, and (b) shows a 1×1 layer computed in
the frequency domain. While Figure 4.9 (b) is in the frequency domain, it also can’t
save on computation as all coefficients for all input channels are transformed, and the
same is true for all output channels. The frequency masks shown in the figure are divided
between frequency band 0 and frequency band 1. A visualization of how a channel-
specific frequency band-contiguous mask can be quantized into frequency band masks,
see Figure 4.8 Only channels c0− cx require frequency band 0 and only channels c0− cy
require frequency band 1. To only compute what is necessary, Figure 4.9 (c) separates
out the computation into separate passes for each frequency band (maximum amount of
frequency pruning precision).
The following expression can be used to compute the number of operations required
for for a single macroblock when using method (c). All theoretical speedup calculations
in subsequent plots assume that the number of computational passes is equal to the
number of frequency coefficients.
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Figure 4.9: Dense Frequency Band Pruning
dense pruned ops = DCT MACs∗dct density+ invDCT MACs∗invdct density+
num f bands
∑
f band idx=0
f band MACs∗ f band in density∗ f band out density
(4.1)
4.2.5 Interleaving Transforms into the Network
To make our pruning approach work in the context of real CNNs, we need to integrate our
DCT and inverse DCT layers into existing network architectures. This section shows how
to integrate the transform into two depthwise separable CNNs with subtle differences:
MobileNetV2 [112] and ResNeXt [129].
Both architectures organize their layers into repeating residual blocks. Figure 4.10
shows one such block for each architecture. In both networks, each block has two 1×1
convolutions and one 3×3 convolution. In MobileNetV2, the output of the final 1×1
convolution feeds through a batch normalization step and a residual connection into the
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Figure 4.10: Residual blocks for two CNN architectures with the onebyone convolution
computed in the frequency domain. Shading indicates frequency-domain computation.
next block’s first onebyone layer. As Figure 4.10a shows, this structure allows us to use
only a single DCT/DCT−1 pair for the entire block.
In ResNeXt, however, the 1×1 layers for two adjacent blocks are separated by the
ReLU layer. Unlike the linear 1×1 layer, computing this nonlinearity in the frequency
domain is not equivalent to computing it on the original, untransformed activation. And
in our experiments, doing so yields a significant accuracy loss: CIFAR-10 accuracy in
ResNeXt drops from 95.75% to 93.78% when computing the ReLU in the frequency
domain, while removing it altogether yields 94.43% accuracy. (We also tried computing
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the ReLU only on the DC component of the frequency-domain data, but the accuracy
still dropped to 95.01%.) Figure 4.10b shows how to insert two DCT/inverse-DCT
pairs into ResNeXt, with one around each 1×1 layer and with all ReLUs computed on
untransformed inputs. As we find in Section 4.4.1, the additional overhead from doubling
the transformations does not result in significant performance cost.
4.3 Experimental Setup
We evaluate the effectiveness of our frequency band activation pruning on two state-of-
the-art networks, MobileNetV2 [112] and ResNeXt [129]. For ResNeXt we chose a
cardinality of 32 and a bottleneck width of 4. Section 4.5 gives further network details. We
evaluate both networks on the CIFAR-10 [72] classification dataset, which is sufficiently
complex to demonstrate our technique while being small enough to enable rapid design
iteration. The top-1 CIFAR-10 accuracy for the baseline, unpruned configuration is
94.02% for MobileNetV2 and 95.75% for ResNeXt.
We evaluate computation savings by measuring the number of multiply–accumulate
(MAC) operations among all convolutional layers. In the baseline configuration for
CIFAR-10, ResNeXt uses 7.7×108 MACs and MobileNetV2 uses 8.9×107. We add
DCT and inverse-DCT transformation layers to each using 4×4 macroblocks, which
increases the MAC counts to 8.4×108 for ResNeXt and 1.1×108 for MobileNetV2.
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ResNeXt MobileNetV2
Acc Degradation 0.09% −0.05%
MAC Reduction 2.2× 1.8×
Projected Speedup 1.2× 1.5×
Table 4.1: High-level results including CIFAR-10 top-1 accuracy degradation, compu-
tational savings, and expected CPU wall-clock speedups when using our per channel
frequency band pruning. Unlike Figures 4.11 and 4.12, this table shows accuracy of the
network not only after pruning but also after retraining.
4.4 Evaluation
4.4.1 CIFAR-10
After evaluating the various trade-offs, we concluded that the per channel contiguous
frequency band pruning was best. Details of that evaluation can be found below, but the
high level conclusions are shown in Table 4.1. Our pruning method is able to achieve
Table 4.1 summarizes the results from our evaluation for our preferred pruning
technique, per-channel frequency band pruning. This technique achieves 1.8–2.2×
computational savings, as measured by the number of multiply–accumulate (MAC)
operations, with reductions in top-1 accuracy below a tenth of a percent. We project an
execution time speedup of 1.2–1.5×.
We evaluate each of the pruning techniques in Section 4.2.2 by sweeping a threshold
that masks out a given percentage of operations for each transformation layer. These
new pruning techniques are coefficient pruning, channel–coefficient pruning, and per-
channel frequency band pruning. We compare against two baselines: channel pruning and
reducing the input resolution. Section 4.5 gives more details on the resolution reduction.
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Figure 4.11: Comparison of pruning methods for ResNeXt on CIFAR-10 (before retrain-
ing).
ResNeXt
In ResNeXt, the 1×1 convolutions account for 85% of all MACs in the network. Its
large number of channels per layer (64–1024) means that the DCT overhead can be
proportionally smaller. Figure 4.11 shows the accuracy for each pruning method at
different levels of pruning by relating the resulting MAC reduction with the network’s
top-1 CIFAR-10 accuracy. The highest degree of pruning with per channel frequency band
pruning achieved a 2.2× reduction in total network MACs while only incurring a 0.09%
reduction in top-1 accuracy. Achieving this accuracy required retraining; Figure 4.11
shows the slightly reduced accuracy before fine tuning.
Channel pruning performs very poorly compared with our frequency-based tech-
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niques. Our frequency transformation offers a finer pruning granularity that benefits the
three other techniques. The frequency-based techniques outperform a simple reduction
in input resolution, suggesting that it is valuable to remove some but not all of the
high-frequency data in the image.
The best-performing option is channel–coefficient pruning, which is also the most
granular pruning technique. As Section 4.2 discusses, this fine pruning granularity
comes at the cost of sparse computation. Fortunately, the final technique, per-channel
frequency band pruning, performs nearly as well while yielding dense computation.
Below 2×MAC savings, the two techniques are nearly identical. The similarity between
unrestricted channel–coefficient pruning and the frequency band equivalent validates our
claim that sensitivity is monotonic with frequency. With unrestricted channel–coefficient
pruning at a pruning percentile of 30% (1.8×MAC savings), we measure that 98.8% of
channel masks in all layers of ResNeXt were already contiguous.
In ResNeXt, coefficient pruning performs nearly as well as channel–coefficient
pruning, suggesting that channels are somewhat similar in their frequency sensitivity
profiles. We believe that this similarity arises because ResNeXt is not strictly a depthwise
separable network. As shown in Figure 4.10b, the 3×3 spatial filters are grouped but
the number of groups is not equal to the number of input channels (as is true in a
depthwise convolution). The kernel for each input channel in a 3×3 convolution works as
a frequency filter. If all kernels corresponding to all input channels in a 3×3 convolution
are not sensitive to high frequencies, then many high frequencies can be pruned away
from that convolution’s output without any reduction in accuracy. If even one of the
input filters is sensitive to high frequencies, however, then pruning the high frequencies
of the output will filter away the very frequencies which this 3×3 channel was meant
to represent. This pattern does not arise in ordinary depthwise separable networks like
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Figure 4.12: Comparison of pruning methods for MobileNetV2 on CIFAR-10 (before
retraining).
MobileNetV2.
MobileNetV2
We apply our technique to MobileNetV2 to examine its effects in the context of a network
that is already highly efficient. Figure 4.12 shows our techniques’ performance alongside
baseline techniques. The highest degree of per-channel frequency band pruning achieves
a 1.8× reduction in total network MACs. With retraining, the network exceeds the
baseline top-1 accuracy by 0.05%.
As the figure’s x-axis scale reveals, MobileNetV2 is less robust to pruning overall.
The network has already been heavily compressed by design, leaving less opportunity
for removing ineffectual computations. However, per channel coefficient pruning and
per channel frequency band pruning maintain their record as the best available pruning
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methods, and all frequency based methods again outperform reducing input resolution.
In Figure 4.12, coefficient pruning starts with 0.86×MAC savings—i.e., it uses more
MACs than the baseline. In this configuration, the 4×4 DCT overhead is significant
in the context of a network with fewer channels per layer (16–320). Neither channel
pruning nor input resolution changes require DCT transformations, so they both incur no
MAC overhead.
In contrast, channel–coefficient pruning and its frequency band variant start with
fewer MACs than the baseline, yielding about 1.2× savings in their initial configurations.
These initial savings arise because, after applying the DCT, many of the frequency
coefficients are zero already and require no thresholding. In fact, the output of the first
1×1 layer and the input to the second 1×1 layer of each residual block exhibit 40–65%
sparsity in the frequency domain. This high degree of sparsity arises from the sparsity of
the depthwise 3×3 filters themselves when in the frequency domain. Unlike the grouped
3×3 filters of ResNeXt, where any of the input kernels in a group may be sensitive high
frequencies and therefore cause the output activations to express high frequencies, each
depthwise convolutional layer’s output is only a function of one input channel and one
kernel. This increased granularity in the kernel space improves our ability to prune.
The final thing to mention is that the learned masks significantly outperform all other
masking methods. Network retraining has yet to be completed for this method however,
and so final results use profiling instead.
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Figure 4.13: Comparison of pruning methods for MobileNetV2 on ImageNet (before
retraining).
4.4.2 ImageNet
While CIFAR-10 is useful for early experiments, final results for this technique will need
to include ImageNet. ImageNet is a significantly more complex task as it contains 1000
instead of 10 classes, and perhaps more importantly for our method, the resolution is
typically 224 instead of 32. Early ImageNet results for MobileNet v2 (a small depthwise
separable network) and Xception (a large depthwise separable network) can be seen in
Figures 4.13 and 4.14. Unfortunately, the profiling based techniques do not perform
very well on ImageNet. This is possibly because the average absolute magnitude is no
longer a good metric for evaluating the importance of channel coefficients. Thankfully,
our learning based masking technique is certainly effective as can be seen by the one
evaluated point in Figure 4.13.
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Figure 4.14: Comparison of pruning methods for Xception on ImageNet (before retrain-
ing).
To observe how our technique compares to other compression methods, consider Fig-
ure 4.15. A MobileNet v2 Pareto curve can be seen in blue, with two relevant benchmark
network compression methods shown in red and purple. AutoML Compressed [49] is
a state of the art channel pruning method from Song Han’s group. OctConv [27] is a
new network design proposed by Facebook which seeks to reduce spatial redundancy in
CNNs by using a combination of high resolution and low resolution feature maps. The
green point indicates the computational effectiveness of our learned pruning technique
after network refinement has been applied. Even though we’ve had limited time to run
experiments, our technique appears to be on a somewhat defined compressed Pareto
curve. This is not surprising, as our technique actually combines the benefits of OctConv
and AutoML Compressed. Specifically, while AutoML Compressed only reduces chan-
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Figure 4.15: Efficiency of the Proposed Per-Channel Coefficient Masking
nels and OctConv only reduces spatial redundancy (convolutional sampling rate), our
technique optimizes along both dimensions. Additionally, while OctConv only has two
sampling levels, our DCT transformations offer far better frequency precision.
4.4.3 Wall-Clock Speedup
Unlike other papers which simply claim high theoretical speedup but never deliver kernels
that are actually fast in real life, we aim to achieve real-world speedup. Early experiments
with PyTorch have delivered wall-clock speedups close to theoretical for large channel
counts, but more robust experimentation will be completed before paper submission.
Currently work is being done to extend the PyTorch implementation to TVM so as to
reduce the overhead of calling multiple operations for DCT, 1x1, and invDCT.
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4.5 Implementation Details
We built and trained CIFAR-10 versions of ResNeXt and MobileNetV2 using PyTorch.
Our evaluation platform used four Nvidia GTX Titan X GPUs.
The architecture for ResNeXt was taken directly from the original paper [129], which
already includes CIFAR-10 experiments. The version used in this chapter has a cardinality
of 32 and a bottleneck width of 4. Training hyperparameters are the same as those used
in the original paper.
For MobileNetV2 we built a modified version of the 1.0×wide ImageNet architecture.
The network contained 7 bottleneck stages, with each stage containing 1, 2, 3, 4, 3, 3,
and 1 residual blocks respectively. We modified the initial 2D 3×3 convolutional layer
to have a stride of 1, and we used strides of 2 in the first stage of the 3rd, 4th, and 6th
bottlenecks. The network was trained with the same hyperparameters as those used in
the paper, with the exception that the learning rate was scaled by 0.98 for every epoch
instead of every 2.5 epochs.
As mentioned in the evaluation section, we also trained versions of ResNeXt and
MobileNetV2 on reduced-resolution input. To produce this input, we began with the
standard 32×32 resolution CIFAR-10 data and used PyTorch’s interpolation layer using
the area algorithm to reduce its size to 16 or 8 pixels wide. When receiving 16-pixel
input, the first layer in each network with a stride of 2 was changed to have stride 1; when
receiving 8-pixel input, both of the first two layers in each network with a stride of 2
were changed to have stride 1.
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4.6 Conclusion
This proposal does two things that at first seem paradoxical: it prunes CNNs without
introducing sparsity, and it applies frequency-based methods to save computation on
kernels with no spatial context. While these initial results are very exciting, two key steps
need to be taken before this work is ready for publication. Firstly, a thorough ablation
study and metaparameter sweep should be completed to fully explore the design space.
A part of this work would involve diving deeper into the complexities associated with
optimizing for either channel pruning or frequency pruning. Secondly, real wall clock
speedup evaluations need to be completed at the layer level and also at the full network
level. This would involve heavily optimizing our new kernels within TVM. Future work
could involve introducing quantization to the frequency pruning, as well as many other
suggestions in the future work section of this dissertation.
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CHAPTER 5
CONCLUSION
When I began my PhD, the vision pipeline looked like Figure 5.1a. Wasteful over-
precision in the image sensor and unnecessary preprocessing in the ISP lead to over-
provisioning of resources to the image capture system. Constant re-computation of
visually similar or evan identical video frames lead to slower vision frame-rates than
could otherwise be possible. Uniform sampling rates for all convolutional channels
in each layer lead to unexploited structured sparsity in the frequency domain. Now
with the completion of my PhD, I have solved all of these problems and now present
the significantly faster and more energy efficient pipeline shown in Figure 5.1b. From
intelligently choosing which stages to use in the input pipeline, to compensating for
motion instead of computing spatial features, to reducing the total volume of data which
needs to be processed per frame. A new capture pipeline, CNN accelerator, and CNN
architecture has been proposed. This holistic pipeline redesign has involved applying
techniques from machine learning, signal processing, compression, and hardware design
to create a significantly more effective system. Along with other innovations in this field,
we have brought high-accuracy low-energy embedded computer vision from just a dream
to a practical reality.
5.1 Future Work
While this PhD may be complete, research is never truly finished. Beyond further holistic
optimizations in the broad sense there are a few concrete paths forward. The most
obvious next step is to move beyond simple MAC counts in the structured sparsity in
the frequency domain evaluation. We have begun experimentation with PyTorch, but
TVM will be an even better choice as we will have more control over the data order and
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(a) Legacy Computer Vision Pipeline
(b) My Holistically Optimized Vision Pipeline
Figure 5.1: Comparing image pipelines before and after this work
function calling. Related to this practical experimentation is the ability to set optimal
frequency band quantization. It is expected that beyond some small number of separate
frequency band computation passes we will see degradation in performance improvement
due to function calling overhead and a reduction in temporal locality. For this reason,
choosing the right ranges for frequency bands will be important. Applying quantization
to the values of frequency coefficients themselves would also be a potentially fruitful
area of research.
I am also very interested in the potential for frequency band energy proportional
probabilistic weight initialization. If we know that weights end up preferring lower
frequencies, then why not initialize them to be so before training? Related to this idea is
learning the spatial transformations themselves. While we have seen great success with
the DCT, one could imagine learning a new transformation with even better compression
capability. It is also possible to apply AutoML solutions to these compression method-
ologies as well. If we gained access to a large amount of computational resources then
that would be a great research direction. Finally, it is entirely possible to leverage the
structured sparsity in the frequency domain for spatial convolutions as well. This would
simply require performing the DCT at the level of each individual kernel. It is unclear if
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the overhead would be worth it, but that is worth determining experimentally as it will
dramatically broaden the appeal of our frequency domain structured sparsity work.
5.2 Desired Impact
I see two kinds of potential impact of this work: near-term industry adoption and longer-
term research influence. First, our new pipeline’s efficiency and generality warrants its
integration into the next generation of embedded vision systems. At a larger scale, I see
this pipeline as the first in a new line of machine learning optimizations that increase their
efficiency by leveraging data redundancy. This can also influence new general strategies
for design that leverage holistic understanding and specialization.
5.2.1 Direct Adoption
There is no shortage of papers proposing efficiency tweaks to deep learning. This work’s
distinguishing feature is its generality: it makes no assumptions about the underlying
vision task or the way that its steps are implemented. AMC and EVA2 can augment
any existing CNN implementation, including CPUs and GPUs as well as the ASICs
we evaluate in the paper. Our vision capture system can even work with traditional
vision, and while our work on structured sparsity in the frequency domain does focus
on depthwise separable networks in particular, these can be used as general featurizers
in nearly any CNN. This work complements any of the wide variety of CNN inference
optimizations proposed in architecture conferences each year, ensuring its longevity.
Because EVA2 works by manipulating intermediate activations, AMC applies to any
vision task—including ones without obvious spatial context, such as classification or
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scene labeling networks. This generality makes my work ready for direct adoption in the
next generation of vision processors and systems as a whole.
5.2.2 Computing on Compressed Data
AMC and EVA2 are not the final word on exploiting temporal redundancy in vision,
machine learning, and beyond. The field of video compression research is old and
deep, and we see EVA2 as a first step toward exploiting its insights for computation
instead of storage. Other approaches to temporal redundancy are limited to bounding box
movement [143] or use simple delta-based encoding for frame differences [91, 92, 107].
These initial implementations represent an early stage in this new direction. The same
can be said of optimizing image capture for vision and spatial redundancy for structured
sparsity in the frequency domain.
5.2.3 Holistic Design and Specialization
This work also introduces the general concept of approximately incremental computation
in its exploitation of temporal redundancy. This approach represents a strategy for
exploiting approximate computing even when a direct approximation of the original
may be infeasible: instead, the approximate implementation only needs to update stored
outputs produced in a previous iteration. Other areas, especially workloads that involve
on-line processing of time series data, can apply the same paradigm to unlock new
approximation opportunities.
More broadly, I see this work as an example of full-stack co-optimization of hardware
and software that organizes the system around an application-level goal. It embodies
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the advice from Hennessy and Patterson’s Turing Lecture: to eschew general-purpose,
piecemeal system design in favor of understanding the entire stack to create holistically
optimized systems. Future work can take inspiration from this design approach to find
new cross-stack optimizations in computation-heavy applications.
As a concrete example, consider a camera-equipped embedded device that breaks
down the abstraction between image capture and vision processing. By organizing the
entire pipeline around end-to-end vision tasks, future work in this direction can unlock
new sources of efficiency that are unavailable when designing general components.
Taking our temporal approach to the extreme, a change-oriented visual system can avoid
paying the cost to sense pixels that will be irrelevant for computing a desired vision
result. Using compressive sensing, simple subsampling, or even change-sensitive sensor
pixels, a co-designed visual system could capture only the information necessary for
a specific task. By applying these design principles based on our work, future “smart
camera” systems can spend energy on data capture proportional to relevant events in their
environment.
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