Transliteration is a process of transcribing a word of the source language into the target language such that when the native speaker of the target language pronounces it, it sounds as the native pronunciation of the source word. Statistical techniques have brought significant advances and have made real progress in various fields of Natural Language Processing (NLP). In this paper, we have analysed the application of Statistical Machine Translation (SMT) for solving the problem of Urdu Hindi transliteration using a parallel lexicon. We have designed total 24 Statistical Transliteration (ST) systems by combining different types of alignments, translation models and target language models. We have performed total 576 experiments and have reported significant results. From Hindi-to-Urdu transliteration, we have achieved the maximum word-level accuracy of 71.5%. From Urdu-to-Hindi transliteration, the maximum word-level accuracy is 77.8% when the input Urdu text contains all necessary diacritical marks and 77% when the input Urdu text does not contain all necessary diacritical marks. At character-level, transliteration accuracy is more than 90% in both directions.
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Introduction
Hindi is the national language of India. Urdu is the national language of Pakistan and is also one of the official languages of India. Urdu and Hindi are also considered as two dialects of the same language, called 'Hindustani' (Platts 1909) , because of their common grammatical and linguistic structure (Rai 2000; Khan 2006 ). In the words of (Rai 2000) , "One man's Hindi is another man's Urdu". In addition to the lexical differences, the other main difference between Urdu and Hindi is their writing systems. Urdu is written in a derived Persio-Arabic script and Hindi is written in the Devanagari script. Whether Hindi and Urdu are two different languages or not, they jointly represent the 2 nd largest population of the world, including 1 st and 2 nd language speakers, after Chinese. This is shown in Table 1 : Size of Urdu and Hindi (Rahman 2004; Lewis 2009) Empiricism was a prominent trend in computational linguistics in the 1940s and 50s. This trend was discouraged by Chomsky's claim that statistical approaches will always suffer from data scarcity and as a result radical approaches were more dominant for more than a decade. Empiricism re-emerged with the successful use of probabilistic models and Hidden Markov Model (HMM) by the speech recognition group at CMU (Harpy system) and IBM in the 1970s (Rabiner and Juang 1986; Rabinder 1989) . Statistical approaches have brought significant advances and have made real progress in various fields of Natural Language Processing (NLP), like word sense disambiguation, POS tagging, information retrieval and especially Statistical Machine Translation (SMT) (Brown et al. 1990; Brown et al. 1993; Koehn et al. 2007; Lopez 2008; Koehn 2010) , where the sense of real progress is the most visible on Internet. Statistical approaches are data-driven, and the sparsity of data is indeed a major problem for Statistical language processing, especially for underresourced languages or language pairs.
Transliteration is a process of transcribing a word of the source language into the target language such that when the native speaker of the target language pronounces it, it sounds as the native pronunciation of the source word. Statistical approaches, especially SMT, are getting attention of researchers for solving the problems of transliteration (Knight and Graehl 1997; Lee and Choi. 1998; Stall and Knight 1998; Al-Onaizan and Knight 2002; AbdulJaleel and Larkey 2003; Li, Zhang and Su 2004; Ekbal, Naskar and Bandyopadhyay 2006; Finch and Sumita 2009; Kirschenbaum and Wintner 2009; Malik et al. 2009; Nabende 2009; Durrani et al. 2010) . Malik et al. (2009) used a hybrid transliteration model for Urdu-to-Hindi transliteration. They replaced the translation model of the classical SMT by a rule-based non-deterministic transducer and used the Hindi language model to select the best transliteration. They reported an accuracy of 79.1%. Durrani et al. (2010) used a conditional probability model (M1) and a joint probability model (M2) for Hindi-to-Urdu translation. They incorporated their character-based transliteration model learnt from Urdu -Hindi parallel word list into Models M1 and M2. They reported very low BLUE scores of 19.35 and 18.34 for models M1 and M2 respectively.
We have developed statistical models for solving the problem of Urdu  Hindi transliteration (bidirectional) using an Urdu -Hindi parallel word list resource, extracted from the data of a dictionary of Urdu, classical Hindi and English (Platts 1884) In this paper, we have discussed our training data, the Urdu -Hindi parallel lexicon in Section 2. Various components of Statistical Transliteration (ST) systems like data alignment techniques, transliteration models and target language models are discussed in Section 3. 24 ST systems for Urdu -Hindi transliteration are described in Section 4. In Section 5, we have described the experimental setup and discussed the results of our tests. Finally the conclusion of the paper is given.
Training Data
Urdu -Hindi is an under-resourced language pair. The Digital South Asian Library (DSAL) has digitized "A Dictionary of Urdu, classical Hindi and English" (Platts 1884) . The originally published dictionary includes the Urdu/PersioArabic transcriptions of all word entries, while it contains Hindi/Devanagari transcriptions only for words that are not of Persio-Arabic origin. The original DSAL dictionary data that we received in March 2007, did not contain the Urdu word transcriptions in the Persio-Arabic script, instead it contained their Roman transcriptions 4 . Two sample entries in the original DSAL's dictionary data are shown in Figure 1 . We are particularly interested by the highlighted areas of these entries.
<div2 type="article" id="ābādī"><head><hi>ābādī</hi></head><p><p>P <pa>ābādī</pa> <i>ābādī</i>, s.f. Inhabited spot or place; colony; population, number of inhabitants; cultivated place;cultivation; the part of a village lands brought under cultivation; increased assessment (=<i>beshī</i>); prosperity; stateof comfort; happiness, joy, pleasure.</p></div2> <div2 type="article" id="अबार_abār"><head><hi>अबार abār</hi></head><p><p>H <pa>abār</pa> अबार <i>abār</i> [S. अवार], s.m. This side, the nearbank of a river.</p></div2> The silver highlighting ('id=') contains only the Roman transcription instead of the Urdu transcription of the word entry (1 st sample entry), when the word is of Persio-Arabic origin, otherwise it contains the Hindi/Devanagari transcription '_' Roman transcription for the word entry (2 nd sample entry). Each word entry has 'hi' and 'pa' tags for Hindi/Devanagari and Urd/PersioArabic transcriptions respectively. The format of the data is not strictly XML-based, but contains certain tags like 'hi' and 'pa'.
From this raw data, we extracted the Roman transcription and its Hindi/Devanagari transcrip-tion (if present) for each word entry. After an exhaustive analysis of the extracted Roman transcriptions, we built a finite-state transducer that can convert these Roman transcriptions into the Urdu/Persio-Arabic and Hindi/Devanagari (if not existed) transcriptions. In this way, we developed an Urdu -Hindi parallel lexicon containing total 55,253 words. We used 50,000 Urdu -Hindi parallel words as training data to build our statistical transliteration models for Urdu -Hindi machine transliteration. The remaining 5,253 Urdu -Hindi parallel words were used for testing and tuning purposes.
Statistical Transliteration (ST)
Following the classical Statistical Machine Translation (SMT) techniques, first we develop alignments between the parallel data. The only difference between a classical SMT system and our Statistical Transliteration (ST) system is the parallel data. In SMT, the parallel data consist of parallel sentences; In ST, it consists of parallel words. Examples of Urdu -Hindi parallel words are shown in Table 2 The Urdu words that we have generated from the Roman transcriptions from the DSAL dictionary data contain all required diacritical marks, clearly shown in Table 2 . Diacritical marks are the back bone of the Urdu vowel system and they are mandatory for the correct pronunciation of an Urdu word, as well as Urdu computational linguistics (Zia 1999) . Like in Arabic, diacritical marks are sparingly used in written Urdu (Zia 1999) . To model this unfortunate situation, we developed another Urdu -Hindi parallel lexicon by removing all diacritics from the fully diacritized Urdu words, also shown in Table 2 . In this way, we developed two types of Hindi -Urdu parallel data.
From these parallel Urdu -Hindi entries, we developed two types of alignments. Secondly, we developed transliteration models based on the alignments and language models based on monolingual Urdu and Hindi corpus. Finally, we joined these models to perform Urdu  Hindi bidirectional transliteration.
Alignments
We developed two types of alignments that are discussed in the following two sections:
Character alignments
We can align the data at character-level by considering each Hindi -Urdu parallel word pair as a parallel sentence pair like classical SMT and each character in the parallel entry as a word. For character alignments, a space is introduced after each character in the Urdu (whether diacritized or not) and Hindi words in Urdu -Hindi parallel lexicons. Table 3 shows sample Urdu -Hindi parallel data for character alignments. From these two types of Urdu -Hindi parallel data, we developed two types of character alignments using GIZA++ (Och and Ney 2003) in both directions:
Hindi

Urdu with diacritics
Urdu without diacritics
 Hindi and Urdu with diacritics character alignment,  Hindi and Urdu without diacritics character alignment.
Cluster alignments
Alignment plays a critical role in SMT (Fraser and Marcu 2007; Kumar, Och and Macherey 2007; Huang 2009 ). The quality of parallel data and the word alignment have a significant impact on learning the translation model and consequently on the quality of the SMT system (Fraser and Marcu 2007; Huang 2009 ). It is always better do an analysis of the alignment and correct the alignment errors to reduce the Alignment Error Rate (AER). We also analyzed the alignments produced by GIZA++. We found that we can improve our alignments to reduce the AER. The incorrect alignments are highlighted in Table 4 (below) that shows Hindi to Urdu with diacritics alignments of our sample words of Table 3 .
The vowel representation in Urdu/PersioArabic script is highly complex and contextsensitive (Hussain 2004; Malik, Boitet and Bhattacharyya 2008; Malik et al. 2009 ). This highly complex and contextual representation leads to wrong character alignments, highlighted in Table 4 . In the second row of Table 4 , the Hindi vowel इ [ɪ] is aligned with ALEF ‫)ا(‬ and ZER ( ِ◌) is aligned to NULL. The alignment is not completely incorrect, but the vowel इ [ɪ] must be aligned with both ALEF ‫)ا(‬ and ZER ( ِ◌). Similarly, the Hindi vowel उ [ʊ] must be aligned with ALEF ‫)ا(‬ and PESH ( ُ◌) in the third row. In these examples, one character in Hindi must be aligned with a sequence of characters in Urdu. Interestingly, we have observed that GIZA++ correctly aligns such cases for Urdu (with or without diacritics) to Hindi alignments. In the case of consonants, we also observe a few alignment problems. In Urdu, gemination of a consonant is marked with a SHADDA ( ّ◌), while in Hindi, it is written as a conjunct form. The highlighted alignments of the first row of Table 4 align the Hindi characters ब [b] and ◌् with the Urdu characters BEH ‫)ب(‬ and SHADDA ( ّ◌) respectively. Again this alignment is not completely wrong, but this geminated consonant alignment problem is more evident for Urdu to Hindi alignment where a Hindi consonant is aligned with NULL. An example of Urdu to Hindi alignment is shown in Table 5 . This problem can be resolved by clustering the gemination representations both in Urdu and Hindi.
# Sentence pair (754) source length 9 target length 10 alignment score : 8.0263e-13 We also observe alignment problems for aspirated consonants because they are represented by a sequence of characters in Urdu and by either a single character or a sequence of characters in Hindi. For Hindi to Urdu alignment, this problem is highlighted in row 5 and 7 of Table 4 . For Urdu to Hindi alignment, an example is shown in Table 6 . # Sentence pair (1183) source length 5 target length 5 alignment score : 8.57561e-05 Table 6 . Aspirated consonant alignment from Urdu to Hindi All these problems increase the AER. Thus we decided to cluster certain character sequences in Urdu -Hindi parallel lexical entries to enhance the alignments and consequently transliteration between Urdu and Hindi. For clustering, we developed finite-state transducers that generate Urdu -Hindi clustered parallel lexicons. Clustered Urdu -Hindi parallel lexicons for our sample data of Table 2 with IPAs are shown in Table 7 . Using these clustered Urdu -Hindi parallel lexical entries, we developed two types of cluster alignments using GIZA++ in both directions:
 Hindi and Urdu with diacritics cluster alignments  Hindi and Urdu without diacritics cluster alignments All the alignments problem discussed above are solved in cluster alignments as shown in Table 8. # Sentence pair (6) source length 3 target length 3 alignment score : 0.0214204
2 # Sentence pair (114) source length 5 target length 5 alignment score : 0.0942275
# Sentence pair (115) source length 6 target length 6 alignment score : 0.0373352
# Sentence pair (128) source length 5 target length 5 alignment score : 0.0430949
# Sentence pair (167) source length 8 target length 7 alignment score : 0.000313045
# Sentence pair (464) source length 5 target length 6 alignment score : 1.71945e-05
# Sentence pair (754) source length 8 target length 7 alignment score : 0.000371183
# Sentence pair (1183) source length 3 target length 3 alignment score : 0.0207299 These better cluster alignments will turn out to help to learn a better quality transliteration model and to enhance the quality of our Urdu  Hindi transliterations.
Transliteration/Translation Models
Based on the character and cluster alignments, we developed 8 Urdu -Hindi transliteration models (or translation models of classical SMT) using the Moses toolkit (Koehn et al. 2007 Hindi cluster alignment For developing these transliteration models, we used the training script 'train-factoredphrase-model.perl' with options 'grow-diagfinal' and 'msd-bidirectional-fe' (default options) for alignment and re-ordering respectively, to learn these models from different type of alignments.
Target Language Models
A target language model Ρ is a probabilistic model that scores the well-formedness of different translation solutions produced by the translation model (Koehn, Och and Marcu 2003; Zens and Ney 2003; Och and Ney 2004; AlOnaizan and Papineni 2006) . It generates a probability distribution over possible sequences of words and computes the probability of producing a given word given all the words that precede it in the sentence (Al-Onaizan and Papineni 2006). We developed multiple target language models depending on the type of alignments used in the transliteration models and the target language. We broadly categorize them into word language models and sentence language models, discussed below.
Word Language Models (WLM)
A word language model is a 6-gram statistical model that gives a probability distribution over possible sequences of characters and computes the probability of producing a given character or cluster C1, given the 5 characters or clusters that precede it in the word. We developed HindiUrdu parallel lexicons for learning the various Hind -Urdu alignments and transliteration models. The target side words of the parallel lexicons are used to generate word language models using the SRILM freeware 5 . For example, we developed Urdu Word Language Models with Diacritics from our character and clustered Urdu words with diacritics, and used them as target language models with the corresponding transliteration model. We thus developed total 6 different word language models, 2 for Hindi (character-based & clusterbased) and 4 for Urdu.
5 http://www.speech.sri.com/projects/srilm/
Sentence Language Models (SLM)
Similarly to a word language model, a sentence language model is also a 6-gram statistical model that computes the probability of producing a given character or cluster C1, given the 5 characters or clusters that precede it in the sentence. The Urdu -Hindi pair is an underresourced pair, but there exist some monolingual corpora for both Urdu and Hindi.
For Hindi, a Hindi corpus of more than 3 million words is freely available at the "Resource Center for Indian Language Technology Solutions" of the Indian Institute of Technology Bombay (IITB) 6 . We processed this Hindi corpus and extracted a Hindi sentence corpus that contains one sentence per line, for a total of 173,087 Hindi sentences. From it, we developed a character-level Hindi corpus by introducing a space after each character and a cluster-level Hindi corpus by applying our Hindi clustering finite-state transducer on the character-level Hindi corpus. These two character-level and cluster-level Hindi corpora were used to develop character-level and cluster-level Hindi Sentence Language Models using the SRILM toolkit.
A monolingual Urdu corpus (Reference # ELRA-W0037) of more than 2 million words is also available from the "Evaluations and Language Resources Distribution Agency" (ELRA/ELDA) 7 . This corpus was developed under the EMILLE 8 project of Lancaster University, UK. Like the Hindi corpus, we processed this Urdu corpus and extracted from it an Urdu sentence corpus. It contains a total of 127,685 sentences. We developed a characterlevel and cluster-level Urdu corpus by introducing a space after each character and then by applying clustering. Finally, we developed character-level and cluster-level Urdu Sentence Language Models using the SRILM toolkit.
Similar to word language model, We have developed total 6 sentence language models, 2 for Hindi and 4 for Urdu. Another set of 6 target language models are developed by combining the corresponding word and sentence language models.
Statistical Transliteration Systems
We have developed total 8 transliteration models, 4 for Hindi-to-Urdu and 4 for Urdu-toHindi transliteration. We have also developed 18 target side language models. By combining these transliteration and target language models, we have developed total 24 UrduHindi statistical transliteration systems, 12 for Hindi-to-Urdu and 12 for Urdu-to-Hindi transliteration.
For Hindi-to-Urdu transliteration, we have built 4 translation models based on different Hindi-Urdu alignments and 8 Urdu target language models, discussed above. In the Moses toolkit, we can direct the SMT system to use multiple target language models. Thus we built 4 other target language models by combining our Urdu (with or without diacritics) word language models (character and cluster level) and Urdu sentence language models (character and cluster level). Hindi-to-Urdu statistical transliteration systems are shown in Figure 2 . We developed an Urdu -Hindi parallel lexicon containing total 55,253 words. 50,000 words were used to develop transliteration models and 2,500 for tuning each transliteration model. The remaining 2,753 Urdu -Hindi parallel words were used as Test Set 1 for testing purposes.
We also built 12 statistical transliteration systems for Urdu-to-Hindi transliteration. We developed 4 transliteration models based on different Urdu-Hindi alignments and 4 Hindi target language models. As for Hindi-to-Urdu transliteration, we combined Hindi word language model and Hindi sentence language model. Figure 3 shows different Urdu-to-Hindi statistical transliteration models. 
Experiments and Results
Urdu -Hindi transliteration models are learnt from Urdu -Hindi parallel lexicons, thus the input to these Statistical Transliteration (ST) systems must be a word and not a running text or a sentence. The Hindi or Urdu input text is preprocessed to generate a list of Hindi or Urdu words before feeding it to the ST systems. The output of the ST systems is then post-processed to generate the final Urdu or Hindi output text.
Test Sets
We developed three Urdu -Hindi test sets. Test Set 1 contains 2,753 Hindi-Urdu parallel words. . These translated Urdu sentences were post-edited to remove errors, and all necessary diacritical marks were introduced in the Urdu text. Diacritical marks are vital for Urdu to Hindi transliteration, but they are sparingly used by people in writing. To compute the performance of our ST systems in this unfortunate but real situation, we developed another Urdu test data by removing the diacritical marks from the postedited 200 Urdu sentences. These Hindi and Urdu (with and without diacritics) data served as input to our ST systems as well as an output reference for the automatic transliteration evaluations Test Set 3 contains 226 sentences (4,632 words) of Urdu origin that were extracted at random from the Urdu corpus of more than 2 million words. To build Test Set 3, we first edited the extracted Urdu sentences for any error and restored the missing but necessary diacritics. We also developed a new Urdu test data without diacritics by removing all diacritical marks from the edited Urdu sentences. Then the edited Urdu sentences with diacritics were translated into Hindi using online an Urdu -Hindi transliteration system. The translated Hindi sentences were then post-edited for any error. These data are also used both as an input as well as a reference output.
Hindi Input
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Experiments
We experimented with 12 Hindi-to-Urdu and 12 Urdu-to-Hindi ST systems. Each ST system was tuned with 2,500 Urdu -Hindi parallel words using the Moses 'mert-moses.pl' script. Thus we have another set of 24 ST systems with tuning and it raises the total number of ST systems to 48. During the application of these ST systems on our difference test sets, we also varied the re-9 http://www.sanlp.org/HUMT/index.html ordering parameter to analyse its effect on Urdu -Hindi ST systems. Again, this parameter variavariation doubled the total number of our ST systems, from 48 to 96.
For Hindi-to-Urdu transliteration, we performed 96 experiments for each test set, that is in total 288 experiments. Each Urdu output was then post-processed (diacritics were removed) to compare it with Urdu references with and without diacritics.
For Urdu-to-Hindi transliteration, we have two types of inputs, with and without diacritics. Again, we conducted 288 Urdu-to-Hindi transliteration experiments, from which we computed character-level, word-level and sentence level accuracies.
Results and Discussion
Due to space limitation, we will only report and discuss the results of particular interest. We subdivide the results for each test set by the transliteration model, the alignment strategy, and the type of input/output data, because it is difficult to present all results in only one large table. Table 9 shows all the results of ST systems for Hindi-to-Urdu transliteration of transliteraiton models M1 and M2 for Test Set 2. The best results for M1 are 71.5% and 5.5% at the wordlevel and the sentence level respectively, shown in bold in the upper grid of Table 9 : Test Set 2 results of Hindi-to-Urdu ST systems (character alignments Abbreviation: SLM = sentence language model, WLM = word language model, WD = with diacritics, WOD = without diacritics.
Hindi-to-Urdu transliteration results
The best results for the ST systems, developed from M2 are 68.5% and 5.5% at word-level and sentence-level, respectively, shown in bold in the lower grid of Table 9 . In this case also, the best results at word-level and sentence-level are produced by different ST systems. Figure 4 shows a sample Hindi source text from Test set 2 of Hindi origin. In terms of usability of the output text, these outputs are not usable and require a huge amount of effort for post-editing. Therefore, these SMT systems would be ranked quite low by a user. From here onward, we will not give all results like we did in Table 9 , but report only the results of particular interest.
For Test Set 3, the best results produced by the ST systems for models M1 and M2 are shown in The ST systems developed from Urdu -Hindi parallel data without diacritics in the Urdu data are performing well compared to the systems developed from data that contains diacritical marks, because the removal of diacritical marks reduces the complexity of the transliteration problem. Table 13 and Table 14 shows the best results of Urdu-to-Hindi transliteration of our ST systems for models M5 and M6 for HU Test Set 2 and 3 respectively. In general, the sentence-level accuracy of an ST system is always between 5% to 10%. The reason behind this very low accuracy might be the training data. In our case, the training data is an Urdu -Hindi parallel lexicon and not a parallel corpus (a usual case for a classical SMT system). Unfortunately, we do not have any HindiUrdu parallel corpus to test our hypothesis that the accuracy of Hindi-Urdu transliteration can be improved by training the ST models with HindiUrdu parallel corpus instead of using a HindiUrdu parallel lexicon.
Urdu-to-Hind transliteration results
HU Test Set
Conclusion
A mere transliteration between Urdu and Hindi can serve the purpose of translation between Urdu and Hindi. Urdu and Hindi are linguistically the same or almost the same languages because of their common grammatical structure, morphology and roughly 60 to 70% common vocabulary. Thus Urdu Hindi transliteration is very important for more than 1,000 million people on the globe.
In this paper we have reported our experiments on UrduHindi transliteration using Statistical Machine Translation (SMT) techniques and an Urdu -Hindi parallel lexical resource. We have performed total 576 experiments and have reported results of significant interest. From Hindi-to-Urdu transliteration, we have achieved the maximum word-level accuracy of 71.5%. From Urdu-to-Hindi transliteration, the maximum word-level accuracy is 77.8% when the input Urdu text contains all necessary diacritical marks and 77% when the input Urdu text does not contain all necessary diacritical marks. At character-level, transliteration accuracy is more than 90% in both directions. At the sentencelevel, the accuracy of an ST system is always between 5% to 10%. This is a very low in terms of readability and usability of a transliterated text. These results can be improved by building an Urdu Hindi parallel corpus and by building context sensitive transliteration models. We will show in future that a better high quality UrduHindi transliteration system can be built by combining non-deterministic finite-state transliteration models and finite-state language models.
