Completing the study initiated by Mounaix and Collet [J. Stat. Phys. 143, 139-147 (2011)], we investigate the realizations of a Gaussian random field in the limit where a given (general) quadratic form of the field is large. Concentration in L 2 and in probability is proved under mild conditions and the resulting quasi-deterministic behavior of the field is given. Applications to a large local quadratic form are considered in two specific cases. In particular, the quasi-deterministic structure of a Gaussian random flow with a large local helicity at some given point is determined explicitly.
I. INTRODUCTION
This paper is devoted to the quasi-deterministic properties of a n-component Gaussian field on a finite domain of R d in the limit where some quadratic form of the field is large.
This is a generalization of the work by Mounaix and Collet (MC) which considered the case of a scalar field (n = 1) constrained by a large L 2 -norm [1] (see also [2] ). While the primary motivation of MC was to get a better understanding of linear amplification in systems driven by the square of a Gaussian noise, this study may be of interest in a much wider range of physical situations, from smoothed laser beams to random surfaces and random flows. For instance, in the context of turbulent dynamo [3] , the question arises whether the turbulent flow in the vicinity of a large helicity region has a quasi-deterministic structure or not. Since helicity is a quadratic form of the flow, our results make it possible to deal with this problem in any Kraichnan like model of advection, i.e. where the turbulent flow is approximated by a Gaussian random flow. We will briefly discuss this kind of applications in Sec. IV B.
In this paper, what we call 'quasi-deterministic' is a generalization of the sense usually used in wave mechanics [4] . Roughly, by 'quasi-deterministic properties' we mean concentration properties by which the constrained field lives on a much smaller function space than the unconstrained one. More specifically, let ϕ be a random field on a finite domain of R d the realizations of which live in a separable Hilbert space H . Let P u denote the conditional probability knowing that some given real functional of ϕ is greater than u > 0. Let ϕ be a projection of ϕ onto a finite, low-dimensional, subspace of H . We say that ϕ has a quasi-deterministic behavior (given by) ϕ if for every ε > 0,
as u → +∞. Quasi-deterministic behavior in the usual wave-mechanical sense is retrieved when the profile of ϕ is non random, which is the case if the function space on which ϕ lives is one-dimensional.
MC proved in [1] that if the considered functional of ϕ is the square of its L 2 -norm, ϕ 2 2 , then ϕ has a quasi-deterministic behavior with ϕ given by the orthogonal projection of ϕ onto the fundamental eigenspace of its correlation operator (the dimension of which can be greater than one). By 'fundamental eigenspace' we mean the eigenspace associated with the largest eigenvalue. Here we consider the general case of a quadratic form ϕ|Ô|ϕ , wherê O is a Hermitian operator on a distribution space containing H . The problem considered by MC corresponds to the particular caseÔ =1. Our main result states that, under mild conditions, (i) there is a quasi-deterministic behavior of ϕ as | ϕ|Ô|ϕ | → +∞; and (ii) the corresponding ϕ is given by the contravariant component of ϕ along the fundamental eigenspace of the restriction of ±ĈÔ to D(Ĉ −1/2 ), where D(Ĉ −1/2 ) ⊂ H denotes the domain ofĈ −1/2 and ± is the sign of ϕ|Ô|ϕ .
The outline of the paper is as follows. In Section II we give some necessary definitions and we specify the class of ϕ andÔ we consider. Section III deals with the quasi deterministic behavior of ϕ when | ϕ|Ô|ϕ | is large. Finally, some possible applications are considered in Section IV. In particular, we determine the structure of a Gaussian random flow when its local helicity at some given point is large, which gives an answer to the question asked at the beginning of this Section (at least in its simplest version).
II. DEFINITIONS
Let Λ be a bounded subset of
that is, the set of N-tuples {φ 1 (x), φ 2 (x), · · · , φ N (x)} of complex or real square-integrable functions on Λ.
The inner product of H is defined by (using Dirac's bracket notation)
Let {|µ n } (n = 1, 2, · · · ) be an orthonormal basis 1 of H , andĈ a positive, trace class, operator on H admitting the decomposition
with µ 1 ≥ µ 2 ≥ · · · > 0.Ĉ defines the covariance operator of a Gaussian measure on H with support D(Ĉ −1/2 ) ⊂ H , the domain ofĈ −1/2 . The corresponding zero-mean Gaussian random field |ϕ can be written as a generalized Karhunen-Loeve expansion [5] 
where {|ν n } (n = 1, 2, · · · ) is an orthonormal basis of H , and the t n are either i.i.d. complex
Gaussian random variables with t n = t 2 n = 0 and
real Gaussian random variables with t n = 0 and t
1 such a basis exists as H is a separable Hilbert space
LetÔ be a Hermitian operator on an appropriate distribution space containing H . The choice of this distribution space (i.e. the choice of the appropriate rigged Hilbert space structure [6] ) depends on the considered problem. The class ofÔ we consider is such that
is a compact, Hermitian operator on H . Write |λ n the eigenvector ofM with eigenvalue λ n . SinceM is Hermitian, {|λ n } is an orthonormal basis of H . Number the positive eigenvalues ofM such that λ 1 ≥ λ 2 ≥ · · · and the negative ones such that
Finally, for a fixed given value of ± such that |λ ±1 | > 0 and every u > 0, we write dP u the conditional probability measure knowing that ± ϕ|Ô|ϕ > u and E u the corresponding conditional expectation. Note that such a value of ± does exist since it follows from the inequalities n≥1 |t −n | 2 λ −n ≤ ϕ|Ô|ϕ ≤ n≥1 |t n | 2 λ n and the requirement | ϕ|Ô|ϕ | large that λ −1 and λ 1 cannot be both zero.
III. QUASI-DETERMINISTIC BEHAVIOR OF ϕ FOR A LARGE ± ϕ|Ô|ϕ
A preliminary remark : in the case of a real field, i.e. for H = L 2 (Λ) ⊗ R N , one has ϕ|Ô|ϕ = ϕ|Ô S |ϕ andÔ needs not to be symmetric a priori, since it always appears through its symmetric partÔ S only, which is the symmetric operator to be actually considered. So, in this sectionÔ always meansÔ S if H = L 2 (Λ)⊗R N and we drop the superscript S for notation simplicity. (We will get back to the explicit notationÔ S in Appendix).
The quasi-deterministic behavior of ϕ for a large ± ϕ|Ô|ϕ (with a fixed value of ±) is embodied in the following proposition, Proposition 1 IfM andĈ are trace class, then for every ε > 0,
For practical purposes it proves rather awkward to deal with operators likeM (because of the presence ofĈ 1/2 ). This drawback can be remedied by the following proposition,
Proposition 2
The spectrum ofM is equal to the spectrum of the restriction ofĈÔ to
By this proposition it is possible to obtain the eigenvalues λ n , as well as the vectorsĈ 1/2 |λ ±n appearing in the definition (4) of |ϕ ± , directly from the eigenvalue problem forĈÔ, without dealing withM explicitely.
Proof of Proposition 1. We give the proof for "± = +" and a complex random field, i.e.
for H = L 2 (Λ) ⊗ C N . The proof for "± = −" is similar and the case of a real field, which follows the same line with technical differences, is given in Appendix. Since the value of ± is fixed, we drop the subscript ± and write ϕ and δϕ for ϕ ± and δϕ ± , respectively.
From the inequality ϕ/ ϕ 2 − ϕ/ ϕ 2 2 ≤ 2 δϕ 2 / ϕ 2 it follows that for every ε > 0,
To prove (6) we prove that under the conditions of proposition 1,
and (6) follows from (7) and (8) . For every a > 0 one has
To estimate the two conditional probabilities on the right-hand side of (9) we first need to bound P( ϕ|Ô|ϕ > u) from below. Let ρ(v) denote the probability distribution function (pdf) of V = {1≤n≤g 1 }∪{n<0} λ n |t n | 2 . Writing ρ(v) as the inverse Fourier transform of the characteristic function of V , one has the integral representation
The existence of the product on the right-hand side of (10) is ensured byM being trace class. For v > 0, only the pole at k = −i/λ 1 contributes to (10) and one gets
where P g 1 −1 (v) is a polynomial of degree g 1 − 1 (Note thatM being trace class ensures that the coefficients of P g 1 −1 (v) exist). For large v the polynomial P g 1 −1 (v) is dominated by its highest order term and one has
from which it follows that for every 0 < α < 1, there is v 0 > 0 such that for every v > v 0
From (13) and the lower bound
one finds that for u large enough (i.e. u > v 0 ),
with
First, we estimate the conditional probabilities P u ( ϕ 2 2 < a). One has
The matrix λ i |Ĉ|λ j is a g 1 ×g 1 positive definite Hermitian matrix. Letμ 1 ≥μ 2 ≥ · · · ≥μ g 1 denote its eigenvalues and {|μ i } the corresponding orthonormal basis of eigenvectors. For every realization of the t i one has
From (19) one finds that thet i have the same statistical properties as the t i (i.e. they are i.i.d. complex Gaussian random variables with t i = t 2 i = 0 and |t i | 2 = 1), with
Using (19) and (20) on the right-hand side of (17) and dropping the tilde (because thet i and the t i have the same statistical properties), one obtains
It follows from µ n > 0 for every n and (2) thatμ i = μ i |Ĉ|μ i > 0 for every i, and fromM being trace class that g 1 < +∞. Thus,
and (21) is bounded above by
where we have used the statistical independence of the t i (second line), and the fact that the probability in the integrand vanishes identically for x < u − λ 1 a/μ min (third line). Now, by exponential Markov inequality, one has for every positive c < 1/λ g 1 +1 ,
and by taking c = (λ −1
The existence of the product on the right-hand side of (25) is ensured byM being trace class.
Finally, it follows from the two estimates (15) and (24) that for u large enough P u ( ϕ 2 2 < a) is bounded above by
We now estimate the conditional probabilities P u ( δϕ 2 2 > εa). First, we prove that there
and
where H(v) is the Heaviside step function. The third line of (28) is obtained by making the
/λ 1 in the second line, and by using the fact that
is an increasing function of v. For large u one has
from which it follows that for every α > 0, there is v 1 > 0 such that for every u > v 1
Taking 0 < α < 1, it follows from (15), (27), and (30) that for u large enough (i.e. u >
The existence of the product on the right-hand side of (32) is ensured byM being trace
2 )], one finds
where C 4 (c) is an infinite product of Gaussian integrals the existence of which is ensured if
is (strictly) positive definite, and the matrix
is trace class, with i and j / ∈ [1, g 1 ]. The latter condition is fulfilled byM andĈ being trace class. The former one requires 0 < c < (1 − λ g 1 +1 /λ 1 )/µ 1 , which follows from Ĉ = µ 1 <
+∞ and min
Thus, there exists c > 0 such that C 4 (c) < +∞, and by exponential Markov inequality and Eq. (33) one finds that for u large enough
Finally, using the estimates (26) and (34) on the right-hand side of (9) and taking the limit u → +∞, one obtains
and a > 0 being arbitrary completes the proof of Proposition 1. [The right-hand side of (35) can be made arbitrarily small.]
Proof of Proposition 2. Let |λ ∈ H be a normalized eigenstate ofM with eigenvalue λ.
One hasM
ApplyingĈ 1/2 to both sides of (36) giveŝ
By Ĉ 1/2 |λ 2 = λ|Ĉ|λ ≤ µ 1 < +∞, the stateĈ 1/2 |λ exists and is in D(Ĉ −1/2 ) (because |λ ∈ H by assumption). Thus, λ is also an eigenvalue ofĈÔ with eigenstateĈ 1/2 |λ ∈
, from which it follows that the spectrum ofM is a subset of the spectrum of the restriction ofĈÔ to
Conversely, let |φ ∈ D(Ĉ −1/2 ) be an eigenstate ofĈÔ with eigenvalue λ. ApplyingĈ
to both sides ofĈÔ
one obtainsĈ
terms of |λ only, one getsĈ
from which one finds that λ is also an eigenvalue ofM with eigenstate |λ . The spectrum of the restriction ofĈÔ to D(Ĉ −1/2 ) is thus a subset of the spectrum ofM , which completes the proof of Proposition 2.
IV. APPLICATIONS TO LARGE LOCAL QUADRATIC FORMS
Write Q = ± ϕ|Ô|ϕ (with a fixed value of ±). Proposition 1 means that for large Q > 0 and under mild conditions, ϕ(x)/ ϕ 2 tends to ϕ ± (x)/ ϕ ± 2 in L 2 and in probability. In
In this section, we determine the right-hand side of (41) explicitly in two particular cases where Q is a local quadratic form.
A. An old result revisited
Consider a zero-mean Gaussian random field ϕ on Λ with covariance operatorĈ such that x|Ĉ|y = C(x − y), (i.e. ϕ is a homogeneous Gaussian random field). One has the following proposition,
is continuous at every x and y in Λ, then Q = |ϕ(0)| 2 exists almost surely and
where θ is a random phase uniformly distributed over [0, 2π[. for every x ∈ Λ,
and for every x, x ′ ∈ Λ,
Using (43) and sup x,y∈Λ |C(x − y)| ≤ A one finds that the integrand on the right-hand side of (44) is bounded by the constant 2A 2 |Λ| 1/2 /µ i , and by dominated convergence and the continuity of C(x − y),
We can now prove
Since the φ i (x) are continuous in Λ, the ϕ N (x) are also continuous in Λ. From
and (46) it follows that lim N →+∞ ϕ N (x) = ϕ(x) uniformly in Λ. Thus, ϕ(x) is continuous in Λ and
Since D(Ĉ −1/2 ) is the support of the Gaussian measure defined by the covariance operator C, ϕ(x) is almost surely continuous in Λ and Q = |ϕ(0)| 2 exists almost surely. For every
is a Hermitian operator on C 0 (Λ) * , the dual of C 0 (Λ). According to Proposition 2 and Eq. (4), we can determine |ϕ by solving the eigenvalue problemĈÔ|ϕ = λ|ϕ . In xrepresentation this eigenvalue problem reads
the solution to which is λ 1 = C(0) > 0 with ϕ 1 (x) = αC(x) where α is a constant which we will take real and positive without loss of generality, and λ n≥2 = 0 with ϕ n≥2 (x) such that ϕ n≥2 (0) = 0. Note that C(0) > 0 follows straightforwardly from
for any x ∈ Λ, µ i > 0, and none of the φ i (x) being identically zero. By Proposition 2 one has |ϕ 1 =Ĉ 1/2 |λ 1 , and α is fixed by the normalization of |λ 1 . Namely, writing
which yields α = C(0) −1/2 . Thus, ϕ(x) is given by
where t is a complex Gaussian random variable with t = t 2 = 0 and |t| 2 = 1.
It is now easy to check that the hypotheses required in The quasi-deterministic behavior of ϕ for large Q is very clear: the only random element remaining on the right-hand side of (42) is the phase θ. In the case of a real scalar field, this result has been known for long (see e.g. Secs. 6.7 and 6.8 in [7] ), but for a smaller class of smoother fields, with twice derivable correlation functions at x = 0, and with a stronger, pointwise, convergence. Proposition 3 enlarges the class of ϕ having this quasi-deterministic behavior. The price to pay is the weaker convergence, in L 2 , with which the result is to be understood.
B. Gaussian random flow with a large local helicity
Take H = L 2 (Λ) ⊗ R 3 (real vector fields) with Λ ∋ {0} a closed convex subset of R 3 .
We consider a stationary homogeneous Gaussian random flow on Λ, ϕ(x) ≡ v(x), with zero mean and covariance operatorĈ µν such that x|Ĉ µν |y = C µν (x − y). In the following, we take
where x denotes |x| from now on, E is the kinetic energy of the turbulent flow per unit mass of fluid, and f (x) is a derivable even function of x with small x behavior
where ℓ is the so-called 'Taylor microscale', and such that xf ′′′ (x) exists in a neighborhood of x = 0 with lim x→0 xf ′′′ (x) = 0. Expression (52) is compatible with the correlation function of an incompressible, isotropic, and homogeneous turbulent flow. Let h(x) denote the local helicity of the flow at point x defined by
One has the following proposition
is a C 2 function of |x − y| at every x and y in Λ, then Q = |h(0)| exists almost surely and
where ± is the sign of h(0), and e t is a random unit vector uniformly distributed over the unit sphere, e x = x/x.
Remark : if Λ is a ball centered at x = 0 it can easily be checked that u ± 2 is non random.
We leave the proof of this remark to the reader.
Proof of Proposition 4. Note that Eq. (55) is not exactly the same as Proposition 1
written in the form (41). In the former, the value of ± in Q = ±h(0) is the sign of h (0) which is not fixed, while in the latter, the value of ± is fixed. Let σ denote the sign of h(0).
The link between Eq. (55) and Proposition 1 is given by the inequality
from which it is readily seen that Proposition 1 implies Eq. (55) with u ± = v ± .
First, we prove that the (normalized) eigenvectors
Let c µ (x) denote the three vectors defined by their coordinates (c µ (x)) ν = C µν (x). Since f (|x − y|) is a C 2 function of |x − y| at every x and y in Λ, it follows from (52) that every component C µν (x − y) is continuous at every x and y in Λ. Thus, there exists A > 0 such that for every index µ, and every x and y in Λ, |c µ (x − y)| ≤ A. By the definition of v i (x) one has, for every index µ and x ∈ Λ,
Let x and x ′ in Λ such that x ′ − x is along the direction corresponding to the index λ. One has,
By (52), (53), and f (|x − y|) being a C 2 function of |x − y| at every x and y in Λ, the partial derivatives ∂C µν (x − y)/∂x λ exist and are continuous at every x and y in Λ. It follows in particular that there exists B > 0 such that for every indices µ and λ, and every
x and y in Λ, |∂c µ (x − y)/∂x λ | ≤ B, which together with Λ being convex and the mean value theorem yields the bound
As a result of (58) and (60), the integrand on the right-hand side of (59) is bounded in absolute value by the constant √ 3AB|Λ| 1/2 /µ i and by dominated convergence applied to (59), one finds that ∂v i (x)/∂x λ exists in Λ and is given by
The continuity of ∂v i (x)/∂x λ in Λ can be proved easily from (61) along the same line as the one leading to the continuity of ϕ i (x) in Sec. IV A [Equation (45)] using (58), sup x,y∈Λ;µ,λ |∂c µ (x − y)/∂x λ | ≤ B, and ∂c µ (x − y)/∂x λ being continuous at every x and y in Λ.
Let v N (x) = i<N a i v i (x) (with v i (x) = x|µ i ). The counterpart of (47) for v(x) reads
where we have used (52) and (53) to write µ C µµ (0) = 2E, and from (62) it follows that lim N →+∞ v N (x) = v(x) uniformly in Λ. Now, for every index ν consider the sequence
, the functions of this sequence are continuous in Λ. Proceeding similarly to (47) and using
which follows from (52) and (53), one obtains for every integers M, N, with M > N,
Finally, by (65), (62), and lim N →+∞ v N (x) = v(x), the sequence of continuous functions ∂v N (x)/∂x ν converges uniformly in Λ to ∂v(x)/∂x ν which is thus continuous in Λ, i.e.
Since D(Ĉ −1/2 ) is the support of the Gaussian measure defined by the covariance operator C, v(x) is almost surely in C 1 (Λ) ⊗ R 3 and Q = |h(0)| exists almost surely. For every
is the symmetric part of the operatorÔ = (|0 0|ĉurl) on (C 1 (Λ) ⊗ R 3 ) * , the dual of
According to Proposition 2 and Eq. (4), we can determine |v by solving the eigenvalue problemĈÔ S |v = λ|v . In x-representation and using the vectors c µ (x) defined by their coordinates (c µ (x)) ν = C µν (x), this eigenvalue problem reads
Injecting (52) into (67), one obtains
Taking the curl of (68) for x small enough, one gets
Eqs. (68) and (69) at x = 0 reduce to the system
the solution to which is
and λ ±n = 0 for n ≥ 2, with curlv ±n (0) = v ±n (0) = 0. Note that, according to (71) and (72), λ ±1 and the helicity of v ±1 (x) at x = 0 have the same sign. From (67), (71), and (72) one finds that there are thee different eigenstates with the same eigenvalue λ ±1 given by
where the vectors e λ are defined by their coordinates (e λ ) ν = δ λν , and the α λ are constants.
(Here and in the following λ is an index not to be confused with the eigenvalue in (67)).
Writing |0 λ = |0 ⊗ e λ and using the identities
one can rewrite (73) in the representation free form
By Proposition 2 one has |v
±1 and α λ is fixed by the normalization λ
±1 and using (75), (73), and (52), one finds after some tedious but straightforward algebra,
where ε ijk denotes the Levi-Civita symbol, hence α λ = √ 3/2 √ E. Now, according to (4) and (73), v ± (x) is given by
where the t λ are i.i.d. Gaussian random variable with t λ = 0 and t 2 λ = 1. Injecting (52) into (77), defining the Gaussian random vector t = (t 1 , t 2 , t 3 ), and writing e x = x/x one obtains
The two hypotheses required in Proposition 1 are trivially fulfilled: Tr|M| = 3|λ ±1 | = √ 5E/ℓ < +∞ and Tr|Ĉ| = TrĈ =
V. SUMMARY
In this paper, we have studied the realizations of a Gaussian random field, ϕ, in the limit where some real quadratic form ϕ|Ô|ϕ is large. More specifically, for | ϕ|Ô|ϕ | → +∞ and under mild conditions, we have proved concentration in L 2 and in probability of ϕ/ ϕ 2 along the components associated with the largest eigenvalue λ ±1 of the restriction of ±ĈÔ to the domain ofĈ −1/2 (Propositions 1 and 2) . Here, ± is the sign of ϕ|Ô|ϕ andĈ is the correlation operator of ϕ. If the degeneracy of λ ±1 is low, this concentration results in a quasi-deterministic behavior of ϕ. Propositions 1 and 2 generalize the proposition 1 proved
We have then used these results to determine the quasi-deterministic behavior of ϕ explicitly in two particular cases where the quadratic form ϕ|Ô|ϕ is local. First, we have considered a homogeneous complex scalar field under the condition that |ϕ(0)| 2 is large. In this limit, we have found that ϕ becomes simply proportional to its correlation function, to within a random phase factor which is the only remaining random element (Proposition 3).
In the case of a real ϕ, this result has been known for long (see e.g. Secs. 6.7 and 6.8 in [7] ), but for a much smaller class of smoother fields, with twice derivable correlation functions at x = 0, and with a stronger, pointwise, convergence. By requiring a weaker convergence, in L 2 , Proposition 3 considerably enlarges the class of ϕ having this quasi-deterministic behavior. Then, we have determined the quasi-deterministic structure of a three-dimensional Gaussian random flow, v(x), when its local helicity h(0) = v(0) · curlv(0) has a large absolute value (Proposition 4). Such a structure can be expected to be of interest e.g. in the context of turbulent dynamo [3] in any Kraichnan like model of advection, where helicity is a key quantity and the turbulent flow is approximated by a Gaussian random flow. As far as we know, this result (Proposition 4) has never been obtained before.
To conclude, note that in view of the importance of Gaussian processes, and more generally Gaussian fields, in statistical modeling, this work is expected to be of interest in a wide range of physical situations. Beside the problem of turbulent flows with a large helicity, it is worth mentioning possible applications to e.g. random media in which a large value of stress or energy can cause damage. An example is the problem of damage in optical materials for high-intensity smoothed laser beams. (Here, the random medium is the pair glass/random laser field). Assuming that the medium can be properly modeled by Gaussian random fields and since stress and energy are quadratic quantities, it follows from our results that damage turns out to be associated with the occurrence of quasi-deterministic structures within the medium. Knowing these structures could help to improve the resistance of the medium with respect to the considered damage. Such applications will be the subject of a future work.
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We give the proof for "± = +". (The proof for "± = −" is similar). To estimate the two conditional probabilities on the right-hand side of (9) we first need to bound P( ϕ|Ô S |ϕ > u) from below. Let ρ(v) denote the probability distribution function (pdf) of {1≤n≤g 1 }∪{n<0} λ n t 2 n . One has the integral representation
For v → +∞, the leading asymptotic behavior of (A.1) is determined by the vicinity of the singularity at k = −i/2λ 1 and one gets
where s = 1 − 2ikλ 1 . (Note thatM being trace class ensures that the product in front of the integral exist). The remaining s-integral is easily obtained from [8] . One finds
From (A.4) and the lower bound
one finds that for u > v 0 ,
From the asymptotics
it follows that there is v 1 > 0 such that for every u > v 1
Injecting (A.8) into (A.6), one finds that for u large enough (i.e. u > max{v 0 , v 1 })
[Note that if g 1 > 1, one can as well follow the same calculation as in the complex case, i.e.
without using (A.8), and (1 − α) 2 is replaced with 1 − α in (A.7)]. First, we estimate the conditional probabilities P u ( ϕ 2 2 < a). One has
The matrix λ i |Ĉ|λ j is a g 1 × g 1 positive definite symmetric (real) matrix. Letμ 1 ≥ µ 2 ≥ · · · ≥μ g 1 denote its eigenvalues and {|μ i } the corresponding orthonormal basis of eigenvectors. For every realization of the t i one has
From (A.12) one finds that thet i have the same statistical properties as the t i (i.e. they are i.i.d. real Gaussian random variables with t i = 0 and t 2 i = 1), with
Using (A.12) and (A.13) on the right-hand side of (A.10) and dropping the tilde (because thet i and the t i have the same statistical properties), one obtains
and (A.14) is bounded above by
where we have used the statistical independence of the t i (second line), and the fact that the probability in the integrand vanishes identically for x < u − λ 1 a/μ min (third line). Now, by exponential Markov inequality, one has for every positive c < 1/2λ g 1 +1 ,
The existence of the product on the right-hand side of (A.18) is ensured byM being trace class. Finally, it follows from the two estimates (A.9) and (A.17) that for u large enough
2 < a) is bounded above by
We now estimate the limit lim u→+∞ P u ( δϕ 2 2 > εa). One has
where H(v) is the Heaviside step function and S g 1 is the unit sphere surface area in a
If g 1 > 1 one can follow exactly the same line as in the complex field case. One finds that for every α > 0, there is v 2 > 0 such that for every u > v 2
Taking 0 < α < 1, it follows from (A.9), (A.20), and (A.22) that for u large enough (i.e.
2 )], one finds that for u large enough
where C 4 (c) is an infinite product of Gaussian integrals the existence of which is ensured if the matrix
is trace class, with i and j / ∈ [1, g 1 ]. The latter condition is fulfilled byM andĈ being trace class. The former one requires 0 < c < (1 − λ g 1 +1 /λ 1 )/2µ 1 , which follows from Ĉ = µ 1 < +∞ and min In the second domain, we use P[t It remains to fix 0 < ε < 1 − λ 2 /λ 1 , 1 < p < (1 − ε)λ 1 /λ 2 , and 0 < c < (1 − λ g 1 +1 /λ 1 )/2qµ 1 and one has, for u large enough, E u exp c δϕ 
