Abstract. We consider the four parameter bivariate generalised exponential distribution proposed by Kundu and Gupta (2009) and propose an EM algorithm to find the maximum likelihood estimators of the four parameters under random left censoring. A numerical experiment is carried out to discuss the properties of the estimators obtained iteratively.
Introduction
Gupta and Kundu (1999) introduced the Generalised Exponential (GE) distribution and studied its probabilistic properties. It is very useful in studying skewed lifetime data and hence provides an alternative to gamma or Weibull distributions. For a recent review, see Gupta and Kundu (2007) . This distribution is naturally suitable for modelling left censored data.
Left censored data arises often in medical studies. For example, in the study of epidemics, such as AIDS, the time of onset of infection is typically unknown. What is known is the time at which the patient reports to the doctor. We study the M.L.E.s of the parameters of BVGE distribution under random left censoring.
In section 2 we restate the joint distribution function and joint density of BVGE distribution and also write the likelihood function under random left censoring. We discuss the EM (conditional) algorithm in section 3 for finding the M.L.E.'s of the parameters iteratively. The findings of the numerical experiments are reported in section 4. One real data set is analysed in section 5 and we conclude in section 6. Details of the likelihood functions are given in Appendix A and the observed Fisher information matrix is in Appendix B.
Bivariate Generalised Exponential Distribution
Consider a generalised exponential distribution (GE(α, λ)) with shape parameter λ > 0 and scale parameter α > 0 with the density function and the distribution function, respectively, given by,
Note that the distribution function of GE random variable is λth power of the distribution function of an exponential random variable with scale parameter α. If λ ≤ 1, then the density function of GE random variable is strictly decreasing and for λ > 1, it is a unimodal skewed density function.
Suppose U 1 , U 2 , U 3 , respectively, are independent GE(α 1 , λ), GE(α 2 , λ), GE(α 3 , λ), random variables where
has BVGE distribution with shape parameters α 1 , α 2 , α 3 and scale parameter λ and is expressed as BVGE(α 1 , α 2 , α 3 , λ). Let α 13 = α 1 + α 3 , α 23 = α 2 + α 3 and α 123 = α 1 + α 2 + α 3 .
Then, joint distribution function of (X 1 , X 2 ) is given as follows, where z = min(x, y),
Then, joint density function of (X 1 , X 2 ) is given as
The marginals of X 1 , X 2 have GE(α 13 , λ) and GE(α 23 , λ), respectively.
Suppose the pair (X 1 , X 2 ) is subject to random left censoring by an independent pair of random variables (Y 1 , Y 2 ). We observe (T 1 , δ 1 ; T 2 , δ 2 ) where
Therefore, if X 1 < Y 1 , X 1 is censored. In order to write down the likelihood, we note that, when δ 1 = δ 2 = 1, both failure times are observed and the contribution to the likelihood is f (t 1 , t 2 ). When δ 1 = 1 − δ 2 = 1, first component fails at t 1 and the second component is censored (fails before t 2 ) and the contribution to the likelihood is 
The following quantities are required to express the likelihood explicitly
Let I 0 , I 1 , I 2 , denote the following sets
Then the likelihood function can be written as
Let n 0 , n 1 , n 2 , respectively, denote the number of elements in the sets I 0 , I 1 , I 2 and n ij be the number of pairs for which (δ 1 , δ 2 ) = (i, j), i, j = 0, 1. Then,
where n k ij denotes the number of individuals in I k with (δ 1 , δ 2 ) = (i, j), i, j = 0, 1, k = 0, 1, 2. Using (2)- (7), the contributions to the likelihood on the sets I 0 , I 1 and I 2 in terms of the unknown parameters α 1 , α 2 , α 3 and λ are provided in Appendix A as equations (14)- (15). The likelihood function L based on the observed data is the product of these three equations.
EM ALGORITHM UNDER RANDOM LEFT CENSORING
As noted by Kundu and Gupta (2009) , the M.L.E.'s of the four parameters can not be expressed in a closed form even in the complete sample (all pairs are observable) case when the shape parameter λ = 1. The same situation holds in the presence of left censored data.
We propose the use of ECM (Expectation Conditional Maximisation) algorithm for finding the M.L.E.'s of the unknown parameters. We have earlier observed that X 1 and X 2 can be expressed as functions of independent random variables U 1 , U 2 and U 3 . There is no identifiability issue on I 0 . But on I 1 , we can identify α 13 ,α 2 and λ and on I 2 , we can identify α 23 , α 1 and λ. In order to estimate α 1 , α 2 and α 3 separately, we consider the 'expectation' step of the EM algorithm as follows.
Let γ denote the parameter vector (α 1 , α 2 , α 3 , λ) T . It is easy to see that
Each of the sets I 0 , I 1 , I 2 contributes to the log-likelihood function of the 'pseudo data' based on 'E' step. In particular, the contribution to the pseudo log-likelihood from I 0 is given as follows;
Further, the contribution to the pseudo log-likelihood from I 1 is given as follows
Further, the contribution to the pseudo log-likelihood from I 2 is given as follows 
Using equations (10), the pseudo log-likelihood is given by
In order to implement the 'M'-step of the EM algorithm, one needs to maximise the pseudo log likelihood equation (11) w.r.t α 1 , α 2 , α 3 , λ. We denote the first derivatives of the pseudo log-likelihood function as
where g i 's are defined in the Appendix B. Then M.L. equations are given by g i = 0, i = 1, . . . , 4.
We observe that there is no explicit solution of any of the M. L. equations as parameters are interrelated. To maximize the pseudo log-likelihood function we use the method of fixed point iteration and solve for α 1 , α 2 , α 3 and λ as fixed points of
respectively. Basically, we solve four separate fixed point iterations given by
where We implement the 'M' part of the EM algorithm as follows:
3 and λ (0) be the initial estimates of α 1 , α 2 , α 3 and λ. We write α (i) , λ Algorithm: 
for a small ǫ > 0, then (α
, λ (i+1) ).
(6) If (13) is not satisfied for a prefixed ǫ, take (α
3 , λ (i) ) and repeat steps 1-5.
Numerical Experiment
In this section, we discuss results of some numerical experiments to observe how the proposed EM algorithm works in case of finite samples and different set of parameters. We plan our experiment such that certain percentage of data are randomly left censored. We have performed experiments for sample sizes n = 50, 75 and 100. In each case, we replicated the process 2500 times. The uncensored data (X 1 , X 2 ) are first generated as BVGE(α 1 , α 2 , α 3 , λ) and we assume that the censoring variables Y 1 , Y 2 are jointly distributed as BVGE(α * 1 , α * 2 , α * 3 , λ). Note that in this case
We have conducted several experiments by varying one parameter value and keeping fixed, the other parameters. We are reporting the following two cases.
(1) α 1 = α 2 = α 3 = 1.0 and λ = .25, .5, .75 and 1.0.
(2) α 1 = α 2 = λ = 1.0 and α 3 = .25, .5, .75 and 1.0.
In case of experiment 1, we have used α * 1 = α * 2 = α * 3 = .1 and .18 which implies that, respectively, 9% and 15% data are censored in X 1 as well as X 2 . In each replication, we first calculated the estimates of the unknown parameters. Then using the observed Fisher information matrix given in Appendix B, we calculated the confidence intervals and checked whether it contains the true value in case of each parameter. Thus we obtained the average estimator (iii) When n = 100. average length of confidence intervals for the three shape parameters is considerably lower and the coverage probabilities are slightly higher compared to the case when n = 50. The percentage of censoring has no effect on the average length of confidence intervals and coverage probability. 
Data Analysis
Next we analyse the soccer data for the years 2004-05 and 2005-06 which was studied by Meintanis (2007) . Kundu and Gupta (2009) have fitted BVGE distribution and bivariate Marshall-Olkin (1967) distribution to this data. They showed that BVGE gives a better fit.
In order to bring out the effect of random left censoring on the M.L.E.'s of the parameters we introduce censoring artificially and then estimate the four unknown parameters using the EM algorithm proposed in Section 3.
The data (X 1 , X 2 ) consists of 37 data points. We assume that the pair (X 1 , X 2 ) has BVGE(α 1 ,α 2 ,α 3 ,λ). The pair of censoring random variables (Z 1 , Z 2 ) has BVGE(α * 1 , α * 2 , α * 3 ,λ). In order to ensure that P (X 1 < Z 1 ) = P (X 2 < Z 2 ) = .1, we take (α * 1 , α * 2 , α * 3 ) = (.14, .03, .15) andα 1 = 1.445,α 2 = 0.468,α 3 = 1.17, andλ = 0.039 are the estimates of α 1 , α 2 , α 3 , λ, obtained by Kundu and Gupta (2009) . In a similar way, (α * 1 , α * 2 , α * 3 ) = (.20, .07, .15) ensures that P (X 1 < Z 1 ) = P (X 2 < Z 2 ) = .25. We have used the proposed EM algorithm to estimate the unknown parameters and the initial estimates used for α 1 , α 2 , α 3 , and λ, respectively, were .75, .75, .75 and .5 in both the cases. The point estimates and the corresponding confidence intervals for 10 % and 25 % censoring are reported in Table 3 . The proposed tools should prove useful in handling left censored data arising in epidemic models -which are naturally skewed.
Appendix A: Contributions to the likelihood on the sets I 0 , I 1 and I 2
The contribution to the likelihood on the set I 0 is i∈I 0
Similarly, the contribution to the likelihood on the set I 1 is
and the contribution to the likelihood on the set I 2 is i∈I 2
Appendix B: Observed Fisher Information Matrix of Maximum Likelihood Estimates
Here we find the observed Fisher information matrix using the procedure described in Louis (1982) for using the EM algorithm to obtain the M.L.E.'s for incomplete data problem. The observed Fisher information matrix helped us to find asymptotic confidence intervals in numerical experiment in section 4. Let g = (g 1 , g 2 , g 3 , g 4 ) T denote the gradient vector and H = ((H ij )), the Hessian matrix of the pseudo log-likelihood function defined in (11) . Then, using C 1 (α 1 , α 3 ), C 2 (α 2 , α 3 ), C 3 (α 1 , α 2 , α 3 ) and N λ , the elements of vector g are as follows: 
