Data integrity is insuring that the data retrieved is the same as the data stored or transmitted. It is an important aspect of storage security and reliability which are prerequisite for most computer system applications. This paper proposes a new technique for improving the detection of data integrity violations. The method is based on check determinant approach. Each block of data is arranged in a matrix form, and then into its corresponding oblique matrix. Because of the new arrangement in the block elements through the oblique matrix, a powerful error detection mechanism is obtained. Simulation results show that the new method outperforms the traditional techniques.
Introduction
As modern enterprises increasingly rely on digital data for continuous and effective operation, data integrity and availability become the critical requirements for enterprise storage systems. Data integrity is a fundamental aspect of storage security and reliability which are prerequisite for most computer systems and applications. The main objective of data integrity is to insure that the retrieved data is the same as the stored data [1, 2, 3] . There are several factors that cause unexpected or unauthorized modifications to stored data. This includes hardware or software malfunctions, and malicious intrusions [4] . Data can get corrupted due to hardware or software malfunctions. A minor integrity violation, when not detected by the higher level software on time, could cause further loss of data. Therefore, prompt detection of integrity violations is vital for the reliability and safety of the stored data [5] .
Integrity violations could also be caused by malicious intrusions. Security advisory boards over the last few years have noticed a steep rise in the number of intrusion attacks on systems [6] . A large class of these attacks are caused by malicious modifications of disk data. Malicious intrusions can cause file system inconsistencies and integrity violation in file data [4] . File system inconsistency can cause data corruption, but generally may not cause security threats; files might become inaccessible. Apart from file system inconsistencies, integrity violations in file data are a major problem that storage system designers have to solve. Even a perfectly consistent file system can have its data corrupted, and normal integrity checkers cannot detect these errors.
Integrity assurance techniques can be categorized in several levels depending on their purposes. Some integrity systems guarantee the data integrity by employing the avoiding mechanism which performs deterring so as to avoid the possibility of integrity violation. Read only storages are used to guarantee data integrity and avoid violations due to user errors [7, 8] . Journaling file system can recover the data from a system crash by constantly writing the data to directories and bitmaps in a serial log on a disk, before the original disk log is updated [9] . In the case of a system failure, the data on the disk can be restored to its pre-crashed configuration by examining the disk log. Journaling file system can recover data from a system crash but can not protect them from hardware errors or malicious intrusions. Another form of avoiding mechanism is the hashing function [10, 11] . Many algorithms are written to develop different hash functions which convert the data into hash codes. Cryptographic file systems convert the data into coded file system [12] . Although the data can be modified with this method, it is not possible to do it in a predictable manner as the encryption key is not known. Integrity violation due to hardware errors can not be prevented by using encryption. Cryptographic file systems are developed to ensure the data confidentiality, with some degree of data assurance.
Some integrity systems carry out detection of data violation at received stage using some kind of redundancy techniques. Hamming codes methods is used in communication applications. The fundamental principle emerged by Hamming codes is the parity [13] . A correction code of many check bits is inserted between the transmitted data bits. This correction code is recomputed at received side to check the integrity assurance of the received data bits. Mirroring method copies all the data for one or more extra transcripts [14] . An integrity violation in one of theses copies can be detected by comparing the duplicated copies of data. This method is not suited for the high performance storage systems. It detects the integrity violation due to data corruption but can not mark which copy has been corrupted. Moreover, a malicious user can easily deceive the system and modify all copies of data to make the detection of integrity violation difficult.
The performing of integrity assurance also can be achieved by applying the check sum method. A checksum byte or word of source data and retrieved data are determined and compared together at retrieved stage [15] . The difference between the two checksum values shows that there is an integrity violation in the data. It is inefficient in terms of storage space and accuracy. The most expensive commonly used checksum is a cyclic redundancy check (CRC), which is widely employed to check integrity violation in data communications and storage system [16, 17 and 18] . CRC is an error detection code computed using polynomial division and appended to the stream of original data. The CRC code is verified at the retrieved or received stage to insure that there is no data corruption. CRC computation can be a significant load to a central processing unit, especially for very small processors typical of many embedded systems [19] .
A certain degree of integrity assurance can be provided by the Redundancy Array of Independent Disk method (RAID) [20] . It is a set of physical disk drives operate independently and examined by the operating system as a single logical drive. The RAID method consists of different levels and most of them are designed to operate in fail-stop drives. Raid-1 uses the mirroring technique to detect or recover the corrupted data [21] . In Raid-3, a single redundant disk is added to the original disk drives. This simple parity bit is used to correct the disk failure in the same level. RAID-6 adds two extra parity disk drives to the original drives of data. The parities of these two disks are determined in different ways to provide extra bit availability for data check. The disadvantage of RAID method is that it can only operate on binary of data, which is inefficient in terms of storage space. Also it is designed to operate only in fail-stop disk.
In this paper, a new method is proposed for improving the detection of data integrity violations during storing or transmission. The paper is organized as follows. In Section 2, the traditional data integrity methods are discussed in more details. The proposed technique for data integrity is presented in Section 3. Section 4 discusses the results and shows the performance of the new proposed method versus the traditional methods. Finally, Section 5 concludes the paper.
Traditional Data Integrity Methods
In general, all the integrity assurance mechanisms introduce some form of redundancy to verify the integrity of data. Most of them generate and store redundant information to be used for integrity checking. In sub-sections below, the common assurance techniques are discussed in details.
Mirroring Technique (MT)
Mirroring or data replication is a common integrity assurance technique used to check if there is data violation in the storage devices. The MT maintains two or more copies of the original data. Integrity check is made by comparing these copies; any differences will indicate a possible corrupted data, as shown in Fig.1 . There are many weaknesses with this technique. If the original and mirrored data have the same modifications, the MT can not detect the data corruption. If a malicious person inserts the same value into the original and mirrored data, the MT can not detect the integrity violation, and the inserted data is considered as part of the original data. MT can not also detect integrity violation by user errors [4] .
In this study, the performance of the MT is tested by using randomly generated data with size 80000. The data is grouped into blocks of M elements each, and then its mirrored single copy is generated. In this experiment M is 16. Random errors are applied to the original and mirrored data and causing the corruption in some of data elements. In this paper, a block is said to be corrupted if at least one of its elements is altered. Table 1 shows the number of corrupted blocks that can be detected by MT versus the actual one for various error rates. It can be seen that for many error rates, the number of corrupted blocks that were detected by MT does not match the exact number of errors. This deficiency is because of the weaknesses discussed earlier. Figure. 1 Block diagram shows the steps applied in data integrity algorithms for OMT, MT and CST at transmission and reception of data. 
Checksum Technique (CST)
A checksum is an error detection mechanism that is created by "summing up" all the bytes or words in a data word to create a checksum value, which is appended to the stored or transmitted data word [22, 23] . The checksum of the retrieved data word is recomputed and compared with the received checksum value, as shown in Fig1. If the computed and received checksum are identical, it is unlikely that the data word suffered an error during transmission or storing. However, it is possible that some pattern of altered bits in the transmitted word just happens to result in an erroneous data word matching the transmitted checksum value. In addition, if there is a corruption in retrieved data, the checksum technique does not provide information about which components in the data, series are corrupted [24] .
There are many types of checksum approaches.The simplest checksums involve a simple "sum" function across all bytes or words in a data word. However, there are at least three types of error which can not be detected by this method. The first one when the data is reordered. Second type is when zero values are inserted in the data or deleted from it. The third type of errors occurs if multiples errors amount to zero. Three other commonly used simple "sum" functions are XOR two's complement addition, and one's complement addition. These checksums provide fairly weak error detection coverage, but have very low computational cost. As in the previous section, a simulation has been conducted to test the performance of the checksum technique that uses two's complement. The data is generated randomly with size 160,000 and grouped into blocks of M elements each where M=16. Table 2 shows the number of corrupted blocks that can be detected by CST versus the actual one for various error rates. The accuracy of detecting the corrupted blocks by using CST varies with the error rates. For very low error rate, the detection is 100% accurate. As the error rate increases the performance of the CST technique is worsened, which due to the weaknesses mentioned earlier. 
Hamming Codes Method (HC)
Hamming codes methods can be used as an error detection mechanism [25] . It depends on parity bit. A code word is generated by adding the original data bits and the check bits. The check bits are obtained by XORing the weights of bits that having a level one in the original data. The new check bits of the retrieved code word are recomputed and XORed with the received check bits. If the result is zero, the data has no corruption during the transmission or storing. HC method has many deficiencies. If the original data bits are reordered or if the check bits are modified in the way to give zero XORing with the new check bits at received stage, the HC method can not detect the data corruption. The hamming code is determined in terms of binary word. For 15-bit representation, 4-bits of them are reserved for the check bits. This will increase the frame length of data and increase the data size and transmission cost.
Hash Function Method (HF)
A defined algorithm or a mathematical function can be used to turn some kind of data into a relatively small integer, called hash code [10, 11] . Data security is the main purpose of the hash function algorithms. The hash functions such as encryption file systems provide some degree of integrity assurance but they do not have the capability to detect the data violation. The malicious user can easily modify the hash codes of data result in data violation in the original data. For a large number of data, it is impossible to obtain a unique hash code.
Oblique-Matrix Technique (OMT)
Most of the techniques that are implemented for data integrity assurance depend on retaining some redundant information about the authentic data. For some data corruption, the traditional techniques discussed in Section 2 have weaknesses and can not detect all the errors. Therefore, it is necessary to try an efficient technique that is able to solve the problems associated with the methods mentioned earlier.
In the first trial, it was thought to use check-determinant rather than checksum. In this method, the data is arranged in a group of blocks such that each block can be arranged in a square matrix form of dimension N×N where N is an integer. Thus, each matrix contains a block of N 2 data. The determinant of each matrix is computed and appended at the end of each block. During retrieval or reception, the determinant is recomputed and compared with the appended value. Any difference indicates a possible data corruption in that particular block of data. However, there are many short comings with this method. The determinant may not change if some rows or some columns are interchanged. The determinant is zero if any row is proportional to another row; the same is true for columns. In addition, the determinant is zero if any single row or column has zero values only. These deficiencies make this method unattractive; however, some improvement might solve most of these problems. This study suggests a new technique based on the determinant approach and it is called oblique-matrix technique (OMT).
In the proposed technique, the data is divided into blocks of N 2 elements each. Each block can be rearranged in a square matrix form of size N×N. For example; for N=4, the length of the block is 16 such as (x 1 , x 2 , …, x 16 ), the matrix dimension is 4x4 and can take the form shown in Fig. 2a . The matrix can also be rearranged in another form referred to in this paper as oblique-matrix as shown in Fig. 2b . The determinant of both; original and oblique matrices are computed and appended with each block before transmission or storing. At the retrieving or receiving stage, both determinants are recomputed again in a similar fashion and compared with the annexed values. Any difference will indicate a presence of errors in that particular block. The block diagram in Fig.1 summarizes the main steps of this method. The performance of the OMT is tested by running the same experiment as in Section 2.2. The applied error rates vary from 0.01% to 10%. It is found that the detection of corrupted blocks was done with 100% accuracy in all cases. This indicates that the deficiencies associated with other methods are resolved by the OMT. Another feature of the OMT is to detect easily the location of the corrupted element, by examining a block of small data instead of the whole data. 
Results and Discussions
Various tests were performed to examine the accuracy of the proposed technique in comparison with the two traditional methods. Two series of data stream were generated: one with size 80000 and the other with size 160000. The data are divided in blocks of 16 elements each. The error order was generated randomly and added to the data. The detection accuracy of MT and CST together with the proposed technique; OMT are shown in Figure 3 and 4. The corrupted-blocks may have one or more distorted-elements. At very low error rates, the detection accuracy of all the methods is 100%, because the number of corrupted-arrays is still small and there is no chance to get one of the deficiencies mentioned earlier about the traditional methods. When the error rate increases, the number of corrupted-blocks increases causing the detection accuracy of the MT and CST techniques to be less than 100% as shown in Figures 3 and 4 . All the deficiencies discussed earlier for traditional methods caused the accuracy to be reduced. In MT, if all copies have the same modification or there is an insertion of extra data for both original and mirrored data, it is not possible to detect the integrity violation. In CST, if the malicious user reorders the data or inserts multiple errors result in a same check sum, there is no detection of data corruption. All these deficiencies have been eliminated by using OMT. In the OMT, the checking factor is determined after rearranging the data two times through the original matrix and its corresponding oblique matrix as shown in Fig.2 . This arrangement gives a power checking factor does not affected by the deficiencies happened in MT and CST. Therefore the OMT accuracy stayed at 100%. At very high error rates, all the data blocks are corrupted since it may contain more than one distorted element. This gives a better chance for the traditional method to detect the corrupted blocks. That's why at very high error rates; the detection accuracy is close to 100%. The OMT and CST require more computation time compared to the MT. This disadvantage can be accepted for OMT due to its 100% accuracy of data violation detection.
In addition to the deficiencies made by the traditional methods, another weakness is detected for the MT. If the error occurred in the mirror copy of data, the MT detects corruption in the data, in spite of the fact that there is no violation in the original copy of the data. Thus, this will prevent the use of the retrieved data. This weakness is reduced in the case of the oblique-matrix technique, because of the number of extra values appended with the original data is very small. OMT CST MT Figure. 3 Comparison between the OMT, CST and MT for a data size 160,000. 
Conclusions
This paper presents a new approach for improving the detection of data integrity violations during storing or transmission. In the proposed technique, the data are divided into blocks; where each block is arranged in square matrix. A new arrangement of the elements in these matrices leads to the oblique form presentation. The new procedure overcomes all the defects that go along with data integrity assurance methods. The performance of this approach is compared with the check-sum and mirroring techniques.
The simulation results show that the new method outperforms the two techniques and has resolved all of their deficiencies.
