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Resum
Per fer front al creixement explosiu del trànsit de dades mòbils, s’ha proposat la idea de
Small Cells, cel.les de telefonia molt petites amb gran capacitat. Per a implementar-les,
s’ha proposat una xarxa de retorn o backhaul composta de fins a 20 nodes entrellaçats
per Wi-Fi mesh. Tots els nodes ofereixen un punt d’accés a l’usuari, però només alguns
han de tenir connexió per fil amb l’estació base, que connecta amb la xarxa troncal o core.
Tot i el mèrit del protocol IEEE 802.11s de distribuir les decisions d’enrutament, aquest és
incapaç de detectar colls d’ampolla així com de manca d’una visió global de tota la xarxa
que permeti prendre decisions prou intel.ligents.
Adaptant les tecnologies de Software Defined Networking a l’entorn wireless, aconseguim
acumular en un sol punt tota la informació d’ocupació, qualitat i càrrega de tots els enl-
laços entre nodes. Això permet alleugerir els nodes wireless, que corren Open vSwitch
(agent SDN), i concentrar la potència computacional en una màquina amb OpenDayligth
(controlador SDN), allotjada en un centre de càlcul.
Seguint la feina feta anteriorment, hem desplegat un testbed de nodes basats en Rasp-
berryPi amb dues interfícies Wi-Fi cadascun, tenint en compte criteris de consum elèctric,
estabilitat en el temps i càrrega de computació. Hem implementat la recopilació d’estadís-
tiques indicadores de congestió, organitzat un sistema robust de configuració dels nodes,
i , en general, transformat el proof-of-concept incial a un banc de proves preparat per
desenvolupar algoritmes intel.ligents d’enrutament.
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Resumen
Para hacer frente al crecimiento explosivo del tráfico de datos móbiles se ha propuesto
la idea de Small Cells, celdas de telefonía muy pequeñas de gran capacidad. Para imple-
mentarlas, se ha propuesto una red de retorno o backhaul, compuesta de hasta 20 nodos
entrelazas por Wi-Fi mesh. Todos los nodos ofrecen un punto de acceso al usuario, pero
tan sólo algunos nodos tienen que tener conexión por cable con la estación base, que
conecta con la red troncal o core. Pese al mérito del protocolo IEEE 80211.s distribución
de las decisiones de enrutamiento, éste es incapaz de detectar cuellos de botella así co-
mo carece de una visión global de la red que permita tomar decisiones suficientemente
inteligentes.
Adaptando las tecnologías de Software Defined Networking al entorno wireless, con-
seguimos acumular en un solo punto toda la informació de ocupación, calidad y carga
de todos los enlaces entre nodos. Esto permite aligerar los nodos wireless, que corren
Open vSwitch (agente SDN), y concentrar la potencia computacional en una máquina con
OpenDaylight (controlador SDN), alojada en un centro de cálculo.
Siguiendo el trabajo hecho anteriormente, hemos desplegado un testbed de nodos basa-
dos en RaspberryPi con dos interfícies Wi-Fi cada uno, teniendo en cuenta criterios de
consumo eléctrico, estabilidad en el tiempo y carga computacional. Hemos implementado
la recopilación de estadísticas indicadoras de congestión, organizado un sistema robusto
de configuración de los nodos, y, en general, transformado el proof-of-concept inicial en
un banco de pruebas para desarrollar algoritmos inteligentes d’enrutament.
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Abstract
In order to cope with the explosive growth of the mobile data traffic, it’s been proposed the
concept of Small Cells, telephony cells with great capacity. To implement them, it’s been
proposed a backhaul network composed of up to 20 nodes interlinked by mesh Wi-Fi. All
nodes offer an access point to the user, however, only some of them must be connected by
wire to the base station, which connects to the core network. Despite the merit of the IEEE
802.11s protocol of distributing the routing decisions, it is unable to detect bottlenecks and
lacks a global vision of the whole network that would enable more intelligents decisions.
By adapting the Software Defined Networking technologies to the wireless environment,
we become able to gather in a single point all the information of occupation, quality and
load of all the links between nodes. This allows to lighten the wireless nodes, that run Open
vSwitch (SDN agent), and concentrate all the computational effort in a single machine
running OpenDaylight (SDN controller), hosted in a data center.
Following the previous work, we have deployed a testbed of RaspberryPi-based nodes with
two Wi-Fi dongles each, taking into account the power consumpiton, the stability along
the time, and the computational load. We have implemented the collection of statistics
about congestion indicators, organized a strong configuration system for the nodes, and,
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Capítol 1. Introducció
1.1. Objectius
L’objectiu principal d’aquest projecte és continuar desenvolupant SESAME, instal.lant, aval-
uant i millorant-ne el software. El banc de proves consisteix en diversos ordinadors de baix
cost enxarxats inalàmbricament com a representació d’una xarxa de retorn o de backhaul
en una cel.la de telefonia. Això ha de permetre a projectes futurs desenvolupar algorismes
d’enrutament intel.ligents, que tinguin en compte la informació de càrrega dels enllaços
wireless entre nodes. Per tant, és un projecte amb mires al futur proper.
Respecte el treball fet anteriorment, implementa la recol.lecció de noves mesures rela-
cionades amb la congestió del medi, i s’ha adaptat als dispositius que configuren la xarxa.
També ha estat provat sota condicions de congestió i prolongadament en el temps.
1.2. Especificacions
El testbed compleix una sèrie de requeriments plantejats al principi del projecte:
Banda dels 5 GHz Cal operar amb Wi-Fi en aquesta banda per evitar la congestionada
de 2,4 GHz.
Dues interfícies Els nodes han de constar de dues interfícies wireless que puguin estar
actives alhora, per obrir portes a combinar diversos canals en els camins.
Cinc nodes de xarxa El banc de proves ha de consistir en 5 dispositius estables i que
no requereixin intervenció in situ.
Automatizació Cal rapidesa i flexibilitat per implementar en el banc diverses configura-
cions i topologies dels nodes.
Robustesa Els nodes han de suportar fluxos pesats de xarxa prolongats en el temps.
1.3. Planificació
Els passos seguits per aconseguir els objectius i especificacions han estat, per ordre:
Comprovar l’arquitectura en un entorn virtual
Comprovar l’arquitectura en un entorn físic
Desenvolupar noves funcions i adaptar-lo al nou entorn.
Avaluar l’arquitectura i les millores en l’entorn físic.
Desplegar un banc de proves sobre aquesta arquitectura i testar-lo.
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1.3.1. Pla de treball
Els paquets de treballs amb les fites plantejades a l’inici del projecte són els que segueix-
en:
1.1 Testbed virtual: entorn El controlador Opendaylight detecta instàncies d’Open vSwitch
en la xarxa virtualitzada.
1.2 Testbed virtual: automatització Les diverses parts del projecte són instal.lades amb
una sola comanda.
2.1 Testbed físic: hardware Disposem de tot el material físic i les màquines tenen con-
nectivitat de xarxa amb i sense fils.
2.2 Testbed físic: software El controlador detecta les màquines amb instàncies d’Open
vSwitch al testbed físic.
3 Avaluació S’han solucionat els problemes detectats en avaluar el sistema.
4 Algorísmia El controlador instal.la regles als agents mitjançant Openflow que propor-
cionen un enrutament eficient i més adaptable que IEEE 802.11s
5 Documentació S’han documentat tots els experiments i passos presos i recopilats en
la memòria.
El calendari de treball planejat és el que segueix
1.3.2. Desviacions
Respecte als paquets de treball inicials, se n’han afegit dos més durant el trancurs del
projecte:
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2.3 Testbed físic: estadístiques El controlador rep i emmagatzema indicadors que per-
meten detectar congestió.
2.4 Testbed físic: desplegament El controlador detecta 5 nodes distribuïts en un espai
d’oficines.
A més, respecte el pla inicial d’acabar al setembre, s’ha allargat fins la segona setmana
d’octubre, arrossegant retards i problemes anteriors.
Respecte a un dels objectius inicials de desenvolupar un algorisme que millorés el IEEE
802.11s, ha estat desestimat per la prioritat de desplegar el banc de proves o testbed que
permeti desenvolupar algorismes amb seguretat. Tanmateix, aquest projecte ha evolu-
cionat realimentant-se i contribuint constantment al disseny preliminar de l’algorisme.

Capítol 2. Context
Aquest projecte s’ha realitzat en el context d’un conveni de col.laboració entre la fundació
i2CAT i la UPC. S’ha nodrit de la feina feta anteriorment i de les experiències publicades
per altres investigadors d’arreu del món.
2.1. Punt de partida
El treball pren el relleu del treball final de carrera de l’Anna Hurtado i el Jordi Palà, dut
a terme l’any 2014. Havent demostrat l’arquitectura, l’he portada endavant extenent-la i
corregint-ne alguns errors que s’han sortit a la llum en el procés de fer-ho.
2.2. State of the art
Actualment l’aplicació de tecnologies SDN a l’entorn wireless és una idea innovadora i es
troba en el terreny de la investigació.
En Proceedings of the first workshop on Hot topics in software defined networks [1] (To-
wards Programmable Enterprise WLANs with Odin), es presenta Odin, una plataforma
SDN per a controlar WLAN empresarials, orientat per tant a xarxes d’accés. Posterior-
ment, s’amplia el treball a Towards a Scalable and Near-sighted Control Plane Architecture
for WiFi SDNs[2]. SESAME, d’altra banda, està orientat a xarxes de retorn, mantenint la
connexió amb el controlador també sense fils, in-band.
En canvi, en OpenFlow for Wireless Mesh Networks [3], presenten una solució per a
gestionar mitjançant Openflow la mobilitat en clients de xarxes wireless mesh. SESAME
s’hi avança ampliant el protocol Openflow per a proveir el controlador d’informació dels
canals i la congestió dels nodes.
Pel que fa a SESAME, es presenta en SDN wireless backhauling for Small Cells[4] de-
mostrant la viabilitat de l’arquitectura amb proves virtuals i físiques.
En l’àmbit de telefonia mòbil, en meSDN: Mobile Extension of SDN [5] s’implementa una
estratègia TDMA orquestrada per un controlador SDN conscient de les aplicacions execu-
tades per tal de garantir-los certs recursos. En comptes d’això, nosaltres fem servir SDN
per a millorar l’enrutament de xarxes mesh Wi-Fi convencionals que donen suport a una
xarxa d’accés ubícua.
Una iniciativa més propera és Wireless Mesh Software Defined Networks (wmSDN) [5],
que gestiona les rutes de nodes d’una xarxa mesh fins als nodes gateway. És una pro-
posta per implementar a sobre de xarxes mesh comunitàries, i fins ara només han fet
proves virtuals. El seu concepte de flows és molt més temporal que el de SESAME, que
pretén aconseguir les millors rutes. Ells, en canvi, plantegen unes rutes de sortida fins a
un gateway efímeres en el temps.
Finalment, en A measurement based joint power and rate controller for IEEE 802.11 net-
works[6] es desenvolupa un sistema de monitoratge dels registres de dispositius Atheros i
Madwifi. Això permetria calcular l’ocupació del canal d’una manera alternativa a com s’ha
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implementat aquí.
Capítol 3. Tecnologies
Les funcions de SESAME s’obtenen sobretot gràcies a aplicacions i projectes de software
ja existents, modificades per estendre el concepte de SDN a l’entorn wireless. Per aquest
motiu, he manipulat una gran varietat de tecnologies que representen les peces amb què
he construït el llit de proves.
3.1. SESAME
La primera tecnologia a entendre ha estat SESAME mateix, com a un tot amb significat
més enllà de la simple suma de les parts. Pels motius que he presentat amb anterior-
itat, l’objectiu de SESAME és d’aconseguir unes xarxes sense fils distribuïdes més efi-
cients. L’estratègia és adaptar les tecnologies de Software Defined Networking (SDN) a
l’entorn sense fils, per tal d’aprofitar la capacitat de centralitzar tota la informació de la
xarxa en un sol punt d’aquesta tecnologia. Seguint aquest fil, es va modificar el proto-
col Openflow perquè tingués en compte la informació wireless dels nodes. Per tant, es
van haver d’adaptar el controlador i agent triats, OpenDaylight i Open vSwitch (OvS), re-
spectivament. D’altra banda, també es va modificar OvS per tal que recollís aquestes
estadístiques.
Ara bé, l’avanç més significatiu a nivell lògic va ser resoldre les diferències entre un canal
punt a punt i Full Duplex com és Ethernet, i un canal compartit Punt-Multipunt. La solució
implementada consisteix en:
Sistema d’etiquetatge fent servir tags Virtual Local Area Network (VLAN): s’aprofiten
les etiquetes VLAN per marcar l’origen del trànsit dels diversos companys connec-
tats. Està basat en el protocol d’identificació distribuïda Peer Link Management
(PLM).
Switch virtual [de]multiplexador: és l’encarregat de virtualitzar les connexions punt
a punt de cara a OvS i el controlador. Segons la VLAN dels paquets entrants, els
redirigeix cap a un port o un altre, i en treu l’etiqueta, simulant així la connexió
cablejada punt a punt. Els paquets sortints els marca amb l’etiqueta d’entrada.
mac80211. Per tal que els nodes de destí puguin identificar el trànsit d’entrada,
mac80211 canvia l’identificador local per l’identificador remot. Els conceptes d’iden-
tificador local i remot formen part de PLM.
L’arquitectura resultant és la següent:
En la Figure 3.1 podem observar el controlador de SDN C , que controla el funcionament
de diversos switchs wireless a la xarxa mitjançant una interfície south-bound, ExtSB. Tots
els nodes tenen un camí definit fins al controlador, tot i que pot ser multi-salt. En la figura hi
podem observar un node en detall, on hi trobem un agent SDN A, el multiplexador MUX ,
i dues interfícies wireless D. Pel que fa a les connexions entre ells:
IntCP és una connexió directa entre A i D, i és per on es transporta la informació del
pla de control.
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Figura 3.1: Arquitectura conceptual de SESAME
IntDP1 són els canals entre A i D que simulen les connexions punt a punt cablejades.
IntDP2 són els canals entre D i MUX que transporten el trànsit etiquetat.
3.2. Software Defined Networking
Abreviat habitualment com SDN, és una estratègia de gestió de xarxa innovadora que ab-
strau la configuració de la xarxa del dispositiu concret d’enrutament o commutació. Per
tal d’aconseguir-ho, distingeix el pla de control del pla de dades. El primer comprèn les
regles de redirecció i manipulació dels paquets de dades, mentre el segon conté intuïtiva-
ment aquestes dades. Després de diversos intents, el 2011 apareix la Open Networking
Foundation (ONF), impulsora del protocol Openflow i de la seva estandarització, i s’erigeix
com a estàndard de facto SDN.
En un entorn SDN, és possible configurar de remotament un router de manera que apliqui
les regles que li envia un controlador. Aquest controlador pot prendre les decisions dinàmi-
cament segons la informació del pla de dades que recopila el router i rep a través del pla
de control.
El mercat de les SDN creix sobretot dins dels centres de càlcul, on la capa de xarxa fins
ara es gestionava estàticament. En aquest sentit, ha estat un revulsiu per l’oligopoli de
Cisco i Juniper i les seves plataformes tancades, i obre un futur molt proper de maquinari
obert que permet acollir un sistema operatiu faci d’agent Openflow, així com la plataforma
d’aplicacions de control que ofereixen controladors com Opendaylight.
En aquest projecte, els nodes de xarxa són RaspberryPi’s corrent principalment un switch
OpenVSwitch, que envia estadístiques de l’entorn wireless i rep les regles d’enrutament
d’un controlador Opendaylight, corrent en una màquina virtual en una granja de servidors.
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3.2.1. Openflow
És un protocol de xarxa de nivell d’aplicació que permet configurar la taula de rutes d’un
router compatible. Defineix cada regla com una combinació de ”matches” i ”actions”, on hi
caben la identficiació (match) i modificació (action) de tot tipus de paràmetres de protocols
de xarxa, des de UDP fins a tags VLAN d’ethernet.
El fet de ser un estàndard obert, obliga els fabricants interessats a implementar una API
comuna a tota la indústria. Dos grans avenços respecte un protocol de configuració com
NETCONF serien, doncs, la possibilitat de configurar directament la taula de regles en
comptes d’unes opcions definides pel fabricant i l’estandarització i els avantatges implícits
de portabilitat i innovació.
La fundació ONF sintetitza les bondats d’Openflow així:
Programabilitat
• Facilita la innovació i diferenciació
• Accelerar la introducció de nous serveis i funcionalitats
Intel.ligència centralitzada
• Simplifica la configuració inicial
• Optimitza el rendiment
• Gestió de regles granular
Abstracció. Separa:
• El hardware, del software
• El pla de control, del de dades
• La configuració física, de la lògica
3.2.2. Opendaylight
Com a controlador Openflow, centralitza informació de la de la xarxa com la seva topolo-
gia. Pot reconfigurar automàticament les regles i prové de diverses interfícies per enviar
ordres als agents, entre d’altres, una API REST i una de web visual.
Està programat en Java i fa servir la plataforma OSGi per gestionar diversos mòduls anom-
enats bundles. La virtut d’aquesta plataforma és agrupar diverses aplicacions en una sola
màquina virtual de Java, sobre la qual s’hi poden instal.lar i desinstal.lar mòduls en temps
d’execució. Poden dependre entre ells per activar-se.
3.2.2.1. Modificacions
Anteriorment, SESAME ja contenia una versió modificada d’Opendaylight. Això compre-
nia estadístiques wireless als paquets Openflow STATS REPLY, la gestió dels missatges
Adress Resolution Protocol (ARP) i una lògica senzilla per instal.lar rutes entre tres nodes,
així una condició per canviar-la.
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En el meu projecte jo he afegit noves estadístiques wireless al protocol, les he afegides
a una base de dades a través d’un mòdul facilitat per altres membres de l’equip, i entre
d’altres, he corregit un error de fuga de descriptors de fitxers, que consisteix en un de-
creixement constant del decriptors disponibles per culpa d’un procés que n’obre de nous
però no tanca els usats.
3.2.3. Open vSwitch
Open vSwitch té raó de ser més enllà del bridge de Linux. A part d’actuar d’agent Open-
flow, afegeix la possibilitat de fer backup de les taules de rutes i migrar entre dispositius
dedicats i targetes de xarxa de hosts. Els avantatges són equivalents als d’una màquina
virtual d’un sistema operatiu davant d’una instal.lació ”bare metal”. Implementa eficient-
ment les funcions de switch, router i firewall, a més de múltiples protocols de xarxa.
Es compon d’una base de dades exportable amb totes les regles, un mòdul de kernel
per a Linux, NetBSD o FreeBSD, i aplicacions de userspace per a manegar-ho tot plegat.
Està programat en C portable i ha estat incorporat en diverses iniciatives avançades de
virtualització, com Openstack.
Figura 3.2: Components de Open vSwitch
3.2.3.1. Modificacions
Per tal d’enviar estadístiques wireless al controlador, ja s’havia modificat codi del mòdul
de Linux. Incloïa crides de netlink per extreure-les. Jo he extret més dades del mòdul
wireless, he corregit errors que causaven problemes crítics i he afegit funcions per llegir
estadístiques de fitxers externs, entre d’altres.
3.3. Linux Wireless
Com a puntal del projecte, he acabat dominant les eines necessàries per configurar i
manipular els dispositius de xarxa, en especial, de xarxa sense fils. Això amb tot, SESAME
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també necessita de modificacions al mòdul de Linux que fa d’abstracció dels controladors
o drivers de cada fabricant.
En els sistemes GNU/Linux, Linux proporciona una base d’interacció amb el hardware, i
GNU aporta tota una sèrie de programes des del compilador en C fins a l’entorn d’escrip-
tori GNOME. Més enllà d’aquests dos projectes, hi ha més eines que conviuen i s’integren
a diferents nivells d’abstracció.
3.3.1. Kernel space
L’espai de nucli o kernel space és la part d’un sistema operatiu encarregada d’interactuar
directament amb el maquinari o hardware, i per tant, on operen els drivers que parlen
amb els dispositius de xarxa, els sistemes de fitxers, la pantalla i targeta de so, i qualsevol
altre dispositiu físic. A Linux, cada driver s’integra com un mòdul que es pot instal.lar i
desinstal.lar en qualsevol moment, avisant el sistema de dependències d’instal.lar altres
mòduls requerits.
3.3.1.1. open80211s
És la implementació del protocol IEEE 802.11s, que és l’extensió de Wi-Fi per a xarxes
distribuïdes, mallades, o mesh. Proporciona un mode d’operació per a targetes de xarxa i
dongles Wi-Fi on, més enllà de crear una xarxa ad-hoc sense punts d’accés centrals, els
nodes que usen i estenen la xarxa també s’encarreguen de compartir informació sobre
com arribar a altres nodes. És a dir, implenta un protocol d’enrutament, anomenat Hard-
ware Mesh Protocol (HWMP), per tal que dos nodes de la mateixa xarxa mesh que no es
veuen directament, puguin comunicar-se a través d’altres nodes. Tot això passa a nivell
2, d’enllaç, i per tant només es gestiona amb adreces físiques. Això vol dir que un cop
establerta la xarxa, des del punt de vista dels protocols de capes superiors, la situació
equival a tenir tots els nodes connectats a un mateix switch.
Tot i que el mòdul open80211s fa molta feina, els drivers han d’implementar un seguit de
funcions per tal de manipular la targeta de xarxa.
En aquest projecte, els nodes SESAME creen una xarxa mesh, connectant-se cadascun
amb tots els nodes que veu, és a dir, el senyal dels quals arriba amb prou potència per
garantir una comunicació. Ara bé, les funcions d’enrutament les assumeix Open vSwitch
inspeccionant per disseny les capçaleres IP. Per tant, substituïm l’algorisme HWMP i ens
quedem amb les funcions de manteniment d’enllaç i recollida d’informació que ens ofereix
802.11s.
3.3.1.2. cfg80211
Aquest mòdul prové d’un servei de configuració a l’espai d’usuari, acceptant ordres i con-
sultes a través d’un servei de Netlink. Els programes d’espai d’usuari i fins i tot altres
mòduls del nucli poden comunicar-s’hi fent servir la llibreria nl80211, com podem veure a
la Figure 3.3
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Figura 3.3: Connexions netlink entre aplicacions d’espai d’usuari de nucli
3.3.1.3. mac80211
Mac80211 és una capa d’abstracció dels drivers wireless SoftMAC, que evita la duplicació
de codi entre drivers i facilita la implementació de noves funcions. Els drivers SoftMAC són
aquells dels quals el dispositiu espera que gestionin l’autenticació, associació i publicitat.
En contrast, les targetes FullMAC s’encarreguen d’aquestes operacions i deixen al driver
altres tasques secundàries.
El mòdul es va modificar en la primera etapa per tal de vertebrar el sistema d’enrutament,
que relaciona les etiquetes VLAN amb els identificadors d’enllaç propis de IEEE 802.11s,
PLM.
En el meu treball, hem modificat les funcions de transmissió i recepció per tal de computar
el temps d’ocupació del canal wireless i exportar-lo com a estadística. També he hagut de
fer alguns canvis per tal que les polítiques de Quality of Service (QoS) s’activin sempre,
violant l’obligació de la presència d’un punt d’accés que les activi.
3.3.1.4. driver: ralink
En aquest projecte hem fet servir dongles Wi-Fi amb xip de la marca Ralink (adquirida per
MediaTek el 2011), en concret, el rt2x00, que inclou la sèrie de dongles USB rt2800usb.
N’he manipulat al codi font amb dos objectius: el primer, per recuperar informació des del
debugFS sobre l’estat de les cues de sortida hardware, cadascuna de les quatre corre-
sponent a una Access Category ; i el segon, per aconseguir que es donés prioritat real als
paquets marcats com a prioritaris.
3.3.1.5. driver: atheros
També hem fet servir dongles de Wi-Fi amb xip Atheros, en concret, de la sèrie ath9k i
corresponents al driver ath9k_ htc, que manega els xips compatibles amb USB. La primera
modificació de codi té el mateix motiu que la de Ralink, fer accessible la mida de les cues
des de l’espai d’usuari. La segona, té a veure amb els Regulation Domain i la meta era
poder transmetre a la banda dels 5GHz.
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3.3.2. User space
L’espai d’usuari o user space és la part de sistema operatiu on es desenvolupa l’activitat
de l’usuari, i fa servir l’espai de nucli per a comunicar-se amb el hardware. Les aplicacions
de userspace van des de compiladors fins a entorns d’escriptori sencers, amb navegador
web, etc. És la part més visible del sistema operatiu.
3.3.2.1. ip
Representa la comunió d’anteriors eines de xarxa, principalment ifconfig, arp i route.
L’he usada sobretot per assignar i associar noms d’interfícies amb adreces IP i MAC, però
també per a gestionar les taules de rutes i la informació ARP.
3.3.2.2. iw
Juga el paper de succeir iwconfig i extendre’n les funcionalitats. A diferència del seu
predecessor, iw es comunica amb el kernel via netlink, en concret amb el mòdul con-
fig80211. Aquesta eina l’he feta servir principalment per canviar de canal les interfícies
wireless, activar-ne i configurar-ne el mode mesh, i estadístiques i informació d’estat dels
enllaços entre iguals.
Cal destacar que el codi font d’aquesta eina ha estat essencial per aconseguir fer comu-
nicar el mòdul de kernel de OvS amb el de config80211, per tal d’extreure’n estadístiques.
També he pogut comprovar l’avenç entre la versió de Rasbian-Wheezy (3.4 del febrer de
2013) i l’última als moments d’escriure la memòria, 4.1 de maig de 2014. He actualitzat
aquesta eina per agilitzar la feina en veure que la segona versió retorna molta més infor-
mació que la primera, fet que demostra el seu actiu desenvolupament en aquesta etapa
de joventut de l’eina.
3.3.2.3. iptables
És l’eina de gestió de Linux del filtratge de paquets. L’he feta servir per establir regles NAT
en un node per tal de poder injectar trànsit a la xarxa SESAME sense afectar-ne les rutes.
3.3.2.4. vconfig
Serveix per manegar les interfícies virtuals de VLAN. L’he feta servir com a alternativa
al NAT per a injectar trànsit a la xarxa SESAME, afectant les regles internes però acon-
seguint una millora del rendiment. El motiu de la vlan és desdoblar la interfície ethernet
per distingir el trànsit injectat per travessar la xarxa SESAME, del trànsit extern com les
connexions git al servidor remot.
3.4. Llenguatges de programació
Per la varietat d’eines que he adoptat i els diferents nivells d’abstracció encarats, m’he
trobat amb diversos llenguatges de programació, tot i que he treballat amb alguns més
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que d’altres. A continuació els descric breument i n’explico ús que n’he fet, en ordre
descendent d’importància.
3.4.1. Bash
Bash és el llenguatge d’scripting i de línia de comandes oficial de GNU des del seu llança-
ment l’any 1989. Va ser programat per com a substitut lliure de la Bourne Shell de Unix,
i compleix en gran mesura amb l’especificació de línia de comandes de l’estàndard de
sistemes operatius POSIX.
En el projecte, tot l’entorn s’arrenca a partir d’un sol script de bash. Aquest inicia la base
de dades d’OvS i el mòdul de kernel, es connecta si és un node d’extrem directament amb
el controlador, configura les interfícies wireless en mode mesh, cerca i espera els veïns
especificats en la configuració, crea els switchs OvS amb els ports corresponents i unes
rutes per arribar al controlador, i finalment arrenca els programes de recollida d’estadís-
tiques.
Aquesta és la part del projecte que més canvis ha patit respecte l’original, ja que el testbed
físic original va ser efímer i costava d’arrencar. Entre d’altres millores, he separat la lògica
de l’script principal de la configuració de cada node, he afegit comprovacions d’errors amb
punts de sortida, i he treballat en els scripts de configuració de les interfícies wireless
perquè siguin molt flexibles a la incertesa que acompanya aquests dispositius, en forma
de retards i assignació arbitrària dels identificadors.
També he programat en bash diversos experiments per a injectar trànsit en uns intervals
fixats i recollint informació d’una manera ordenada i preparada per ser graficada.
Val a dir que la majoria d’scripts exploten les possibilitats de programes externs com grep,
awk, sed, head i tail.
3.4.2. C
C és un llenguatge de programació d’alt nivell anterior a l’onada de l’orientació a objectes.
Tot i que per alguns pugui semblar obsolet, el 97% de codi de Linux hi està programat
per herència però també per la gran eficiència. La lleugeresa i rapidesa que aconsegueix
també fa que no hagi estat mai destronat en els sistemes encastats o embedded.
En C he modificat el mòdul d’OvS, gestionant sockets, memòria dinàmica i funcions de
retorn o callback. Per una altra part, també he traduït alguns scripts en bash cap a C, amb
l’objectiu de reduir la càrrega a la CPU, amb bons resultats. En aquests programes, he
gestionat cues circulars, entrada de fitxers extraient la informació útil, i sortida de fitxers
vigilant la mida acumulada.
3.4.3. Java
Java és un llenguatge de programació orientat a objectes, desenvolupat per Sun Microsys-
tems i per tant adquirit posteriorment per Oracle. L’objectiu inicial d’executar applets web,
i que operés a sobre de qualsevol sistema operatiu a través d’una màquina virtual (jvm),
va tenir com a conseqüència convertir-se en el gran llenguatge de programació portable.
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El fet de ser precompilat l’allunya dels llenguatges interpretats, que en general tenen un
rendiment pitjor. Oracle, pel seu costat, va impulsar Java com un llenguatge orientat a
les grans empreses, i és aquí on ha tingut èxit. La portabilitat, l’entorn empresarial i la
proposta de servletsweb , l’han catapultat al podi de popularitat l’última dècada.
No és estrany, doncs, que el projecte OpenDaylight, promogut per un consorci de grans
companyies tecnològiques, hagi apostat per Java. Com en qualsevol projecte de software
de certes dimensions, els mòduls de SESAME a OpenDaylight implementen i fan servir
classes i mètodes que proporcionen altres parts del projecte. En aquest sentit, la tasca
realitzada consisteix en extreure la informació proporcionada i tractar-la. Per una part,
s’emmagatzema amb poc processament, i per l’altra s’analitza per enviar ordres Openflow
si s’escau. La informació tractada són estadístiques i estat de la xarxa, i les accions,
redefinir els camins multi-salt d’un node a la porta d’enllaç.
3.4.4. Octave
Octave està encarat a la comunitat científica, i en particular a la matemàtica. Es presenta
com a l’alternativa lliure de Matlab, i està específicament dissenyat per mantenir-hi la
compatilibitat tant com sigui possible.
He fet servir Octave per a analitzar estadísticament mostres temporals de cabal de dades,
per a trobar la distribució de la freqüència de paquets d’estadístiques (vegeu subsubsec-
tion 4.15.2.1), i per visualitzar aquestes mesures i altres gràficament a través de GNUPlot.
3.4.5. Python
Python és un llenguatge interpretat molt versàtil, al top 10 de popularitat des del 2003
segons l’índex TIOBE. Té un gran repertori de codi comunitari, en forma de mòduls equiv-
alents a les biblioteques o llibreries d’altres llenguatges, i que es poden importar i usar
en un mòdul propi. La seva sintaxi és senzilla i el codi, sense claus ({,}), punts i coma
(;) i amb sagnat obligatori, resulta còmode de llegir. La sintaxi lacònica també permet
desenvolupar més ràpid i en menys línies que altres llenguatges com Java o C.
Python l’he fet servir per graficar qualsevol de les estadístiques emmagatzemades a la
base de dades MongoDB, tals com l’activitat d’un canal Wi-Fi, el cabal d’un port específic
o l’ocupació de les cues dels dispositius wireless, fent servir els mòduls mongoClient,
numpy i Gnuplot. Anteriorment l’havien fet servir per inspeccionar paquets amb un mòdul
dedicat, però en no tenir Openflow implementat, va resultar inadequat.
3.5. Base de dades
3.5.1. MongoDB
MongoDB és un motor de base de dades no relacional, que significa que les entrades no
tenen per què tenir totes els mateixos camps ni la mateixa estructura. Les dades es desen
en Binary JSON (BSON), una variant compacta de JavaScript Object Notation (JSON), i
la sintaxi de les consultes tot i ser pròpia, està basada en el format de camp-valor de
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JSON. Se li atorguen les qualitats de ser molt més lleuger en memòria i espai de disc que
MySQL.
En aquest projecte, com s’ha dit anteriorment, les estadístiques de la xarxa recollides les
emmagatzemem en una base de dades. Per tal de graficar-les bé, les consultes des de
Python han hagut de ser precises, i per descobrir alguns identificadors, instants de temps
importants en un experiment i per comprovar el format dels valors, he fet servir la línia de
comandes que ofereix.
3.6. Control de versions
En qualsevol projecte de software, la gestió dels canvis de diverses persones o en difer-
ents moments de temps, poden arribar a paralitzar la feina si no s’han anticipat aquests
problemes. Per això existeixen els sistemes de control de versions, per gestionar els can-
vis simultanis, per poder recuperar una versió anterior però funcional, i depenent de quin
motor parlem, per satisfer moltes més necessitats. Aquest projecte ha fet servir git des
del principi.
3.6.1. Git
Git és un sistema de control de versions avançat, i probablement el més popular avui dia.
El segueix de prop Mercurial, però deixa enrere SVN superant-lo de molt en funcionalitat.
Git té una estructura distribuïda en el sentit que tothom qui clona un repositori és alhora el
repositori. Així, un servidor de git no és res més que una còpia del respositori disponible i
accessible per a desar els canvis i com a punt de reunió amb la feina d’altres companys.
Ara bé, com que cada usuari de git té una còpia del respositori, pot afegir-hi entrades i
desar la seva feina explicant els canvis ”commit a commit”. Donat el moment, s’envien
els canvis al servidor, i si cal, es mesclen els canvis d’altres persones que haguessin fet
modificacions entre la còpia original i l’enviada al servidor.
Des del primer dia he hagut d’aprendre aquesta eina nova per mi, però que m’ha demostrat
la seva força. Totes les parts de SESAME tenen un projecte a una instància de Gitlab, que
és un servei web per visualitzar els fitxers, branques, versions i més, d’un repositori de git.
Com a tal, ha funcionat per desar els canvis fets localment i per obtenir una visió gràfica i
directa en moments de confusió. Git bàsicament ha servit per documentar els canvis fets,
marcant quins fitxers s’han canviat i per què, i per separar línies de treball en branques
en moments on hi havia línies de treball diferent, com l’entorn virtual i el físic. El servidor
de git també ha estat molt important a l’hora de desplegar el projecte en nous entorns,
on amb l’ajuda d’altres eines, pots recuperar una situació molt similar sense haver de
restaurar cap còpia de seguretat fixa i pesada.
3.7. Eines de desplegament
Una part de la feina a tenir en compte ha estat assegurar el fàcil desplegament de cada
part del projecte. Si bé és fàcil clonar parts d’un entorn funcional, aconseguir aquest en-
torn de zero pot consumir molt de temps. Comentada la tasca de git, per aquest objectiu
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hi juga un paper en cooperació amb altres eines. Aquestes són eines de desplegament
i de gestió de configuració. En concret, totes les parts del projecte han estat preparades
amb receptes de chef, de manera que els programes, permisos, projectes de git i tot el
que pugui necessitar una aplicació per funcionar, es pugui aconseguir amb una sola co-
manda. Simultàniament, totes les màquines virtuals han estat arrencades des de Vagrant,
de manera que és fàcilment recuperable un estat funcional.
3.7.1. Vagrant
Vagrant proporciona una interfície per a configurar i desplegar màquines virtuals amb una
sola comanda, proporcionant una abstracció de VirtualBox, VMWare, Docker i Hyper-V.
Així canviant la línia que indica el proveïdor, es pot traduir la configuració d’un motor a un
altre, tot i que hi ha opcions que encara no s’han generalitzat.
Vagrant, a més, permet aixecar, executar la configuració, entrar per consola i aturar una
màquina virtual amb ordres ben senzilles. Així, per tal d’arrencar una màquina virtual i
aconseguir una línia de comandes remota, només cal executar vagrantup;vagrantssh.
En aquest projecte vagrant ha jugat un paper molt important a la part del controlador, on tot
ha estat automatitzat i ha estat possible recuperar en poc temps una instància equivalent.
Per aconseguir desplegar l’entorn físic, però, he hagut de passar per diverses fases en
un entorn purament virtual, on poèticament una xarxa virtual connectava dues màquines
virtuals, on una d’elles tenia desplegats diversos namespaces representant nodes virtuals
d’una xarxa definida per software, també virtual.
La part de configuració de la màquina virtual, Vagrant l’externalitza a les aplicacions que
denomina com provisioner, traduïble com a ”abastador”, en el sentit que abasta la màquina
virtual de la configuració necessària per a aconseguir una funcionalitat.
3.7.2. Chef
Chef és un d’aquests abastadors que es relaciona amb Vagrant. Tant pot ser executat
independentment en una màquina per instal.lar una sèrie de biblioteques, construir un
entorn de proves i arrencar un programa, com a través de Vagrant, en la primera execució
o en cadascuna, segons s’indiqui.
La unitat bàsica de Chef és la recepta o recipe, arxiu on s’hi descriuren diversos recursos
i les operacions que han d’acomplir. Aquests recursos bé poden ser scripts en bash, un
conjunt de paquets a instal.lar des d’un repositori apt, un repositori de git per clonar o
sincronitzar, o un bloc de codi de Ruby. A les receptes les acompanyen els atributs o
attributes, que defineixen paràmetres comuns a diverses receptes, i el conjunt d’atributs i
receptes s’agrupen en un llibre de receptes o cookbook. D’aquesta manera, i amb l’ajuda
d’una eina com Bersherk, és fàcil escriure una recepta que importi llibres de receptes ja
escrits com Maven, Java o Samba, i que cadascun aconsegueixi l’entorn que necessita per
funcionar. A més, aquests llibres de receptes se solen escriure de mires a ser compatibles
amb diversos sistemes operatius i versions diferents.
A més, Chef comprova en tot moment si totes les operacions acaben amb èxit, de manera
que dóna molta seguretat en el procés. Si qualsevol dels passos falla, tota l’execució
també ho farà, si no s’ha indicat el contrari.
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Com ja he dit anteriorment, cada part de SESAME té una recepta de chef i un o diversos
repositoris git associats. Jo he fet les de l’entorn virtual més adaptables i n’he creat de
noves per l’entorn físic, en concret per configurar les RaspberryPi. En aquest cas, he




La RaspberryPi és un ordinador compacte de la mida d’un targeta de crèdit. Gràcies a
la gran demanda de processadors ARM en el mercat dels mòbils, aquests microproces-
sadors s’han abaratit dràsticament. És per això que es pot adquirir el model més nou per
menys de 50AC , oferint ports USB, GPIO per aplicacions electròniques, i sortida HDMI.
3.8.1.1. Model B+
Aquest és el model que hem fet servir pel testbed. Es diferencia del model A+ sobretot en
el nombre de ports USB i en el port ethernet. Les característiques rellevants per aquest
projecte són:
CPU: ARMv6 single-core a 700 MHz
Hub USB intern amb
• Port Ethernet 10/100 Mbps
• 4 Ports USB 2.0
• Consum: 600 mA
Memòria RAM: 512 MB
3.8.1.2. Model 2B
Aquest model l’hem intentat incorporar, però per motius explicats al procediment, s’ha
acabat desestimant. Respecte el model B+ duplica la memòria RAM, i té un processador
més ràpid i suportat per més sistemes operatius, com Debian. A causa del processador,
té més consum que el model B.
CPU: ARMv7 quad-core a 900 MHz
Hub USB intern amb
• Port Ethernet 10/100 Mbps
• 4 Ports USB 2.0
• Consum: 800 mA
Memòria RAM: 1 GB
Capítol 4. Procediment
En aquest capítol vaig resseguint tots els passos que he anat fent i els obstacles que m’he
trobat. L’ordre és cronològic excepte quan és més pràctic fer agrupacions temàtiques.
4.1. Testbed virtual
4.1.1. Objectiu
Després d’assimilar l’estructura de SESAME i els objectius generals, el primer pas per
aconseguir un testbed físic ha estat entrar amb contacte amb el que hi havia fet fins ara
fent-ho funcionar. Tot els scripts de configuració que he heretat estan pensats per l’entorn
virtual, ja que el testbed físic va ser només la part final de l’altre projecte. Per tant, primer
cal fer funcionar l’escenari virtualment abans de començar a migrar-lo a l’entorn físic.
4.1.2. Una sola vm
4.1.2.1. Diagrama de xarxa
Com ja hem vist explicat anteriorment a SESAME, la xarxa la formen diversos nodes
wireless on només alguns d’ells tenen connexió a la xarxa troncal i per tant, al controlador.
En aquest diagrama, el color salmó representa un namespace de Linux, tecnologia en què
s’inspiren els contenidors Docker. Consisteix en virtualitzar tan sols la pila de xarxa, i no
tot un sistema operatiu.
Observant la Figure 4.1, a la part de dalt hi trobem el simulador de medi sense fils, amb el
driver accedint-hi, i a la part de baix hi trobem Netfilter, representant el mòdul de xarxa de
Linux que commuta els paquets internament entre interfícies locals. Opendaylight, per la
seva part, està corrent dins d’aquesta màquina virtual i per tant té accés a les interfícies
locals que connecten amb els nodes virtuals que tenen connexió a la xarxa troncal, en
aquest cas, a una interfície local com eth0. El node del mig representa un node que no
té accés a la xarxa troncal i està connectat únicament per enllaços sense fils.
Pel que fa als bridge brmeshX i brbhX, són elements funcionals. Els primers serveixen
per propagar els paquets LLDP amb què el controlador descobreix la topologia, i són
instàncies d’OvS. Els segons, per l’objectiu contrari, bloquejar-ne la propagació per tal de
definir els límits de la xarxa. Aquests són bridge convencionals de Linux. La resta de
bridge són equivalents als descrits a la figura 3.1
4.1.2.2. Vagrantfile
El codi heretat està pensat per funcionar tot en una sola màquina virtual, dins del mateix
amfitrió. Aquest amfitrió ha estat el meu ordinador portàtil, i el primer ajustament al Va-
grantfile ha estat habilitar una connexió Host Only entre vm i amfitrió, i una redirecció del
DNS mitjançant NAT per tal que la vm tingui accés a internet per a instal.lar paquets i
clonar projectes de git, però no sigui accessible des de fora. Després de fallar la recepta
Chef d’OpenDaylight, he augmentat la memòria RAM reservada per a la màquina a 2GB,
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Figura 4.1: Virtualització de la xarxa SDN wireless en una sola vm
de 4GB disponibles. Per defecte, en cedeix només 512MB, i el canvi l’he fet a través
del Vagrantfile i amb un vagrant reload --provision, afegint el paràmetre que indica
que s’executin les receptes tot i no ser el primer cop d’execució de la vm. Posteriorment,
després de bloquejar-se la màquina amb un estat de guru meditation, he alliberat espai
al disc dur de l’amfitrió, que s’havia omplert. La imatge ocupa unes 11GB. Paral.lelament,
també he forçat la versió més nova de Chef per obtenir compatibilitat amb les receptes.
4.1.2.3. Receptes Chef
Després d’eliminar els errors per falta de recursos, he hagut de determinar la versió a
instal.lar dels cookbooks Java i de Maven, per tal que coincideixin amb les que fa servir
la nostra versió d’OpenDaylight, i que difereixen de les que aporta la imatge d’Ubuntu
12.04 que faig servir. Aquests canvis estan als atributs del cookbook de SESAME. Per
aconseguir que les instal.lacions funcionin bé he hagut d’assegurar que es crida apt-get
update abans d’exectuar el cookbook de Maven, que inclou el de Java i al seu torn, instal-
la paquets a través d’APT.
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4.1.2.4. Resultat
Després d’aquestes adaptacions, he estat capaç de reproduir un escenari virtual amb 6
nodes virtuals on es veuen tots amb tots, la figura obtinguda és un hexàgon amb totes les
diagonals. Si hagués habilitat el mòdul wmediumd hauria pogut simular topologies més
complicades, ja que afegeix funcionalitats al mac80211_hwsim com introduir soroll i definir
quins nodes es veuen entre ells, amb una matriu de configuració. Això permet simular,
per exemple, una topologia linial, on els nodes es connecten en cadena.
4.1.3. Dues màquines virtuals
Per tal d’avançar cap al testbed físic, cal separar la xarxa wireless del controlador. La
màquina virtual exclusiva per OpenDaylight l’utilitzo més endavant amb la xarxa física.
4.1.3.1. Diagrama de xarxa
La majoria d’elements de la Figure 4.2, són equivalents als vistos a la Figure 4.1. Els
dos requadres grisos representen cadascun una vm. Tot aquest muntatge, però, continua
funcionant en una sola màquina amfitrió, el portàtil de treball.
4.1.3.2. Vagrant multimachine
Seguint la documentació de Vagrant, he escrit un nou Vagrantfile on defineixo dues màquines
separades, cadascuna amb les seves receptes Chef per configuració i les seves interfícies
de xarxa. A cada vm també hi configuro una private network amb un identificador, que
permetrà que totes les interfícies de les dues vm que hi pertanyin, es puguin comunicar
com si fos a través d’un switch. Aquest switch el gestiona VirtualBox, configurat a través
de Vagrant. Per tal de poder suportar les dues màquines virtuals alhora i un navegador, he
hagut d’ampliar la memòria RAM del portàtil a càrrec del pressupost del projecte. Substi-
tuint un dels dos mòduls de 2 GB per un de 4 GB, aconsegueixo l’objectiu amb una RAM
total de 6 GB, assignant-ne 4 a les vm i 2 a l’amfitrió.
4.1.4. Refinaments
En aquesta etapa he netejat un arbre de receptes de SESAME que hi havia paral.lel i
produïa molta confusió. Bersherk havia creat el nou al costat dels altres cookbooks instal-
lats, però havia deixat aquest altre. És significatiu perquè m’he trobat fent canvis en unes
receptes que no tenien efecte. D’altra banda, també he polit les configuracions de Vagrant
i les receptes de Chef perquè siguin més amables amb els errors: comprovar si ja ha
clonat un repositori de git o si ja ha compilat un projecte abans de fer-ho, agilitza molt
les execucions posteriors a una primera fallida. Per errors de sintaxi, el recurs més pesat
d’executar, la compilació Maven OpenDaylight, s’executava dos cops.
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Figura 4.2: Virtualització de la xarxa SDN wireless amb dues vm
4.1.5. Resultat
He aconseguit el mateix escenari que amb una sola màquina virtual, però amb l’avantatge
d’estar més a prop del testbed físic, i he guanyat el control de Chef podent així accelerar
les execucions.
4.2. Trasllat a l’entorn físic
4.2.0.1. Objectiu i diagrama de xarxa
L’objectiu d’aquesta etapa és aconseguir una configuració simple equivalent a la real, on
cada node virtualitzat anteriorment amb un namespace de Linux, sigui ara una Raspber-
ryPi amb una interfície wireless cadascuna. El controlador ha de córrer en una màquina
virtual a l’estació de treball i ha de veure la topologia creada mitjançant una connexió
Ethernet a un switch compartit amb els nodes extrems.




























Figura 4.3: Testbed físic inicial
A la Figure 4.3 indentifiquem les quatre màquines físiques amb sistema operatiu amb
un requadre gris. Observem que a cada RaspberryPi l’estructura s’ha simplificat força:
només necessitem dues instàncies d’OvS. Podem observar també que la nomenclatura
dels ports, basats en les adreces MAC de les interfícies wireless, ja no la controlem. Les
lletres en el diagrama representen qualsevol dígit hexadecimal.
4.2.0.2. Preparació
A diferència de l’entorn virtual, a la RaspberryPi no hi ha cap Vagrant que instal.li i arrenqui
el Chef amb les seves receptes. Per tant, el primer a fer és instal.lar Chef, que al seu torn
necessita de la Ruby Virtual Machine (RVM) per a funcionar. Per a automatitzar el procés,
he fet un script que baixa l’instal.lador RVM, la compila, instal.la les dependències de Chef,
instal.la Chef, i executa les receptes una per una. Abans d’executar les receptes copio la
clau per a connectar-se al Gitlab i poder clonar els projectes.
Donat que la RVM no té una versió binària per a ARM, en baixa el codi font i la RaspberryPi
l’ha de compilar. Per tant, és un pas molt lent i he afegit un comprovació per evitar que es
repeteixi en execucions consecutives de l’script.
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4.2.0.3. Receptes de Chef
Un cop preparat Chef, és el moment d’adaptar les receptes al nou entorn. En successives
execucions, he anat adaptant atributs com el nom d’usuari, la carpeta de referència $HOME.
4.2.0.4. Versió de Linux
Un punt conflictiu ha estat la versió del kernel, ja que totes les modificacions anteriors
s’havien en un Ubuntu 12.04, amb la versió 3.2 de Linux. Tot el projecte mac80211,
incloent els drivers de baix nivell pertanyen a la versió 3.12 backports. Això vol dir que
poden compilar des de la versió 3.12 fins a la 3.0. La versió de Raspbian instal.lada, però,
porta el kernel 3.18, així que he hagut d’instal.lar un kernel més antic. L’escollit ha estat la
versió més propera a 3.12 disponible per als repositoris de Raspbian, la 3.10. Tant 3.10,
com 3.12 i 3.18 són version Long Term Support (LTS). Pel seu costat, la versió d’OvS feta
servir, la 2.1.2, és compatible amb les versions de kernel entre 2.6.32 i 3.11. Per tant, la
3.10 ha permès evitar portar les modificacions a noves versions de cap dels dos projectes.
4.2.0.5. Sesame_base
D’altra banda, els scripts de bash per arrencar l’escenari, també els he hagut de polir i
adaptar a l’entorn físic. Les diferències plantejades entre Figure 4.3 i Figure 4.2 s’havien
de veure traduïdes als scripts que generen aquestes configuracions. Com a exemples, ja
no hi ha cap amfitrió comú pels nodes, les MAC de les interfícies tenen valors arbitraris i
no hem de simular l’entorn wireless. L’altre punt interessant són els noms de les interfícies,
lligats a les adreces MAC. Per tal d’establir les regles inicials del pla de control, cal con-
figurar les rutes tot indicant els ports ”pare” i ”fills” per arribar al controlador, i propagar-ne
els missatges, respectivament. Com que les MAC han canviat, també ho han fet aquests
ports.
4.2.0.6. Resultats
Després de configurar una RaspberryPi he aconseguit que el controlador la mostri per
pantalla. A la Figure 4.4 podem veure un retall de la imatge. El ”host” negre representa el
sistema operatiu de la RaspberryPi, mentre el ”switch” blau representa la instància d’Open
vSwitch. El mòdul d’OpenDaylight que mostra els ”host” l’he deshabilitat més tard perquè
no aporta res. A més, llista també tots els dispositius connectats a la mateixa xarxa local,
i nomes´ les RaspberryPi formen part de l’experiment.
Figura 4.4: Primera interacció entre OpenDaylight i una RaspberryPi.
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Després de configurar el segon node i ajustar la configuració dels scripts, he obtingut
la primera connexió entre dues RaspberryPi, com podem mostra la Figure 4.5. Podem
observar-hi que hi ha un node amb un dos ports i un altre amb un de sol. El que en
té dos és s0, el node amb connexió al controlador. Un és la interfície eth0 i l’altre la
corresponent a la connexió amb s1. L’altre node, en canvi, només té el port sense fils.
Aquesta configuració és equivalent a la detallada a la Figure 4.3.
Figura 4.5: Primera xarxa wireless detectada pel controlador.
4.3. Dongles de Wi-Fi
Per muntar el llit de proves no val qualsevol tipus de dongle. Per dongle de Wi-Fi entenc
dispositiu USB que proveeix de connectivitat Wi-Fi. Per tant, les targetes PCI, incompati-
bles amb les RaspberryPi, no les he tingut en compte. Els requisits són els següents:
Disposar d’un driver lliure a Linux El testbed està basat tot en sistemes Linux, per tant,
si no té driver de Linux no és vàlid. A més, per poder fer front a qualsevol problema,
analitzar i modificar el comportament del driver, ha de ser lliure. No valen binaris
obscurs.
Suportar mode mesh Com que les connexions entre nodes són sense infraestructura,
descentralitzades, el driver per a Linux del dispositiu ha de suportar el mode mesh
per força.
Suportar la banda de 5 GHz És desitjable que el dongle pugui operar en aquesta banda,
menys interferida i que garanteix més estabilitat.
Tenir una antena externa Per a aconseguir un bon abast, cal que el dongle tingui una
connexió SMA amb una antena externa, que sobresurti a més de la capsa d’un node
instal.lat.
El driver que ofereix més funcionalitats a Linux és el de les targetes Atheros. L’inconve-
nient és que la majoria d’aquestes targetes són PCI. D’altra banda, el driver Ralink suporta
mesh i cobreix bona part dels dongles de consum. Pel que fa a les característiques dual-
band i antena externa, redueixen molt les possibilitats.
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(a) Dongle auxiliar a 2,4 GHz (b) Dongle triat per al testbed
Figura 4.6: Dispositius wireless amb xip Ralink
Finalment, hem trobat un fabricant taiwanès amb una opció adient: Alfa Networks. El
dispositiu en qüestió és el model AWUS051NH, il.lustrat a la Figure 4.6. Té un cost d’uns
30AC la unitat.
Per validar l’escenari a la banda de 2,4 GHz mentre només disposava d’una Alfa, també
he fet servir uns dispositius anomenats WiPi, que estan provats amb RaspberryPi i són
més barats, amb un cost de 13AC cadascun.
4.4. Banda dels 5 GHz
Els estàndard Wi-Fi més extesos són el IEEE 802.11g i b. Tot i que també està suportat
àmpliament, funcions de IEEE 802.11n com MIMO i la banda de 5 GHz no solen estar
implementades. Això vol dir que la gran majoria de xarxes locals sense fils funcionen a
la banda de 2,4 GHz, i donada la seva gran penetració, s’ha convertit en una banda molt
saturada.
La banda dels 5 GHz va ser usada per primer cop en Wi-Fi per l’estàndard IEEE 802.11a,
i avui en dia es fa servir aquesta notació per indicar el suport de la banda. Malgrat això,
el protocol usat en aquesta banda és IEEE 802.11n, ja que també suporta i va fer obsolet
l’anterior protocol. Aquest etiquetatge es fa perquè, com he dit, moltes dels dispositius
que suporten el 11n en realitat només suporten una part del protocol.
4.4.1. Objectiu
Un dels objectius del projecte és fer servir canals de la banda de 5 GHz, que tot i tenir
pitjor propagació que la de 2,4 GHz, està infrautilitzada, i per tant ofereix connexions més
robustes i ràpides. En una aplicació de SESAME on la xarxa d’accés als sigui a través de
Wi-Fi, aquesta hauria de ser a 2,4 GHz per força, ja que les targetes Wi-Fi dels telèfons
mòbils solen ser compatibles només amb aquesta banda. Alhora, mantenint la xarxa de
retorn o de backhaul a 5 GHz, s’aconseguirien separar efectivament.
Per tant, un cop adquirits un dongles de Wi-Fi apropiats, he d’aconseguir repetir l’experi-
ment en aquesta banda.
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4.4.2. Canvi de canal
Fent servir els dispositius Alfa referits a section 4.3, a l’hora de configurar el canal m’he
trobat amb un error poc eloqüent:
Device or resource busy (-16)
Aquest error també es dóna amb les WiPi en intentar canviar el canal, i no depèn del canal
triat. La solució és crear la interfície mesh sense unir-se a cap xarxa mesh. Per defecte,
es configuren al canal 1.
4.4.3. Regulació
Un cop puc canviar els canals, m’he trobat que no podia activar el mode mesh a les
interfícies a canals de la banda de 5 GHz. L’error obtingut és:
command failed: Invalid argument (-22)
Per sortir del bloqueig, he demanat ajuda a la llista de correu de linux-wireless detallant
la sortida del programa per a cada canal llistat. Amb l’ajuda rebuda, he pogut orientar
millor el problema. El problema és que en la regulation domain corrent, no està iniciar
cap comunicació. En el cas de les xarxes amb infraestructura, si veu beacons d’un punt
d’accés, considera que la comunicació ja s’ha iniciat. En canvi, en el mode mesh, per
connectar amb altres nodes ha d’anunciar la xarxa, i per tant, està iniciant la comunicació.
La comanda iw list ho indica així pels canals 36, 40, 44 i 48.
* 5180 MHz [36] (14.0 dBm) (passive scanning , no IBSS)
I d’aquests en endavant,
* 5260 MHz [52] (15.0 dBm) (passive scanning , no IBSS , radar detection)
Canviant el domini de regulació, s’habiliten els canals del 36 al 48.
iw reg set EU
El motiu d’això és que per defecte, Linux no sap a quin espai de regulació està. Com a
conseqüència, aplica per defecte la intersecció de totes les regles (codi 00), fet que resulta
en un regulació molt restrictiva. A la pràctica, després d’habilitar això només he obtingut
quatre canals nous. La resta estan afectats pels radars meteorològics i el hardware no en
suporta el descobriment. Per tant, queden deshabilitats.
Finalment, afegint al script corresponent la comanda per establir el Regulation Domain
adequat, puc reproduir la connexió entre dos nodes a través del canal 36, a la banda de
5 GHz.
4.5. Limitació de potència
Un requeriment important és que cada node tingui dues interfícies wireless, a canals difer-
ents. Seguint aquest camí, m’he trobat amb problemes de limitació de potència. Connec-
tant dues Alfa als ports USB d’una RaspberryPi, els dispositius externs funcionen alter-
nadament. Resseguint els logs, es pot llegir una línia que diu ”overcurrent”. Seguidament,
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descriuen com va muntant i desmuntant els dispositius USB per provar de resoldre el prob-
lema, però persisteix cíclicament. Alhora, amb un llindar més baix, quan falla l’alimentació,
el LED indicador de color vermell de la RaspberryPi es posa a fer pampallugues i mostra
un quadrat de colors a la cantonada superior dreta de la pantalla, si està connectada
directament. Aquests dos símptomes són només avisos.
4.5.1. Característiques de potència
Segons la documentació, la RaspberryPi té un limitador de corrent a 1.5A. A més, els
ports USB tenen una limitació de 600mA de consum. Sent un dispositiu de baix consum,
i alimentat a 5V amb un transformador amb terminal USB, fa que no sigui apropiades per
a alimentar dispositius USB de que requereixin gaire potència, com és per exemple un
disc dur. Tot i això, hi ha un paràmetre que permet duplicar el límit de consum per port
USB al doble, deixant-lo a 1,2A per port. Ara bé, tenint en compte el consum de base
que demana la CPU i els pics que pot tenir per computació, no deixa gens de marge de
consum als dispositius USB, arriscant-se així a arribar al límit i haver de tallar l’alimentació
als dispositius.
Pel que fa a l’alimentació, hem adquirit alimentadors de 2A. A part d’arribar al límit del reg-
ulador de corrent, asseguren un voltatge més estable. Com que encara falla, plantegem
de connectar els dongles a través d’un hub USB alimentat externament.
4.5.2. Primeres observacions
Pel que fa a la inestabilitat causada, observo diferències entre dongles Alfa de la primera
i segona comanda, i entre la RaspberryPi 1 i 2. La diferència entre les Alfa és la versió
del model, 1 i 2. Segons les especificacions, els dos models són equivalents, però a la
pràctica, l’Alfa nova no és suportada per la RaspberryPi, que llança el missatge d’error
en connectar el dispositiu. Pel que fa a les computadores, la versió més nova sí que
suporta l’Alfa2 connectada, però no sembla estable donat que presenta els síntomes de
les pampallugues i el requadre de colors.
4.5.3. Proves a laboratori
Per aquest motiu, he fet unes proves amb un analitzador de potència. Per obtenir la infor-
mació, he alimentat la RaspberryPi a través de l’analitzador, i he enregistrat les mostres
durant un minut. Les mesures representen per tant consum global de la RaspberryPi. Per
a fer transmetre els dongles, he muntat un punt d’accés al portàtil amb dues IP, i hi he
associat les dues interfícies de xarxa, donant a cadascuna una IP corresponent a dues
xarxes separades. D’aquesta manera, puc controlar amb la IP de destí per quin dispositiu
surt el trànsit. El trànsit generat és UDP, amb l’eina iperf.
4.5.3.1. Experiment detallat
L’experiment més significatiu ha estat el següent:
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Segons 0-9: Alfa1 i Alfa2 associades a l’AP, en repòs.
Segons 9-39: Alfa1 transporta un iperf.
Segons 20-50: Alfa2 transporta un iperf.















Current drawn by RaspberryPi
Two Wi-Fi dongles transmitting at full speed
Figura 4.7: Consum de corrent d’una RaspberryPi amb dos dongles Wi-Fi connectats i
transmetent
Aquest experiment ha estat realitzat amb la RaspberryPi model B+, amb el kernel 3.18.
Els resultats aproximats, que podem trobar a la Figure 4.7, són els següents:
Standby: 660mA.
Primer iperf: 830mA.
Primer i segon iperf alhora: 12000mA, inestable amb sots.
Segon iperf: 1000mA.
És rellevant perquè, tot i que el consum ve de la generació de paquets, sembla que efecti-
vament l’Alfa2 suposa més càrrega que l’Alfa1. Les proves amb la més nova suposen un
augment al voltant de 550mA, mentre que amb l’altra només 170.
4.5.3.2. Resultats secundaris
Una sèrie d’experiments ens fa arribar a fer les següents afirmacions:
Empitjorant la qualitat del senyal allunyant els dos extrems de comunicació, forcem
un augment de 50mA en el consum arribant a 900mA. Sembla poc important en
proporció.
Desactivar una interfície amb ip link set wlanX down provoca una caiguda mo-
mentània de 70mA, al voltant de d’un segon de durada.
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L’operació contrària provoca un pujada momentània de mateixa durada i diferencial
en valor absolut.
L’Alfa2, només connectar-la, consumeix 800mA. Ara bé, després de connectar-la a
un AP baixa a la meitat i ja no torna a aquest estat. És un comportament poc intuïtiu
però reproduïble.
Les RaspberryPi consumeixen uns 230 mA en repòs, amb un teclat (20mA) con-
nectat.
4.5.3.3. Resultats rellevants
Les interpretacions més importants per a l’evolució del projecte són:
1. L’Alfa2 susposa una càrrega més forta que la primera.
2. El polyfuse d’entrada no dóna més de 1.5A, i fa saltar l’alerta al kernel.
3. El paràmetre de max_ usb_ current permet consumir fins a 1,2A a cada port, però
facilita que entre diversos ports superin el límit total.
4. El consum de la màquina depèn sobretot de les operacions per computar.
5. El kernel 3.18 consumeix menys corrent que el 3.10 fent les mateixes operacions.
En concret, no arriba a 1.4A amb dos iperfs paral.lels. Aquest comportament és
indistingible entre les dues versions de RaspberryPi.
4.5.4. Conclusions
Havent vist els resultats a laboratori, resulta evident que portar el codi al kernel 3.18 aporta
grans avantatges, ja que no ha arribat a fallar mai per corrent i per tant podria estalviar les
despeses dels hub USB. Alhora, pel kernel 3.10 és indispensable usar un hub USB per
evitar talls sobtats.
4.6. RaspberryPi v2
El nou model d’aquesta família de microcomputadors es va llançar el febrer del 2015. Com
detallo a subsection 3.8.1, aquesta nova versió és més ràpida i més potent, i n’incorporo
una al conjunt de dues màquines versió 1 per a fer proves.
4.6.1. Incompatibilitats
El sistema operatiu que he fet servir fins ara, Raspbian, continua sent compatible amb
aquesta arquitectura (armv7), però necessita un kernel diferent per a gestionar el hard-
ware diferent. El primer kernel oficial de Rasbian per a aquesta versió és la 3.18(LTS).
Això trenca la solució que havia trobat a subsubsection 4.2.0.4, i per tant hem hagut de
portar els canvis a una versió més recent d’OvS i als drivers wireless backports de la 3.18.
CAPÍTOL 4. PROCEDIMENT 31
Havent vist els avantatges del kernel 3.18 per a les RaspberryPi v1 i per homogeneïtat,
també compilo les noves versions ja modificades per al model antic. El fet de tenir el
mateix software amb dos kernel diferents, em porta a afegir uns paràmetres al fitxer de
configuració de boot /boot/config.txt propi de Raspbian, que indica el kernel a fer
servir per cada plataforma. Així, abans d’arrencar-lo, comprova l’arquitectura on està, i
carrega el kernel correcte. Això permet tenir una sola recepta de Chef, i targetes SD
agnòstiques de la versió concreta de l’arquitectura.
4.6.2. Problemes
Havent adaptat el codi a les noves versions i muntar una configuració amb tres nodes,
m’he trobat amb problemes greus d’estabilitat de l’escenari, des de ”kernel panic” a nodes
que cauen de l’escenari. Considerant que després d’una setmana de feina, no havia
aconseguit que funcionés bé, he decidit tornar enrere, apartar la RaspberryPiv2 i continuar
endavant amb la resta de requisits.
4.7. Escenari amb tres nodes
4.7.1. Objectiu
Tenint en compte que el testbed ha d’incorporar almenys 5 nodes, he volgut ampliar el
nombre de nodes de treball i fer proves amb una topologia amb dos salts o tres nodes.
4.7.2. Generalització
Partint d’uns scripts molt estàtics i una configuració propensa als errors, he decidit crear un
nou sistema de configuració i fer un sol script d’arrencada únic, per tal d’evitar la triplicació
de codi. Els fitxers de configuració són simples scripts de bash, que assignen valors
a unes variables, i que són cridats des de l’script comú amb la comanda source, de
manera que són executats dins de la mateixa instància de bash. Cridant-lo de manera
convencional, crea una subshell que no pot retornar informació cap a la shell mare.
4.7.3. Resultat
Tot i no aconseguir un escenari durador, he comprovat que el multisalt funciona perfec-
tament i es poden comunicar els nodes extrems a través d’un intermediari. En aquesta
topologia, el node intermediari té dues interfícies ràdio a canals diferents, un de la banda
de 5 GHz i l’altra de 2,4. Els nodes extrems només veuen el node intermediari, i només
un dels dos extrems està connectat al controlador. El diagrama que genera OpenDaylight
el trobem a la Figure 4.8.
4.8. Problemes d’estabilitat
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Figura 4.8: Topologia de tres nodes en línia
4.8.1. Descripció general
Tot i haver renunciat a migrar el projecte a una versió de Linux més moderna, els prob-
lemes d’estabilitat han persistit fins que els he resolt directament. La decisió de tornar
enrere en la versió, però, és adequada per poder encerclar els problemes, i en aquest
cas, fer la migració només aportava més incertesa.
Els problemes d’inestabilitat són molt importants per aconseguir un testbed funcional. Això
vol dir que ha de suportar una càrrega de trànsit i de còmput forta i ha de poder estar actiu
durant dies sense perdre recursos del sistema.
Els problemes que descric a continuació els he anat solucionant un darrere l’altre, i en
diversos moments. Els he agrupat aquí per conveniència.
4.8.2. FD leak
Un error d’aquest tipus feia que els nodes es desconnectessin del controlador sense
reiniciar-se. La durada aproximada de l’entorn fins que apareixia era de 20 minuts, i ha
estat emmascarant els altres errors per ser el més prevalent.
Configurant OvS perquè generés un fitxer de registre o logfile que pugués consultar, he
aconseguit determinar l’ordre de successos:
1. OvS no pot reservar un descriptor de fitxers o File Descriptor (FD) per a extreure les
estadístiques via Netlink. Error: Too many open files
2. OvS es reinicia al cap d’una estona en generalitzar-se el problema.
3. Gràcies al procés monitor, sabem quan ha estat i per què. A més, donat que els
ports estan desats a la base de dades ”ovsdb”, recupera tots els ports i nom.
4. Com que els flows no es desen a la ovsdb, no recupera la connexió amb el contro-
lador, perquè no hi sap arribar. L’escenari no es recupera.
L’error venia heretat i consistia en no tancar els sockets oberts a Netlink per a consultar les
estadístiques, realitzada cada 15 segons, aproximadament. Després de solucionar-ho, no
ha tornat a fallar per aquest motiu.
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4.8.3. Memory leak
Un error relacionat i que he solucionat a continuació ha estat en relació a la memòria. Al
cap d’uns 45 minuts, les RaspberryPi començaven a trigar molt en respondre a les ordres
directes del teclat, estan arrencat l’escenari però sense trànsit significatiu. Havent vist el
tipus d’error anterior, he trobat que a part de no alliberar la memòria reservada ni dels
sockets ni dels missatges rebuts.
Contràriament a la intuïció, després d’arreglar el problema alliberant la memòria dels dos
recursos un cop acabada la comunicació, OvS ha fallat de seguida amb un error altament
inexplícit: Segmentation fault. Després de consultar a la llista de correu pertinent
sobre per què no podia alliberar el socket, i confirmar que ho havia de poder fer, he trobat
que OvS estava interferint d’alguna manera.
La solució ha estat lligar el socket de Netlink que reservo a un port diferent del predeter-
minat. Tot i que Netlink permet obrir més d’un socket per procés, com podem comprovar
a la Figure 3.3, per algun motiu que no hem pogut determinar, en voler alliberar el socket
reservat al port per defecte, sembla que intenta alliberar o bé un socket diferent a aquest,
o bé el mateix socket que nosaltres estem reutilitzant, la memòria del qual no ens pertany.
Després de fer el canvi de port, l’escenari ha estat estable fins que l’he espremut al màxim.
4.8.4. Division by zero
Aquest error ha aparegut força més tard en el projecte. Consisteix en un ”kernel panic”
que donava com a pista DIVISION BY ZERO, i apareixia només després d’engegar una
connexió. Després d’investigar tots els punts on fèiem divisions, hem trobat que en el
càlcul de channel load que especifico més endavant, dividim per una taxa de bits. Aquest
camp coincideix amb un error dels dongles de wifi dualband de ThinkPenguin, que no
reporten sempre bé aquest valor. Com a mostra:
pi@rapsberry:~$ iw dev mesh0 station dump
Station e0:ca:94:5f:a7:d6 (on mesh0)








signal avg: -64 dBm
tx bitrate: ;




mesh local PS mode: ACTIVE
mesh peer PS mode: ACTIVE
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MFP: no
Quan el driver rep aquest valor estrany, l’interpreta com un zero i això fa que operar com
a divisor, salti l’error fatal. Comprovant que el divisor no sigui zero i assumint 54Mbps en
cas que ho sigui, l’error ha quedat arreglat, per bé que assumint dades que ens dónen un
límit inferior al paràmetre channel load.
4.8.5. MAX_ TSF_ READ
Aquest error ha resultat cap al final i ha aparegut esporàdicament, sempre durant una
prova de càrrega de la xarxa. No resulta en un error fatal de kernel panic, però sí que
fa que deixi de funcionar correctament la màquina afectada, perdent la connexió amb
l’escenari, resultant així en la mateixa conseqüència fatal.
Els registres indicaven al driver d’atheros, en el context de llegir el valor de Timing Syn-
chronization Function (TSF) per les funcions rutinàries de sincronitzar el temps entre els
nodes de la xarxa mesh. La funció involucrada llegeix el valor en dos cops, primer una
meitat del registre i després l’altra. Si resulta que entre lectures la meitat de baix ha fet
canviar la de dalt, ho torna a intentar. La probabilitat que això passi en condicions normals
més d’un cop és molt improbable. Tot i que els comptadors són de microsegons i el reg-
istre superior només canviaria cada 232µs, uns 3 dies, el mode mesh reinicia el comptador
a cada Target Beacon Transmission Times (TBTT), definit a un segon. Això fa que perquè
salti l’error reiteradament, ha de fer les consultes espaiades en més d’un segon, i això és
una malfunció manifesta.
/* --- tx.c --- */
#define ATH9K_MAX_TSF_READ 10
u64 ath9k_hw_gettsf64(struct ath_hw *ah)
{
u32 tsf_lower , tsf_upper1 , tsf_upper2;
int i;
tsf_upper1 = REG_READ(ah, AR_TSF_U32);
for (i = 0; i < ATH9K_MAX_TSF_READ; i++) {
tsf_lower = REG_READ(ah, AR_TSF_L32);
tsf_upper2 = REG_READ(ah, AR_TSF_U32);




WARN_ON( i == ATH9K_MAX_TSF_READ );
return (((u64)tsf_upper1 << 32) | tsf_lower);
}
EXPORT_SYMBOL(ath9k_hw_gettsf64);
La hipòtesi treballada és que el xip que gestiona les connexions USB i d’Ethernet no
feia bé la feina i es col.lapsava. Cercant en aquesta línia, hem trobat un paràmetre de
configuració que deshabilita el mode turbo del xip en qüestió. En concret:
pi@raspberry:~$ sudo echo "smsc95xx.turbo_mode=N" >> /boot/cmdline.txt
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Després de deshabilitar-lo, no m’he tornat a trobar amb el mateix error.
4.8.6. Mesh sync
En condicions semblants a l’error anterior, molt ocasionalment ha aparegut un kernel panic
indicant operacions que inclouen TSF en les operacions. Això ha passat fent proves sense
l’escenari, aïllant altre cop el problema al driver wireless.
Malauradament, per la poca prevalència de l’error i la poca informació que se’n pot ex-
treure quan ocorre, donat que es bloqueja el sistema i no permet desar el registre com-
plet, no he estat capaç de reproduir-lo voluntàriament ni solucionar-lo. De tota manera,
els pocs cops que ha aparegut, ha estat en moments de sobrecàrrega durant una estona
prolongada.
4.8.7. Resultat
He passat de tenir un entorn efímer i amb errors fatals i difícils de rastrejar, a un testbed
estable en recursos, que aguanta fluxos de trànsit forts i permet assajar algorismes de
redirecció al costat del controlador.
4.9. Nova codificació de noms
4.9.1. Objectiu
Avançant cap al testbed on cada node té dues interfícies wireless i va enviant estadís-
tiques significatives de congestió al controlador, m’he topat amb un problema que havia
de solucionar abans: el nom de les interfícies que codifica el node origen i destí en el
switch MUX de cada node, no porta prou informació, i la probabilitat que els noms siguin
unívocs no és negligible.
A més, les estadístiques recollides no han arribat mai al controlador en l’entorn físic, i això
és perquè OvS interpreta el nom d’una manera, i OpenDaylight d’una altra, que en l’entorn
virtual coincidien sempre.
L’objectiu, per tant, és dissenyar i implementar una codificació que resolgui aquests prob-
lemes.
4.9.2. Disseny
En l’entorn virtual, cada node només té una interfície wireless. A més, si el node s’anome-
na s2, la interfície s’anomena mesh2, agafant l’identificador. Per tant, en l’esquema actual,
no cal codificar l’identificador del node i de la interfície per separat. Per obrir les portes a
més interfícies per node, però, ho hem de fer per força.
sX− eth−ab−01
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Tenint en compte el punt anterior, i la necessitat d’augmentar l’identificador del node, he
fet aquesta primera proposta:
sX−meshY −ab.cd−01.23
On X representa l’identificador del node, Y el de la interfície wireless, abcd els últims 2
bytes de la mac d’aquesta interfície, i 0123 els de la interfície connectada veïna. Després
d’intentar implementar-ho he descobert la limitació a 15 caràcters. La solució final queda:
sX−Y −abcd−0123
4.9.3. Implementació
El canvi de nom l’he hagut d’implementar als scripts de bash que configuren el node, a
OvS per recuperar l’identificador de la mesh i a OpenDaylight per recuperar el del node.
Com a resultat, les estadístiques ja es reben i visualitzen al controlador.
4.10. Múltiples dongles
Un dels requeriments del testbed és que hi hagi més d’una interfície wireless per tal
d’aprofitar la multiplexació per freqüència i evitar interferències. En una aplicació simple
des d’aquest punt de vista, tots els nodes tenen dues interfícies connectades a dos canals
diferents, comuns a tots els nodes. Així, els enllaços es dupliquen i tenim redundància.
També obre les portes a fer servir més de dos canals en tot el testbed i així explotar més
recursos a l’abast.
Les diverses millores les he anat fent en moments diferents, però les agrupo aquí per
conveniència.
4.10.1. Adaptació bàsica
Després del canvi de la codificació, només m’ha calgut generalitzar els scripts que con-
figuren les interfícies. Els noms de xarxa dels dispositiu a fer servir (wlanX ) s’indiquen
en cada fitxer de configuració en un vector de strings, així com els canals, nom de xarxa
mesh, i identificador de la interfície mesh (meshY ). Des de l’script que fa servir aques-
ta informació, crida tantes vegades com interfícies llistades hi hagi amb la configuració
corresponent.
4.10.2. Espera els companys
Havent implementat aquests canvis, els scripts encara s’han de cridar simultàniament. El
problema és que si un node cerca connexions amb altres nodes abans que els altres hagin
començat a anunciar-se, no crea els ports adequats i l’escenari falla d’arrencar. Fins aquí
ho he apedaçat posant un temporitzador per facilitar la sincronització, però és poc eficient
en temps i no arregla el problema. La solució no és fàcil, ja que per tal d’esperar que es
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connectin les interfícies dels altres nodes, aquest ha de saber quants nodes ha d’esperar
i quines interfícies de cadascun, ja que els canals poden no coincidir.
Un altre problema de com estava implementat fins ara és que la configuració itera només
un cop per tots els nodes, amb dues accions a cada pas: habilitar i anunciar la xarxa
mesh, i cercar companys que anunciïn la mateixa xarxa. Amb aquesta pràctica, totes les
interfícies al canal A s’han de connectar alhora, i totes les del B també. Si hi ha algun
node que ho fa a l’inrevés, els altres nodes es deixaran sense descobrir-lo a ell i per tant
tindrà només connexions a través d’una interfície.
La solució a això, combinat amb la voluntat de bloquejar camins artificialment, m’ha portat
a desenvolupar un petit sistema de configuració, estàtic com la resta, on per cada interfície
es llisten les interfícies a esperar, mitjançant les adreces MAC. A més, separo la fase
d’anunci de les mesh i la de cerca de companys. D’aquesta manera, asseguro que tots els
nodes llistat i només aquests, són esperats i incorporats com a ports a la instància d’OvS.
En el cas que un node llistat no es trobi, el procés es queda esperant indefinidament,
indicant amb punts els segons esperats.
4.10.3. Ordre arbitrari
Més tard, amb els nous dongles de Wi-Fi, m’he trobat amb un altre problema: s’assignen
aleatòriament a l’arrencada els identificadors d’interfície, wlanX i de dispositiu, phyY a
cada dongle. Per tant, des de la configuració no es pot indicar quina ha d’anar a cada
canal. És imprescindible saber-ho perquè els camins per arribar al controlador es pre-
defineixen a partir dels noms dels ports, i aquests es formen a partir de les MAC del parell
de dispositius. A més, pot ser que un dispositiu només suporti una banda i no les dues,
resultant així en un error.
La solució adoptada ha estat un altre cop afegir les adreces dels dispositius propis a la
configuració del node, descobrint amb un nou script quin nom ha pres.
4.10.4. Resultat
Finalment, he pogut controlar el comportament arbitrari dels dispositius, aconseguir una
arrencada més ràpida del testbed, amb molta seguretat que si arriba al final, l’escenari
serà plenament funcional. A més, la sortida dels scripts ha estat refinada per tal d’estalviar




Tot i que fins ara el controlador havia estat corrent a la meva estació de treball, per tenir
un testbed permanent el controlador ha d’estar allotjat en un centre de dades.
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4.11.2. Procediment
Donat que la configuració del controlador l’havia realitzada tota amb fitxers de Vagrant i
receptes de Chef, ha estat molt fàcil de replicar al nou amfitrió.
D’altra banda, he hagut d’automatitzar una connexió VPN entre el controlador i tots els
nodes de sortida. Amb aquest objectiu he afegit un paràmetre de configuració que indica
si el node ha de connectar-se amb el controlador remot, i una comprovació d’error en cas
de fallar la connexió.
Per tal de poder fer servir la IDE per programar els mòduls del controlador, també he
configurat una VPN de nivell 2 amb la IP d’una altra xarxa privada. Amb un servei de
Samba corrent al servidor, i el codi font i l’Eclipse instal.lat a la màquina local de treball,
he pogut programar i depurar el codi remotament.
Finalment, per culpa d’un atac al servidor, hem hagut de migrar a una nova màquina
virtual, repetint la feina de configuració. Al final, però, i gràcies als administradors del
centre, l’atac no ha tingut més conseqüències.
4.11.3. Resultat
Després d’implementar la nova codificació del nom dels ports, adaptar el codi als enllaços
múltiples per node i a les connexions túnel dels extrem, queda ben poc per complir tots
els requeriments del testbed. Podem observar-ne una descripció gràfica a la Figure 4.9,
i la resposta a OpenDaylight a Figure 4.10. Totes dues figures representen una xarxa
amb enllaços dobles, però la primera amb només dos nodes i la segona amb tres, que es
veuen tots amb tots.
4.12. Base de dades
4.12.1. Objectiu
Un cop les estadístiques arriben al controlador, per tal de poder-les analitzar temporalment
de manera còmode i flexible, ha calgut muntar una base de dades.
4.12.2. Implementació
El motor de base de dades triat ha estat MongoDB, per la seva lleugeresa, la disponibilitat
d’un cookbook Chef i un mòdul OSGI, i perquè ja hi havia treballat anteriorment.
Per sobre del mòdul osgi mongo-java-driver, hem escrit un segon mòdul que fa de
pont entre aquest i el mòdul d’enrutament de SESAME. A més, hem modificat el mòdul
SESAME per tal que desi les estadístiques de cada paquet entrant del tipus actualització
d’estadístiques de port Openflow.
Finalment, hem programat un script en python que llegeix les estadístiques de la base de
dades i en grafica l’evolució temporal fent servir gnuplot. En el cas del cabal de la xarxa,































Figura 4.9: Topologia amb 2 nodes connectats per dos enllaços amb totes les millores
implementades
que no es desa explícitament, fa servir el comptador de bytes transmesos i la separació
temporal entre mostres.
4.12.3. Resultat
Com podem veure a la figura Figure 4.11, les estadístiques es desen i grafiquen com
esperàvem. El gràfic de l’esquerra representa la taxa de bits d’enllaç negociada entre els
dos nodes, i la de la dreta el cabal. Podem veure que la taxa de bits està estable a 24Mbps
amb canvis efímers, i que el cabal és d’uns 3Kbps. Gràcies a aquest muntatge, ara podem
observar les estadístiques dels experiments i plantejar hipòtesis sobre el tipus de trànsit i
el comportament de l’entorn per poder dissenyar nous algorismes d’enrutament.
4.13. Avaluació del sistema d’estadístiques I
40 Software Defined Wireless Backhaul
Figura 4.10: Xarxa wireless de 3 nodes completament mallada amb enllaços dobles
Figura 4.11: Evolució temporal d’un enllaç en repòs durant 8 hores
4.13.1. Objectiu
Un cop desenvolupat el sistema d’estadístiques, ha calgut comprovar com es comporta
en situacions de congestió del canal i del node transmissor. Per tal de garantir que els
episodis de congestió siguin detectats amb rapidesa pel controlador, és molt important
que l’interval de mostreig sigui prou curt. En aquesta línia, he estudiat la periodicitat dels
informes, per un costat, i si el sistema és capaç de continuar informant en situació d’estrés.
En aquest primer punt explico l’estudi sota un estat de congestió del canal.
4.13.2. Congestió
L’escenari de prova consisteix en un node, s0, amb connexió cablejada al controlador,
amb un enllaç sense fils a un segon node, s1, que en depèn. Per tal que les estadístiques
arribin periòdicament, les sol.licituds han d’accedir al canal des de s0, s’ha de recollir
empaquetar la informació recollida i competir altre cop des de s1 per retornar-lo a s0 i
d’allà, al controlador. Si a aquest procediment hi afegim un trànsit de s1 a s0 que col.lapsa
el canal, és possible que tant els paquets de sol.licitud d’estadístiques com els de resposta
es retardin molt o fins i tot que es perdin.
Després de diverses proves, hem constatat que, efectivament, per a cabals propers a la
capacitat del canal amb prou feines arriba un terç dels paquets esperats. A la Figure 4.12
podem observar com, per dos fluxos de dades petits, el sistema d’estadístiques funciona
bé, però en arribar al màxim de cabal assumible, s’aconsegueixen enviar tan sols un al
principi i un altre al final. El fet que el pla de dades se superposi al de control trenca
l’esquema SDN i és un problema seriós.
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Figura 4.12: Cabal transmès a partir de les dades recopilades
.=====DiffServ==.
|--DSCP---|-ECN-|
| XXX XXX | XX |
‘===============’
Figura 4.13: Disseció en bits del camp DS de la capçalera IP
4.14. Diferenciació de serveis
4.14.1. Estudi
L’estàndard IP té definit un camp de la capçalera per a gestionar les prioritats dels paquets,
anomenat Differenciated Services (DS) o Type of Service (ToS), nom obsolet ja. L’objectiu
és poder prioritzar, per exemple, els paquets de veu per sobre dels de descàrregues. El
camp ocupa 1 Byte i com detallo a la Figure 4.13, està separat pels subcamps Differenci-
ated Services Code Point (DSCP) i Explicit Congestion Notification (ECN). Aquest segon
camp no està disponible per a marcar categories ni prioritats, i els tres bits més alts de
DSCP marquen la prioritat.
En el mateix sentit, l’estàndard Wi-Fi compta amb l’extensió IEEE 80211e, que defineix
quatre Access Category (AC) o prioritats. Si bé les operadores d’internet no ho han porten
a la pràctica a gran escala, sí que es troba a escales menors, com a les xarxes locals
domèstiques o d’oficines. En aquest entorn, molts punts d’accés Wi-Fi ofereixen la pos-
sibilitat d’activar la Wireless Multimedia (WMM), la marca comercial de l’estàndard 11e.
L’estàndard assigna prioritat estadística a partir dels valors màxims i mínims del temps de
backoff.
Finalment, trobem que el grup Linux Wireless documenta el mapeig de DSCP cap a AC
com descriu Figure 4.14. Assegura a més, que mac80211 ho implementa i per tant, que
dóna prioritat física. A part de la prioritat d’entrada al medi respecte a paquets d’altres
dispositius, el fet de separar les cues segons AC aporta prioritat davant de paquets del
mateix node. De més a menys prioritària, les categories d’accés són VO, VI, BE i BK.
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Figura 4.14: Correspondència entre els 3 bits de precedència del camp DSCP de IP i el
codi AC de Wi-Fi
P2 P1 P0 AC AC name
0 0 0 BE Best Effort
0 0 1 BK Background
0 1 0 BK Background
0 1 1 BE Best Effort
1 0 0 VI Video
1 0 1 VI Video
1 1 0 VO Voice
1 1 1 VO Voice
Pel que fa a OvS, permet identificar flows amb el paràmetre nw_ tos=XXX. Per a assignar
un valor a un flow com a acció, el paràmetre és mod_ nw_ tos=XXX, on el valor és el del
camp DS sencer. Val a dir que respecta el camp ECN fent una màscara de zeros als dos
bits inferiors. Per tant, el valor ha de ser múltiple de quatre.
4.14.2. Implementació
Un cop trobades totes les peces, només ha calgut ajuntar-les. L’estratègia ha estat marcar
amb un DSCP prioritari tots els paquets que tenen de destí o d’origen el controlador.
D’aquesta manera, tots els paquets de control tenen prioritat sobre els de dades, separant
efectivament els plans de dades i de control. Un exemple de regles OvS per prioritzar el
trànsit de control són
ovs-ofctl add-flow s0 "ip, nw_dst=$CONTROLLER_IP ,\
actions=mod_nw_tos:240,output:$PORT"
ovs-ofctl add-flow s0 "ip, nw_dst=$DATA_PLANE_IP ,\
actions=mod_nw_tos:0,output:$PORT"
Com podem comprovar a la Figure 4.14, el codi 240 o 0xF0 es mapeja a un camp VO,
mentre que 0 ho fa a BE. És imprescindible posar les accions en aquest ordre si es desitja
que la modificació tingui efecte. Ha estat un error que he comès difícil de detectar.
Addicionalment, he hagut de modificar el mac80211 perquè activi sempre la traducció de
DSCP a AC. En el codi original, només s’activa en el mode managed, en la situació on un
punt d’accés ha habilitat la WMM i força les estacions connectades a respectar-ho.
4.14.3. Comprovació
Un cop implementada la solució i comprovat amb el wireshark que els paquets es marquen
correctament, l’experiment ha tornat a fallar amb un comportament similar a l’original.
Després d’aprofundir en els fitxers de registres, m’he trobat amb un missatge d’error del
driver de Ralink que suggereix que en situació de congestió, es col.lapsa el xip i perd
paquets constantment, sense fer distingició segons DSCP. Tot i desactivar dues opcions
que alenteixen el dispositiu com el xifrat en hardware i l’estalvi d’energia, el comportament
es manté a la situació observable a la Figure 4.12, i passa tant als dongles Alfa com al
Wipi, que comparteixen xip i driver.
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(a) Cronograma (b) Histograma
Figura 4.15: Registre de paquets d’estadístiques amb l’escenari en repòs
4.15. Avaluació del sistema d’estadístiques II
4.15.1. Objectiu
Seguint la feina feta sobre congestió, i afegint l’estratègia de la diferenciació de serveis,
en aquesta segona part he intentat comprovar els efectes de l’estratègia i com ajustar
OpenDaylight per tal que reculli estadístiques més sovint.
4.15.2. Periodicitat
4.15.2.1. Estadística
Amb la intenció de descobrir el període de sol.licitud i d’enviament d’estadístiques, he fet
diverses captures en les quatre situacions possibles que surten de combinar fer-ho amb
un flux de dades carregant el canal o sense, i prioritzant per categoria de servei o sense,
de la manera explicada a subsection 4.14.2.
Les captures estan fetes al wireshark, han estat exportades al format csv, parsejades amb
eines de GNU, i analitzades amb Octave, tot i que la intenció inicial era de fer-ho amb
Python. Podem veure’n alguns resultats en Figure 4.16 i Figure 4.15.
No els mostro tots perquè, lluny de ser concloents, els resultats només han confirmat que
en situació de congestió s’envien menys o gens estadístiques. L’error principal ha estat
d’agrupar tots els paquets d’estadístiques. Havent trobat fragments de codi rellevants,
així com consultat el whitepaper d’Openflow, he descobert que OpenDaylight demana
les estadístiques de cada tipus equiespaiadament. Tanmanteix, introdueix una espera
aleatòria entre tipus d’estadística. Aquests tipus, segons Openflow, són:
OFPST_ DESC = 0
OFPST_ FLOW = 1
OFPST_ AGGREGATE = 2
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(a) Cronograma (b) Histograma
Figura 4.16: Registre de paquets d’estadístiques amb un el canal congestionat
OFPST_ TABLE = 3
OFPST_ PORT = 4
OFPST_ QUEUE = 5
OFPST_ GROUP = 6
OFPST_ GROUP_ DESC = 7
OFPST_ EXPERIMENTER = 0xffff
Els més freqüents dels quals són les estadísiques de flow, de taula, de port i de cua,
segons les captures al wireshark, i les modificades per a SESAME són les de flow. D’aque-
sta manera, tenint en compte que les úniques interessants de moment són aquestes úl-
times, i que els temps entre sol.licituds de tipus diferent, són aleatoris, pren sentit que les
anàlisis freqüencials sobre aquest temps, no siguin concloents.
Descartant els histogrames pel motiu acabat d’exposar, els cronogrames sí que ens aporten
informació. Per una banda, Figure 4.16 mostra clarament el buit mentre dura la ràfega de
paquets de dades, d’una manera similar a Figure 4.12, però aquest cop observat des del
canal wireless. D’altra banda, i Figure 4.15 mostra com les estadístiques segueixen un
patró pseudo-periòdic. Podem observar que el període d’aquestes arribades és d’uns 15
segons, valor que s’ajusta bastant a altres observacions.
4.15.2.2. Analítica
Tot i que podria semblar que el paràmetre de periodicitat hauria de ser fàcilment config-
urable, OpenDaylight és un projecte molt gros, de més d’un milió de línies de codi, i encara
es troba en una fase inicial de desenvolupament. De fet, des de la versió que he estat us-
ant, del 2014, s’han escrit més d’un milió de línies més, només en codi. Això dóna una
idea de la dificultat de seguir-ne l’evolució, fa que la documentació de seguida es quedi
obsoleta, i que hi hagi funcions que es canviï d’estratègia per acomplir-les, abandonant
mòduls pel camí.
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(a) TPE-N150USB, singleband, 44$ (b) TPE-NUSBDB, dualband, 113$
Figura 4.17: Dongles Atheros que han substituït els Ralink al testbed
En aquesta situació, m’he trobat amb fitxers de configuració que eren ignorats, i amb
mòduls que oferien la possibilitat de configurar la periodicitat per diverses vies, però que
havien quedat obsolets. De tota manera, els valors típics que he observat en les configu-
racions és d’un mínim de tres segons i un màxim de quinze, dins d’uns marges raonables.
Aquest últim mòdul és el protocol_ plugins/openflow, abandonat a favor de openflowplug-
in. Després d’una consulta a la llista de correu, m’han indicat el mòdul que permet fer-ho,
que no incorpora la versió que hem fet servir.
4.15.3. Conclusions
D’aquest estudis he conclòs finalment que els dispositius Ralink seran un obstacle con-
stant per recollir estadístiques i que les estadístiques de cada tipus es demanen a cada
node al voltant de cada 15 segons. Com a apunt, no he demostrat cap benefici de la
diferenciació de serveis.
4.16. Nous dongles de Wi-Fi
Donat que els dispositius Ralink no han estat a l’alçada, decidim provar amb altres xips.
La millor opció, per ser la més completa a Linux, és Atheros. La pega d’aquests dispositius
i motiu pel qual els havíem descartat a section 4.3, és perquè de la gamma amb USB, no
n’hi ha amb antena externa, i no n’havíem trobat de dualband amb USB, tampoc.
Després de fer la mateixa prova de congestió amb un dongle Atheros singleband i veure
que es reben bé les estadístiques, hem decidit cercar dongles Atheros dualband per tal
de substituir les Alfa. Afortunadament, el fabricant de dispositius per sistemes GNU/Linux
ThinkPenguin, ofereix un dongle Atheros dualband i USB. Els altres requisits de suportar
el mode mesh i disposar de driver per a Linux, pel fet de ser Atheros ja estan assegu-
rats. Tenint en compte el preu fora de marges (113$), plantegem de fer un testbed mix de
2,4 GHz i 5 GHz, i n’adquirim dos de cada per avançar amb dos nodes de desenvolupa-
ment.
Els nous dongles els són els il.lustrats a Figure 4.17.
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4.16.1. Prova del sistema de priorització
D’altra banda, la prova amb les Atheros també l’he orientada a validar el sistema de prior-
ització, i el resultat no suggereix que obinguem més mostres comparat amb no aplicar-lo.
El resultat gràfic es pot consultar a la Figure 4.18. L’indicador important en aquest gràfic
és el nombre de mostres que ha rebut el controlador de cada node, i tots dos en tenen 19.
Cal dir també que en escenaris de prova, llençant trànsit marcat amb codis prioritaris i no
prioritaris, hem comprovat que el prioritari aconseguia millors resultats. Malgrat que no
s’hagi demostrat necessari per fer arribar els informes al controlador, la priorització dels
paquets de control és una bona pràctica que pot estalviar molt problemes futurs, i de fet,
tenint-lo implementat sabem per on no fallarà el sistema.
Figura 4.18: Prova amb prioritat per paquets de control i sense
4.16.2. Regulation domains
Inexplicablement, en llançar un escenari amb un canal a la banda dels 5 GHz, els dongles
han fallat amb l’error detallat a subsection 4.4.3. En consultar els fitxers de registre, he
comprovat que la comanda per establir el domini de regulació desitjat és rebutjada en
els dispositius dualband. El problema és que algunes targetes porten un codi de domini
als registres. En aquest cas, el codi és 00, o ”el món”, i no permet iniciar connexions
aquesta banda. Després de provar opcions de compilació del driver Atheros relacionades
amb les regulacions, he comprovat que totes afecten al sistema de regulació de Linux,
CRDA, sense canviar si es fa cas o no del valor de la EEPROM. Sense arribar a provar
l’opció de crear una base de dades de regulacions pròpia signada amb una clau privada,
he anat directe al codi. El flux d’execució apunta que es prioritza sempre el valor de la
EEPROM, així que, com a opció directa, he decidit modificar la funció que llegeix el valor
de la EEPROM.
static u16 ath_regd_get_eepromRD(struct ath_regulatory *reg)
{
// [SESAME] Let’s hardcode country codes, it’s funny!
// ... and enable some 5GHz channels
return (u16) ETSI1_WORLD;
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//return reg->current_rd & ~WORLDWIDE_ROAMING_FLAG;
}
4.17. Indicadors de congestió
4.17.1. Objectiu
Un gran requeriment del projecte és recopilar més estadístiques de les aportades fins ara.
La necessitat ve de tenir uns indicadors clars de congestió que permetin al controlador
desviar certs trànsits de l’enllaç o node congestionat. Per a tal meta, assagem dues




Les cues wireless de transmissió, com ja he introduït a section 4.14, són 4 seguint l’estàn-
dard IEEE 80211e i són servides segons un ordre de prioritat predeterminat. Les cues
soft com qdiscs hi estan relacionades, però les que ens ocupen ara mateix són les hard,
les que estan dins del dispositiu. En general, les cues es buiden de seguida, a l’instant, i
un observador ”lent” no hi veuria mai cap element. Ara bé, en una situació de congestió
del canal o del dispositiu mateix, aquest valor augmenta indicant que hi ha paquets que
s’estan esperant i que hi ha probabilitats que se’n vagin perdent. Tot i que una congestió
en el canal provoca un creixement de les cues, la condició genèrica és que el sistema
operatiu li lliuri més paquets dels que pot injectar al canal. Des d’aquest punt de vista, les
cues ens indiquen quan el node està congestionat.
Hem volgut obtenir el valor de totes les cues per les possibles aplicacions sobre diferen-
ciació de serveis. Per començar, segur que necessitem la BE i la VO, la primera pel trànsit
corrent i la segona pels paquets de control.
4.17.2.2. Obtenció de la informació
Activant el fitxer de depuració DebugFS, podem accedir des de userspace a molta in-
formació directa del kernel space. En el cas dels drivers wireless, s’hi poden llegir els
registres, comptadors o estadístiques.
Com que hi havia començat a treballar abans de descartar els dispositius Ralink, he escrit
un programa en bash per tal de llegir programàticament el DebugFS i extreure’n el valor de
les cues. Més tard, ho he fet també per Atheros. Els dos drivers ja aporten la informació
amb un format de sortida o un altre.
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Figura 4.19: Throughput contra dos indicadors de l’estat de les cues
4.17.2.3. Demostració
La primera comprovació amb seguretat que les cues són indicatives la trobem a la Fig-
ure 4.19. Les dues línies de cues són dos valors diferents; un és el total i l’altre el parcial
de BE. En el cas en què gairebé només es transmeten paquets BE, els dos valors són
equiparables. No apareixen idèntics perquè són provenen de lectures deiferents del De-
bugFS. Com podem comprovar, però, hi ha una alta correlació entre els temps de les cues
i els del throughput, i per tant, he continuat endavant amb aquest indicador.
4.17.3. Utilització del canal
4.17.3.1. Descripció
La utilització del canal wireless indica com de prop estem d’un estat de congestió per
saturació del canal. Si bé les cues indiquen congestió de sortida d’un node, la utilització
del canal indica la congestió d’un canal compartit per diversos nodes, apuntant una alta
probabilitat de pèrdua als que competeixin per accedir-hi.
4.17.3.2. Obtenció de la informació
A diferència de l’ocupació de les cues, el channel load no ve precalculat enlloc. L’estratègia
ha estat observar tots els paquets que es transmeten a l’aire i aproximar-ne el temps usat,





Per a l’interval de temps hem fet servir el temps de beacon de mesh, que està fixat a 1
segon. De manera que, cridant cada segon una funció de recol.lecció, podem estimar
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una fita inferior de l’ocupació del canal durant aquest període. Arribat aquest moment, els
comptadors es reinicien i les funcions en recepció i transmissió tornen a acumular dades.
La dada d’utilització es conserva en una estrutctura fins que torna a ser actualitzada. Per
tal d’extreure la informació cap a user space, hem repetit l’experiència de DebugFS, a
partir d’aquí, amb una estructura similar a la de les cues.
Val a dir que no tenim en compte els temps de backoff i les col.lisions no les podem
comptar, així que aquesta mètrica sempre serà una fita inferior de la utilització real del
canal. Les proves que hem fet han arribat a un valor del 70%, a tot estirar.
4.17.3.3. Obstacles
La pràctica d’intercanviar informació entre parts del driver ha portat errors en temps d’ex-
ecució. Un d’ells s’ha produït sovint a l’hora de comptar el temps entre beacons. Per tal
que fos més flexible volíem evitar supoar cap temps, però tenint en compte que afavoria
un error fatal, hem deixat aquest interval en el 1000 Time Unit (TU).
A més, en un primer moment semblava que bloquejava la RaspberryPi i no reportava
estadístiques al controlador. Després d’investigar el problema, he trobat que el procés
de registre estava saturant la CPU de la màquina. Desactivant els registres o logs de la
funció de càlcul pels paquets rebuts, ha esbaït el problema.
Per tal d’aconseguir que el channel load es computi tant en transmissió com en recepció,
hem d’activar el flag PROMISC de la interfície wireless en qüestió. Aquest valor es tradueix
com a ”mode promiscu”, i si no ho fem, descartarà els paquets que no tinguin com a destí
una adreça MAC que ens correspongui, evitant per tant la suma dels paquets dels altres
nodes.
4.17.3.4. Demostració
En el canal 36, de la banda a 5 GHz, fins un cert moment molt buit, hem fet una prova
amb dos iperfs equivalents a la prova de les cues. Està representat a la Figure 4.20.
4.17.4. Implementació a Openflow
Havent extret la informació, per tal que el controlador la pugui analitzar, l’hem de passar
a OvS. Això ho aconseguim escrivint en un fitxer compartit que té una longitud fixa, i
que OvS permet llegir en qualsevol moment. A part d’implementar aquestes funcions de
lectura, també he hagut de modificar la definició del protocol Openflow. De la mateixa
manera, a OpenDaylight he hagut d’afegir les noves estadístiques en diversos mòduls del
projecte total, per aconseguir que rebi i desi les noves estadístiques a la base de dades.
Ara bé, he tingut el camí aplanat per la feina que ja havien fet els meus predecessors en
modificar aquestes aplicacions.
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Figura 4.20: Utilització del canal durant una seqüència de dos iperf
4.17.5. Codificació
Per facilitat d’implementació he definit totes les dades com a sencers positius de 64 bits.
Això, per una dada entre 0 i 100, és molt més del necessari. Tot i que primer havíem
valorat fer un promig a l’agent, ho hem descartat al cap de poc. Si el controlador és el
centre de càlcul, ho pot resoldre sense problema. La necessitat de promitjar ve de voler
evitar els salts bruscos que puguin confondre el llindar de comparació del controlador. En
resum, no ho hem descartat, sinó que hem mogut la tasca al controlador.
D’altra banda, per tal d’aprofitar aquests bits, trobem oportú d’encabir-hi diverses mostres.
Això comporta mantenir un històric de les últimes N=8 mostres al fitxer que llegeix OvS, i
significa inserir línies des de dalt, fet sempre complicat.
4.17.5.1. bash
Inicialment aquests scripts els he programat en bash. L’estratègia en bash ha estat anar
afegint línies a un fitxer exclusiu per cada camp, i un de cada tantes operacions, esborrar
el fitxer i crear-lo de zero, de manera que aconsegueixo mantenir-lo sempre dins una
mesura finita.
4.17.5.2. C
Per unes raons que concreto més endavant, m’he vist obligat a traduir l’script de bash a C,
per ser molt més lleuger. L’estratègia ”expansiva” de bash ha estat diferent de la que he
pres. He programat una petita llibreria anomenada encode.c amb una estructura definida
com a cua circular, amb una operació principal per codificar tots els valors desats en un
natural de 64 bits. Aquesta llibreria la faig servir igual pel channel load que per les quatre
cues, i no cal mantenir fitxers temporals ni històrics, ja que només es desen els valors
CAPÍTOL 4. PROCEDIMENT 51
interessants, els últims 8. D’aquesta manera, cada cop que prenem una mostra nova de
DebugFS, es codifica una nova xifra descartant la mostra més antiga, i s’escriu a l’arxiu
que llegeix directament OvS.
Per tal d’automatitzar la compilació, he escrit un Makefile i he fet cridar make file des
dels scripts en bash, de manera que si hi ha algun canvi compili els programes abans
d’executar-los.
4.17.6. channel number
Després d’haver implementat aquestes estadístiques, debatent amb l’equip sobre l’algo-
risme d’enrutament, hem arribat a la conclusió que necessitarem recollir també el número
del canal a què està sintonitzada la ràdio de la qual informem. El motiu és poder determi-
nar millor les interferències que es causen els enllaços entre ells.
Aprofitant que havia de modificar un altre cop la definició d’Openflow de OvS i la pila
d’OpenDaylight, he aprofitat per afegir dos camps d’extensió, reservats per a un ús futur.
D’aquesta manera, no caldrà tornar-ho a modificar tot per implementar una estadística
nova.
La informació del número de canal, a diferència del que pensava, no es pot recuperar des
de la mateixa crida Netlink que ja fèiem a Open vSwitch. En canvi, necessita enviar una
altra comanda. Aprofitant que havia de modificar força el codi, he decidit agrupar les parts
comunes de codi i deixar de recollir qualsevol informació que no aporti estadístiques al
missatge ni sigui important.
Ara es pot veure perfectament el canal a tots els ports i ajuda a identificar-los i agrupar-los
visualment, també.
4.17.7. Resultats
Finalment, ja tenim gairebé tots els requisits de software per a desplegar el banc de
proves. Amb aquesta última aportació d’estadístiques, el controlador tindrà prou infor-
mació per detectar congestions i fer-se una idea a mig termini de la xarxa.
Com podem veure a Figure 4.21, les tres corbes estan estretament relacionades i la de
cues i utilització del canal tenen 8 vegades més de resolució. A més, tot i tenir formes
semblants aporten informació diferent: la corba de cues indica els moments crítics del
node de transmissió; la de cabal, el volum de dades transmeses, i la d’utilització, no
només quanta activitat hi ha al seu voltant, sinó com afecta la seva al conjunt del canal.
4.18. Desplegament del testbed
4.18.1. Objectiu
Com a objectiu final d’aquest projecte, i amb tots els altres requisits complets, cal fer un
disseny previ, construcció i desplegament del banc de proves. Un cop enllestit, caldrà
avaluar-ne el rendiment i valorar el resultat.
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Figura 4.21: Tres iperfs seguits de duració 10, 30 i 60 segons, vistos amb les estadístiques
implementades
El testbed està compost de 5 nodes, on cadascun ha de complir un seguit de requeri-
ments. En primer lloc, disposar de dues interfícies wireless, en segon, de connexió única
elèctrica per estalviar endolls, i en tercer i últim incorporar un switch per tal de permetre
interacció directa amb la RaspberryPi i per no ocupar un port Ethernet sense oferir-lo de
nou. Les interfícies han d’anar connectades en un hub USB alimentat externament, ja que
les proves de laboratori documentades a subsection 4.5.4 ho aconsellen.
4.18.2. Material
La unitat bàsica d’aquest banc són unes plaques que aglutinen tots els components nec-
essaris per funcionar. Podem observar la disposició planificada dels components Fig-
ure 4.22. Aquests són, detalladament:
RaspberryPi
• micro SD, 16GB
• carcassa transparent
• alimentador de 2A
Hub USB alimentat
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• alimentador 0.5A
• cable Ethernet CAT5
Regleta elèctrica
Cable elèctric amb final d’endoll
Per tal de posar-ho tot al seu lloc i acabar de fer totes les connexions, també hem neces-
sitat d’altre material consumible:
silicona o cola de pistola Per a fixar els alimentadors al suport.
cable elèctric Per a fer ponts a la regleta.
estany Per a soldar els cables a les plaques dels alimentadors.
tub termoretràctil Per a empalmar dos cables i per evitar contacte amb el coure nu.
adhesius Per a fixar el switch i el hub USB.
Pel que fa al suport físic:
2 plaques d’escuma endurida Una més gruixuda per fer de suport, i l’altra de tapa.
4 cargols de fusta Per a fixar la capsa de la RaspberryPi i la regleta al suport.
2 cilindres roscats i 2 cargols plans Per a unir la tapa i el suport, mantenint l’alçada.
Figura 4.22: Croquis de la disposició dels components a sobre la placa
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4.18.3. Construcció
Per a muntar les plaques ens hem desplaçat a un laboratori de telemàtica amb les eines
necessàries com el pelacables, soldador, tornavisos i fresadora. Fent servir l’esquema
de Figure 4.22, hem fet uns foradets a les plaques per indicar les posicions dels forats
dels cargols i la dels la posició aproximada dels altre elements. Dividint-nos la feina,
hem anat desmuntant els alimentadors amb la fressadora, pelant cables per fer els ponts
de les regletes. Hem anat soldant els alimentadors als contactes de les plaques dels
alimentaodrs, fixant els elements amb adhesius, cargols o cola, segons llistat. Només falta
connectar-los enrotllant els cables massa llargs i tapar. Podeu veure una placa finalitzada
a l’annex, Figure B.1
4.18.4. Emplaçament
L’amfitrió d’aquest testeb és l’àmplia oficina remodelada d’i2CAT. Ens hem posat de d’a-
cord de seguida per instal.lar-lo, malgrat les obres que les obre no han permès fer-ho gaire
fluïdament, ja que s’han succeït els talls de llum, els retards i la falta de connexió Ethernet
fiable. Les plaques han estat col.locades en llocs discrets de l’oficina, gastant un punt d’-
electricitat però oferint-ne tres d’Ethernet a través del switch, a canvi d’un. Vegeu l’annex
per a més detalls de l’emplaçament
Capítol 5. Avaluació
He començat a prendre mesures de capacitat un cop aconseguida una xarxa activa, es-
table i amb les noves estadístiques de congestió. Les millores consecutives han estat
paral.leles a la construcció de les plaques per al desplegament i a altres processos.
En la primera part de l’avaluació analitzo i optimitzo els procediments cercant de minimitzar
la penalització en el rendiment que introdueix SESAME. En la segona part, estudio les
estadístiques preses sobre el testbed final i valido el resultat del projecte.
5.1. Throughput
La magnitud que hem fet servir per a puntuar el funcionament de l’entorn ha estat el
cabal assolible entre dos nodes, i n’hem comparat els resultats amb els de casos sense el
nostre escenari, per veure quant penalitza els processos que executem. En cap moment
hem esperat veure cap avantatge del nostre entorn respecte l’estàndard, ja que aquests
vindran de la mà de redirigir camins, i no de complicar l’enrutament del node d’un enllaç.
Han estat, per tant, mesures per esbrinar de quin desavantatge partim i haurem de superar
posteriorment amb els algorismes del controlador.
Els paràmetres més importants que he manipulat, i sobre els quals he fet les compara-
cions, són els següents:
SESAME vs IP És la comparació més bàsica: fer servir la taula de rutes de Linux o el
muntatge amb OvS.
Recollint o no estadístiques Hem observat que els scripts recol.lectors suposen una
càrrega significativa de CPU.
Un o dos dongles actius Quan hem llançat un flux per cada interfície wireless i canal,
hem observat que no resulta en un agregat del doble de cabal.
Bash vs C He comparat també el rendiment del llenguatge de línia de comandes Bash
amb el compilat C.
Generar o redirigir trànsit Hem notat que generar trànsit consumeix molts recursos i
empitjora el resultat.
Injectar amb NAT o VLAN Comparo dues estratègies per injectar trànsit a la xarxa SESAME.
Overclock Finalment, comprovo els avantatges d’augmentar la freqüència de rellotge.
5.1.1. Escenari
L’escenari de proves ha estat en tots els casos entre dos nodes complets connectats
doblement per Wi-Fi, un enllaç a un canal de la banda de 2,4 GHz i un altre a un canal
de la de 5 GHz. Aquests nodes també estan connecats al controlador, un directament
per cable i l’altre a través del primer via wireless. Així hem pogut comprovar si afecta a
l’estabilitat de l’escenari. D’altra banda, en les configuracions de redirecció, he tret el meu
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portàtil (h0 - host0) en escena connectant-lo al mateix switch que el node amb connexió
cablejada, s0, a partir d’ara. Per tal d’enviar trànsit i rebre resposta de s1, he buscat
maneres d’enllaçar les xarxes h0←→ s0 i s0←→ s1. En el mateix sentit, he comparat els
dos protocol de transport majoritaris per a realitzar les proves.
5.1.1.1. Enrutament directe
És rellevant assenyalar l’estratègia per dirigir el trànsit a través d’una interfície o una altra.
En el cas de SESAME, he fet servir codis DSCP de la mateixa ??, segons Figure 4.14.
A les regles Openflow del pla de control hi he afegit regles del pla de dades: si a s0 hi
arriba trànsit destinat a s1 amb el codi DS= 4, el treiem pel port Openflow 1, per exemple.
En canvi, si porta el codi DS = 8, l’enviem pel port Openflow 2. Aquestes regles han
de tenir el seu parell a s1 per retornar a s0. A més, a aquestes regles cal afegir-hi a
cada node una de menys de prioritària que faci match amb els paquets destinats a s1
però sense codi DS o igual a zero. El motiu és que les respostes del servidor iperf no es
marquen amb el mateix codi d’arribada, sinó sempre amb el mateix codi per a totes les
connexions entrants, determinat pel paràmetre -S a l’hora d’iniciar-lo. Hem explicat com
instal.lar aquestes regles a subsection 4.14.2.
Pel que fa a l’estratègia de connexió sense SESAME, he establert una xarxa IP privada
per a cada canal. D’aquesta manera, des de s0 puc fer ping a s1 a través del canal 11
fent ping 192.168.11.201, i a través del canal 36 fent ping 192.168.36.11, havent
configurat així les interfícies. Pel que fa a l’enllaç, només cal posar la interfície en mode
mesh, en un canal determinat, i ordenar-li que anunciï una mesh amb un cert nom. Tots
els anuncis de la mateixa xarxa que vegi portaran a realitzar un handshake que culmina
en una connexió sostinguda.
5.1.1.2. Redirecció
Per tal d’injectar trànsit des de h0 fins a s1 he fet servir dues tècniques. En tots els casos
partim de la premisa que s0 té una IP assignada a eth0 en la mateixa xarxa local que
h0. En cas contrari, es pot arribar fàcilment a aquesta situació. La primera estratègia de
redirecció ha estat establir una regla NAT per als paquets amb adreça IP d’origen la de h0,
i convertir-la en la de s0 de la xarxa SESAME. A més, s’ha d’habilitar el flag de forwarding,
deshabilitat per defecte. En aquest escenari, només els fluxos TCP trobaran el camí de
tornada, ja que UDP no és orientat a connexió i no és trivial distingir un paquet de tornada
d’un de nou aliè.
Respecte el mecanisme VLAN, consisteix en duplicar la interfície eth0 de s0, inserir-la a al
swhitch OvS, i establir la regla de redirecció NAT allà. En aquesta configuració també s’ha
d’establir una regla a s1 per poder arribar a h0, i encara més, s’ha d’afegir una entrada
ARP a mà, donat que dins de la xarxa SESAME els ARP els gestiona el controlador, i
aquest no coneix a h0. Cal crear també la interfície marcada corresponent a h0, i donar-li
una adreça IP de la mateixa xarxa privada que la de s0.
CAPÍTOL 5. AVALUACIÓ 57
5.1.1.3. UDP vs TCP
Com a eina d’injecció de trànsit hem seleccionat iperf, però aquesta pot generar tant flux-
os TCP com UDP. En connexions d’un enllaç sol respondre millor UDP perquè no té la
limitació de la finestra de congestió, i per tant aprofita més el medi. Per contra, quan hi ha
més d’un salt, és incapaç de descobrir el coll d’ampolla i transmetrà a la velocitat que li ho
permeti el primer salt. És per tant, inapropiat per a fer el forwarding en els experiments. A
més, la incapacitat de travessar NAT l’inhabilita totalment pels escenaris que en fan servir.
En conseqüència, totes les proves que involucren redireccionament s’han realitzat amb
TCP.
5.1.2. Primera iteració
La primera avaluació ha estat just després d’implementar la recol.lecció de les noves
estadístiques. Aquesta ha consistit en llançar un iperf d’un node a un altre fent servir
SESAME, comparat amb un muntatge manual de xarxa mesh amb adreces IP estàtiques.
Com es pot observar a la Figure 5.1, el cabal obtingut amb SESAME no arriba a la tercera
part de l’obtingut en un escenari mesh suportant una xarxa IP privada.
Figura 5.1: Cabal obtingut a través de SESAME i a través de les taules de rutes conven-
cionals
Aquests resultats posen de manifest que en l’entorn SESAME hi tenim algun factor limitant
important. És quan ara quan hem començat a sospitar d’una limitació per CPU de la
RaspberryPi. Posem en el punt de mira els scripts periòdics de recol.lecció d’estadístiques
i el mateix programa de generació de trànsit iperf.
El primer té tres factors alentidors. El primer, que bash és un llenguatge molt ineficient
pel que fa a consum de CPU. El segon, que llancem 4 instàncies: una de channel-load
i una de queue-size per a cada interfície. I el tercer, és que això s’està executant cada
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segon. Pel que fa a iperf, constatem que esprem al màxim la CPU, però la CPU de la
RaspberryPiv1 no té gaire suc.
És també el primer cop que observem que el cabal agregat de dos fluxos simultanis no
resulta en el doble de cabal d’un flux sol. Això, combinat amb un valor molt per sota de
la capacitat del canal Wi-Fi de treball (2˜0Mbps nets), afegeix sospites a la hipòtesi de la
CPU.
5.1.3. Segona iteració
Per tal d’alleugerir el treball exigit al node, decidim carregar la generació de trànsit en un
node extern. De fet, a la pràctica un node de backhaul mai generarà tant volum de trànsit
amb senyalització, així que si bé aquest pas complica l’esquema, no resta generalitat a
l’experiment. Un cop muntades les connexions com he descrit a subsubsection 5.1.1.2,
llanço dos experiments per a valorar el pes dels scripts de bash en el rendiment global.
Figura 5.2: Cabal obtingut a través de SESAME, injectant trànsit a través d’un NAT i
comparant el pes dels recol.lectors d’estadístiques
De la figura Figure 5.2 en podem extraure dues conclusions: que generar trànsit interna-
ment dinamitava el throughput, i que els scripts d’estadístiques resten al voltant d’un 10%
de rendiment.
El següen pas, doncs, és optimitzar la recol.lecció d’estadístiques i estudiar de fer la redi-
recció amb un altre mecanisme.
5.1.4. Tercera iteració
La recol.lecció de dades l’he reimplementada en llenguatge C com he detallat a subsub-
section 4.17.5.2. A més, he llançat els nous programes i els antics scripts per separat,
llegint del DebugFS i llegint d’un fitxer convencional, i en tots dos casos la diferència de
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consum ha estat rellevant. En concret, els programes de C ocupen un 10% dels de Bash,
i substituint l’adreça de les estadístiques per les d’un fitxer de prova, els programes desa-
pareixen de la llista de top sota el programes de sistema. De fet, els accessos a DebugFS
s’han d’entendre com a consultes o crides més que lectures, ja que la sortida es calcula
a petició i es fa a nivell de kernel.
D’altra banda, hem pres la decisió d’augmentar la freqüència de rellotge de les Raspber-
ryPi, ja que és una pràctica facilitada per la pròpia fundació que nés responsable, i dins
d’uns marges està considerada com a segura. En concret, si la freqüència de rellotge es-
tàndard és de 700 MHz, es proporcionen configuracions per arribar fins a 1000 MHz. Nos-
altres hem optat per la configuració proporcionada ”Medium”, ja que forçar les màquines
equivaldria a introduir inestabilitat i incertesa al sistema.
Figura 5.3: Cabal obtingut recopilant estadístiques, i comparant la injecció de trànsit mit-
jançant NAT i de VLAN
Podem llegir la Figure 5.3 observant les millores acumulades respecte Figure 5.1 a l’hora
de generar el trànsit internament. També podem observar l’avantatge general per sobre
del millor cas de Figure 5.2, on es comporta millor que fins i tot sense recollir estadístiques.
Podem concloure, per tant, que l’overclock ha estat molt favorable per al rendiment dels
dispositius. Alhora, cal comentar que el cabal del canal 11 a Figure 5.3 sembla que estigui
saturat per límits ambientals. Tenint en compte que pertany a la banda de 2,4 GHz i que
les proves s’han realitzat en oficines, no és estrany aquest valor.
5.1.5. Càrrega de la CPU
Una lliçó important del procediment anterior ha estat la limitació que representa la poca
capacitat de càlcul de la RaspberryPiv1, i per a seguint els indicis, he desenvolupat un
monitor de l’ús de la CPU que en registrés l’evolució. Veient que les opcions com uptime
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i htop aporten valors promitjats exponencialment de l’ús de CPU, amb una memòria mín-
ima d’1 minut, i vista a més la ineficiència dels scripts de bash, he decidit implementar la
meva pròpia eina. Ara bé, potser la virtud més gran del software lliure és que garanteix
el principi hacker de no haver de resoldre un problema dues vegades. I no fos així no
hauria trobat un programa del projecte XFCE que fa gairebé el que necessitava en aquest
punt. Despullant-lo de funcions que no necessitava i afegint la de registrar l’evolució, he
pogut aconseguir amb poc esforç el programa lleuger i eficaç que necessitava.
Figura 5.4: Cabal obtingut recopilant estadístiques, i comparant la injecció de trànsit mit-
jançant NAT i de VLAN
Per a posar a prova la hipòtesi que la CPU limita el cabal total, he llançat un experiment de
10 iperf tot registrant l’ús de CPU en totes dues màquines. El resultat, que es pot observar
a Figure 5.4, dóna suport a aquesta teoria: durant les ràfegues de trànsit, l’ús de la CPU
es dispara no només en el retransmissor, sinó també en el receptor.
5.1.6. Quarta iteració
Finalment, migrant del redireccionament mitjançant NAT a un basat en nivell 2, amb VLAN,
he aconseguit un rendiment excel.lent. Per a finalitzar aquesta avaluació i contrastar re-
sultats, he programat una llançador d’experiments des del node extern h0 per tal d’au-
tomatitzar les mesures i millorar-ne la qualitat. Aquest script és configurable amb repeti-
cions, duració de cada experiment o llançament d’iperf, interval entre experiments i combi-
nacions a llençar. A més, crida un wrapper d’iperf que en llegeix el resultat desglossat per
instants, configurable també, i desa el registre automàticament en un arbre de directoris.
L’objectiu de tot plegat ha estat fer una comparació rigorosa de la plataforma aconseguida
contra una connexió mesh injectant trànsit també amb VLAN. He llençat els dos exper-
iment l’un l’endemà de l’altre fora d’horari d’oficines, entre les 18h i les 19h, per tal de
minimitzar la component d’interferències ambientals. L’experiment, que en total dura una
mitja hora, fa 10 repeticions de 30 segons cadascuna, separades per 20 de marge, i per





Figura 5.5: Definició del coeficient de confiançaC per a una distribució normal i un interval
de confiança del 95%
cada magnitud. Les 3 magnituds analitzades són: el cabal disponible al canal 48, al canal
11, i el cabal assolible agregat dels dos canals alhora.
5.1.6.1. Preparació de l’anàlisi
Per a analitzar els resultats, he escrit un scripts en Octave que recopilen les mostres de
cada un dels 10 sub-experiments i en deriven la mitjana. A partir de les 10 mitjanes,
considerades mostres de cada experiment individual, n’extrec un valor mitjà aproximat µˆ i
una desviació estàndard aproximada σˆ.
Amb aquesta desviació, N = 10 (experiments) i aplicant [5.5], obtinc un valor de confiança
per a la mitjana de cada magnitud. Aquest valor representa com de sòlida és la mitjana
obtinguda, i no pas la variança d’aquesta mostra. A Figure 5.6 mostro aquestes mostres
juntament amb la seva confiança.
5.1.6.2. Resultats i conclusions
Els resultats de l’experiment són molt esperençadors de cara a aquesta tecnologia. El
primer a destacar és la proximitat dels resultats de SESAME amb la configuració nativa.
De fet, estadísticament els resultats es sol.lapen, de manera que es podria dir que són
equivalents. Si tenim en compte les mitjanes obtingudes, però, totes les de SESAME
menys una són lleugerament inferiors a l’entorn nu. Això ens situa en una posició privi-
legiada per a desenvolupar algorismes de resposta a la congestió, ja que no partim d’un
desavantatge inicial. A més, demostra que es pot substituir de manera eficient l’enruta-
ment de Linux pel d’OvS en l’entorn wireless.
També val la pena comentar els valors de confiança de les barres que representen les
mostres ”compartint recursos”, que és notablement més laxa en la situació sense SESAME.
Per observació pròpia, aquests valors poden ser causats per un fenomen d’acaparament
del recursos del node: hem vist com durant alguns segons el cabal reportat era 0 Mbps,
mentre que l’altra interfície augmentava el seu. Aquesta alternació pot suposar un proble-
ma en aplicacions de temps real, i queda per estudiar en treballs futurs.
Malgrat tot, els resultats no són del tot concloents pel que fa a determinar en quin moment
on és el coll d’ampolla de la transmissió. Per un costat, la Wi-Fi sol proporcionar vora la
meitat del cabal de la velocitat d’enllaç, i per una connexió de 54 Mbps això posa el llistó
a 28 Mbps, en el millor dels casos. Per l’altre costat, ha quedat demostrat que llançant
dos fluxos alhora per canals Wi-Fi diferent no aconseguim un agregat del doble de cabal
respecte a fluxos individuals, i per tant, hi ha un coll d’ampolla als nodes. En l’anàlisi de
Figure 5.6, trobem un límit superior de 30 Mbps, i queda clar que individualment treballen
per sota de la capacitat de canal.
Un dels principals sospitosos que ha acumulat indicis de no fer bé la feina és el xip com-
mutador d’Ethernet i USB (vegeu subsection 3.8.1), i fins i tot ha mostrat missatges d’error
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Figura 5.6: Resultat final de l’optimització de la injecció i reenviament de trànsite entre
nodes de SESAME
greus en connectar un tercer dispositiu Wi-Fi tot i estar en repòs. Queda per esclarir, per
tant, la naturalesa d’aquesta limitació, però podem afirmar que hi ha un coll d’ampolla en
algun punt intern de processament de xarxa.
5.2. Banc de proves
He volgut separar les proves de rendiment general de les específiques del testbed, com
són la configurabilitat i el registre correcte de les estadístiques. Aquesta distinció, però,
és només a nivell lògic, perquè les estadístiques mostrades a continuació són el registre
efectiu de la meitat de SESAME de l’estudi il.lustrat a Figure 5.6.
5.2.1. Estadístiques
En aquest experiment, un host h0 injecta trànsit via ethernet al node s0, amb qui com-
parteix una VLAN. Aquest, seguint les regles instal.lades, redirigeix el trànsit cap a s1 pel
canal que correspongui al codi DSCP de cada paquet. L’experiment consta de tres fases,
distribuïdes equitativament en el temps: una sèrie de 10 repeticions d’iperf a través del
canal 11 (400-950 s), una altra de 10 a través del canal 48, (1000-1450 s) i una sèrie més
de 10 a través de cada canal, sincronitzades les transmissions i descansos (1500-1950)
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A continuació comento les estadístiques capturades durant l’experiment acabat d’anal-
itzar. N’interpreto i avaluo les propietats destacables, comprovant que representen ex-
traordinàriament bé les situacions esdevenides.
5.2.1.1. S0/Ch11
Vegeu: Figure A.1, Figure A.2, Figure A.3,
Com que s0 està enviant trànsit, té les cues plenes.
Veiem clarament dos intervals de temps on està activa. El primer correspon a proves
per ell sol, el segon amb un altre flux passant pel mateix node però a un altre canal.
En l’interval inactiu, la cua està a 0 perquè no enviem cap paquet.
En l’interval inactiu, el channel load no és zero, ja que no som els únics en fer servir
el canal 11.
El throughput mostra uns resultats millors quan està sol (18-25 Mbps) que quan
conviu amb l’altre flux (12-17 Mbps).
El channel load en la primera sèrie d’experiments mostra valors al voltant del 60%.
A la segona, del 50%, que és quan hi ha el flux al canal 48 en paral.lel, i per tant,
tenim menys CPU per redirigir paquets per aquest canal.
5.2.1.2. S0/Ch48
Vegeu: Figure A.4, Figure A.5, Figure A.6,
Al gràfic de throughput podem observar la pausa doble (40 segons) entre la segona
i tercera sèrie d’experiments.
El channel load només detecta activitat entre els 1500 i els 2000 segons, quan els
experiments pel canal 48 ocupen des dels 1000 fins als 2000. Hauria de detectar
activitat entre 1000 i 2000.
Durant l’interval inactiu, el channel load és zero la majoria del temps, ja que estem
sols en el canal.
El throughput informa de valors superiors a 25Mbps en la sèrie del canal 48, amb
poca variació. En canvi, en la sèrie compartida, els resultats varien més, entre 15
i 20 Mbps. Com abans, quan enviem en paral.lel no arribem a saturar la ràdio, pel
factor limitant discutit.
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5.2.1.3. S1/Ch11
Vegeu: Figure A.7, Figure A.8, Figure A.9,
Com que s1 només rep, les seves cues de sortida estan buides. El pic és de 1
paquet, només.
Tornem a veure activitat de fons al canal 11 gràcies al channel load. Passem d’ocu-
par un 45% a un 30% quan compartim nodes de reenviament, i valors més irregu-
lars. Idealment aquest channel load hauria de ser igual al de s0ch11, però sembla
inferior. Pot estar causat pel problema del camp tx bitrates
Poc després del segon 1500, segurament durant el segon experiment de la segona
tanda, tenim un interval de temps que no rebem estadístiques.
El throughput, que oscil.la al voltant d’uns 200 bps tota l’estona, augmenta a uns
600 durant l’última sèrie d’experiments. Per la baixa taxa, podrien ser paquets de
control de la xarxa mesh, que, en trobar-se el canal ocupat, col.lisionen més i els ha
de retransmetre. Els paquets de connexió amb el controlador viatgen a través del
canal 48, per tant, no hi tenen res a veure.
5.2.1.4. S1/Ch48
Vegeu: Figure A.10, Figure A.11, Figure A.12,
Observem que el throughput es manté durant tots els experiments. Observem valors
entre 200 i 400 Kbps. Això són els ACK de tornada en resposta al trànsit del canal
48 i 11, tots dos, ja que només hi havia instal.lada una sola ruta de tornada cap al
host0, i era aquesta.
Observem el mateix període poc més tard de l’instant 1500s on no tenim estadís-
tiques.
El channel load voreja el 55% durant la tanda d’experiments pel canal 48, mostrant-
se força estable. Baixa al 40% en la sèrie doble, donat que en la sèrie compartida
el throughput baixa, i presenta alguns pics del 10-20% durant la sèrie inactiva. Es
pot atribuir al trànsit ACK de tornada en resposta al trànsit entrant del canal 11.
Només observem ocupació en les cues en la segona i tercera sèrie, on hi ha un altre
node transmetent pel canal 48 i per tant s’ha de repartir el medi amb un node que
l’exprem al màxim, fet que provoca cues. En la primera sèrie, tot i tenir throughput,
no observem cues justament perquè és l’únic dispositiu que fa servir el canal, i per
tant, no s’ha d’esperar a obtenir l’accés.
5.2.2. Topologia
Com he explicat a subsection 4.10.2, he implmentat un sistema de configuració que as-
segura que l’escenari no comenci fins que estiguin tots els nodes a punt, però també, i
aquesta és la part interessant per a aquesta secció, permet ignorar nodes que estan a
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l’abast per tal d’assajar topologies diferents. Aquesta no és una característica que sigui
interessant per una aplicació de mercat, però sí que ho és en espais d’investigació per a
habilitar escenaris interessants.
Actualment, malgrat la distància i els obstacles que hi ha, tots els nodes del banc de
proves es veuen entre ells, de manera que la topologia és d’una xarxa completament
mallada, com es pot veure a Figure 5.7.
Figura 5.7: Configuració completament mallada
Cal tenir en compte, però, que aquesta opció no evita les interferències entre canals, i que
per tant, pot portar a la situació que apareguin interferències en un costat virtual d’una
xarxa, correlades amb fluxos a l’altre, i provocar decisions incorrectes.
Figura 5.8: Configuració amb un node central i més possibilitats
En la configuració en forma de trapezi o de pont de ferrocarril de la Figure 5.8, hi ha un
node central amb 4 enllaços que pot congestionar-se fàcilment, i per tant, necessitarà
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descarregar trànsit cap a un altre enllaç. Els camps ressaltats de les dues figures as-
senyalen el port Openflow del node s4 que porta cap al controlador. Es pot comprovar
que hi ha passat més trànsit que pels altres nodes. Finalment, en la Figure 5.7 s’assaja
una doble connexió només per als nodes que porten al controlador. D’aquesta manera,
es pot estudiar el cas d’una xarxa mesh sense fils controlada per software, amb pla de
control out-band.
Capítol 6. Línies futures
En aquest treball, hem transformat el proof of concept de SESAME, en un testbed oper-
atiu, preparat per a desenvolupar algorismes d’enrutament que aprofitin la visió global de
la xarxa i sense limitacions prohibitives de càrrega computacional.
Tot sigui dit, encara hi ha algunes millores que es podrien fer des de la part de l’agent.
El més directe, és informar de l’ús de cpu de cada node al controlador. Les facilitats són
que el programa que el calcula està fet i és lleuger, als paquets d’estadístiques de port hi
ha dos camps disponibles, i sobretot, de continuar amb aquests models de RaspberryPi,
seria un indicador força útil que podríem correlar amb el cabal màxim que pot suportar.
En segon lloc, es podria aprofitar la feina de Huehn[6] i substituir el càlcul de channel
load actual pel un còmput de tots els temps d’ocupació en recepció i transmissió, tot
mantenint el mode promiscu de les interfícies. Sembla una solució millor perquè llegeix
valors directament dels registres i no interfereix en la lògica del codi; en conjunt, sembla
una solució més neta i amb més recorregut.
En tercer lloc, caldria valorar l’oportunitat de migrar el codi a version més noves, per tal
que suportin la nova versió de RaspberryPi. Seria molt interessant veure on queden els
límits de cabal, sobretot tenint en compte que el xip de commutació USB/Ethernet és el
mateix per al model B+ que per a la versió 2B.
Com a opció de futur més ambiciosa, es podria estudiar un sistema de configuració
dinàmic, on es creïn ports segons es descobreixen els veïns, i es descobreix una ruta
fins al controlador fent servir algorismes distribuïts com el propi HWMP. Això faria un pas
endavant en la flexibilitat, ja que amb el plantejament de configuració estàtica el que hem
aconseguit en la meva opinió està al límit del que podem aconseguir amb configuracions
estàtiques.
D’altra banda, a la part de controlador, seria molt interessant implementar la representació
de les estadístiques a través de la interfície web d’OpenDaylight. Per a fer-ho, caldria
estudiar la manera d’identificar els nodes entre execucions, ja que l’identificador Openflow
canvia.
Finalment, com a possibilitat immediata, es pot estrenar el testbed per continuar amb el





Per la part de personal he tingut en compte el cost aproximat per a i2CAT del conveni de












He volgut separar aquesta partida de la resta del material pel preu unitari dels dispositius
i el pes global sobre el total del projecte. El fet d’exigir uns requeriments estrictes s’ha vist
traduït en preus elevats.
7.2.1. Desglossament
Producte Proveïdor Import AC # Subtotal
Alfa AWUS051NH Amazon.es 29,51 2 59,02
Wipi Amazon.es 12,57 2 25,14
Atheros dualband TPE-NUSBDB ThinkPenguin 98,81 5 494,05
Atheros singleband TPE-N150USB ThinkPenguin 38,48 5 192,40
Total 770,61
7.3. Plaques
Aquesta partida té en compte tot el material utilitzat adquirit expressament. Altres ma-
terials com cables elèctrics, estany o tub termoretràctil els he descomptat per la poca
exactitud de la quantitat usada i el preu de cost.
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7.3.1. Desglossament
Producte Proveïdor Cost AC # Subtotal
Raspberry Pi (B+ Rev.2, 512 MB RAM) Farnell 26,95 5 134,75
Raspberry Case (Transparent) Farnell 5,45 5 27,25
USB Power Adapter Farnell 3,59 AC 5 17,95
Ethernet Cable (RJ45, CAT6) 0.5m Farnell 2,86 5 14,30
Ethernet Cable (RJ45, CAT6) 3 m Farnell 3,93 5 19,65
SD Card (8 GB, Class 10) Amazon.es 5,71 5 28,55
Ethernet Switch (5 ports) Amazon.es 8,90 5 44,50
Plastic Panel (DINA4) Servei Estació 3,00 10 30,00
Separators Servei Estació 0,85 10 8,50
Screws Servei Estació 0,13 20 2,50
Silicon Stick Servei Estació 1,50 2 3,00
Total 330,95
7.4. Conclusió
Com sempre, la partida de personal és la més rellevant del pressupost ocupant un 85%
del total. Tanmateix, els 14 dispositius wireless han sumat una part molt important del
total, poc menys d’un 15%.
7.4.1. Agregat
Concepte Import AC Pes %
Plaques 330,95 6,33
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Acrònims
AC Access Category 41, 42
ARP Adress Resolution Protocol 9, 73, Glossari: Adress Resolution Protocol
BSON Binary JSON 15
DS Differenciated Services 41, 42, 56
DSCP Differenciated Services Code Point 41, 42, 62
ECN Explicit Congestion Notification 41, 42
FD File Descriptor 32, 73, Glossari: File Descriptor
HWMP Hardware Mesh Protocol 11, 67
JSON JavaScript Object Notation 15
LTS Long Term Support 24, 30
ONF Open Networking Foundation 8, 9
OvS Open vSwitch 7, 13, 14, 19, 23, 24, 30, 32, 33, 35–37, 42, 49–51, 55, 56, 61, 73,
Glossari: Open vSwitch
PLM Peer Link Management 7, 12, 73, Glossari: Peer Link Management
QoS Quality of Service 12, 73, Glossari: Quality of Service
RVM Ruby Virtual Machine 23
SDN Software Defined Networking 7, 8, 40, 73, Glossari: Software Defined Networking
TBTT Target Beacon Transmission Times 34, 76
ToS Type of Service 41
TSF Timing Synchronization Function 34, 35, 73, Glossari: Timing Synchronization Func-
tion
TU Time Unit 49, 73, Glossari: Time Unit
VLAN Virtual Local Area Network 7, 12, 13, 62, 73, Glossari: Virtual Local Area Network
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Glossari
Adress Resolution Protocol Protocol de nivell 2 per trobar l’adreça MAC del següent
salt a partir de l’adreça IP objectiu. Pàgines: 9, 73
Chef Sistema de gestió de configuració. És equivalent a Puppet i Ansible. Vegeu: sub-
section 3.7.2; Pàgines: 19, 23, 31
File Descriptor Descriptor de fitxer. En Linux, pot representar un arxiu d’un sistema de
fitxers, un procés, una connexió de xarxa, o una consola, entre d’altres 32, 73
MongoDB Motor de base de dades no relacional basada en JSON. Vegeu: subsec-
tion 3.5.1; Pàgines: 15, 38
namespace Nom usat en el document per referir-me als Linux Network Namespaces,
que és una funció per generar espais de noms de xarxa únics en un mateix kernel.
Això permet crear contenidors virtuals molt ràpids on només la pila de xarxa està
replicada. Pàgines: 22
Netlink Família de sockets dissenyada per la comunicació entre processos d’espai d’usuari
i de nucli, o d’un mateix espai. Pàgines: 11, 32, 33, 51
Open vSwitch Switch virtual que pot ser configurar a través d’Openflow. Vegeu: subsec-
tion 3.2.3; Pàgines: 7, 73
OpenDaylight Controlador de SDN modular, extensible i compatible amb però no limitat
a Openflow. Proporciona una plataforma per programar aplicacions com a mòduls
que aprofitin totes les funcions. Vegeu: subsection 3.2.2; Pàgines: 7, 15, 19–21,
24, 31, 35, 36, 38, 43, 44, 49, 51, 67
Openflow Protocol de xarxa SDN que permet manipular la taula de rutes de routers com-
patibles. Vegeu: subsection 3.2.1; Pàgines: 8–10, 15, 38, 43, 56, 66, 67
Peer Link Management Sistema de gestió dels enllaços mesh mitjançant un two-way-
handshake i dos identificadors: LLID (local link id) i PLID (peer link id). Pàgines: 7,
73
Quality of Service Qualitat de Servei. Habitualment indica la probabilitat d’error d’una
comunicació. En l’àmbit d’aquest projecte, indica més aviat la Diferenciació de
Serveis 12, 73
RaspberryPi Ordinador d’una sola placa d’arquitectura ARM i baix consum. Vegeu: sub-
section 3.8.1; Pàgines: 22–31, 33, 52, 57–59
SESAME Projecte de recerca del qual forma part aquest treball final de grau. Aplica les
tecnologies SDN a l’entorn wireless per obtenir un control integral de la xarxa de
retorn, entre la d’accés i la troncal. Pàgines: 19–21, 26, 38, 44
75
Software Defined Networking Estratègia de gestió de xarxes que en facilita la virtual-
ització, manteniment i abstracció mitjançant la separació de pla de control i de
dades. Vegeu: section 3.2; Pàgines: 7, 73
Time Unit Unitat de temps definida com a 1024 microsegons. Es fa servir en Wi-Fi com
a comptador de temps relatiu en comptes dels milisegons perquè és més fàcil d’im-
plementar en hardware si la unitat són potències de dos 49, 73
Timing Synchronization Function Funció de cada node en una xarxa local per a man-
tenir un comptador de temps síncron. En les xarxes mesh, aquest comptador
s’anomena TBTT 34, 73
Vagrantfile Fitxer de configuració únic de Vagrant. En ser executat, Vagrant comprova la
seva presència i, si hi ha un fitxer anomenat literalment així, l’interpreta i configura i
arrenca les màquines virtuals en concordància. Vegeu: subsection 3.7.1; Pàgines:
19
Virtual Local Area Network Etiquetes ethernet usades per a separar una LAN en divers-
es de virtuals. Està descrita com a extensió a ethernet en l’estàndard IEEE 802.1Q.
Pàgines: 7, 73
xarxa de retorn Backhaul network. Xarxa intermediària entre la xarxa d’accés, que dó-
na accés a l’usuari final, i la xarxa troncal, core o central, de gran capacitat i que
connecta totes les altres xarxes. En telefonia i SMALL CELLS, la xarxa de retorn
s’encarrega de connectar els punts d’accés a les estacions base. Pàgines: 1, 5
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Apèndix A. Resultats gràfics del testbed
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Figura A.1: Node s0. Canal 11. Magnitud: Cabal
Figura A.2: Node s0. Canal 11. Magnitud: Utilització de canal
Figura A.3: Node s0. Canal 11. Magnitud: Ocupació de la cua Best Effort
Figura A.4: Node s0. Canal 48. Magnitud: Cabal
Figura A.5: Node s0. Canal 48. Magnitud: Utilització de canal
Figura A.6: Node s0. Canal 48. Magnitud: Ocupació de la cua Best Effort
Figura A.7: Node s1. Canal 11. Magnitud: Cabal
Figura A.8: Node s1. Canal 11. Magnitud: Utilització de canal
Figura A.9: Node s1. Canal 11. Magnitud: Ocupació de la cua Best Effort
Figura A.10: Node s1. Canal 48. Magnitud: Cabal
Figura A.11: Node s1. Canal 48. Magnitud: Utilització de canal
Figura A.12: Node s1. Canal 48. Magnitud: Ocupació de la cua Best Effort

Apèndix B. Imatges i plànol del testbed
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Figura B.1: Node del banc de proves obert











Figura B.3: Plànol de l’oficina on està desplegat el banc de proves. El node ratllat es troba
a la planta inferior.

Apèndix C. Algorisme projectat
L’algorisme assajat té en compte les estadístiques wireless afegides a Openflow per a
detectar congestió. La idea és que a cada actualització, el controlador comprova segon
unes definicions basades en les cues i la utilització del canal, si hi ha congestió o no
en l’enllaç o el node dels que aporta informació el paquet. En cas de detectar congestió,
estudia altres possibilitats d’enrutament en la xarxa actual i comprova si hi ha alguna opció
millor. Intuïtivament, prova els camins min-hop i els que passen per enllaços sintonitzats
a canals que tinguin el mínim d’interferències amb altres enllaços. Si alguna d’aquestes














Figura C.1: Diagrama de flux de l’algorisme del controlador
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