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Abstract—We propose a framework to estimate the parameters of a
mixture of isotropic Gaussians using empirical data drawn from this
mixture. The difference with standard methods is that we only use a sketch
computed from the data instead of the data itself. The sketch is composed
of empirical moments computed in one pass on the data. To estimate the
mixture parameters from the sketch, we derive an algorithm by analogy
with Iterative Hard Thresholding, used in compressed sensing to recover
sparse signals from a few linear projections. We prove experimentally
that the parameters can be precisely estimated if the sketch is large
enough, while using less memory than an EM algorithm if the data is
numerous. Our approach also preserves the privacy of the initial data,
since the sketch doesn’t provide information on the individual data.
I. INTRODUCTION AND RELATED WORK
Fitting a probability mixture model to data vectors is a widespread
technique in machine learning. However, it usually requires extensive
access to the data, with a prohibitive cost in terms of memory
and complexity when the vectors become numerous and/or high-
dimensional. The typical way of handling this issue is by subsampling
the data and/or projecting the vectors in a lower-dimensional space.
Here, we consider a framework where we compute several empiri-
cal moments in one pass over the data. The moments are concatenated
into a sketch ẑ, which is a compressed representation of the data.
Sketches are a common tool in large database processing algorithms
and have also been used for histogram fitting [4].
To solve the estimation problem from the sketch, we cast it as
an inverse problem in a similar way as [1], [3] and we search for
probability mixtures which have a sketch close to ẑ. Our algorithm
is derived by analogy with Iterative Hard Thresholding [2] (IHT).
II. PROBLEM STATEMENT AND FRAMEWORK
We consider a set F ⊂ L1(Rn) of probability densities and con-
sider a mixture p of k densities taken in F , that is p =
∑k
s=1 αsfs,
where ∀s, fs ∈ F , αs ≥ 0 and
∑k
s=1 αs = 1. Given a set
X = {x1, . . . ,xN} ⊂ Rn of vectors drawn i.i.d. from p, we want
to estimate αs and fs.
The family F we consider here is a set of isotropic Gaussians:
F =
{

















−i〈x,ωj〉dx for m frequency vectors ωj .
This operator corresponds to a sampling of m complex values of
the characteristic function of q. An estimate of Ap can be computed










The parameter estimation problem is cast as the minimization of




where Σk := {f =
∑k
s=1 αsfs|∀s, fs ∈ F ∧αs ≥ 0}. Note that we
do not constrain the weights to sum to 1.
III. ALGORITHM
To solve this problem, we propose an iterative algorithm which
updates an estimate p̂ parametrized by a vector α ∈ Rk of positive
weights and a support Γ̂ = {µ̂1, . . . , µ̂k} ⊂ Rn. Each iteration is
divided in three steps:
1) M local minima of the function µ 7→ −〈Afµ, r̂〉 are sought
and added to the current support. These local minima corre-
spond to elements of F which, added to the current estimate
with positive weights, decrease the objective function.
2) ẑ is projected on this support with a positivity constraint
on the coefficients. Only the k highest coefficients and the
corresponding vectors of the support are kept.
3) A gradient descent algorithm is applied to decrease the objec-
tive function with respect to the weights and support vectors.
IV. EXPERIMENTS
We conducted experiments on vectors drawn from a mixture of k
isotropic Gaussians with σ = 1 and compared our method to an EM
algorithm, drawing weights and means randomly.
To measure the reconstruction quality, we measured empirical ver-
sions of symmetrical Kullback-Leibler (KL) divergence and Hellinger
distance, both measuring the discrepancy between two probability
densities (the lower the better). The following table shows the results
for n = 20, k = 10,m = 1000. The compressed method achieves
results similar to EM at a lower memory cost for numerous data.
N
Compressed
KL div. Hell. Mem.(Mb)
103 0.68± 0.28 0.06± 0.01 0.6
104 0.24± 0.31 0.02± 0.02 0.6
105 0.13± 0.15 0.01± 0.02 0.6
N
EM
KL div. Hell. Mem.(Mb)
103 0.68± 0.44 0.07± 0.03 0.24
104 0.19± 0.21 0.01± 0.02 2.4
105 0.13± 0.21 0.01± 0.02 24
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