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CROSSED PRODUCTS BY MINIMAL HOMEOMORPHISMS
HUAXIN LIN AND N. CHRISTOPHER PHILLIPS
Abstract. Let X be an infinite compact metric space with finite covering
dimension and let h : X → X be a minimal homeomorphism. We show that
the associated crossed product C*-algebra A = C∗(Z, X, h) has tracial rank
zero whenever the image ofK0(A) in Aff(T (A)) is dense. As a consequence, we
show that these crossed product C*-algebras are in fact simple AH algebras
with real rank zero. When X is connected and h is further assumed to be
uniquely ergodic, then the above happens if and only if the rotation number
associated to h has irrational values.
By applying the classification result for nuclear simple C*-algebras with
tracial rank zero, we show that two such dynamical systems have isomorphic
crossed products if and only if they have isomorphic scaled ordered K-theory.
1. Introduction
Transformation group C*-algebras of minimal homeomorphisms of compact met-
ric spaces have a long history in the theory of C*-algebras. The irrational rotation
algebras, among the most prominent examples in the whole subject, have this form.
The remarkable work of Giordano, Putnam, and Skau [12] shows that the trans-
formation group C*-algebras of two minimal homeomorphisms of the Cantor set
are isomorphic if and only if the homeomorphisms are strong orbit equivalent. The
transformation group C*-algebras of Furstenberg transformations on toruses have
also attracted considerable attention; as just a few examples, we mention [32], [16],
[17], and [42]. Connes’ example (in Section 5 of [5]) of a simple C*-algebra with no
nontrivial projections is the transformation group C*-algebra of a minimal diffeo-
morphism of S3.
One naturally wants to understand the structure of such C*-algebras. That the
transformation group C*-algebras of minimal homeomorphisms of the Cantor set
are AT algebras (direct limits of circle algebras) with real rank zero is implicit in
Section 8 of [13], with the main step having been done in [41]. Elliot and Evans
proved in [7] that the irrational rotation algebras are AT algebras with real rank
zero. In particular, these algebras all belong to the class known currently to be
classifiable by K-theoretic invariants in the sense of the Elliott classification pro-
gram [6]. It is proved in a very long and still unpublished paper [31] (see the survey
article [30]) that the transformation group C*-algebra of a minimal diffeomorphism
h of a compact smooth manifold X is a direct limit, with no dimension growth,
of recursive subhomogeneous C*-algebras. Using this result, one can deduce that
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if the K-theory and traces on C∗(Z, X, h) are consistent with this algebra having
real rank zero (in the sense described in the next paragraph), then A has tracial
rank zero (is tracially AF) in the sense of [20], [21] (see Definition 1.1 below), and
is hence classifiable.
In this paper, we prove the following. Let X be an infinite compact metric space
with finite covering dimension, and let h : X → X be a minimal homeomorphism.
Let A = C∗(Z, X, h) be the transformation group C*-algebra. Suppose (notation
explained below) that the map ρA : K0(A)→ Aff(T (A)) has dense range. (It is well
known, and proved in Proposition 1.10(a) of [36], that this condition is necessary
for A to have real rank zero.) Then in fact A has tracial rank zero. Here T (A) is
the space of tracial states on A with the weak* topology, and if ∆ is a compact
convex set then Aff(∆) is the space of real valued affine continuous functions on ∆.
The map ρA : K0(A) → Aff(T (A)) is defined by ρA(η)(τ) = τ∗(η) for η ∈ K0(A)
and τ ∈ T (A).
It follows that A is classifiable, and is in fact a simple unital AH algebra with real
rank zero. Furthermore, if the transformation group C*-algebras of two minimal
homeomorphisms of finite dimensional compact metric spaces, both satisfying the
dense range condition, have isomorphic scaled ordered K-theory, then they are
isomorphic. This result gives new examples of distinct minimal homeomorphisms
with isomorphic transformation group C*-algebras.
The proof has the advantage over [31] of being short, and of not requiring any
smoothness on X or on h. It has the disadvantage of giving no information about
the transformation group C*-algebra when ρC∗(Z,X,h) does not have dense range.
The direct limit decomposition in [31] requires no such assumption, and implies
that the transformation group C*-algebra has stable rank one and that the order
on projections is determined by traces even when it does not have real rank zero,
such as for the example of Section 5 of [5].
To describe the main idea of the proof, let u ∈ C∗(Z, X, h) be the canonical
unitary, and let y ∈ X. Consider the subalgebra B = C∗(Z, X, h){y} of C
∗(Z, X, h)
generated by C(X) and all uf with f ∈ C(X) and f(y) = 0. (This subalgebra
plays a key role in [29], and is a generalization of a subalgebra originally introduced
in [40].) Under our hypotheses, ρB : K0(B) → Aff(T (B)) also has dense range.
If there are only countably many ergodic h-invariant measures, then Theorem 4.4
of [36] implies that B has tracial rank zero. Even if this is not the case, one can
combine intermediate results from [36] and dynamical arguments to show that B has
tracial rank zero for “most” (presumably actually all) choices of y. Having this, one
can use Berg’s technique to find arbitrarily “small” approximately h-invariant (in a
suitable sense) projections p in C∗(Z, X, h) and functions f ∈ C(X) such that f = 1
on a neighborhood of y and such that pf = f. The corners (1−p)C∗(Z, X, h)(1−p)
are, in a suitable sense, approximately contained in B. Since B has tracial rank
zero and 1 − p is “large”, one can then deduce that C∗(Z, X, h) has tracial rank
zero.
This paper is organized as follows. In Section 2 we introduce notation and
give some elementary properties of algebras related to the subalgebra B in the
description above. In Section 3, we prove that, under our hypotheses, B (usually)
has tracial rank zero. Section 4 contains the proof that C∗(Z, X, h) has tracial rank
zero. In Section 5, we use our result to examine some examples. In particular,
we prove isomorphism of the transformation group C*-algebras in some pairs of
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examples in [33] for which the isomorphism question was left open there, due to lack
of smoothness. Section 6 considers approximate conjugacy of the homeomorphisms
in some of these examples.
We use the notation p - q to mean that a projection p is Murray-von Neumann
equivalent to a subprojection of a projection q. By convention, if B is said to be
a unital subalgebra of a unital C*-algebra A, then, unless otherwise specified, we
mean that the identity of B is the same as that of A.
For the convenience of the reader, we recall the meaning of tracial rank zero (or
tracial topological rank zero) for simple C*-algebras.
Definition 1.1. Let A be a simple unital C*-algebra. Then A has tracial rank zero
if for every finite subset F ⊂ A, every ε > 0, and every nonzero positive element
c ∈ A, there exists a projection p ∈ A and a unital finite dimensional subalgebra
E ⊂ pAp such that:
(1) ‖[a, p]‖ < ε for all a ∈ F .
(2) dist(pap,E) < ε for all a ∈ F .
(3) p is Murray-von Neumann equivalent to a projection in cAc.
That this definition is equivalent to the original one follows from Proposition 3.8
of [20].
Acknowledgements: The second author would like to thank Mike Boyle and
Tomasz Downarowicz for valuable email correspondence on minimal homeomor-
phisms of finite dimensional compact metric spaces. In particular, Mike Boyle
called attention to the reference [18].
2. Subalgebras of the transformation group C*-algebra
LetX be a compact metric space, and let h : X → X be a homeomorphism. Then
the induced automorphism α of C(X) is α(f) = f◦h−1. In the transformation group
C*-algebra C∗(Z, X, h), we normally write u for the standard unitary representing
the generator of Z. Then ufu∗ = α(f) = f ◦ h−1.
Notation 2.1. Let X be a compact metric space, and let h : X → X be a home-
omorphism. For a nonempty closed subset Y ⊂ X, we define the C*-subalgebra
C∗(Z, X, h)Y to be
C∗(Z, X, h)Y = C
∗(C(X), uC0(X \ Y )) ⊂ C
∗(Z, X, h).
We will often let A denote the transformation group C*-algebra C∗(Z, X, h), in
which case we refer to AY .
The case of direct use to us is Y = {y}. The following immediate structural fact
will be crucial.
Remark 2.2. Let the notation be as in Notation 2.1, with A = C∗(Z, X, h). If
Y1 ⊃ Y2 ⊃ · · · is a decreasing sequence of closed subsets of X with
⋂∞
n=1 Yn = {y},
then A{y} = lim−→
AYn .
We need the following description of C∗(Z, X, h)Y when h is minimal and int(Y ) 6=
∅. These results are originally from the unpublished preprint [28]. Outlines of the
proofs can be found in Section 3 of the survey article [29]; details (of this and much
more) will appear in [31].
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The first theorem gives the decomposition of X into Rokhlin towers associated
to Y and the first return times to Y. The bases of the towers are taken to be subsets
of h(Y ) rather than, as would be more usual, subsets of Y. This is the convenient
choice for use with our definition of C∗(Z, X, h)Y . For recursive subhomogeneous
algebras and recursive subhomogeneous decompositions as in the second theorem,
see Section 1 of [34].
Theorem 2.3. Let X be an infinite compact metric space, and let h : X → X
be a minimal homeomorphism. Let Y ⊂ X be closed and have nonempty interior.
For y ∈ Y set r(y) = min{n ≥ 1: hn(y) ∈ Y }. Then supy∈Y r(y) < ∞. Let
n(0) < n(1) < · · · < n(l) be the distinct values in the range of r, and for 0 ≤ k ≤ l
set
Yk = {y ∈ Y : r(y) = n(k)} and Y
◦
k = int({y ∈ Y : r(y) = n(k)}).
Then:
(1) The sets hj(Y ◦k ), for 0 ≤ k ≤ l and 1 ≤ j ≤ n(k), are disjoint.
(2)
⋃l
k=0
⋃n(k)
j=1 h
j(Yk) = X.
(3)
⋃l
k=0 h
n(k)(Yk) = Y.
Theorem 2.4. Let X, h, Y, and the other notation be as in Notation 2.1 and
Theorem 2.3, and let A = C∗(Z, X, h). Set BY =
⊕l
k=0 C(Yk,Mn(k)). Then AY
has a recursive subhomogeneous decomposition with base spaces Y0, Y1, . . . , Yl and
with standard representation σ : AY → BY , such that:
(1) If f ∈ C(X) ⊂ AY then σ(f)k ∈ C(Yk,Mn(k)) is given by
σ(f)k = diag((f |h(Yk)) ◦ h, (f |h2(Yk)) ◦ h
2, . . . , (f |hn(k)(Yk)) ◦ h
n(k)).
(2) If f ∈ C0(X \ Y ) then σ(uf)k ∈ C(Yk,Mn(k)) is given by
σk(uf) =


0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

σk(f).
The following result is due to Qing Lin (Proposition 12 of [28]). Since that paper
has not been published, we give a proof here.
Proposition 2.5. Let X be an infinite compact metric space, and let h : X → X
be a minimal homeomorphism. Let A = C∗(Z, X, h), and adopt Notation 2.1. Let
y ∈ X. Then A{y} is simple.
Proof. Let I ⊂ A{y} be a nonzero ideal. Then I ∩C(X) is an ideal in C(X), so we
can write I ∩C(X) = C0(U) for some open set U, which is necessarily given by
U = {x ∈ X : there is f ∈ I ∩ C(X) such that f(x) 6= 0}.
We first claim that U 6= ∅. Write A{y} = lim−→
AYm as in Remark 2.2, with Ym
chosen so that int(Ym) 6= ∅. Then there exists m such that AYm ∩ I 6= {0}. Let a
be a nonzero element of this intersection. Using Theorem 2.4, one can fairly easily
prove that there is N such that every element of AYm can be written in the form∑N
n=−N fnu
n with fn ∈ C(X) for −N ≤ n ≤ N. Moreover, if a 6= 0 and one writes
a∗a =
∑N
n=−N fnu
n, then f0 6= 0. Choose x ∈ X such that f0(x) 6= 0, choose a
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neighborhood V of x such that the sets hn(V ), for −N ≤ n ≤ N, are disjoint, and
choose g ∈ C(X) such that supp(g) ⊂ V and g(x) 6= 0. Then g ∈ A{y}, and one
checks that
ga∗ag =
N∑
n=−N
gfnu
ng =
N∑
n=−N
g(g ◦ hn)fnu
n = g2f.
So g2f is a nonzero element of I ∩C(X), proving the claim.
We next claim that h−1(U \ {h(y)}) ⊂ U. So let x ∈ U \ {h(y)}. Choose f ∈
I ∩C(X) such that f(x) 6= 0, and choose g ∈ C0(X \ {y}) such that g(h−1(x)) 6= 0.
Then ug ∈ A{y}, and
(ug)∗f(ug) = gu∗fug = |g|2(f ◦ h).
Thus |g|2(f ◦ h) ∈ I ∩ C(X) and is nonzero at h−1(x). This proves the claim.
We further claim that h(U \ {y}) ⊂ U. The proof is similar: let x ∈ U \ {y}, let
f ∈ I ∩ C(X) and g ∈ C0(X \ {y}) be nonzero at x, and consider (ug)f(ug)∗.
Now set Z = X \ U. The last two claims above imply that if x ∈ X and x
is not in the orbit of y, then hk(x) ∈ Z for all k ∈ Z. Since h is minimal, Z
is closed, and Z 6= X, this is impossible. If hn(y) ∈ Z for some n > 0, then
h−1(U \ {h(y)}) ⊂ U \ {h(y)} implies hk(y) ∈ Z for all k ≥ n. Since {hk(y) : k ≥ n}
is dense by minimality, this is also a contradiction. Similarly, if hn(y) ∈ Z for some
n ≤ 0, then Z would contain the dense set {hk(y) : k ≤ n}, again a contradiction.
So Z = ∅, whence U = X, and 1 ∈ I. 
For convenience, we also reproduce the following result of Qing Lin (Proposi-
tion 16 of [28]). The proof is sketched in the proof of Theorem 1.2 of [29].
Proposition 2.6. Let X be an infinite compact metric space, and let h : X → X
be a minimal homeomorphism. Let A = C∗(Z, X, h), and adopt Notation 2.1. Let
y ∈ X. Then the restriction map T (A)→ T (A{y}) is bijective.
3. The tracial rank of A{y}
Let the notation be as in the previous section, with A = C∗(Z, X, h). We prove
in this section that if the space X is finite dimensional, h is minimal, and the image
of K0(A) in Aff(T (A)) is dense, then A{y} has tracial rank zero for “most” y ∈ X.
The result is surely true for all y ∈ X, and the proof should not be much harder,
but this version is more convenient to prove and suffices for our purposes.
If A has at most countably many extreme tracial states, equivalently, if h has at
most countably many ergodic probability measures, then this result (for all y) is
easily obtained from Theorem 4.4 of [36]. The point of the argument here is that
it gives the result when T (A) is completely arbitrary.
Definition 3.1. Let X be a compact metric space, and let h : X → X be a home-
omorphism. A Borel set Z ⊂ X is called universally null if µ(Z) = 0 for every
h-invariant Borel probability measure µ on X.
Proposition 3.2. Let X be an infinite compact metric space with finite covering
dimension, and let h : X → X be a homeomorphism whose set of periodic points
has dimension zero or is empty. For every ε > 0 there are disjoint open sets
U1, U2, . . . , Um ⊂ X such that diam(Uj) < ε and int(Uj) = Uj for 1 ≤ j ≤ m, and
such that X \
⋃m
j=1 Uj is universally null.
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Proof. Let d = dim(X). We apply Lemma 3.7 of [18]. For the terminology used
there, see Section 1 of the paper, and note that ω = N. Taking i there to be
greater than 1/ε, we obtain closed subsets T1, T2, . . . , Tn ⊂ X which coverX, whose
interiors U1, U2, . . . , Um are disjoint and satisfy Uj = Tj, and such that whenever
(j(0), n(0)), (j(1), n(1)), . . . , (j(d), n(d)) ∈ {1, 2, . . . ,m} × Z
are d+ 1 distinct pairs, then
hn(0)(∂Tj(0)) ∩ h
n(1)(∂Tj(1)) ∩ · · · ∩ h
n(d)(∂Tj(d)) = ∅.
Set
Z = X \
m⋃
j=1
Uj ⊂
m⋃
j=1
∂Tj.
Then f =
∑
n∈Z χhn(Z) is a nonnegative Borel function on X which is bounded by
d. If µ is any h-invariant Borel probability measure on X, then∑
n∈Z
µ(hn(Z)) =
∫
X
f dµ ≤ d.
Since µ(hn(Z)) = µ(Z) for all n, it follows that µ(Z) = 0. 
Corollary 3.3. Let X be an infinite compact metric space with finite covering
dimension, and let h : X → X be a minimal homeomorphism. Then there exists a
dense Gδ-set S ⊂ X such that for every y ∈ S and every open set V containing X,
there is a closed set Y such that y ∈ int(Y ) ⊂ Y ⊂ V and ∂Y is universally null.
Proof. Apply Proposition 3.2 with ε = 1n , and let Wn be the union of the resulting
finite collection of open sets Un,1, Un,2, . . . , Un,m(n). ThenWn is dense, since by min-
imality every h-invariant Borel probability measure is nonzero on every nonempty
open subset of X. So S =
⋂∞
n=1Wn is a dense Gδ-set in X. Given y ∈ S and an
open set V containing y, for n large enough we take Y = Un,j with j chosen such
that y ∈ Un,j. Note that ∂Y ⊂ X \Wn. 
Corollary 3.4. Let X be an infinite compact metric space with finite covering
dimension, and let h : X → X be a minimal homeomorphism. Let Y ⊂ X be a
closed subset with nonempty interior such that ∂Y is universally null, and adopt
the notation of Theorem 2.3. Then for 0 ≤ k ≤ l there are disjoint open subsets
Uk,1, Uk,2, . . . , Uk,r(k) of X which are contained in Y
◦
l , such that
X \
l⋃
k=0
n(k)⋃
j=1
r(k)⋃
i=1
hj(Uk,i)
is universally null, such that diam(hj(Uk,i)) < ε for 0 ≤ k ≤ l, 1 ≤ j ≤ n(k), and
1 ≤ i ≤ r(k), and such that the sets hj(Uk,i), for these j, k, i, are disjoint.
Proof. Choose δ > 0 so small that if d(x, y) < δ then
d(x, y) < ε, d(h(x), h(y)) < ε, . . . , d(hn(l)(x), hn(l)(y)) < ε.
Apply Proposition 3.2 with δ in place of ε. Then take Uk,1, Uk,2, . . . , Uk,r(k) to be
the nonempty sets among U1 ∩ Y ◦k , U2 ∩Y
◦
k , . . . , Um ∩Y
◦
k . Note that ∂(Ui ∩ Y
◦
k ) ⊂
∂Ui ∪ ∂Y
◦
k . Disjointness follows from Theorem 2.3(1). 
The following lemma is taken from the proof of Lemma 3 of [19]. (It has also
appeared in other places.)
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Lemma 3.5. Let A be a simple unital C*-algebra, and let B ⊂ A be a separable
commutative unital C*-subalgebra, which we identify with C(X) for some compact
metric space X. For any τ ∈ T (A) let µτ be the Borel probability measure on X
induced by τ. Let Z ⊂ X be a closed subset, and suppose that µτ (Z) = 0 for all
τ ∈ T (A). Then for any ε > 0 there is an open subset U ⊂ X containing Z such
that µτ (U) < ε for all τ ∈ T (A).
Proof. Choose open sets U1 ⊃ U2 ⊃ U2 ⊃ · · · ⊃ Z such that
⋂∞
n=0 Un = Z. Choose
continuous functions fn : X → [0, 1] such that supp(fn) ⊂ Un and fn = 1 on Un+1.
Then f1 ≥ f2 ≥ · · · . Each fn defines a function gn ∈ Aff(T (A)) by gn(τ) = τ(fn).
Since µτ (Z) = 0 for all τ ∈ T (A), we have gn(τ) → 0 for each τ ∈ T (A) by the
Dominated Convergence Theorem. Since 0 is continuous on the compact set T (A),
Dini’s Theorem implies that gn → 0 uniformly on T (A). Thus, for any ε > 0 there
exists n such that τ(fn) < ε for all τ ∈ T (A). It follows that µτ (Un) < ε for all
τ ∈ A. 
Corollary 3.6. Let X be a compact metric space, and let h : X → X be a minimal
homeomorphism. Let Z ⊂ X be a universally null closed set, and let ε > 0. Then
there exists an open set U ⊂ X containing Z such that µ(U) < ε for every h-
invariant Borel probability measure µ on X.
Proof. Apply Lemma 3.5 with A = C∗(Z, X, h) and with B being the canoni-
cally embedded copy of C(X). The result follows from the one to one correspon-
dence between h-invariant Borel probability measures on X and tracial states on
C∗(Z, X, h). 
Theorem 3.7. Let X be an infinite compact metric space with finite covering
dimension, and let h : X → X be a minimal homeomorphism. Let A = C∗(Z, X, h),
and adopt Notation 2.1. Suppose that the image of K0(A) in Aff(T (A)) is dense.
Then there is a dense Gδ-set S ⊂ X such that for every y ∈ S, the subalgebra A{y}
has tracial rank zero.
Proof. We begin with the following observations (justified below), which hold for
every y ∈ X :
(1) A{y} is simple.
(2) A{y} has stable rank one.
(3) The order on projections in A{y} is determined by traces, that is, if p, q ∈
A{y} are projections such that τ(p) < τ(q) for every tracial state τ, then
p - q.
(4) The image of K0(A{y}) in Aff(T (A{y})) is dense.
Statement (1) is Proposition 2.5. Statement (2) is Theorem 4.2(1) of [35], and (3)
is Theorem 4.2(3) of [35]. For (4), we observe that the restriction map T (A) →
T (A{y}) is bijective (Proposition 2.6), and that K0(A{y}) → K0(A) is a group
isomorphism (Theorem 4.1(3) of [35]). (The map K0(A{y}) → K0(A) is an order
isomorphism, but we do not need this fact.) Then (4) follows from the hypothesis
that the image of K0(A) in Aff(T (A)) is dense.
Now let S ⊂ X be as in Corollary 3.3, and let y ∈ S. Given the properties above,
we will prove that A{y} has tracial rank zero by verifying the following condition:
For every finite subset F ⊂ A and every ε > 0, there exists a projection p ∈ A and
a unital finite dimensional subalgebra E ⊂ pAp such that:
(5) ‖[a, p]‖ < ε for all a ∈ F .
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(6) For all a ∈ F there exists b ∈ E such that ‖pap− b‖ < ε.
(7) τ(1 − p) < ε for all tracial states τ on A.
That this suffices is Corollary 6.15 of [21]; the Fundamental Comparison Property
there (stated in Theorem 6.8 of [21]) is just (3) above.
In fact, we need only let the finite set F run through a cofinal collection of finite
subsets of a set G which generates A as a C*-algebra. Set
G0 = {f ∈ C(X) : f vanishes on a neighborhood of y}.
Then take G = {1}∪G0∪uG0. Our finite sets will have the form F = {1}∪F0∪uF0
for a finite set F0 ⊂ G0.
Use the hypothesis y ∈ S to choose closed sets Z1 ⊃ Z2 ⊃ · · · such that⋂∞
m=1 Zm = {y}, such that y ∈ int(Zm) for all m, and such that ∂Zm is uni-
versally null for all m. Then A{y} = lim−→
AZm by Remark 2.2. Given F0 ⊂ G0 finite,
choose m0 so large that supp(f) ⊂ X \ Zm0 for all f ∈ F0. Set Y = Zm0 , and let
the notation be as in Theorems 2.3 and 2.4. Choose δ > 0 so small that whenever
x1, x2 ∈ X satisfy d(x1, x2) < δ then |f(x1) − f(x2)| <
1
3ε for all f ∈ F . Use
Corollary 3.4 to find, for 0 ≤ k ≤ l, disjoint open subsets Uk,1, Uk,2, . . . , Uk,r(k) of
X which are contained in Y ◦l , such that, with
U =
l⋃
k=0
n(k)⋃
j=1
r(k)⋃
i=1
hj(Uk,i),
the set X \ U is universally null, and such that diam(hj(Uk,i)) < δ for 0 ≤ k ≤ l,
1 ≤ j ≤ n(k), and 1 ≤ i ≤ r(k). By Corollary 3.6, there is an open set V0 ⊂ X such
that X \ U ⊂ V0 and µ(V0) < ε for every h-invariant Borel probability measure µ
on X. Choose an open set V with X \U ⊂ V ⊂ V ⊂ V0. Set Wk,i = (X \ V ) ∩Uk,i
for 0 ≤ k ≤ l and 1 ≤ i ≤ r(k). Choose continuous functions
g
(0)
k,i , g
(1)
k,i , g
(2)
k,i : X → [0, 1]
such that
supp(g
(2)
k,i ) ⊂ h(Uk,i), g
(2)
k,i g
(1)
k,i = g
(1)
k,i ,
g
(1)
k,ig
(0)
k,i = g
(0)
k,i , and g
(0)
k,iχh(Wk,i) = χh(Wk,i)
for 0 ≤ k ≤ l and 1 ≤ i ≤ r(k).
Because A{y} = lim−→
AZm and using (4), Proposition 3.5 of [36] provides projec-
tions qk,i ∈ A{y} (actually, in AZm for some m ≥ m0) such that
g
(2)
k,i qk,i = qk,i and qk,ig
(0)
k,i = g
(0)
k,i
for 0 ≤ k ≤ l and 1 ≤ i ≤ r(k). Then define pk,i,j = uj−1qk,iu−(j−1) (so that
pk,i,1 = qk,i), and set
pk,i =
n(k)∑
j=1
pk,i,j and Ek,i = span
({
uj1−1qk,iu
j2−1 : 1 ≤ j1, j2 ≤ n(k)
})
.
It is now convenient to introduce the index sets
Q = {(k, i, j) : 0 ≤ k ≤ l, 1 ≤ i ≤ r(k), and 1 ≤ j ≤ n(k)}
and
Q0 = {(k, i, j) : 0 ≤ k ≤ l, 1 ≤ i ≤ r(k), and 1 ≤ j ≤ n(k)− 1}.
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Thus, using Theorem 2.3(3) for the second equation,
U =
⋃
(k,i,j)∈Q
hj(Uk,i) and U ∩ (X \ Y ) =
⋃
(k,i,j)∈Q0
hj(Uk,i).
We claim that (proofs below):
(8) pk,i ∈ A{y} and Ek,i ⊂ A{y}.
(9) (g
(2)
k,i ◦ h
−(j−1))pk,i,j = pk,i,j and pk,i,j(g
(0)
k,i ◦ h
−(j−1)) = g
(0)
k,i ◦ h
−(j−1) for
(k, i, j) ∈ Q.
(10) The pk,i,j , for (k, i, j) ∈ Q, are orthogonal projections.
(11) The pk,i, for 0 ≤ k ≤ l and 1 ≤ i ≤ r(k), are orthogonal projections.
(12) Ek,i is a finite dimensional C*-algebra with identity pk,i (which is isomor-
phic to Mn(k), and has matrix units ej1,j2 = u
j1−1qk,iu
j2−1).
Then we set
p =
l∑
k=0
r(k)∑
i=1
pk,i and E =
l⊕
k=0
r(k)⊕
i=1
pk,i.
It follows from the claims above that:
(13) p is a projection in A{y}.
(14) E is a finite dimensional C*-subalgebra of A{y} with identity p.
We further claim that (again, proofs below):
(15) ‖[a, p]‖ < ε for all a ∈ F .
(16) For all a ∈ F there exists b ∈ E such that ‖pap− b‖ < ε.
(17) τ(1 − p) < ε for all tracial states τ on A{y}.
Statements (13) through (17) yield the condition for tracial rank zero given
above, so the proof will be complete once (8) through (12) and (15) through (17)
are verified.
We begin with (8). It is enough to prove that uj−1qk,i ∈ A{y} for 1 ≤ j ≤ n(k).
We write
uj−1qk,i = u
j−1(g
(2)
k,i )
j−1qk,i = u(g
(2)
k,i ◦ h
−(j−2)) · · ·u(g
(2)
k,i ◦ h
−1) · ug
(2)
k,i · qk,i.
The functions g
(2)
k,i , g
(2)
k,i ◦ h
−1, . . . , g
(2)
k,i ◦ h
−(j−2) are supported in
h(Uk,i) ⊂ h(Yk), h
2(Uk,i) ⊂ h
2(Yk), . . . , h
j−1(Uk,i) ⊂ h
j−1(Yk),
so that every factor except qk,i in the last expression is in uC0(X \ Y ). This
proves (8).
The relations in (9) are obtained by conjugating the relations
g
(2)
k,i qk,i = qk,i and qk,ig
(0)
k,i = g
(0)
k,i
by uj−1 and using u(j−1)gu−(j−1) = g ◦ h−(j−1).
Part (10) follows from (9) together with the observation that supp(g
(2)
k,i ◦h
−(j−1)) ⊂
hj(Uk,i) and the fact that the sets h
j(Uk,i), for (k, i, j) ∈ Q, are disjoint. Part (11)
is now immediate. In (12), the matrix unit relations are easy once one has the or-
thogonality relations in (10), and that Ek,i is a finite dimensional C*-algebra with
identity pk,i is then immediate.
We now prove (15) and (16). By construction, for (k, i, j) ∈ Q there exists
λk,i,j ∈ C such that |λk,i,j − f(x)| <
1
3ε for every f ∈ F0 and every x ∈ h
j(Uk,i).
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Since f vanishes on X \ Y, we may require λk,i,j = 0 when (k, i, j) 6∈ Q0, that is,
when j = n(k). Set
b =
∑
(k,i,j)∈Q
λk,i,jpk,i,j ,
which is in E.
We have∥∥∥∥f ·∑(k,i,j)∈Qg(2)k,i ◦ h−(j−1) −
∑
(k,i,j)∈Q
λk,i,j · (g
(2)
k,i ◦ h
−(j−1))
∥∥∥∥ ≤ ε3 .
Multiplying on the right by
p =
∑
(k,i,j)∈Q
pk,i,j ,
using (9) and disjointness of the supports of the g
(2)
k,i ◦ h
−(j−1) for (k, i, j) ∈ Q,
we get ‖fp− b‖ ≤ 13ε. Similarly ‖pf − b‖ ≤
1
3ε and ‖pfp− b‖ ≤
1
3ε < ε. Thus
‖[p, f ]‖ ≤ 23ε < ε. This gives (15) and (16) for a ∈ F0.
Next, set
e =
∑
(k,i,j)∈Q0
pk,i,j ≤ p.
Because λk,i,j = 0 when j = n(k), we get eb = be = b, and also
ub =
∑
(k,i,j)∈Q0
λk,i,j · upk,i,j =
∑
(k,i,j)∈Q0
λk,i,j · u
jqk,iu
−(j−1) ∈ E.
The next step is to show that puf = uef. Now
u∗pu− e =
l∑
k=0
r(k)∑
i=1
u∗qk,iu.
We have
(u∗qk,iu)(g
(2)
k,i ◦ h) = u
∗qk,ig
(2)
k,iu = u
∗qk,iu,
and because supp(g
(2)
k,i ◦h) ⊂ Y and f vanishes on Y, we get (g
(2)
k,i ◦h)f = 0. Therefore
puf − uef = u(u∗pu− e)f = u
l∑
k=0
r(k)∑
i=1
u∗qk,iu(g
(2)
k,i ◦ h)f = 0.
Now
‖puf − ub‖ = ‖ef − b‖ ≤ ‖e‖ · ‖pf − b‖ ≤ 13ε and ‖ufp− ub‖ = ‖fp− b‖ ≤
1
3ε,
so
‖[p, uf ]‖ ≤ 23ε < ε and ‖pufp− ub‖ ≤ ‖puf − ub‖ · ‖p‖ ≤
1
3ε < ε.
This gives (15) and (16) for a ∈ uF0. The only other element of F is 1, for which (15)
and (16) are obvious. This completes the verification of (15) and (16).
Finally, we prove (17). Let τ be a tracial state on A{y}. The restriction map
T (A) → T (A{y}) is bijective by Proposition 2.6. Therefore τ is the restriction to
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A{y} of the tracial state on A obtained from some h-invariant Borel probability
measure µ. We have p ≥
∑
(k,i,j)∈Q g
(0)
k,i ◦ h
−(j−1). Therefore
τ(p) ≥
∑
(k,i,j)∈Q
∫
X
g
(0)
k,i ◦ h
−(j−1) dµ ≥
∑
(k,i,j)∈Q
µ(hj(Wk,i))
= µ((X \ V ) ∩ U) = µ(X \ V ) ≥ 1− µ(V0) > 1− ε.
This proves (17), and completes the proof of the theorem. 
4. The tracial rank of the of the transformation group C*-algebra
In this section, we prove the main result, Theorem 4.6 below.
The following lemma is a version of a result of L. G. Brown.
Lemma 4.1. Let A be a C*-algebra with real rank zero, and let a1, a2, a3 ∈ A
satisfy
0 ≤ a1 ≤ a2 ≤ a3 ≤ 1, a3a2 = a2, and a2a1 = a1.
Then there exists a projection e ∈ A such that
ea1 = a1e = a1 and a3e = ea3 = e.
Proof. Since the unitization of A again has real rank zero, and since the equation
a3e = e will imply e ∈ A, we may assume A is unital. In A∗∗ let p and q be the
closed projections
p = χ[2/3,∞](a2) and q = χ[0, 1/3](a2).
Then one checks that
a3(1− q) = 1− q and pa1 = a1.
Use Theorem 1 of [4] to find a projection e ∈ A such that p ≤ e ≤ 1 − q. This
projection clearly satisfies the conclusion. 
Lemma 4.2. Let X be an infinite compact metric space, and let h : X → X be
a minimal homeomorphism. Let A = C∗(Z, X, h), and adopt Notation 2.1. Let
y ∈ X, and suppose that A{y} has real rank zero and stable rank one. Then for
any ε > 0 and any finite subset F ⊂ A, there is a projection p ∈ A{y} such that:
(1) ‖pa− ap‖ < ε for all a ∈ F .
(2) pap ∈ pA{y}p for all a ∈ F .
(3) τ(1 − p) < ε for all τ ∈ T (A).
Proof. We may assume that F = G ∪ {u} for some finite subset G ⊂ C(X).
Choose N0 ∈ N so large that 4pi/N0 < ε. Choose δ0 > 0 with δ0 <
1
2ε and
so small that d(x1, x2) < 4δ0 implies |f(x1) − f(x2)| <
1
4ε for all f ∈ G. Choose
δ > 0 with δ ≤ δ0 and such that whenever d(x1, x2) < δ and 0 ≤ n ≤ N0, then
d(h−n(x1), h
−n(x2)) < δ0.
Since h is minimal, there is N > N0 + 1 such that d(h
N (y), y) < δ. Choose
R ∈ N so large that R > (N +N0 + 1)/min(1, ε). Since h is free, there is an open
neighborhood U of y in X such that
h−N0(U), h−N0+1(U), . . . , U, h(U), . . . , hR(U)
are disjoint and all have diameter less than δ. In particular, this is true with N in
place of R, and furthermore µ(U) < ε/(N + N0 + 1) for every h-invariant Borel
probability measure µ.
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Choose continuous functions g0, g1, g2, f0 : X → [0, 1] such that
g0(y) = 1, g1g0 = g0, g2g1 = g1, f0g2 = g2, and supp(f0) ⊂ U.
By Lemma 4.1, there exists a projection q0 ∈ A{y} such that
g1q0 = q0g1 = g1 and f0q0 = q0f0 = q0.
For −N0 ≤ n ≤ N set
qn = u
nq0u
−n, fn = u
nf0u
−n = f0 ◦ h
−n, and Un = h
n(U).
We have supp(fn) ⊂ Un and fnqn = qnfn = qn, so the qn are mutually orthogonal
projections in A.
We claim that qn ∈ A{y} for−N0 ≤ n ≤ N.We first consider q−n for 1 ≤ n ≤ N0.
For these n, we have uf−n ∈ A{y}, so
(1) an = f
n
0 u
n = (uf−1)(uf−2) · · · (uf−n) ∈ A{y}.
Then q−n = u
−nq0u
n = a∗nq0an ∈ A{y}, as desired.
Next, we show q1 ∈ A{y}. From q0g0 = q0g1g0 = g1g0 we get (q0− g1)(f0− g0) =
q0 − g1. Also, u(f0 − g0) ∈ A{y} because (f0 − g0)(y) = 0. Moreover, ug1u
∗ =
g1 ◦ h−1 ∈ A{y}. So
q1 = uq0u
∗ = u(q0−g1)u
∗+ug1u
∗ = [u(f0−g0)](q0−g1)[u(f0−g0)]
∗+ug1u
∗ ∈ A{y}.
For 2 ≤ n ≤ N we now have
qn = [(ufn)(ufn−1) · · · (uf1)]q1[(ufn)(ufn−1) · · · (uf1)]
∗,
which is in A{y} because f1, f2, . . . , fN all vanish on U and y ∈ U. This proves the
claim.
We now have a sequence of projections, in principle going to infinity in both
directions:
. . . , q−N0 , . . . , q−1, q0, q1, . . . , qN−N0 , . . . , qN−1, qN , . . . .
The ones shown are orthogonal, and conjugation by u is the shift. The projections q0
and qN live over open sets which are disjoint but close to each other, and similarly
for the pairs q−1 and qN−1 down to q−N0 and qN−N0 . We are now going to use
Berg’s technique [1] to splice this sequence along the pairs of indices (−N0, N −
N0) through (0, N), obtaining a loop of length N on which conjugation by u is
approximately the cyclic shift.
We claim that there is a partial isometry w ∈ A{y} such that w
∗w = q0 and
ww∗ = qN . Certainly [q0] = [qN ] in K0(A). The map K0(A{y})→ K0(A) is a group
isomorphism by Theorem 4.1(3) of [35], so [q0] = [qN ] in K0(A{y}). Since A{y} has
stable rank one, Proposition 6.5.1 of [2] implies that projections in matrix algebras
over A{y} satisfy cancellation. The claim follows.
For t ∈ R define v(t) = cos(pit/2)(q0 + qN ) + sin(pit/2)(w − w∗). Then v(t) is
a unitary in the corner (q0 + qN )A{y}(q0 + qN ) whose matrix with respect to the
obvious block decomposition is
v(t) =
(
cos(pit/2) − sin(pit/2)
sin(pit/2) cos(pit/2)
)
.
For 0 ≤ k ≤ N0 define wk = u−kv(k/N0)uk. With ak as in (1) and with
bk = f
k
Nu
k = (ufN−1)(ufN−2) · · · (ufN−k) ∈ A{y}
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(because N0 < N), and using U−k ∩ UN−k = U0 ∩ UN = ∅, we can write
wk = (ak + bk)
∗v(k/N0)(ak + bk) ∈ A{y}.
Therefore wk is a unitary in the corner (q−k + qN−k)A{y}(q−k + qN−k). Moreover,
adding estimates on the differences of the matrix entries at the second step,
‖uwk+1u
∗ − wk‖ = ‖v(k/N0)− v((k − 1)/N0)‖ ≤ 2pi/N0 <
1
2ε.
Now define en = qn for 0 ≤ n ≤ N − N0, and for N − N0 ≤ n ≤ N write
k = N − n and set en = wkq−kw∗k. The two definitions for n = N − N0 agree
because wN0q−N0w
∗
N0
= qN−N0, and moreover eN = e0. Therefore uen−1u
∗ = en
for 1 ≤ n ≤ N −N0, and also ueNu∗ = e1, while for N −N0 < n ≤ N we have
‖uen−1u
∗ − en‖ ≤ 2‖uwN−n+1u
∗ − wN−n‖ < ε.
Also, clearly en ∈ A{y} for all n.
Set e =
∑N
n=1 en and p = 1− e. We verify that p satisfies (1) through (3).
First,
p− upu∗ = ueu∗ − e =
N∑
n=N0+1
(uen−1u
∗ − en).
The terms in the sum are orthogonal and have norm less than ε, so ‖upu∗−p‖ < ε.
Furthermore, since
1− g1 ∈ C0(X \ {y}), q0g1 = g1, and p ≤ 1− q0,
we get
pup = pu(1− g1)(1 − q0)p ∈ A{y}.
This is (1) and (2) for the element u ∈ F .
Next, let g ∈ G. The sets U0, U1, . . . , UN all have diameter less than δ. We
have d(hN (y), y) < δ, so the choice of δ implies that d(hn(y), hn−N (y)) < δ0 for
N − N0 ≤ n ≤ N. Also, Un−N = h
n−N (U0) has diameter less than δ. Therefore
Un−N ∪ Un has diameter less than 2δ + δ0 ≤ 3δ0. Since g varies by at most
1
4ε on
any set with diameter less than 4δ0, and since the sets
U1, U2, . . . , UN−N0−1, UN−N0 ∪ U−N0 , UN−N0+1 ∪ U−N0+1, . . . , UN ∪ U0
are disjoint, there is g˜ ∈ C(X) which is constant on each of these sets and satisfies
‖g− g˜‖ < 12ε. Let the values of g˜ on these sets be λ1 on U1 through λN on UN ∪U0.
For 0 ≤ n ≤ N − N0 we have fnen = fnqn = qn = en, whence supp(fn) ⊂ Un
implies
g˜en = g˜fnen = λnfnen = λnen
and similarly eng˜ = λnen. ForN−N0 < n ≤ N we use en ∈ (qn−N+qn)A{y}(qn−N+
qn) to get, in the same way as above,
(fn−N + fn)en = en(fn−N + fn) = en,
so from supp(fn−N+fn) ⊂ Un−N+Un we get g˜en = λnen = eng˜. Since ‖g−g˜‖ <
1
2ε,
it follows that
‖pg − gp‖ = ‖ge− eg‖ < ε.
This is (1) for g. That pgp ∈ A{y} follows from the fact that g and p are in this
subalgebra. So we also have (2) for g.
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It remains only to verify (3). Let τ ∈ T (A), and let µ be the corresponding
h-invariant probability measure on X. We have
1− p = e ≤
N∑
n=−N0
qn ≤
N∑
n=−N0
fn,
so
τ(1 − p) ≤
N∑
n=−N0
µ(Un) =
N∑
n=−N0
µ(hn(U)) = (N +N0 + 1)µ(U) < ε.
This completes the proof. 
The next two lemmas assert that for a simple C*-algebra, in Definition 1.1 of tra-
cial rank zero, and in the definition of the local approximation property of Popa [39],
the finite dimensional subalgebras can be replaced by subalgebras with tracial rank
zero. We state these lemmas separately so as to have them available for use else-
where. We do not require the subalgebra B in the first to be simple, because it
does not simplify the proof. However, for the application in this paper, B will in
fact be simple, so that the reader need not worry about the extra complexity of
tracial rank for nonsimple algebras.
The first lemma is certainly known. The second is a special case of Theorem 4.6
of [14], where neither A nor B is required to be simple, but the proof here is much
easier. This argument can also be found in the last part of the proof of Theorem 2.9
of [27].
Lemma 4.3. Let A be a simple unital C*-algebra. Suppose that for every ε > 0
and every finite subset F ⊂ A, there exists a unital C*-subalgebra B ⊂ A which
has tracial rank zero and a projection p ∈ B such that
‖pa− ap‖ < ε and dist(pap, pBp) < ε
for all a ∈ F . Then A has the local approximation property of Popa [39], that is,
for every ε > 0 and every finite subset F ⊂ A, there exists a nonzero projection
q ∈ A and a finite dimensional unital C*-subalgebra D ⊂ qAq such that
‖qa− aq‖ < ε and dist(qaq, D) < ε
for all a ∈ F .
Proof. Let ε > 0 and let F ⊂ A be a finite subset. Choose B and p as in the
hypotheses, with 15ε in place of ε. In particular, there exists a finite subset G ⊂ pBp
such that dist(pap, G) < 15ε for all a ∈ F .
Since B has tracial rank zero, Theorem 5.3 of [21] implies that pBp also has
tracial rank zero. So there is a nonzero projection q ∈ pBp and a finite dimensional
unital C*-subalgebra D ⊂ qBq such that
‖qb− bq‖ < 15ε and dist(qbq,D) <
1
5ε
all b ∈ G. We claim that
‖qa− aq‖ < ε and dist(qaq, D) < ε
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for all a ∈ F . The second part is easy. For the first, let a ∈ F and choose b ∈ G
such that ‖qaq − b‖ < 15ε. Then
‖qa− aq‖ = ‖qpa− apq‖ ≤ ‖qpap− papq‖+ 2‖pa− ap‖
≤ ‖qb− bq‖+ 2‖b− pap‖+ 2‖pa− ap‖ < ε.
This completes the proof. 
Lemma 4.4. Let A be a simple unital C*-algebra. Suppose that for every finite
subset F ⊂ A, every ε > 0, and every nonzero positive element c ∈ A, there exists
a projection p ∈ A and a simple unital subalgebra B ⊂ pAp with tracial rank zero
such that:
(1) ‖[a, p]‖ < ε for all a ∈ F .
(2) dist(pap,B) < ε for all a ∈ F .
(3) p is Murray-von Neumann equivalent to a projection in cAc.
Then A has tracial rank zero.
Proof. Even without (3), the algebra A has Property (SP) by Lemma 2.12 of [20]. If
A is finite dimensional, the result is trivial; otherwise, there are nonzero orthogonal
projections e, f ∈ cAc.
The proof is now essentially the same as that of Lemma 4.3. The projection p
in that proof can be required to satisfy 1 − p - e. Use Lemma 3.1 of [20] to find
a nonzero projection f0 ≤ p with f0 - f, and require the projection q ∈ pBp to
satisfy p− q - f0 in pBp. 
Theorem 4.5. Let X be an infinite compact metric space, and let h : X → X be a
minimal homeomorphism. Let A = C∗(Z, X, h), and adopt Notation 2.1. Suppose
that there is y ∈ X such that A{y} has tracial rank zero. Then A has tracial rank
zero.
Proof. We verify the condition of Lemma 4.4. Thus, let F ⊂ A be a finite subset,
let ε > 0, and let c ∈ A be a nonzero positive element. Beyond Lemma 4.2, the
main step of the proof is to find a nonzero projection in A{y} which is Murray-von
Neumann equivalent to a projection in cAc.
The algebra A is simple, so Lemma 4.2, Lemma 4.3, and Lemma 2.12 of [20]
imply that A has property (SP). Therefore there is a nonzero projection e ∈ cAc.
Set
δ0 =
1
18
inf
τ∈T (A)
τ(e) ≤
1
18
.
By Lemma 4.2, there is a projection q ∈ A{y} and an element b0 ∈ qA{y}q such
that
‖qe− eq‖ < δ0, ‖qeq − b0‖ < δ0, and sup
τ∈T (A)
τ(1 − q) ≤ δ0.
Replacing b0 by
1
2 (b0 + b
∗
0), we may assume that b0 is selfadjoint. We have −δ0 ≤
b0 ≤ 1+δ0, so applying continuous functional calculus we may find b ∈ qA{y}q such
that 0 ≤ b ≤ 1 and ‖qeq − b‖ < 2δ0. Using ‖qe − eq‖ < δ0 on the last term in the
second expression, we get
‖b2 − b‖ ≤ 3‖b− qeq‖+ ‖(qeq)2 − qeq‖ < 3 · 2δ0 + δ0 = 7δ0 <
1
4 .
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Therefore there is a projection e1 ∈ qA{y}q such that ‖e1− b‖ < 14δ0, giving ‖e1−
qeq‖ < 16δ0. Similarly (actually, one gets a better estimate) there is a projection
e2 ∈ (1− q)A(1 − q) such that ‖e2 − (1− q)e(1 − q)‖ < 16δ0. Therefore
‖e1 + e2 − [qeq + (1− q)e(1− q)]‖ < 16δ0
and, using ‖qe− eq‖ < δ0 again, we have ‖e1 + e2 − e‖ < 18δ0 ≤ 1. It follows that
e1 - e. Also, for τ ∈ T (A), we have
τ(e1) > τ(qeq)−16δ0 = τ(e)−τ((1−q)e(1−q))−16δ0 ≥ τ(e)−τ(1−q)−16δ0 > 0,
so e1 6= 0.
Now set ε0 = inf({τ(e2) : τ ∈ T (A)}). By Lemma 4.2, there is a projection
p ∈ A{y} such that
(1) ‖pa− ap‖ < ε for all a ∈ F .
(2) pap ∈ pA{y}p for all a ∈ F .
(3) τ(1 − p) < ε0 for all τ ∈ T (A).
Using Proposition 2.6, it follows from (3) that τ(1 − p) < ε0 for all τ ∈ T (A{y}).
Since A{y} has tracial rank zero, and since tracial rank zero implies that the order
on projections is determined by traces (Theorems 6.8 and 6.13 of [21]), it follows
that 1− p - e1 - e. Since pA{y}p also has tracial rank zero (Theorem 5.3 of [21]),
we have verified the hypotheses of Lemma 4.4. Thus A has tracial rank zero. 
Theorem 4.6. Let X be an infinite compact metric space with finite covering di-
mension, and let h : X → X be a minimal homeomorphism. Suppose that ρ(K0(A))
is dense in Aff(T (A)). Then C∗(Z, X, h) is a simple unital C*-algebra with tracial
rank zero which satisfies the Universal Coefficient Theorem.
Proof. It is well known that C∗(Z, X, h) is simple and unital.
By Theorem 4.5, for tracial rank zero it suffices to show that A{y} has tracial
rank zero for some y ∈ X. The existence of y with this property follows from
Theorem 3.7.
It follows from Theorem 1.17 of [44], and the description of the classN preceding
its statement, that the crossed product of any commutative C*-algebra by any
action of Z satisfies the Universal Coefficient Theorem. 
Corollary 4.7. Let X be an infinite compact metric space with finite covering di-
mension, and let h : X → X be a minimal homeomorphism. Suppose that ρ(K0(A))
is dense in Aff(T (A)). Then C∗(Z, X, h) is a simple AH algebra with no dimension
growth and with real rank zero.
Proof. This follows from Theorem 5.2 of [22] and Theorem 4.6, together with the
existence of a simple AH algebra with the required Elliott invariant. See Lemma 7.5
of [37] for how to put everything together. 
The converses of Theorem 4.6 and Corollary 4.7 are of course easy. (See Propo-
sition 1.10(a) of [36].)
Corollary 4.8. For j = 1, 2 let Xj be an infinite compact metric space with
finite covering dimension, and let hj : X → X be a minimal homeomorphism. Let
Aj = C
∗(Z, X, hj). Suppose that ρAj (K0(Aj)) is dense in Aff(T (Aj))) for j = 1, 2.
Then A1 ∼= A2 if and only if
(K0(A1), K0(A1)+, [1A1 ], K1(A1))
∼= K0(A2), K0(A2)+, [1A2 ], K1(A2)).
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Proof. This is immediate from Theorem 5.2 of [22] and Theorem 4.6. 
5. Examples
In this section, we describe one general type of example to which our result ap-
plies, and then prove the isomorphism of four fairly specific pairs of transformation
group C*-algebras.
For our general example, we recall briefly the theory of rotation numbers for
automorphisms developed in [9]. Let X be a connected compact metric space, let
h : X → X be a homeomorphism, and let µ be an h-invariant Borel measure on X.
(Exel works more generally with a unital C*-algebra A, an automorphism α : A→
A, and an α-invariant tracial state τ on A such that τ∗(K0(A)) ⊂ Z.) Then the
rotation number ρµh associated with h and µ (Definition IV.1 of [9]) is a homomor-
phism with domain the kernel of the homomorphism id−(h−1)∗ : K1(X)→ K1(X)
and codomain R/Z. It is defined as follows. As usual, let α : C(X)→ C(X) be the
automorphism α(f) = f ◦ h−1. Let u ∈ U(Mn(C(X)) satisfy (id−(h−1)∗)([u]) = 0.
Let v = α(u∗)u. Then [v] = 0 in K1(C(X)). Increasing the matrix size and re-
placing u by diag(u, 1), we may assume that v ∈ U0(Mn(C(X)). Then there exist
a1, a2, . . . , am ∈Mn(C(X))sa such that
∏m
k=1 e
iak = v. Now
ρµh([u]) = Z+
1
2pi
∫
X
m∑
k=1
Tr(ak(x)) dµ(x).
See Section IV of [9] for the details, including the proof that ρµh is well defined; see
Definition II.2 of [9] for the determinant used there.
Definition 5.1. Let X be a connected compact metric space, and let h : X → X
be a homeomorphism. We say that h has an irrational rotation number if there
exists η in the kernel of id−(h−1)∗ : K1(X) → K1(X) and an h-invariant Borel
probability measure µ on X such that, with ρµh as above, one has ρ
µ
h(η) 6∈ Q/Z.
By Theorem VI.11 of [9], one only needs to consider η of the form [u] with
u ∈ C(X).
If X = S1, if h(ζ) = exp(2piiθ)ζ for ζ ∈ S1, and if µ is normalized Haar measure,
then the unitary u(ζ) = ζ has ρµh([u]) = θ + Z. See Example IV.5 of [9].
In this section, we are particularly interested in the uniquely ergodic case.
Lemma 5.2. Let X be a connected compact metric space, let h : X → X be a min-
imal homeomorphism, and let A = C∗(Z, X, h). Suppose that h is uniquely ergodic
and has an irrational rotation number. Then ρ(K0(A)) is dense in Aff(T (A)).
Proof. We identify Aff(T (A)) with R. Clearly ρ(K0(A)) contains Z. It follows from
Theorem V.12 of [9] that the image of ρ(K0(A)) in R/Z contains θ + Z for some
θ 6∈ Q. So ρ(K0(A)) contains Z+ θZ, which is dense in R. 
Corollary 5.3. Let X be a finite dimensional connected compact metric space
and let h : X → X be a minimal homeomorphism. Suppose that (X,h) is uniquely
ergodic and has an irrational rotation number. Then C∗(Z, X, h) is a simple unital
AH algebra with no dimension growth and with real rank zero.
Proof. Combine Lemma 5.2 and Corollary 4.7. 
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Example 5.4. Corollary 5.3 allows us to recover the Elliott-Evans Theorem [7],
stating that the irrational rotation algebra Aθ is an AT algebra with real rank
zero. As noted after Definition 5.1, an irrational rotation has an irrational rotation
number, and it is well known that every irrational rotation is uniquely ergodic.
So Aθ is a simple unital AH algebra with no dimension growth and with real rank
zero. Since its K-theory is torsion free (easily obtained from the Pimsner-Voiculescu
exact sequence [38]), it follows from known results on classification and the range
of the Elliott invariant that Aθ is an AT algebra. (See Lemma 7.5 of [37] for how
to put the results together to get this conclusion.)
Remark 5.5. Let X be a connected compact metric space such that K1(X) is
finitely generated. (For example, X could be a finite CW complex.) Let h : X → X
be a minimal homeomorphism. Suppose that C∗(Z, X, h) has tracial rank zero, or
even just suppose that C∗(Z, X, h) has real rank zero. Then we claim that h has
an irrational rotation number.
To see this, let A = C∗(Z, X, h). Let µ be any h-invariant Borel probability
measure on X, and let τ be the corresponding trace on A. The map ρ : K0(A) →
Aff(T (A)) has dense range by Proposition 1.10(a) of [36]. In particular, τ∗(K0(A))
is dense in R. Let ι : C(X)→ A be the standard inclusion, and let G ⊂ K1(X) be
the kernel of the map id−(h−1)∗ : K1(X)→ K1(X). From the Pimsner-Voiculescu
exact sequence [38], we get an exact sequence as the top row of the following
diagram. The square commutes by Theorem V.12 of [9].
0 −−−−→ ι∗(K0(C(X)) −−−−→ K0(A)
∂
−−−−→ G −−−−→ 0
τ∗
y yρµh
R −−−−→ R/Z.
Since X is connected, τ∗(ι∗(K0(C(X)))) = Z. Therefore ρ
µ
h has dense range. Since
G is finitely generated, this can only happen if its range is not contained in Q/Z.
We now turn specific examples of isomorphisms of transformation group C*-
algebras. Except for Example 5.7, these were discussed in [33], although they
predate that paper; the expected isomorphisms could not be proved there because
of insufficient smoothness.
The first two we consider are covered by Corollary 5.3, but in fact the computa-
tions of the ordered K-theory have already been done.
Example 5.6. For each θ ∈ [0, 1] \ Q, each continuous function f : S1 → R, and
each d ∈ Z \ {0}, we define h = hθ,f,d : S1 × S1 → S1 × S1 to be the inverse of the
homeomorphism
(ζ1, ζ2) 7→
(
e2piiθζ1, e
2piif(ζ1)ζd1 ζ2
)
.
(One sees that the given map does in fact have a continuous inverse by writing
down an explicit formula for it. This homeomorphism is called ϕf,θ in [17].) The
homeomorphism h is minimal by the remark after Theorem 2.1 in Section 2.3 of
[10]. Normalized Lebesgue measure on S1×S1 is invariant, and when f is Lipschitz
this is the only invariant probability measure (Theorem 2.1 of [10]).
Let Bθ,f,d = C
∗(Z, S1 × S1, h) be the crossed product C*-algebra. The Elliott
invariant of Bθ,f,d is computed in [17], and by a more direct method in Example 4.9
of [35]. It is described as follows. Let Aθ be the irrational rotation algebra. The
map S1 × S1 → S1 given by projection on the first coordinate intertwines h and
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the irrational rotation ζ 7→ e−2piiθζ, and therefore gives a homomorphism ϕ : Aθ →
Bθ,f,d. Let p ∈ Aθ be a projection for which the unique tracial state τ on Aθ
satisfies τ(p) = θ, and let β ∈ K0(Bθ,f,d) be the image of the Bott element in
K0(C(S
1 × S1)) under the inclusion. Then
K0(Bθ,f,d) ∼= Z[1]⊕ Zβ ⊕ Z[ϕ(p)],
every tracial state τ on Bθ,f,d satisfies
τ∗(m1[1] +m2β +m3[ϕ(p)]) = m1 +m3θ,
the positive part of K0 is given by
K0(Bθ,f,d)+ = {m1[1] +m2β +m3[ϕ(p)] : m1 +m3θ > 0 or m1 = m2 = m3 = 0},
and
K1(Bθ,f,d) ∼= Z
3 ⊕ Z/dZ.
Although this is not explicitly stated in Example 4.9 of [35], one sees easily from
the computations done there that the image of K1(C(S
1 × S1)) in K1(Bθ,f,d) is a
direct summand, isomorphic to Z ⊕ Z/dZ, with Z generated by the image of the
class of the unitary u(ζ1, ζ2) = ζ1 and Z/dZ generated by the image of the class of
the unitary u(ζ1, ζ2) = ζ2.
Whenever h is uniquely ergodic, Theorem 4.5 applies. In particular, whenever
f1 and f2 are Lipschitz and |d1| = |d2|, it follows from Corollary 4.8 that Bθ,f1,d1 ∼=
Bθ,f2,d2 .
When d = ±1, the K-theory is torsion free, so it follows as in Example 5.4 that
Bθ,f,d is a simple AT algebra with real rank zero.
Example 5.7. Example 3.6 of [15] proves the existence of minimal homeomor-
phisms h1 : X1 → X1 and h2 : X2 → X2 of connected one dimensional compact
metric spaces (which are suspension spaces of minimal homeomorphisms of the
Cantor set and locally look like the product of an interval and the Cantor set)
such that C∗(Z, X1, h1) and C
∗(Z, X2, h2) have the same Elliott invariant but such
that h1 and h2 are not flip conjugate. By Theorem 3.1 and Remark 3.4 of [3], or
by Proposition 5.5 of [29], h1 and h2 are not even topologically orbit equivalent.
However, the Elliott invariants computed in [15] satisfy the dense range condition
in Corollary 4.8, so this theorem implies that C∗(Z, X1, h1) ∼= C∗(Z, X2, h2).
The remaining examples involve disconnected spaces, so arguments using Exel’s
rotation numbers don’t apply. The first is from Gjerde and Johansen [11], and is
discussed in Example 1.6 of [33].
Example 5.8. It is shown in Theorem 4 of [11] that every minimal homeomorphism
h of the Cantor set X has an almost one to one extension which is a minimal home-
omorphism k of a nonhomogeneous space Y with covering dimension dim(Y ) = 1,
such that C∗(Z, X, h) and C∗(Z, Y, k) have isomorphic Elliott invariants. It fol-
lows from Corollary 4.8 that, even though h and k are not even topologically orbit
equivalent, we nevertheless have C∗(Z, Y, k) ∼= C∗(Z, X, h).
In particular, C∗(Z, Y, k) is a simple AT algebra with real rank zero.
The following example of Putnam appears as Example 1.7 of [33]. We refer
to [33] for a more detailed description and the computation of the Elliott invariants
of the crossed products.
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Example 5.9. For any θ ∈ R \ Q let rθ : S1 → S1 be rotation by 2piθ, and let gθ
be the minimal homeomorphism of a Cantor set Xθ obtained by disconnecting S
1
along a single orbit of rθ. (This orbit is the unique minimal set of a suitable Denjoy
homeomorphism of S1, as described in Example 1.7 of [33].) Now θ1, θ2 ∈ R \ Q
be numbers such that 1, θ1, θ2 are linearly independent over Q. Define homeomor-
phisms
h1 = rθ1 × gθ2 : S
1 ×Xθ2 → S
1 ×Xθ2
and
h2 = rθ2 × gθ1 : S
1 ×Xθ1 → S
1 ×Xθ1 .
Then, as shown in [33], the C*-algebrasC∗(Z, S1×Xθ2, h1) and C
∗(Z, S1×Xθ1, h2)
have the same Elliott invariants, and they satisfy the dense range condition in Corol-
lary 4.8. So this theorem implies that C∗(Z, S1×Xθ2 , h1) ∼= C
∗(Z, S1×Xθ1 , h2),
even though, as shown in Example 1.7 of [33], h1 and h2 are not topologically orbit
equivalent.
Since the K-theory is torsion free (Proposition 1.12 of [33]), it follows as in
Example 5.4 that the C*-algebras of such homeomorphisms are simple AT algebras
with real rank zero.
6. Approximate conjugacy
Tomiyama has proved (see the corollary at the end of [45]) that two topologically
transitive homeomorphisms h1 and h2 of compact metric spaces X1 and X2 are flip
conjugate if and only if there exists an isomorphism ϕ : C(Z, X1, h1)→ C(Z, X2, h2)
which sends the canonical copy of C(X1) in the first algebra isomorphically to the
canonical copy ofC(X2) in the second algebra. In particular, this applies to minimal
homeomorphisms. Motivated by this result, the first author introduced (Definition
3.7 of [24]) the following definition.
Definition 6.1. Let h1 : X1 → X1 and h2 : X2 → X2 be minimal homeomorphisms
of infinite compact metric spaces X1 and X2. Suppose that A1 = C
∗(Z, X1, h1) and
A2 = C
∗(Z, X2, h2) have tracial rank zero. Let ι1 : C(X1)→ A1 and ι2 : C(X2)→
A2 be the canonical embeddings. We say that h1 and h2 are C*-strongly approxi-
mately flip conjugate if there exists an isomorphism ϕ : A1 → A2, a homeomorphism
k : X1 → X2, and a sequence of unitaries un ∈ U(A2) such that
lim
n→∞
‖Ad(un) ◦ ι1(f)− ι2(f ◦ k)‖ = 0
for all f ∈ C(X1).
The next theorem is taken from [24]. Before stating it, we introduce some
terminology. Recall Rørdam’s KL-theory, as defined (for separable C*-algebras
which satisfy the Universal Coefficient Theorem) after Lemma 5.3 in [43]. Sup-
pose that A1 and A2 have tracial rank zero and satisfy the Universal Coefficient
Theorem, and that η ∈ KL(A1, A2) gives a unit preserving order isomorphism
Γ(η)0 : K0(A1) → K0(A2). The state space of K0(Aj) is exactly the space of qua-
sitraces on Aj (Theorem 6.9.1 of [2]), and it is easy to see from the definition (see
4.9(ix) of [23]) that if a C*-algebra A has tracial rank zero, then all quasitraces
on A are in fact traces. So η induces a unit preserving affine order isomorphism
L(η) : Aff(T (A1))→ Aff(T (A2)).
We also define ρA : Asa → Aff(T (A)) by ρA(a)(τ) = τ(a) for τ ∈ T (A); no
confusion should arise with the map from K0(A) with the same name.
CROSSED PRODUCTS BY MINIMAL HOMEOMORPHISMS 21
Theorem 6.2. Let the notation and assumptions be as in Definition 6.1. Then
h1 and h2 are C*-strongly approximately flip conjugate if and only if there exists
a sequence of isomorphisms χn : C(X1)→ C(X2) and an element η ∈ KL(A1, A2)
such that:
(1) Γ(η) : K∗(A)→ K∗(B) is a unit preserving order isomorphism.
(2) η × [ι1] = [ι2]× [χn] in KL(C(X1), A2) for all n.
(3) limn→∞ ‖ρA2 ◦ ι2 ◦ χn(f)− L(η) ◦ ι1(f)‖ = 0 for all f ∈ C(X)sa.
Corollary 6.3. Let h1 : X1 → X1 and h2 : X2 → X2 be minimal homeomor-
phisms of finite dimensional infinite compact metric spaces X1 and X2. Set Aj =
C∗(Z, Xj , hj), and assume that ρAj (K0(Aj)) is dense in Aff(T (Aj)) for j = 1, 2,
and that K∗(Xj) and K∗(Aj) are torsion free for j = 1, 2. Suppose that there is a
unit preserving order isomorphism
γ : (K0(A1),K0(A1)+, [1A1 ],K1(A1))→ (K0(A2),K0(A2)+, [1A2 ],K1(A2))
and an isomorphism χ : C(X1)→ C(X2) such that
γ ◦ (ι1)∗ = (ι2)∗ ◦ χ∗ and L(γ) ◦ ρA1 ◦ ι1|C(X1)sa = ρA2 ◦ ι2 ◦ χ|C(X1)sa .
Then h1 and h2 are C*-strongly approximately flip conjugate.
Proof. By Theorem 4.6, the algebras A1 and A2 have tracial rank zero. Since
K∗(Aj) is torsion free, the Universal Coefficient Theorem implies thatKL(A1, A2) =
Hom(K∗(A1), K∗(A2)). (See the discussion before Lemma 5.2 and before and after
Lemma 5.3 in [43].) Similarly, since K∗(C(X1)) is torsion free, KL(C(X1), A2) =
Hom(K∗(C(X1), K∗(A2)). Now the corollary follows from Theorem 6.2. 
Example 6.4. Let θ ∈ [0, 1] \ Q, let f1, f2 : S
1 → R be continuous functions, and
let d1, d2 ∈ Z\{0} satisfy |d1| = |d2|. Let h1 = hθ,f1,d1 and h2 = hθ,f2,d2 be uniquely
ergodic Furstenberg transformations on X = S1 × S1 as in Example 5.6, and let
A1 = C
∗(Z, X, h1) and A2 = C
∗(Z, X, h2). Let ι1 : C(X) → A1 and ι2 : C(X) →
A2 be the canonical embeddings. From the K-theory computation described in
Example 5.6, one sees that there is an isomorphism γ : K∗(A1)→ K∗(A2) which is
an order isomorphism on K0 and such that the following diagram commutes:
K∗(C(X))
=
−−−−→ K∗(C(X))
(ι1)∗
y y(ι2)∗
K∗(A1) −−−−→
γ
K∗(A2).
It follows from Theorem 5.2 of [22] that there is an isomorphism ϕ : A1 → A2 such
that ϕ∗ = γ.
Let τ1 and τ2 be the unique tracial states on A1 and A2.We claim that τ2◦ϕ◦ι1 =
τ2 ◦ ι2. By uniqueness, we have τ2 ◦ϕ = τ1. Let µ be normalized Lebesgue measure
on S1 × S1, which is the unique ergodic measure for both h2 and h2. Then, for
f ∈ C(X), we have
τ2 ◦ ϕ(ι1(f)) = τ1(ι1(f)) =
∫
S1×S1
f dµ = τ2(ι2(f)).
This proves the claim. It now follows from Corollary 6.3 that h1 and h2 are C*-
strongly approximately flip conjugate.
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Suppose that f1 = 0 and d1 = d2 = 1. It has been shown in Example 2.1 of [33]
that there are choices of f2 for which h1 and h2 are not flip conjugate, and even
not topologically orbit equivalent.
Remark 6.5. Let X be the Cantor set and h1, h2 : X → X be two minimal home-
omorphisms. Then Corollary 6.3 implies that h1 and h2 are C*-strongly approx-
imately flip conjugate if and only if there is a unit preserving order isomorphism
between the K-groups K0(X,h1) and K
0(X,h2) of Definition 1.11 of [12]. In [25],
it is shown this is also equivalent to the existence of sequences (kn)n∈N and (ln)n∈N
of homeomorphisms from X to X such that:
(1) For all f ∈ C(X), we have
lim
n→∞
‖f ◦ k−1n ◦ h2 ◦ kn − f ◦ h1‖ = 0 and limn→∞
‖f ◦ l−1n ◦ h1 ◦ ln − f ◦ h2‖ = 0
(2) For every projection p ∈ C(X), for all sufficiently large n, the images of
k∗n([p]) and k
∗
n+1([p]) in K0(C
∗(Z, X, h1) are equal; similarly, for every pro-
jection q ∈ C(X), for all sufficiently large n, the images of l∗n([q]) and
l∗n+1([q]) in K0(C
∗(Z, X, h2) are equal.
If such (kn)n∈N and (ln)n∈N exist, we say (X,h1) and (X,h2) are approximately K-
conjugate. Approximate K-conjugacy is also equivalent to strong orbit equivalence
as in [12]. (See [26].)
Approximate K-conjugacy can also be defined for more general spaces. See [25],
[24], and [26]. In [26], approximate K-conjugacy has been studied for homeomor-
phisms of the product of the Cantor set and the circle.
We would like to ask the following question. Let (X1, h1) and (X2, h2) be two
minimal systems, and let A1 = C
∗(Z, X1, h1) and A2 = C
∗(Z, X2, h2). Suppose that
ρ(K0(A1)) and ρ(K0(A2)) are dense in Aff(T (A1)) and Aff(T (A2)), and that h1
and h2 are C*-strongly approximately flip conjugate. What additional hypotheses
are required for h1 and h2 to be approximately K-conjugate?
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