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State-of-the-art object recognition systems, and computer vision methods in general, are
getting better and better at a variety of tasks. Many of these techniques focus on general object
categories, like person or bottle, and use many hundreds or thousands of training examples per
category. Some domains, such as robotics, require recognition of fine-grained object instances,
such as a 16oz. bottle of Coke, and only have access to limited training data.
In this work we look at how to build data and adapt successful computer vision techniques
for fine-grained object recognition tasks. Our Active Vision Dataset is the first deep-learning
scale dataset for instance detection and motion simulation using real images. Our Target Driven
Instance Detection method uses a siamese convolutional neural network to focus on specific fine-
grained object instances, and has the capacity to generalize to instances outside its training set.
Our SymGan method used the Generative Adversarial Network paradigm to train a 3D object
orientation predictor that is robust to object symmetries.
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encouragement. To Jana Košecká, thank you for making yourself and your students at George
Mason University available for very helpful collaboration. I would also like to thank the other
members of my committee, Tamara Berg, Jan-Michael Frahm, and Marc Niethammer, each of
which have offered lots of advice and had direct impacts on my research.
My advisors at NVIDIA Research, Jonathan Tremblay, Ming-Yu Liu, and Dieter Fox gave
great advice and research ideas throught my time there. My lab mates Adam Aji, Akash Bapat,
Marc Eder, Cheng-Yang Fu, Rohit Gupta, Xufeng Han, Dinghuang Ji, Hadi Kiapour, Hyo Jin
Kim, John Lim, Wei Liu, Eunbyung Park, Ric Poirson, Johannes Schonberger, Misha Shvets,
Sirion Vittayakorn, Thanh Vu, Ke Wang, Zhen Wei, Yi Xu, Licheng Yu, Dongxu Zhao, Enliang
Zheng, and Yipin Zhou have all been great to work with, and have made my time at UNC more
fun and rewarding. Thank you to all of my other collaborators, including the multiple undergradu-
ate groups who built some amazing tools for both my research and their course projects.
I would never have made it through my five plus years here without the amazing staff at UNC,
Murray Anderegg, Bil Hays, John Sopko, Missy Wood, Jody Gregoritsch, Denise Kenney, Mike
Stone, Mike Carter, Jim Mahaney, and many others.
Thank you to my closest collaborator, my wife Marcy, who not only supported me through
my time here as a friend, but also helped build a very suspect camera mount, and labeled thou-
sands of objects for our data collection project.
iv
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
LIST OF ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
CHAPTER 1: INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Outline of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
CHAPTER 2: TECHNICAL INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Task Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Basic Overview of a Training Simple Net . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Object Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Generative Adverserial Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
CHAPTER 3: RELATED WORKS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1 Datasets in Computer Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.1 Object Pose Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.2 Active Focused Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Object Classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Object Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Object Pose Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
v
3.6 Generative Adverserial Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.7 Domain Randomization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.8 Active Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
CHAPTER 4: BUILDING A DATASET FOR VISION AND ROBOTICS. . . . . . . . . . . . . . . . . 25
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Simulating Motion for Robotic Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3 Data Collection Process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4 Data Labeling Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5 Detection Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5.1 Instance Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.5.1.1 Qualitative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.6 How Motion Affects Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.7 Active Vision Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.8 Formalizing Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.8.1 Task: Active Object Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.8.1.1 Known Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.8.1.2 Unknown Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.8.1.3 Transfer Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.8.2 Task: Class-incremental Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
CHAPTER 5: IMPROVING DETECTION FOR FINE-GRAINED OBJECT INSTANCES 46
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2.2 Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2.2.1 RPN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
vi
5.2.2.2 Box Detection Head . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.3 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.3.1 Object Instance Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3.1.1 Active Vision Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3.1.2 GMU Kitchens to AVD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3.2 One-Shot Instance Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.3 Few Shot Instance Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4 Feature Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.5 Analysis, Limitations, and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
CHAPTER 6: OBJECT POSE ESTIMATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2 General Class 3D pose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2.1.1 Pose Estimation Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2.1.2 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2.2.1 Pascal 3D+ Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2.2.2 Comparison to state-of-the-art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.3 Household Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.3.1 Experiments on Household Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3 SymGAN: Orientation Estimation without Annotation for Symmetric Objects . . . . . . 79
6.3.1 Object Pose and Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3.2 SymGan Method Overview: 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3.3 Experiments on 2D Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
vii
6.3.4 Dataset & Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3.6 Extension to 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.7 Training Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.3.8 Experiments in 3D: T-LESS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.8.1 Model Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.8.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3.8.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3.8.4 Results on Symmetric Views . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4 Discussion & Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
CHAPTER 7: DISCUSSION AND FUTURE WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
viii
LIST OF TABLES
Table 4.1 – MAP detection results. Since small boxes are challenging for detection
systems to reproduce, we train/test our detector first using only boxes of
size at least 100x75, and then re-train/test on all boxes at least 50x30. . . . . . . . . . . . 33
Table 4.2 – Active vision results for different splits. Columns represent number of moves.
Numbers are accuracy of the classifier, averaged across all instances in
all test scenes. The goal of our system is to move in the scene to increase
classification accuracy for a particular instance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Table 5.1 – Ablation study of features in TDID-RPN embedding on various object sizes
in AVD split 2 (Ammirato et al. (2017)). IMG==scene image features, CC==cross-
correlation, DIFF==difference. mAP reported. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Table 5.2 – Speed of various object detectors. Faster-RCNN (Ren et al. (2015)) and
SSD (Liu et al. (2016)) speeds are reported in their respective papers. . . . . . . . . . . . 56
Table 5.3 – How the inference speed of TDID-RPN changes when detecting multiple
instances in a single scene image, on a TITAN X GPU. . . . . . . . . . . . . . . . . . . . . . . . . . 56
Table 5.4 – Instance detection results (mAP) on the AVD dataset, with VGG16 backbone. . . . 58
Table 5.5 – Detection performance (Average Precision) when training on GMU Kitchens
and testing on AVD. *Synthetic images used in Dwibedi et al. (2017) and
ours are slightly different. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Table 5.6 – One-shot instance classification in a scene. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Table 5.7 – Few-shot detection mAP on GMU Kitchens. Instances were not seen as
targets during training. We train the methods with variable numbers of tar-
get images, and fix the number during testing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Table 6.1 – Share vs Separate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Table 6.2 – Training with vs. without ImageNet annotations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Table 6.3 – 24 view model tested on other binnings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Table 6.4 – Speed comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Table 6.5 – Category specific results on Pascal 3D+. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Table 6.6 – Results on the Household Dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
ix
Table 6.7 – Results on T-LESS Dataset T-LESS: Object recall for err vsd < 0.3 on
all Primesense test scenes. The italic number depict the objects with axes
of symmetries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Table 6.8 – Object recall for err vsd < 0.3 on restricted set of views from the test
set. The objects and selected views are exactly those visualized in Figure 6.19.
SymGAN is able to outperform the direct regression baseline on these sym-
metric views by a greater margin than on all test views, illustrating Sym-
Gan’s effectiveness on symmetric objects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
x
LIST OF FIGURES
Figure 2.1 – Examples of classic object recognition problems in computer vision. . . . . . . . . . . 6
Figure 2.2 – Examples of a fine-grained object instances, general object categories,
and general fine-grained classes. Images from Ammirato et al. (2017);
Everingham et al. (2012); Wah et al. (2011). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Figure 2.3 – Example basic neural networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Figure 2.4 – Example application of a convolution filter. The input is first padded with
zeros (for convenience) and then the filter is applied to each location to
form the output feature map. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Figure 2.5 – Visualization of anchor boxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Figure 2.6 – Overview of GAN for image generation. Solid lines indicate forward pass,
dashed lines where the loss is back-propagated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Figure 4.1 – Visualization of camera locations (red) and viewing directions (blue) from
our collections (bottom) and previous datasets (top). We collect densely
sampled RGB-D images of scenes for use in training and benchmarking
active vision systems. The dense sampling allows “virtually” moving a
camera through a scene. While other datasets do sample multiple images
per scene, they often sample either from just a few positions or along only
a few paths through the environment (Lai et al. (2014); Silberman et al.
(2012)). Note that the physical scale is different in each plot. . . . . . . . . . . . . . . . . . . 27
Figure 4.2 – How sensitive our detection system is to change in camera position. As
the distance between two images of an instance increases(x-axis), the change
in detection score(y-axis) tends to increase. Each line represents one in-
stance. The vertical blue line shows our chosen sampling resolution of
30cm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 4.3 – A comparison between an initial depth image(left) and the improved depth
image(right). The improved depth images allow us to better handle oc-
clusion when projecting point cloud labels from the dense reconstruction
to bounding boxes in the RGB images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Figure 4.4 – Four dense reconstructions of scenes from our collected data. We label
objects in 3D using the dense reconstructions then project to each cam-
era image to obtain 2D bounding boxes. (Reconstruction tool from Fu-
rukawa and Ponce (2007).) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
xi
Figure 4.5 – Example of how motion is possible through a scene in AVD via our move-
ment pointers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 4.6 – Detection scores for four different instances in various scenes. Dots are
camera position, color indicates score. Only cameras that see the instance
(purple diamond) are shown. Notice certain viewpoints consistently yield
higher scores. It would be advantageous for a robot to move from green
views to red ones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Figure 4.7 – Example of how movement affects detection output for a single instance.
The proposed box with highest score > .1 for the crystal hot sauce bot-
tle instance is shown in each image. Object instance and scene correspond
to the bottom left plot in Figure 4.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Figure 4.8 – Example paths taken by our active vision system. The arrow indicates
the action chosen by the action network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Figure 4.9 – Overall architecture of our active recognition system. It consists of three
components. A CNN for extracting image features from the entire im-
age given the current view, an instance classifier for classifying the cropped
object, and an action network for selecting the next action in order to im-
prove classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Figure 4.10 –The relative improvement in classification accuracy for different active
vision policies. As the system makes more virtual moves through the scene(T
increases), our method is able to move to a position that increases clas-
sification performance. Making random moves, or just moving forward,
does not improve performance much. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 4.11 –Example “target images”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Figure 4.12 –Some examples of labeled images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Figure 4.13 –Camera locations (red) and directions (blue) from AVD scenes. The dense
sampling of images allows benchmarking active navigation tasks using
visual input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 4.14 –Camera locations (red) and directions (blue) from AVD scenes. The dense
sampling of images allows benchmarking active navigation tasks using
visual input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 5.1 – Example of target images (front and back view of the object), and an in-
put “scene image” that contains the target object in a different pose, par-
tially occluded, at small scale. The object’s bounding box (in red) is in-
cluded in the figure for reference. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
xii
Figure 5.2 – The proposed architecture. The bottom box represents the RPN stage of
Faster R-CNN. The top box is our TDID-RPN model. We enrich the fea-
ture representation with a joint embedding for scene-target pair. TDID
first extracts features from scene and target image (feature extractor weights
are shared), then combines those with a novel TDID-RPN embedding
module, and finally applies the detection prediction head. The detailed
structure of the TDID-RPN embedding module is shown in Figure 5.3
and described in Section 5.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Figure 5.3 – TDID-RPN embedding: given scene (gray) features, and a set of target
(red) features, makes a joint tensor embedding. Target features are pooled
across all views and then depth-wise correlated with (*) and subtracted
from (-) scene features. In final model scene features (IMG in Table 5.1,
dotted line and white box in this figure) are not used. Features for three
target images are shown, but in general any number of views can be used.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Figure 5.4 – Visualization of the CC and DIFF features. The images are 1xC, where
C is the number of feature channels, picked from a random location of
the respective feature map. The CC features give sparse but clear sig-
nals of presence or absence of certain features. DIFF feature provide
more complex information, complementing the sparsity of the CC fea-
tures. Note the images are not at the same scale for easier visualization,
the CC features have much higher raw values than the DIFF features
by the nature of the operations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 5.5 – TDID Box Detection Head (BDH) architecture. For each target image,
first pool to a 2x2 region of interest, then stack along the feature dimen-
sion. Compute the cross correlation as in the RPN module, but for each
view individually. Then max-pool over all views. Convolution layers for
class prediction and bounding box regression not shown. In general any
number of target views can be inputted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Figure 5.6 – Example target images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Figure 5.7 – From Left: target images, scene image, VGG activations, our joint rep-
resentation activations. The top row shows an example where the target
was used in the train set, bottom row shows a novel target. The model
was successful in detection both objects. Ground truth bounding box in
red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
xiii
Figure 6.1 – Default Box Predictions. At each of a fixed set of locations, indicated
by solid boxes, predictions are made for a collection of “default” boxes
of different aspect ratios. In the SSD detector, for each default box a score
for each object categery (Conf) is predicted, as is an offset in the posi-
tioning of the box (Loc). This work adds a prediction for the pose of an
object in the default box, represented by one of a fixed set of possible poses,
P1 . . . Pn. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figure 6.2 – Two-stage vs. Proposed. (a) The two-stage approach separates the de-
tection and pose estimation steps. After object detection, the detected ob-
jects are cropped and then processed by a separate network for pose es-
timation. This requires re-sampling the image at least three times: once
for region proposals, once for detection, and once for pose estimation.
(b) The proposed method, in contrast, requires no re-sampling of the im-
age and instead relies on convolutions for detecting the object and its pose
in a single forward pass. This offers a large speed up because the image
is not re-sampled, and computation for detection and pose estimation is
shared. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Figure 6.3 – Our Model Architecture. Detection and pose estimation network for
the “Share 300” model that shares a single pose prediction across all cat-
egories at each location and resizes images to 300x300 before using them
as input to the network. Feature maps are added in place of the final lay-
ers of a VGG-16 network and small convolutional filters produce esti-
mates for class, pose, and bounding box offsets that are processed through
non-max suppression to make the final detections and pose estimates. Red
indicates additions to the architecture of SSD (Liu et al. (2016)) . . . . . . . . . . . . . . . 69
Figure 6.4 – Pascal 3D+ Qualitative Results. Results on 8 bin detection and pose
estimation on the Pascal 3D+ dataset. Each image has a corresponding
detection class confidence, pose confidence, predicted pose label, and
ground truth pose label, respectively. Columns one and two show cor-
rect pose predictions with high and low detection scores; column three
shows pose predictions that are off by one bin; and column four shows
some difficult examples where our system fails. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Figure 6.5 – Method overview: The generator, composed of both a pose regressor and
a non differentiable renderer, makes a 3D pose prediction and renders
the predetermined object at the predicted pose. The discriminator scores
how visually similar the poses depicted in the images are. This score is
used as training signal for the generator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Figure 6.6 – 2D Symmetric Square leads to ambiguous ground truth. . . . . . . . . . . . . . . . . . . . . . . . 80
xiv
Figure 6.7 – Examples of ‘symmetric’ objects in the T-LESS (Hodaň et al. (2017))
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CHAPTER 1: INTRODUCTION
Humans can use visual input as a rich source of information for interacting with their environ-
ment. The ubiquity of cameras in modern society have made them a cheap and readily available
sensor, enabling robots to make use of perception as well. There is a long way to go, however,
from capturing images with cameras to using that data to inform a robot’s actions. Enter com-
puter vision. A broad field, computer vision studies how to solve problems like understanding
underlying geometry—distance or location of observed entities—higher-level semantic informa-
tion, such as what objects are present.
Object recognition involves identifying objects in images and videos. This includes the pop-
ular tasks of image classification, object detection, and segmentation. There are many problems
in robotics that are obvious applications of object recognition work, in industrial settings such as
the Amazon Picking Challenge, autonomous cars, and assistive robots in the home (Zeng et al.
(2018); Wang and Wong (2019); Geiger et al. (2013)). Most robots outside of extremely struc-
tured assembly line environments could make use of computer vision and object recognition to
better understand and interact with the world.
Image classification in particular has been a driving force behind many of the recent advances
in computer vision. Krizhevsky et al. (2012) revolutionized the recognition field, and computer
vision in general, with their deep-learning based AlexNet submission to the ImageNet Challenge
(Russakovsky et al. (2015)). AlexNet significantly outperformed other methods and in recent
years neural networks, in particularly convolutional neural networks (CNNs), have been a part of
state-of-the-art methods for most object recognition tasks.
One of these tasks, object detection, is of particular interest to robotics applications. The
object detection task aims to localized and identify (classify) objects in a image. For a robot in a
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large and complex environment, breaking down which objects are where can be an important step
in performing successful actions. Girshick (2015) designed the Faster R-CNN object detector,
built on top of other region based CNN (R-CNN) detectors and other works on classification.
The general pipeline is to first detect where objects are in an image, and then for each possible
object identify its type. Recent methods have combined both steps in one, (Redmon et al. (2016);
Liu et al. (2016)) improving speed but sacrificing some accuracy. The speed/accuracy trade-off
is especially interesting in robotics where the vision module will likely be only one part of a
complex system expected to run in real-time.
Perhaps more than anything else, besides the advancement of specialized hardware like the
GPU, large datasets have enabled the application and development of deep-learning and neu-
ral networks for computer vision tasks. Russakovsky et al. (2015) created ImageNet, the first
large scale dataset for image classification containing over 1 million images. Everingham et al.
(2012) and Lin et al. (2014a) collected and released the PASCAL and MSCOCO object detection
datasets respectively, containing tens of thousands of images, enabling research on using CNNs
for object detection. These deep-learning scale datasets usually focus on labeling objects into a
fixed set of general categories such as chair or bottle. This is very useful for many applications
and general computer vision research, but often robots find themselves in more specific situations.
A robot set in a factory or a home will have a relatively small set of distinct individual objects
it interacts with. It is likely important to discriminate between a dining chair and an office chair,
or a bottle of water vs. a bottle of soda, or even a bottle of Pepsi vs. a bottle of Coke. New cat-
egories might also be introduced frequently, when a new product is introduced at the factory or
a new brand of cereal is brought home from the grocery store. Song et al. (2015) envision a sce-
nario where a robot lives in a home and sends images of new objects brought home to the cloud
to be annotated. To enable these kinds of functionalities, we need datasets more suited to robotics
applications.
One defining feature of robotics applications is the necessity and capacity for motion, each
of which have strong implications for vision systems. It is often necessary for a robot to move
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to complete its task, and so a system must be able to use visual input to inform the robot’s ac-
tions. The robot also has the capacity to move, and so a system may be able to use movement to
improve its visual understanding of the environment, for example moving around an occluding
object. A major roadblock of introducing motion in a research setting is the difficulty of repro-
ducing work done on a robot in the real world. It is usually impossible to duplicate the exact
experimental environment in different locations, not least because of simple factors like lighting
changes.
Once a robot recognizes an object, and possibly moves to it, more information is required
for the robot to have a successful interaction. Object pose, a measure of the location and ori-
entation of an object in 3D space, can be useful for multiple downstream robotic tasks such as
grasping. Hodan et al. (2018) organize a benchmark on estimating object pose on objects rele-
vant to robotics applications. Many recent techniques have advanced the state-of-the-art using
deep-learning techniques (Xiang et al. (2018); Sundermeyer et al. (2018); Deng et al. (2019). An
inherent issue of all pose estimation work is the ambiguity of object symmetries. Two views of
an object, two visual inputs to a system, can be identical but have different labels for pose. Find-
ing a robust and elegant solution to this problem is an important component of a robotic vision
pipeline.
In this work we build computer vision tools useful to specific applications in robotics. We
start with data that enables research on a variety of robotic tasks. This includes simulation of
motion in a reproducible way using real images in real environments. General object detection
methods are then extended to improve performance on fine-grained (individual) object instances.
Once these objects are detected, we design a robust training algorithm for deep-learning pose
estimation methods that elegantly handles object symmetries. We detail each contribution below.
1.1 Thesis Statement
Object recognition methods popular in computer vision can be adapted to fit applications
relevant to robotics with suitable data and a focus on fine grained object instances.
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1.2 Outline of Contributions
This thesis contributes to the intersection of computer vision and robotics communities with
the following works:
A dataset for active vision and fine-grained object instances. We build a dataset with two
goals in mind: enabling the simulation of motion using real imagery, and deep-learning scale
examples of fine-grained object instances for object detection (Ammirato et al. (2017)). Using
a robot mounted with a Kinect v2 sensor, we capture data in a regular pattern in indoor environ-
ments, placing a consistent set of grocery store objects in each scene. Using 3D computer vision
techniques, we are able to expedite the labeling process, avoiding crowd-sourcing and producing
high quality labels. We show our capture method is useful for simulation of motion for object
recognition, and that we can learn to improve recognition using active vision.
2D Object Detection for Fine-Grained Object Instances. Using the newly available data,
we design a new object detection method for fine-grained object instances. We adapt methods
like Faster R-CNN (Ren et al. (2015)) designed for general objects, taking advantage of the speci-
ficity of our problem to improve accuracy. In addition to classic object detection on a fixed set of
objects, the ability to recognize new types of objects is of great interest to robotics. We apply our
method to multiple few-shot recognition tasks, recognizing objects from few examples without
retraining our system at all. Our Target Driven Instance Detection method shows state-of-the-art
results on a variety of object detection tasks.
Pose Estimation and Detection We first design a method to combine object detection with
pose estimation into a singular efficient framework, keeping in mind the restraints of robotic sys-
tems in terms of computational resources and time (Poirson et al. (2016)). Our method employs
a binning technique, where we discretize the pose space into coarse intervals (bins), leading to
a less accurate but simpler and faster system. We see our method as a useful first step towards
solving the pose problem with deep-learning techniques, as well as an effective pre-processing
tool to enable a finer-grained pose estimation downstream.
Object Pose Estimation.
4
To overcome the particularly tricky problem of object symmetries, we design a training
method for object pose estimation based on the Generative Adversarial Networks (GAN) frame-
work from Goodfellow et al. (2014). We train not only a network for pose estimation, but also
another discriminative network that implicitly learns object symmetries purely from visual data,
without any hand labeling. We apply our SymGAN method (Ammirato et al. (2020)) to 2D ob-
jects as a proof of concept, as well as to a full 3D dataset (Hodaň et al. (2017)) showing state-of-
the-art results.
5
CHAPTER 2: TECHNICAL INTRODUCTION
Computer Vision is a diverse and popular field with many sub-problems studied by many
researchers. We first will define some of these sub-problems, and a few other terms, so their use
is clear in the remainder of the text. Following these definitions we will delve into some technical
details behind deep-learning techniques for object recognition.
2.1 Task Definitions
Object Classification Object classification is the task of assigning single labels to an image.
Usually the input is a cropped image so that there is one foreground object visible, and the output
is a label for that image. See the left column of Figure 2.1.
Object Detection Object detection can be thought of as object classification, plus localization.
The input is an image, containing any number of objects at any scale, and the output is a set
of bounding boxes. Each bounding box defines a region in the image, and also gives a label
to indicate the class (or type) of object in the box. There is work on both 2D object detection,
where the bounding box is defined only in the image plane, and 3D object detection, where the
bounding box attempts to define the object’s full location in 3D space. In this work, we focus
Figure 2.1: Examples of classic object recognition problems in computer vision.
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solely on 2D object detection, and so will refer to it simply as (object) detection. See the middle
column of Figure 2.1 for an example input image and bounding box output for the ‘dog’ class.
Object Segmentation Object segmentation is similar to object detection but outputs a finer
grained labeling of the image. The input is the same as in detection, but the output is a class label
for every pixel of the input image. See the right column of Figure 2.1 for an example. In this case,
the pixels on the dog are labeled as being in the ‘dog’ class, and every other pixel is ‘background’.
A very important and interesting problem in computer vision, segmentation is not covered in this
thesis.
Fine Grained Object Instances In object recognition, there are many terms for describing
the classes of objects being recognized. We are particularly interested in two attributes classes
of objects can have: intra-class variation and inter-class variation. Arguably the most popular
tasks, like ImageNet classification or MSCOCO detection, operate on what we call general object
categories with large intra-class variation and large inter-class variation. This usually includes
classes like boat, person, cow, etc. Fine-Grained Visual Categorization is another popular task, in
which the classes have small inter-class variation, but there is not much restriction on intra-class
variation. A relatively newly popular task, instance segmentation, requires systems to segment
objects from general object categories, but also distinguish between each occurrence of each ob-
ject category. An instance segmentation input may be an image with three boats visible, and the
goal would be to label each boat as belonging to the general ‘boat’ class, as well as an identifier
distinguishing which boat is which. So the system may output labels for ’boat-1‘, ‘boat-2’, and
‘boat-3’. The term ‘instance’ is also used in many classic computer vision and robotics works to
describe classes of objects with little to no intra-class variation. We define fine-grained object
instances similarly to the classic definition of instances, but add the fine-grained descriptor to
distinguish from instance segmentation, and to indicate that in many cases there is very small
inter-class variation. See Figure 2.2 for examples of each term.
Object Pose
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Figure 2.2: Examples of a fine-grained object instances, general object categories, and general
fine-grained classes. Images from Ammirato et al. (2017); Everingham et al. (2012); Wah et al.
(2011).
We define the full object pose as the six degrees of freedom pose of an object in space, in-
cluding 3D translation (x,y,z position) and 3D orientation (roll, pitch, yaw angles). A variety of
work has studied different parts of this problem. Object detection only deals with the two trans-
lation parameters in the image plane, and ignores the third translation parameter and orientation.
Depth estimation methods output the third out-of-plane translation parameter. Many recent works
have focused on the full 6D problem, as we will discuss below, and some focus only on the 3D
orientation.
Active Vision
Active Vision, not to be confused with Active Learning, is a broad set of problems where the
system has control to move the camera, in a closed loop. This includes tasks such as moving to
the next best view to improve recognition, or actively searching for objects in an environment.
2.2 Neural Networks
Neural networks have been around in the field of computer science in one form or another for
decades. In this thesis, we focus mostly on modern feed forward neural networks. Our goal in
this section is to give an overview of the structure of neural nets and how they can be trained.
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Figure 2.3: Example basic neural networks.
2.2.1 Basic Overview of a Training Simple Net
See Figure 2.3 for two examples of simple fully connected feed forward neural nets. On
the left example, {x0, x1} are the scalar inputs, {h0, h1} are the feature values in the ‘hidden’
layer, and y is the final output. Each edge in the graph represents a scalar weight, w, and each













j is a scalar bias term. In Figure 2.3 the inputs are at
layer l = 0, and the output is at layer l = 1. Our goal is to train the weights to produce the de-
sired output given some input values. In supervised learning, which is the focus of this thesis,
we make use of ground truth labels yGT . Using the ground truth target we can compute a met-
ric, scoring how close the networks output is the GT, commonly called a loss function, denoted
L(y, yGT ).
Ideally we would like to change the weights to minimize the loss function, but it is not im-
mediately clear how to accomplish this. If, however, our loss function is differentiable, we can
easily find how to change the output value to lower the loss by moving in the direction of the
gradient, ∂L
∂y
. Now consider a weight in the output layer, w10,0, that connects {h0, y} in Figure 2.3.
We would like to find ∂L
∂w10,0
. Using chain rule we can see that:
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Figure 2.4: Example application of a convolution filter. The input is first padded with zeros (for











We can continue using chain rule to push the gradient back through every layer of the net-
work, getting equations for how to update every weight and bias. In practice neural nets will also
make use of non-linear activation functions after applying the weights, but these functions can be
seamlessly incorporated into back-propagation as long as they are differentiable. An optimiza-
tion technique such as stochastic gradient descent (SGD) or the Adam optimizer (Kingma and
Ba (2014)) is used to make small updates in the gradient direction in an iterative fashion, as the
inputs to the network cycle through the training dataset.
The requirement that each element of a network be differentiable is an integral requirement
for back-propagation. This will become important when we look at training our SymGAN pose
estimation technique later.
2.2.2 Convolutional Neural Networks
It is possible to input an image to a fully connected network like the examples in Figure 2.3,
but this requires stretching the image to one dimension, losing some of the spatial properties, and
requires a lot of connections (edges) even if the image is of modest resolution. The convolutional
neural network (CNN) solves both problems by introducing the convolution filter. See Figure
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2.4 for an example of applying a filter to an input. In practice the input is often padded with
zeros around the boarders so the output is of the same size, but this is not strictly necessary. The
convolution filter is applied centered at each location of the input, in Figure 2.4 we see it centered







Where {i, j} are indices into the input, I , and {m,n} or indices into the convolution filter, f .
This operation produces what is referred to as a feature map, O, where each element in O is a
feature extracted by the filter. These features could represent things likes the presence of edges
or blobs of color, or higher-level concepts like the presence of eyes or legs, or things that are not
easily interpreted by humans but useful for the network.
Though the example above maintains spatial dimensions when extracting a feature map from
an input, in practice CNNs require some method of down-sampling to reduce the feature map
resolution. Generally it is useful to expand the channel dimension, or number of features (filters),
to get a better semantic representation of the image, and reduce the spatial dimension for effi-
ciency. This down-sampling can be accomplished with convolution filters, namely by increasing
the stride, but is most commonly implemented with pooling layers. These layers behave similarly
to a convolution filter, moving in a sliding window fashion over an input feature map.
2.3 Object Detection
CNNs have been used in variety of tasks in computer vision since their seminal application in
image classification (Krizhevsky et al. (2012)). Object detection is one area that is of particular
interest to this thesis. It is worth taking an in-depth look at one of the most popular and success-
ful modern object detectors, Faster R-CNN (Ren et al. (2015)), as many of the concepts transfer
to our work.
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Figure 2.5: Visualization of anchor boxes.
Faster R-CNN is often referred to as a two-stage object detector, though for our discussion
we will consider three steps. Feature extraction via a backbone network is step zero, converting
the input image to a feature map. Region proposals are generated as step one, via a hand-crafted
method like Selective Search (Uijlings et al. (2013)) in older methods, Faster R-CNN uses a
learned Region Proposal Network (RPN) . The region proposal outputs a set of ROIs (regions of
interest), locations in the image that are likely objects. The ROIs can be pooled to a common size,
resembling classification-style inputs, and then processed by the second-stage network. Generally
this is done at the feature level, after the backbone feature extraction. So the inputs to the second
stage are not crops from the original input image, but are instead crops of the extracted feature
map from step zero. The second-stage network classifies each ROI into one of the pre-defined set
of classes, or background, and outputs location parameters to refine the bounding box location of
the ROI in the original input image.
At its core the RPN is a sliding window object detector. At each location in the extracted
feature map, the RPN makes predictions for a set of ‘anchor boxes’. These anchor boxes have
predefined scales and aspect ratios, set by hand before training. See Figure 2.5 for an example
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Figure 2.6: Overview of GAN for image generation. Solid lines indicate forward pass, dashed
lines where the loss is back-propagated.
of three anchor boxes overlaid on one location of a feature map. The RPN classifies each box as
object or background, and predicts offsets for modifying the bounding box defined by the anchor
boxes scale, aspect ratio, and location in the feature map. At training time each anchor box is
matched to a ground truth box if it has high intersection over union (IOU), or to background
otherwise.
2.4 Generative Adverserial Networks
GANs Goodfellow et al. (2014) have become a popular technique for a variety of tasks. The
method was originally used for image generation (Zhu et al. (2017a); Wang et al. (2018)) but
since has been applied to new domains such as reinforcement learning (Ho and Ermon (2016)).
Our work, SymGAN, uses the GAN framework for object pose estimation. We can, however,
gain useful intuition about the GANs from understanding the original image generation applica-
tion.
See Figure 2.6 for an overview of the original GAN framework for generating synthetic im-
ages. The goal of the system is to train the generator to output realistic looking images from
some random noise vector, more recent work attempts to condition the random noise vector to
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control the content of the output image (Mirza and Osindero (2014)) but that is outside the scope
of this discussion. The goal of the discriminator is to classify an input image as either ‘real’ or
‘fake’. Fake images are those output by the generator, and real images are sampled from some
dataset of actual images from a camera, such as ImageNet. The discriminator loss, D-Loss in
Figure 2.6, is usually a simple classification loss such as cross entropy, though other work has
explored other methods to stabilize training Arjovsky et al. (2017). The generator loss, G-Loss,
is essentially the inverse of D-Loss on the fake images. Intuitively the generator is trying to fool
the discriminator by generating images that look as if they come from the the real image distribu-
tion. More formally, from Goodfellow et al. (2014), the generator, G and discriminator, D, play a





V (G,D) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]
where pdata is the distribution of real images, and pz is the distribution of random noise vec-
tors used as input to the generator. When training the generator, the gradient flows from the loss,
through the discriminator, and finally back to the generator parameters.
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CHAPTER 3: RELATED WORKS
We now explore many related works on a variety of topics relevant to this thesis.
3.1 Datasets in Computer Vision
General Object Categories The datasets that have been a driving force in pushing the deep
learning revolution in object recognition, Pascal VOC (Everingham et al. (2010)), the ImageNet
Challenge (Russakovsky et al. (2015)) , and MS COCO (Lin et al. (2014b)) are all collected from
web images (usually from Flickr) using web search based on keywords. These image collections
introduce biases from the human photographer, the human tagging, and the web search engine.
As a result objects are usually of medium to large size in images and are usually frontal views
with small amounts of occlusion. In addition these datasets focus on general object category
recognition. The state of the art for object classification and recognition in these datasets is based
on either object proposals and feature pooling following (Uijlings et al. (2013)) with advanced
deep networks (Girshick et al. (2014); He et al. (2016)) or on fully convolutional networks imple-
menting a modern take on sliding windows (Liu et al. (2016); Redmon et al. (2016); Poirson et al.
(2016)) that provide frame-rate or faster performance on high-end hardware for some reduction in
accuracy.
Fine-grained Object Instances Fine-grained object instance recognition has generally been
approached using local features or template matching techniques, and sometimes depth data in
addition to the traditional RGB input. A recent relevant example using these types of models is
from Song et al. (2015) that trains on objects in a room and is tested on the same objects in the
room after rearrangement. Research on these types of objects has not been as popular in recent
work, due in part to the lack of larger scale datasets needed to training deep learning techniques.
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There are many RGB-D datasets available today, but none with a focus on simulating robotic
motion through an environment, or with deep-learning scale real-world examples of fine-grained
object instances. Firman (2016) gives a fairly comprehensive list of various RGB-D datasets,
including some that focus on fine-grained object instances. We categorize these datasets into two
sets: ‘table-top’ data and ‘scene-focused’ data. Singh et al. (2014); Lai et al. (2011) are two pop-
ular examples of ‘table-top’ style data. This type of data, especially the data in BigBIRD (Singh
et al. (2014)), is similar to what manufactures may provide for robots in the future. BigBIRD
consists of 125 objects, each placed on a turn-table with a plain white background. Each object
is then rotated 360°, stopping every three degrees to capture photos from five different elevations,
resulting in six-hundred images per object. Lai et al. (2011) perform a similar capture procedure,
gathering data for 300 fine-grained object instances. While not capturing real-world scenes, the
number of views and detail for each instance in this data can provide valuable training data for
instance recognition systems.
‘Scene-focused’ datasets (Silberman et al. (2012), S. et al. (2015),Lai et al. (2014), and Geor-
gakis et al. (2016)) do explore environments beyond ‘table-top’ data but do not have a dense set
of views to simulate robot motion and can often be simple/staged compared to real-world scenes.
These data-sets often have only one or two paths through the scene. An actual robot in the real-
world has many choices of where to move, and the controller has to be able to pick a good path.
3.1.1 Object Pose Datasets
Datasets focused on object pose, as defined above, are also usually capturing objects in
the fine-grained object instance domain. Recently a set of the these were collected and given
a common format to construct the BOP: Benchmark for 6D Object Pose Estimation (Hodan et al.
(2018)). The datasets cover a wide range of objects and environments. Of particular interest to
this work is the T-LESS dataset (Hodaň et al. (2017)), which captures 30 low-texture fine-grained
object instances in cluttered ‘table-top’ style data.
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3.1.2 Active Focused Datasets
There has been a recent influx of datasets focusing on active vision tasks, where visual ob-
servations are considered jointly with some control/action authority. The existing datasets vary
in the level of visual realism they provide, their scale, the type of modalities they can simulate
and ability of agents to interact in the world. They can be broadly partitioned into CG synthetic
worlds derived from the original SUNCG (Song et al. (2017)) dataset or datasets derived from
scans of the real world (Chang et al. (2017)).
Matterport3D (Chang et al. (2017)) is a large-scale RGB-D dataset containing 10,800 panoramic
views about 1-1.5m apart with surface reconstructions, camera poses, and 2D and 3D semantic
segmentation annotations. The scale and visual realism of the data is impressive, but the poses
where high resolution panoramas are available are quite sparse. Views generated outside of the
panorama grid are obtained by rendering mesh reconstructions and have notable artifacts.
The MINOS (Savva et al. (2017)) environment is a synthetic environment which contains
both synthetic scenes from SUNCG (with over 45,000 scenes) and meshes of reconstructed
scenes from the Matterport3D dataset (with 90 multi-floor houses). While the scale of the dataset
is appealing, the quality of the visual observations is limited to either synthetic renderings of
SUNCG scenes or renderings of reconstructed meshes, which suffer from many reconstruction
artifacts affecting the visual observations. Additional sensing modalities of depth, plane normals
and semantic segmentation and capability of arbitrary viewpoints and continuous motion are
enabled by the dataset. House3D (Wu et al. (2017)) is also a fully simulated large scale environ-
ment derived from SUNCG and enables visual observations as rendered views along with depth
and semantic segmentation.
Efforts to eliminate some of the reconstruction artifacts have been tackled recently by Xia
et al. (2018), using a novel image-based rendering approach to eliminate some of the visual arti-
facts. The resulting rendered views while free of some artifacts are still quite blurry.
The AI2-THOR (Kolve et al. (2017)) environment also falls into the category of CG synthetic
environments allowing continuous and discrete motion and near photo-realistic 3D indoor scenes.
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The API for this environment does not provide access to other modalities and the initial scale of
the environments is smaller than other synthetic datasets (2-3 bedroom houses compared to multi-
story buildings provided by Matterport3D and SUNCG). Another effort at a simulated world is
from Weichao Qiu (2017).
The tasks studied in the context of these datasets and environments include navigation (Gupta
et al. (2017)), target driven navigation (Zhu et al. (2017b)), visual question answering (Das et al.
(2017)), and planning (Anderson et al. (2017)). While it can make sense to study each of these in
both completely artificial environments as well as real scenes, using real imagery allows probing
aspects of visual perception that might over-fit or otherwise yield unrealistic performance on CG
data.
3.2 Object Classification
Object classification is a well-studied problem in computer vision and was the first applica-
tion of the deep learning revolution in the field with the introduction of AlexNet (Krizhevsky
et al. (2012)). AlexNet was able to outperform all other traditional hand-crafted techniques on the
ImageNet Challenge by using convolutional neural networks (CNN) to learn a classifier end-to-
end. Then Simonyan and Zisserman (2015) designed an even bigger and deeper CNN for image
classification, extending AlexNet’s eight layer CNN to sixteen and nineteen layer CNNs. More
recently, ResNet (He et al. (2016)) and ResNeXt (Xie et al. (2017)) have further improved the
state-of-the-art for ImageNet classification, using CNNs that are over one-hundred layers deep.
The addition of ‘residual’ connections in these networks alleviates the vanishing gradient prob-
lem common in training very deep networks, and enabled CNNs to surpass human performance
on some image classification tasks (He et al. (2015)). The advancements of image classification
networks have had a direct impact on detection methods, as we will discuss below.
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3.3 Object Detection
Pre-Deep Learning Traditional methods for object detection in cluttered scenes follow the
sliding window based pipelines using hand crafted features such as HOG (histogram of gradients)
(Dalal and Triggs (2005)). Efficient methods for feature computation and classifier evaluation
were developed such as Deformable Parts Model (DPM) (Felzenszwalb et al. (2010)). Examples
of using these models in the table top setting include (Lai et al. (2011); Song et al. (2012)). Ob-
ject detection and recognition systems that deal with textured household objects such as Collet
et al. (2011) and Tang et al. (2012) take advantage of the discriminative nature of local descrip-
tors. A disadvantage of these local descriptors is that they usually perform poorly in the presence
of non-textured objects. Some of these issues were tackled by Hinterstoisser et al. (2011) which
used template based methods to deal with such texture-less objects. Hand engineered features
typically work well in table top settings that contain a relatively small number of objects at rela-
tively large scale (Zeng et al. (2018)).
Deep Learning State-of-the-art object category detectors have been improved significantly
over the last few years in both accuracy and speed. These detectors generally rely on a backbone
architecture, such as the popular classification networks VGG (Simonyan and Zisserman (2015))
or ResNet (He et al. (2016)), to extract features from the image and then add a detection module
on top of these features.
Two-stage detectors, such as the R-CNN family of detectors (Girshick et al. (2014); Girshick
(2015); Ren et al. (2015); He et al. (2017)), and R-FCN (Dai et al. (2016)), rely on an initial
region proposal method followed by a classification and location regression of the proposed
regions.
Recent single-stage detectors: YOLO (Redmon et al. (2016)) , YOLOv2 (Redmon and
Farhadi (2017)) , SSD (Liu et al. (2016)), and RetinaNet (Lin et al. (2017a)) skip the RPN stage
and predict the full classification and location regression directly on the feature map extracted
from the backbone network. These works show that fast inference speed can be achieved without
a large drop in accuracy. Recent work has added top-down connections (Lin et al. (2017b); Fu
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et al. (2017); Shrivastava et al. (2016)), which can borrow rich semantic information from deeper
layers and improve in accuracy for small objects, though usually at reduced speed.
Deep Learning and Fine-Grained Instance Detection Classic approaches to detecting fine-
grained object instances often attempt to match low-level hand-crafted features such as SIFT
(Lowe (2004)), in a sliding window manner. Applying deep learning to fine-grained object in-
stances is often a challenge due to the limited amount of training data. The recent release of the
AVD, a contribution of this thesis, and the GMU Kitchens dataset has mitigated this somewhat,
but there is still a gap in scale between instance datasets and those for general object categories.
Dwibedi et al. (2017); Georgakis et al. (2017) attack the problem of limited training exam-
ples by synthesizing new examples with different background images, enabling the use of deep-
learning based detectors. In both of these works general object category detectors such as SSD
(Liu et al. (2016)) or Faster R-CNN (Ren et al. (2015)) are still used to solve the instance detec-
tion problem. One contribution of this thesis is to build a detector using CNNs that is tailored
specifically to the fine-grained instance detection problem.
3.4 Tracking
The tracking problem is, in one popular formulation, related to object detection, in particular
fine-grained object instance detection. Given an initial bounding box of an object, one tracking
task is to localize (detect) the same object appearing in each subsequent video frame. Most recent
approaches in tracking attempt to compute some similarity measure between the target object
crop and a patch in the current query frame, (Bertinetto et al. (2016a) Henriques et al. (2015)
Danelljan et al. (2014)). Held et al. (2016a) combine the features of crops from previous and
current frames to regress the location directly. Valmadre et al. (2017) interpret the correlation
filter learner as a differentiable layer and enables learning deep features that are tightly coupled to
the correlation filter.
Recent deep learning methods, such as Chen and Tao (2017), uses a Siamese network to mea-
sure the similarity in tracking. Bertinetto et al. (2016b) use a correlation filter to transform the
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Siamese network to be fully convolutional. There have been a recent line of Siamese RPN style
networks for tracking released (Li et al. (2018a); Zhu et al. (2018); Wang et al. (2019); Zhang
et al. (2019); Bo et al. (2019)) that are similar to a contribution of this thesis, Target Driven In-
stance Detection, though have important differences. Strong priors on the appearance and loca-
tion of target object and background exist in tracking, namely that neither changes much frame
to frame. These priors include scale, location, illumination, orientation and viewpoint. The fine-
grained object instance detection setting requires robustness to larger changes between target and
query image.
3.5 Object Pose Estimation
Object pose estimation is a popular problem in the robotics and computer vision communi-
ties, and usually consists of 3D localization and 3D orientation estimates to form a full 6D pose.
This problem has been addressed by many works using classic computer vision algorithms, such
as Hinterstoisser et al. (2012); Wohlhart and Lepetit (2015). Pauwels et al. (2016); Tjaden et al.
(2017) use forms of template or feature matching. Tan et al. (2017); Brachmann et al. (2016,
2014) have applied classic machine learning techniques. Wohlhart and Lepetit (2015) introduce
an effective approach to feature learning for simultaneous categorization and pose estimation for
single objects on uniform backgrounds. Recently many works using deep learning and convo-
lution neural networks (CNN) have been proposed (Kehl et al. (2017); Mousavian et al. (2017);
Xiang et al. (2018); Tremblay et al. (2018c); Manhardt et al. (2018); Tekin et al. (2018)).
A natural way to leverage CNNs is to directly regress to pose parameters, this approach lever-
ages data labels directly (Brachmann et al. (2016); Mousavian et al. (2017); Xiang et al. (2018);
Rad and Lepetit (2017); Kundu et al. (2018)). Other methods have focused on regressing to
cuboid vertexes projection which relies on using PnP (Gao et al. (2003)) to retrieve the final pose
(Tekin et al. (2018); Tremblay et al. (2018c); Kehl et al. (2017)). In this work we propose a sys-
tem that also directly regress to the orientation pose (quaternion).
21
Most of these methods need specific handling for symmetrical objects, such as special la-
belling (Tremblay et al. (2018b)). Kehl et al. (2017) added a classifier for pseudo symmetric
objects, but it still requires hand labeling information about the object . Xiang et al. (2018) de-
fined a loss function similar to the average distance metric (ADI) . This approach excels under
objects with very symmetrical shape, the metric matches each point on the 3D model in the pre-
dicted pose with the closest point on from the ground truth pose. Hodan et al. (2016) showed that
using ADI can break under self-occlusion, when the object looks symmetric in two views but
some hidden part has moved, e.g., the handle of a mug . Moreover the loss does not take into ac-
count visual queues, e.g., given an object that is visually dissimilar, but the shape does not change
such as a texture cylinder would get label as symmetrical under the ADI loss.
Sundermeyer et al. (2018) implicitly learn a representation from rendered 3D model views us-
ing an auto-encoder . At test time a crop of the object is encoded and then compared via nearest
neighbor search to a dictionary of encoded poses to retrieve the final orientation. Their method
is limited by the discretization of the object poses, whereas our is technically continuous and
outputs a pose directly.
3.6 Generative Adverserial Networks
Though originally designed for image synthesis, GANs have been applied to a variety of
other problems. Zenati et al. (2018) propose one of many recent techniques for using GANs for
anomaly detection (Mattia et al. (2019)). Abadi and Andersen (2016) use GANs for security, pit-
ting networks against each other to create and crack codes. Ganin et al. Ganin et al. (2018) have
used GANs to learn how a program, e.g. a canvas stroke generator, can produce valid looking
images of characters. Similar to a contribution of this thesis, SymGAN, the gradient loss cannot
flow from the discriminator to the generator. They approach this problem by leveraging reinforce-
ment learning, e.g. maximizing the discriminator output as reward. In SymGAN we leverage a
randomized sampling method to obtain signal from the discriminator.
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3.7 Domain Randomization
Our SymGAN work is also part of a larger effort to accomplish training on simulated data
while running inference on real data, this is also known as the reality gap problem. As such our
method is trained on rendered images while tested on real images and only necessitates a 3D
CAD model of the object of interest, which is often easier to obtain than hand labelling real-
world training data. A popular approach to solve this problem is the usage of domain randomiza-
tion Tobin et al. (2017); Tremblay et al. (2018a) as an inexpensive method to bridge that gap.
This method consists of training a model with extreme visual variety so that when presented
with a real-world image the model treats it as another visual variation. It has been successfully
applied – though usually needing fine tuning or more structure in the randomization to achieve
state of the art results (Prakash et al. (2019); Tremblay et al. (2018c)) – to car detection (Trem-
blay et al. (2018a); Prakash et al. (2019)), pose detection (Tremblay et al. (2018c); Sundermeyer
et al. (2018)), vision based robotics manipulation (Tobin et al. (2017); Tremblay et al. (2018b);
James et al. (2017)), robotics control (Chebotar et al. (2018); Tan et al. (2018)), and more.
3.8 Active Vision
Active vision has a long history in robotics. Early work largely centered around view se-
lection (Bajcsy (1988); Jia et al. (2011)). Others (Karasev et al. (2012); Atanasov et al. (2013);
Velez et al. (2012)) have worked on the problem from a more theoretical perspective, but under
many simplified settings for possible motions, or assumptions about known object models. Newer
methods have investigated learning how to look around a scene (Jayaraman and Grauman (2018,
2016)).
In recent years, next best view prediction has been one of the more popular active vision
problems. However, most of these approaches use CAD models of the objects of interest (Wu
et al. (2015); Su et al. (2015a); E. Johns and Davison (2016)), with some small sets of real-world
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images (Doumanoglou et al. (2016)). CAD models produce encouraging results, but leave out
some real-world challenges in perception.
Doumanoglou et al. (2016) gives a system for object detection, pose estimation, and next
best view prediction. They are able to test their detection and pose estimation system on existing
real image datasets, but need to collect their own data to test their active vision framework. They
collect a small scale dataset of only “table-top” style scenes with about 30-60 images each. This
shows the need for a dataset for active vision, while also showing how difficult it can be to collect
such data at a large scale.
Zhu et al. (2017b) address a related problem, exploring an environment to reach a target
position. They input both a target image (of the desired view) and an image from the current
position, and learn an embedding to aid in navigation. Though framed similarly to our Target
Driven Instance Detector, it is not straightforward to adapt their method to the instance detection
problem, as they aim to move so that the image at the current position matches the target exactly.
The embedding is not designed to localize objects, which is necessary for detection. Furthermore,
the network requires scene-specific layers, while most object detectors are expected to generalize
to unseen environments.
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CHAPTER 4: BUILDING A DATASET FOR VISION AND ROBOTICS
4.1 Introduction
The ability to recognize objects is a core functionality for robots operating in everyday human
environments. While there has been amazing recent progress in computer vision on object clas-
sification and detection, especially with deep models, these lines of work do not address some of
the core needs of vision for robotics. Partly this is due to biases in the imagery considered and
the fact that these recognition challenges are performed in isolation for each image. In robotic
applications, the biases are different and recognition is performed over multiple images, often
with active control of the sensing platform (active vision). We attempt to address part of this dis-
connect by introducing a new approach to studying active vision for robotics by collecting very
dense imagery of scenes in order to allow simulating a robot moving through an environment by
sampling appropriate imagery.
The goals are two-fold, to provide a research and development resource for computer vision
without requiring access to robots for experiments, and to provide a way to benchmark and com-
pare different approaches to active vision without the difficulty and expense of evaluating the
algorithms on the same physical robotics test-bed.
We begin by collecting a large dataset of dense RGB-D imagery of common everyday rooms:
kitchens, living rooms, dining rooms, offices, etc. This imagery is registered and used to form
a 3D reconstruction of each scene. This reconstruction is used to simplify labeling of objects in
the collection in 3D as opposed to individually in the thousands of images of those objects. The
geometric relationship between images is also used to define connectivity for determining what
image would be seen next when moving in a given direction from a given camera position (e.g.
what would I see if I turned right? went backwards?).
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Given this labeled data we adapt a state-of-the-art fast object category detector (Liu et al.
(2016)) based on deep convolutional networks to the task of recognizing specific object instances
in the dataset. While most deep-learning approaches have focused on category detection, instance
detection can be practically useful for robotics. This distinction between recognizing a category
of object, such as chair, versus a specific object, such as a particular 8.4oz Red Bull can is impor-
tant. Our results show that the category detection framework can be adapted to instance detection,
but does not completely solve the problem.
Where the detection framework has difficulty is in the range of scales, viewing directions, and
occlusions present in everyday scenes (e.g. our data) that is different from the biases present in
Internet collected datasets. While the detector performs well for large frontal views of objects
its performance falls for other views. This is quantified in Section 4.5.1. This view-dependent
variation in recognition performance motivates active-vision for object recognition, controlling
the sensing platform to acquire imagery that improves recognition accuracy.
Our high-level goals are based on using the pre-collected dense imagery to develop and test
active-vision algorithms. To validate this approach we begin by demonstrating that the imagery
is sampled densely enough. In particular we care that the results and accuracy of recognition
algorithms on samples of the densely collected imagery are close to the results that would be
achieved if the robot moved continuously through the environment. This is explored in Section
4.2.
Given this validation, we proceed to use the densely sampled dataset to train and evaluate a
deep-network for determining the next best move to improve object classification. The recog-
nition component for this is pre-trained with external data and then a combined network that
performs recognition and selects a direction to move in to improve accuracy is trained on a subset
of the densely sampled data using reinforcement learning. To illustrate one way to use the dataset,
we employ multiple train/test splits to determine the expected increase in accuracy with multiple
moves using our next best move network. See Section 4.7.
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RGBD Scenes v2 NYUD2
Ours Ours
Camera Positions and Directions
Figure 4.1: Visualization of camera locations (red) and viewing directions (blue) from our col-
lections (bottom) and previous datasets (top). We collect densely sampled RGB-D images of
scenes for use in training and benchmarking active vision systems. The dense sampling allows
“virtually” moving a camera through a scene. While other datasets do sample multiple images per
scene, they often sample either from just a few positions or along only a few paths through the
environment (Lai et al. (2014); Silberman et al. (2012)). Note that the physical scale is different
in each plot.
The collected dataset and labels are available at http://cs.unc.edu/˜ammirato/
active_vision_dataset_website/, as well as a small toolbox for visualizations and
loading. Before collection of imagery, release forms were signed and collected allowing free and
legal access to the collected data.
4.2 Simulating Motion for Robotic Vision
There are many parts of a robotic system that may be impacted by movement, but we are
focused on the vision system, in particular object recognition. To find an appropriate sampling
resolution for object recognition, we see how a vision system’s output changes as a function of
camera movement. We need to find a sampling resolution that can simulate motion but is also
practical for data collection purposes.
We first drive our robot around some scenes, capturing video as if the robot is naturally mov-






































How detection changes with movement
Figure 4.2: How sensitive our detection system is to change in camera position. As the distance
between two images of an instance increases(x-axis), the change in detection score(y-axis) tends
to increase. Each line represents one instance. The vertical blue line shows our chosen sampling
resolution of 30cm.
instance detector on each image. For each video, we calculate the difference in detection score
for each instance in all pairs of images. For example, we take the fourth and tenth frame and plot
the difference in score for an instance against the distance the camera moved between frames. We
then plot the distance between the images against the difference in detection score, with results
from four videos in Figure 4.2.
For all instances that were detected in at least one image (score greater than 0), even the
smallest movement of the camera results in some change in detection score. As the distance
between cameras increases, there is a greater change in detection score. We considered the trade-
off of having lower variation in our vision system against practicality of data collection. The
vertical blue line in each plot in Figure 4.2 shows our chosen resolution, 30 cm. We found that
for most instances, the change in score at 30cm is not much different than the changes at smaller
resolutions like 10 or 20cm, and 30cm enabled a reasonable capture time for each scene.
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4.3 Data Collection Process
Our dataset covers a variety of scenes from office buildings and homes, often capturing more
than one room. For example a kitchen, living room, and dining room may all be present in one
scene. We capture a total of 9 unique scenes, but have a total of 17 scans since some scenes are
scanned twice. Each scene has from 696-2,412 images, for a total of 20,916 images and 54,247
bounding boxes. We use the Kinect v2 sensor and code from Wiedemeyer (2015) for collection.
As stated, we aim to be able to simulate robotic motion through each scene with our scans.
At first it may seem the best way to do this is to capture video as the camera moves around the
scene. However, in order to get more than one view at any given point the camera must be rotated
at that point. Itois not possible to visit the infinite number of points in each scene, so a discrete
set of points must be chosen. In a video, even if a consistent frame rate and rotation speed are
maintained, there will be images in between the points of rotation that still represent only a single
view of a position in the scene. This is unnatural for movement. Imagine a robot arriving at a
location and being unable to turn in place.
We choose to have the camera visit a set of discrete points throughout the scene in order to
provide some consistency among the images and camera positions. A video could still be col-
lected at each point of rotation, but this would increase the dataset size unnecessarily. We choose
to sample every 30 degrees at each point of rotation, providing substantial overlap between im-
ages while keeping the number of images in each scene manageable.
The set of points our robot visits in each scene is essentially a rectangular grid over the scene.
We make our points 30 centimeters apart, and justify this in later experiments. Our scenes have
between 58-201 points, which allow many choices of how to move.
Two scans of a scene will have different placements of objects. Only objects that would be
naturally moved in daily life are relocated. For example chairs, books, and BigBIRD objects may
be moved, but sofas and refrigerators will stay put. There are two advantages to scanning each
scene twice. First, we are able to get more data from each scene, which is important given the
limited availability of scenes. Second, we can test a system that learns about objects and a scene
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from an initial scan, and then is tested on the same scene with moved or new objects, e.g. Song
et al. (2015).
Figure 4.3: A comparison between an initial depth image(left) and the improved depth im-
age(right). The improved depth images allow us to better handle occlusion when projecting point
cloud labels from the dense reconstruction to bounding boxes in the RGB images.
Figure 4.4: Four dense reconstructions of scenes from our collected data. We label objects in 3D
using the dense reconstructions then project to each camera image to obtain 2D bounding boxes.
(Reconstruction tool from Furukawa and Ponce (2007).)
4.4 Data Labeling Process
We aim to collect 2D bounding boxes of our 33 common instances across all scenes. In ad-
dition, we need to provide movement pointers from each image to allow movement through the
scene. We provide pointers for rotation clock-wise and counter clock-wise, as well as translation
forward, backward, left, and right.
For each scan of each scene, we create a sparse reconstruction of the scene using the RGB
structure from motion tool COLMAP from Schönberger et al (Schönberger and Frahm (2016);
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Schönberger et al. (2016)). From the reconstruction we get the camera position and orientation
for each image. We don’t use depth information for the reconstruction because our sampling
is so dense that we are rarely testing the limits of the RGB system. See Figure 4.1 for example
reconstructed camera positions.
Using the camera positions and orientations we are able to calculate the movement pointers
that allow navigation through each scene using natural robotic movements.
To label every object instance in each scan, we feed the output of COLMAP into the dense
reconstruction system CMVS/PMVS (Furukawa and Ponce (2007); Furukawa et al. (2010)). This
gives us a denser point cloud of the scene that makes it easy for humans to recognize objects.
We then extract the point cloud of each instance from this dense reconstruction, and are able to
get 2D bounding boxes in every image by projecting the point clouds for each object into each
image. See Figure 4.4. Given that most of our scans include multiple rooms and lots of clutter,
we must account for occlusion or the point clouds will project through walls and occluding ob-
jects and give low quality 2D bounding boxes. We are able use the Kinect depth maps with the
reconstructed point clouds and camera poses to account for some occlusion, but not all. Some
occlusion is missed by the raw depth maps because they are sometimes noisy, giving wrong or no
values for reflectiveshiny surfaces, and are not at the same resolution as the RGB images.
To improve a given depth map D, we build a dense reconstruction by back projecting the
depth maps of cameras that see similar areas of the scene. This solves the difference in resolution
problem, as the other depth maps cover the areas missed by D. We are also able to fill in many of
the missing or wrong values on specular surfaces by taking advantage of the fact that these values
are either zero, or usually much greater than the true depth. Each depth image has a slightly
different view of the specular surface, and so has various correct and incorrect values on that
surface. By projecting the point clouds of many depth images into D and keeping the smallest
value for each pixel, we are able to remove most of the wrong values that are too large, and fill
in a lot of the missing values. As a last step we perform some simple interpolation to attempt
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Figure 4.5: Example of how motion is possible through a scene in AVD via our movement
pointers.
to fill in any holes of missing values that are left. See Figure 4.3 for a comparison of original to
improved depth maps.
Though the improved depths are much better they are still not perfect. There is also noise in
the dense reconstruction and noise in the labeled point clouds. Knowing this, we inspect every
bounding box ourselves to make sure it contains the correct object, and is not of poor quality
(too large or small for the object). We have labeled our scans for BigBIRD objects, yielding an
average of over 3000 2D bounding boxes per scan. We provide some measure of difficulty for
each bounding box based on its size, leaving adding a measure of occlusion for future work. For
our experiments we only consider boxes with a size of at least 50x30 pixels.
4.5 Detection Performance
We aim to show two things: a baseline for instance detection on our data, why it is important
to design systems specifically for robot motion.
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Box Size Split 1 Split 2 Split 3
Boxes > 100x75 .39 .55 .53
Boxes > 50x30 .26 .41 .42
Table 4.1: MAP detection results. Since small boxes are challenging for detection systems to
reproduce, we train/test our detector first using only boxes of size at least 100x75, and then
re-train/test on all boxes at least 50x30.
4.5.1 Instance Detection
We use a state-of-the-art class level object detector as a baseline for instance detection on
our dataset. We choose the Single Shot Detection (SSD) network from Liu et al. (2016) because
it offers both real time detection performance (72 FPS) while maintaining a high-level of accu-
racy. This is exciting for robotics applications for which real time performance is crucial. The
SSD network consists of a base network, in our case VGG (Simonyan and Zisserman (2015)),
with additional feature maps added on top of the base network through a series of 1x1 and 3x3
convolutions.
We separate our dataset into three training and testing splits. Each split consists of eleven
scans from seven scenes as training and three scans from two scenes for testing. Since small
objects present a particularly difficult challenge for our detector, we first only consider boxes
of size at least 100x75 pixels for training and testing. We then include all boxes of size at least
50x30, adding more training data but also a more difficult test scenario.
We use 500x500 images for training SSD. We train the network using an initial learning
rate of 0.001 and train the network for 20,000 iterations with a stepsize of 6,000. We choose to
use the same hyperparameter settings across all splits of the data. The Mean Average Precision
results for each split are shown in Table 4.1. From this table we can see that the network’s perfor-
mance can vary depending upon the training and testing split used. In the next section we explore
how the detection performance is affected by numerous factors in our dataset.
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4.5.1.1 Qualitative Results
As our data has a wide variety of views of each object, varying pose and scale, we wanted to
see how the detector fared with respect to different views. Figure 4.6 shows how detection score
changed when camera position changed relative to an object instance. We can see there is a clear
pattern showing the detector is more reliable in some camera positions than in others. Figure
4.7 shows how occlusion and object pose can greatly impact the detector even though there are
training examples for both cases. We observed similar performance for many objects in all of our
test scenes. This behavior motivates an active system that can move from a position with poor
detection outputs to one with improved performance.
4.6 How Motion Affects Detection
Figure 4.6: Detection scores for four different instances in various scenes. Dots are camera
position, color indicates score. Only cameras that see the instance (purple diamond) are shown.
Notice certain viewpoints consistently yield higher scores. It would be advantageous for a robot
to move from green views to red ones.
There are many parts of a robotic system that may be impacted by movement, but we are
focused on the vision system, in particular object recognition. To find an appropriate sampling
resolution for object recognition, we see how a vision system’s output changes as a function of
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Figure 4.7: Example of how movement affects detection output for a single instance. The pro-
posed box with highest score > .1 for the crystal hot sauce bottle instance is shown in each
image. Object instance and scene correspond to the bottom left plot in Figure 4.6
camera movement. We need to find a sampling resolution that can simulate motion but is also
practical for data collection purposes.
We first drive our robot around some scenes, capturing video as if the robot is naturally mov-
ing through the environment. We then label all BigBIRD instances in the videos, and run our
instance detector on each image. For each video, we calculate the difference in detection score
for each instance in all pairs of images. For example, we take the fourth and tenth frame and plot
the difference in score for an instance against the distance the camera moved between frames. We
plot the results from four videos in Figure 4.2.
For all instances that were detected in at least one image (score greater than 0), even the
smallest movement of the camera results in some change in detection score. As the distance
between cameras increases, there is a greater change in detection score. We considered the trade-
off of having lower variation in our vision system against practicality of data collection. The
vertical blue line in each plot in Figure 4.2 shows our chosen resolution, 30 cm. We found that
for most instances, the change in score at 30cm is not much different than the changes at smaller
resolutions like 10 or 20cm.
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Figure 4.8: Example paths taken by our active vision system. The arrow indicates the action
chosen by the action network.
4.7 Active Vision Experiments
In this section we propose a baseline for an active instance classification task on our dataset.
We envision a scenario where a robotic system is given an area of interest, and the system must
classify the object instance at that location. We assume that given an initial area, localizing the
same area in subsequent images is straight forward. Based on these assumptions, we propose the
following problem setting. As input our agent receives an initial image with a bounding box for
the target object. The agent can then choose an action at each timestep and will receive a new
image and bounding box corresponding with the action. The goal is for the agent to learn an
action policy which will increase the accuracy of the instance classifier.
A straightforward way of training an active vision system for object recognition would be
to train the system to acquire new views of an object when there is occlusion. However, it is not
easy to label and quantify the level of occlusion of a target object. Furthermore, even if these
labels were readily available our intuition about which views are difficult for a classifier would
not necessarily be correct. For example, a classifier may be able to easily recognize some heavily
occluded objects by only looking at some small discriminative part of the object. In addition,
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our dataset contains numerous factors which make the classification task difficult in addition to
occlusions, such as varying object scale and lighting conditions. Therefore, we choose to use
classification score as the training signal for our active vision system. A new view of an instance
can increase both the confidence and accuracy of our classifier. This leads our model to learn a
policy which attempts to move the agent to views that improve recognition performance.
As a feature extractor, we used the first 9 convolutional layers of ResNet-18 models (He et al.
(2016)), which recently showed compelling results on the 1000 way ImageNET classification
task. We used pre-trained models written in the torch framework (Collobert et al. (2011)). The
weights for the network are fixed for all experiments although our overall system is end-to-end
trainable. The instance classifier and action network share the feature extractor. See Figure 4.9.
We first train an instance classifier for BigBIRD (Singh et al. (2014)) instances, which appear
in our dataset. One natural choice might be to train the classifier and action network simultane-
ously on our dataset. However, deep neural networks can easily achieve almost 100% classifica-
tion accuracy on our training dataset. This type of over-fitting would prevent our action network
from learning a meaningful policy, and does not perform well on the test set.
Thus, we use images from the BigBIRD dataset for training our instance classifier. Even
though the BigBIRD dataset provides many viewpoints of an instance, it can’t be directly used
for training since it consists of objects against a plain white background. We instead use the
provided object masks to crop the object and overlay it on a random background sampled from
SUN397 dataset (Xiao et al. (2010); Su et al. (2015b)). In order to prevent our network from over-
fitting, we aggressively applied various data augmentations. These included randomly cropping
part of the image, performing color jittering, and sampling different lightening. Additionally,
since our dataset consists of many small object instances, we randomly scaled the object by a
factor ranging from 0.02 to 1.
Our baseline action network is inspired by a recent active vision approach (Jayaraman and
Grauman (2016); E. Johns and Davison (2016)). We use the REINFORCE algorithm to train a
network to predict an action at each time step. At each time step our action network receives as
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Figure 4.9: Overall architecture of our active recognition system. It consists of three components.
A CNN for extracting image features from the entire image given the current view, an instance
classifier for classifying the cropped object, and an action network for selecting the next action in
order to improve classification.
input an image and a bounding box for the current position. Our network then outputs a score for
each action: forward, backward, left, right, clockwise rotation, and counter-clockwise rotation.
We fix the maximum number of timesteps during training to be T = 5 steps or until the classifier
achieves more than 0.9 confidence score. If the instance classifier correctly classifies the instance
at the final timestep or reaches a 0.9 score at any timestep, we consider the actions taken by the
action network as correct. We then give the network a positive reward signal to adjust the weights
of the action network to encourage the chosen moves.
More formally, we want to maximize the expected reward with respect to the policy distribu-
tion represented by our action network.
J(θ) = Ep(a1:T |φ(I1:T ),bb1:T ;θ)[R] (4.1)
Where φ(I1:T ) are the CNN features for the images, bb1:T are the bounding boxes of target ob-
jects. If the classification is correct R is the score of the classifier, otherwise R = 0. For simplic-
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ity, we assumed the policy distributions to be independent at each timestep, p(a1:T |φ(I1:T ), bb1:T ; θ) =∏T
t p(at|φ(It−1), bbt−1; θ). In order to compute gradients with respect to the parameters of our ac-
tion network, we use the REINFORCE algorithm, which is sample approximation to the gradient








∇θ log p(ait|φ(I it−1), bbit−1; θ)Ri (4.2)
We evaluate our action network by comparing the accuracy of our classifier at different
timesteps. The action network is used to choose an action at each image location at each time
step, moving to a new image location for the next timestep. We consider how the classification
accuracy changes as the maximum timestep, T , increases.
Since many of the instances in our dataset are small and far away in the image a natural base-
line policy is one that always chooses the move forward action. We additionally compare against
a policy of choosing a random action. Figure 4.10 shows how our system is able to greatly im-
prove classification accuracy by moving to new image locations. We are also able to outperform
the two obvious baselines. Figure 4.8 shows some qualitative examples of our system moving
through a scene.
One potential improvement to our active classification model is a method for aggregating the
views at each time step in order to choose the next action and perform multi-view classification
(Su et al. (2015a); E. Johns and Davison (2016)). We also would like to explore the recurrent
models that could consider history of actions taken. Additionally, the active vision task difficulty
can be further increased by not providing the bounding box. This would require a policy that
considers several hypothesis of both the location and class of the object. We expect that our
dataset will provide a challenging test bed for further active vision research.
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Figure 4.10: The relative improvement in classification accuracy for different active vision poli-
cies. As the system makes more virtual moves through the scene(T increases), our method is able
to move to a position that increases classification performance. Making random moves, or just
moving forward, does not improve performance much.
Number of Moves 0 3 5 10 20
Method Split 1
Ours .30 .43 .45 .49 .51
Random .30 .26 .28 .28 .33
Forward .30 .29 .29 .29 .29
Split 2
Ours .25 .40 .46 .52 .53
Random .25 .24 .26 .29 .33
Forward .25 .29 .30 .31 .31
Split 3
Ours .42 .56 .62 .67 .73
Random .42 .38 .40 .42 .46
Forward .42 .39 .39 .40 .40
Table 4.2: Active vision results for different splits. Columns represent number of moves. Num-
bers are accuracy of the classifier, averaged across all instances in all test scenes. The goal of our
system is to move in the scene to increase classification accuracy for a particular instance.
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4.8 Formalizing Tasks
We define and provide tools for a set of formal tasks we refer to ask Active Vision Dataset
Benchmark (AVDB) (Ammirato et al. (2018a)). The goal of AVDB is to help develop and com-
pare approaches to vision problems that are relevant for robotics on a repeatable real-world envi-
ronment. For each task, a training set, validation set, and test set from AVD is specified, and the
testing methodology fixed. In some cases additional training data from outside sources will be
expected. While the dataset can be used for benchmarking straightforward vision tasks like detec-
tion, we focus on exploring tasks involving active vision, transfer learning, and class-incremental
learning.
For the benchmark we have augmented the original AVD collection with 7 new scans of
scenes to be used in testing. Collectively these new scans account for over 9,000 images and
18,000 bounding boxes.
4.8.1 Task: Active Object Search
The goal of the first task in AVDB, Active Object Search, is to localize and navigate towards
pre-specified objects of interest. Each training and validation episode starts at a random starting
position in a random scene with a random target object. The episode is declared as success when
the navigation strategy stops at a location within <1m of the object and the object is visible in the
image at that location. For each scene/object pair in the test set, we have randomly chosen a fixed
set of starting positions (location + direction). This provides a large test sample while keeping
the starting positions consistent for every evaluation, allowing fair comparisons. Systems will be
evaluated based on the average number of steps needed to achieve success for each scene/object
pair, with an upper bound. We provide an OpenAI Gym style environment that can be used with
the AVD data for training and testing on this task.
Within this Active Object Search task, we define three specific train/test scenarios.
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4.8.1.1 Known Environment
As described in Ammirato et al. (2017), some of the scenes in AVD are scanned twice. In
the second scan some objects are moved around, some are removed completely, and some new
objects are introduced. In this task, the system is given the first scan of a scene during training,
and is tested only on the second scan of that scene.
The training set consists of the first scan of the scene of interest, and optionally any other
scans from AVD or other datasets. The test set is the second scan of the scene of interest, with
a set of starting positions for each object as described above. We have three ”second” scans of
scenes in our new test data, the first scans have already been publicly released. It is expected that
a different model will be used for each test scene as this task is environment specific, and the final
evaluation metric will be averaged over these three scenes.
For validation style data, there exist five scenes in AVD currently that have two scans. We
recommend a system be evaluated using each of these scenes as the scene of interest, one at a
time, for validation before testing.
4.8.1.2 Unknown Environment
In this task, the test scenes are not seen at all during training. We provide four new scenes for
the test set in this task. The training set consists of the currently available AVD scenes, and we
recommend holding out at least three scenes during training for validation. In both the known
environment task and this task, the set of objects being searched for are the same in training and
testing.
4.8.1.3 Transfer Learning
Learning approaches to both visual question answering tasks and navigation strategies typi-
cally require large amounts of training data, which is laborious to attain on real robotic platforms
and does not support the repeatability of the results. Many existing approaches mentioned in the
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Figure 4.11: Example “target images”.
related work section opt to use simulated environments for these tasks. AVDB can be used for
evaluation of the transfer of these tasks to real-world environments.
4.8.2 Task: Class-incremental Learning
A robot in the real world will likely encounter objects outside those in its initial training set.
It would be useful if the robot could recognize these new objects with as few examples and in as
little time as possible.
For this task we consider 27 object instances that are present in AVD. The idea is to train
on scenes considering 17 of the instances, and test on scenes considering all 27 instances. In
addition to training scenes with 17 objects, 1-10 “target images” of each of the 27 objects in
isolation will be provided at test time. The aim is to compare object instance detection with
training in scenes to object instance detection where only a small number of isolated example
images are provided for training.
The training set will consist of all 30,000+ images currently available in AVD, but only sev-
enteen instances will be considered foreground. The other ten instances must be treated as back-
ground, or blacked out, etc. In addition, 1-10 “target images” of the 17 instances are available at
training time. The seven new scenes collected for AVDB compromise the test set, which contains
all 27 instances. “Target images” for the remaining ten test instances are provided at test time.
Use of any additional training data is permitted, as long as the ten test instances are not present
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Figure 4.12: Some examples of labeled images.
as foreground in any training data. Systems will be evaluated using the mean average precision
metric commonly used in object detection, over all 27 instances.
4.9 Conclusion
We introduce a new labeled dataset for developing and benchmarking object recognition
methods in challenging indoor environments and active vision strategies for these tasks. We
establish a baseline for object instance detection and show that the data is suitable for training a
modern deep-learning-based system for next best view selection, using reinforcement learning,
something that usually requires using a robot in the loop or synthetic computer graphics models.
Using our densely sampled RGB-D imagery allows systems to see and be evaluated on real-world
visual perception challenges which include large variations in scale and viewpoint as well as real
imaging conditions that may not be present in CG. We validate experimentally that current state-
of-the-art detection systems benefit from active vision on this real-world data. The dataset and
toolbox for processing are now public.
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Figure 4.13: Camera locations (red) and directions (blue) from AVD scenes. The dense sampling
of images allows benchmarking active navigation tasks using visual input.
Figure 4.14: Camera locations (red) and directions (blue) from AVD scenes. The dense sampling
of images allows benchmarking active navigation tasks using visual input.
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CHAPTER 5: IMPROVING DETECTION FOR FINE-GRAINED OBJECT INSTANCES
5.1 Introduction
Object detection works! Alas, this is not always true, and the specific version of object de-
tection matters. There have been massive improvements in the accuracy of category-level object
detectors based on deep learning (Ren et al. (2015); Liu et al. (2016)). These require many la-
beled training examples of bounding boxes for each category in question (e.g. mug, car), use
various data augmentation approaches to fully leverage that training data, and can take days or
longer to train. This leaves out an important type of object detection problem where the goal is
to detect a specific instance of an object category (e.g. my mug instead of a mug). This setting
applies to real world mobile manipulation tasks including fetch and deliver, and robotic manipu-
lation in industrial environments, where the objects in question are often fine-grained instances.
Instances do not have the intra-class variation of category-level objects, and often a small number
of training examples. The problem of object instance recognition has been tackled in the past
using hand crafted features (e.g. SIFT, SURF) or learning based methods (Hinterstoisser et al.
(2018)). While these approaches work well for textured objects and moderate variations in object
scale they are typically only applicable in table top settings, often require CAD models of objects
of interest and fail when object instances need to be localized and recognized in general scenes.
One approach for applying the progress on category-level detection to fine-grained instances
is to take a small number of example images and artificially create a large number of detection
training examples by composing those examples into scenes (Dwibedi et al. (2017); Georgakis
et al. (2017)). This still treats instance detection as a category detection problem, but creates
enough training examples to train state-of-the-art category detectors. Another possible approach
reduces the training necessary for new targets by preconditioning a network to be robust to view-
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Figure 5.1: Example of target images (front and back view of the object), and an input “scene
image” that contains the target object in a different pose, partially occluded, at small scale. The
object’s bounding box (in red) is included in the figure for reference.
point variation of objects. Recent work by Held et al. (2016b) has shown good accuracy with
such an approach, but considers only classification.
We present a new approach for object instance detection that directly takes advantage of the
uniqueness of instances, and that does not need to be retrained or fine-tuned in order to detect a
new target object and is applicable to object instances detection in complex scenes and at chal-
lenging scales.
This is done by learning an embedding that compares learned features of the target to learned
features at each location in a scene image, and integrating this into a state-of-the-art detection
framework. The Target Driven Instance Detection problem is formulated as follows: given an
input scene image S and a number, T , of images of a target object, output a bounding box around
the target object in S, or no box if the object is not present. See Figure 5.1 for an example with
T = 2 target images with the correct output shown.
The datasets (Ammirato et al. (2017); Georgakis et al. (2016); Lai et al. (2011)) we use to
evaluate our Target Driven Instance Detector (TDID) display a set of object instances in everyday
home environments and exhibit real-world confounding factors such as scale variation, clutter
and occlusion. An important aspect of our Active Vision Dataset Ammirato et al. (2017) (used
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for test in many experiments) is that it was collected to sample views of household rooms from
every position where a robot could navigate. As a result, many objects are quite small in some
views, perhaps when seen across a room, and are partially occluded in many views. The objects
used in our experiments come from the BigBird and RGB-D Object datasets (Singh et al. (2014);
Lai et al. (2011)), and we note that part of the method’s success stems from seeing similar objects
in training. This is the same in previous work to which we compare, and is reasonable to expect
in real-world mobile manipulation applications, but it is important to make this clear.
We summarize our contributions as follows: (1) A novel Target Driven Instance Detector
(TDID) model that easily transforms the current state-of-the-art general object detectors into
instance detectors, as depicted in Figure 5.2. (2) Strong performance improvement on multiple
challenging instance detection scenarios. (3) We compare TDID to previous work on one-shot
training for instance classification, including more classic template matching, matching using
state of the art local features (e.g. SIFT) and show better accuracy. (4) The ability to generalize
detection to unseen instances on challenging datasets without any additional training or fine-
tuning (Ammirato et al. (2018b)).
5.2 Method
5.2.1 Problem Formulation
Instance detection requires a system to recognize and localize specific objects in novel images.
Usually these scene images images contain many objects, some of which are instances to be
recognized. Most object detectors work by training on a set of scene images and ground truth
bounding boxes of objects, and test on novel scene images containing the same types of objects.
General object detectors attempt to find all object instances in a scene image at once.
Our Target Driven Instance Detector (TDID), takes as input not only a scene image, but also
one or more target images. These target images contain only the instance of interest, see Figure
5.1. TDID attempts to detect only this target instance in the scene image.
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Figure 5.2: The proposed architecture. The bottom box represents the RPN stage of Faster R-
CNN. The top box is our TDID-RPN model. We enrich the feature representation with a joint
embedding for scene-target pair. TDID first extracts features from scene and target image (feature
extractor weights are shared), then combines those with a novel TDID-RPN embedding mod-
ule, and finally applies the detection prediction head. The detailed structure of the TDID-RPN
embedding module is shown in Figure 5.3 and described in Section 5.2.
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Figure 5.3: TDID-RPN embedding: given scene (gray) features, and a set of target (red) features,
makes a joint tensor embedding. Target features are pooled across all views and then depth-wise
correlated with (*) and subtracted from (-) scene features. In final model scene features (IMG in
Table 5.1, dotted line and white box in this figure) are not used. Features for three target images
are shown, but in general any number of views can be used.
5.2.2 Network Architecture
Our network is based on the Faster-RCNN two-stage detection pipeline, consisting of a re-
gion proposal network (RPN) and a second bounding box detection head (BDH). An important
difference in TDID is that the RPN is a complete detector on its own. It is optional to use the
BDH to supplement the RPN, trading off a gain in accuracy with a loss of speed. We now step
through each part of TDID’s architecture, and highlight the differences from traditional detectors
and Siamese trackers.
Backbone Network The first step of TDID, as in most recent object detectors, is to extract
features using some backbone network such as VGG (Simonyan and Zisserman (2015)) or
ResNet (He et al. (2016)). We use the same backbone network for the scene image and the target
images, similar to other Siamese style methods.
Target Images Similar to tracking, in contrast with traditional detection, TDID takes as input
a visual representation of the target object to detect. In the tracking problem, a target image is
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given as a crop from the first frame of the video sequence. This gives some context on the pose,
scale, and domain of the target. In TDID’s detection setting, the target image(s) can be from any
domain, any pose, any scale.
Our first step to deal with the scale ambiguity is to resize all target images to be 128 pixels in
the smallest dimension, with more steps to come in the RPN and BDH.
TDID also allows any number of input images for a particular target (tracking usually takes
only a single image), increasing robustness to varying pose as the provided data improves.
5.2.2.1 RPN
TDID’s is similar to Faster-RCNN’s RPN, but adds a novel target/scene joint embedding
different from those of the SiamRPN family of trackers.
Target Pooling We perform two pooling operations on the target features. First, we max pool
the Cxhxw features from each target view down to Cx1x1, where C is the number of feature
channels output from the backbone network, h is height and w is width. We then max pool over
each view to get a single Cx1x1 feature vector. In practice these two pooling operations can be
combined into a single operation, we describe them separately for clarity and to highlight that
there are two domains being pooled, spatial and view.
In the popular tracking networks, the target features are often kept at the same resolution
outputted from the backbone network. Pooling the target features down to Cx1x1 is another
technique for dealing with the unknown scale of the target in the scene image, and allows faster
and easier implementation of the difference features below.
Joint Embedding We construct a joint embedding, see Figure 5.3, of all input images that
can then be further processed for detection. The joint embedding combines feature correlation
and differencing between the target image(s) and the scene image. The operations and features
in the embedding are described below and Table 5.1 shows ablation results as different feature
combinations are considered.
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Figure 5.4: Visualization of the CC and DIFF features. The images are 1xC, where C is the
number of feature channels, picked from a random location of the respective feature map. The
CC features give sparse but clear signals of presence or absence of certain features. DIFF
feature provide more complex information, complementing the sparsity of the CC features. Note
the images are not at the same scale for easier visualization, the CC features have much higher
raw values than the DIFF features by the nature of the operations.
Cross Correlation is widely used in traditional methods with hand-crafted features for simi-
larity matching, and also modern Siamese trackers. We started building the joint embedding by
applying the cross correlation of target features with the scene features, generating a heatmap
with only one channel dimension. This method generates a strong signal for predicting target
presence/absence in each spatial location, but drops rich information from the feature channels.
Depthwise-separable correlation applies correlation at each channel independently. This not only
preserves more information for the subsequent instance localization but also yields high compu-
tational efficiency Howard et al. (2017); Chollet (2017). We use depthwise-separable correlation
in our joint embedding, represented as CC in the ablation study, Table 5.1, and the green box in
Figure 5.3.
Feature differencing is another way to measure similarity. Intuitively, a network attempting
to learn a similarity between image features may do something like learn to subtract them. In-
stead of hoping our network can learn this, we compute the absolute difference between the target
feature vector and each location of the scene features. This feature is represented as DIFF in the
ablation study, Table 5.1, and the purple box in Figure 5.3. See Figure 5.4 for a visualization of
how the difference feature complement the correlation features.
Scene Image Features The features of the scene image from the feature extractor may also
provide useful information for object detection. In the original RPN of Faster-RCNN, these
are the features that are used to predict bounding boxes and potential objects. This feature is
represented as IMG in the ablation study, Table 5.1, and the white box in Figure 5.3.
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Features Used extra small small medium large All
IMG 1.9 7.7 5.1 5.3 2.2
CC 23.8 58.5 44.0 50.7 27.7
DIFF 48.0 74.6 72.3 73.2 52.6
IMG+CC 28.0 54.5 51.4 54.8 31.9
IMG+DIFF 46.2 79.2 72.5 71.3 50.9
CC+DIFF 50.3 78.2 75.1 78.2 55.8
IMG + CC + DIFF 48.4 83.0 73.8 77.1 53.3
Table 5.1: Ablation study of features in TDID-RPN embedding on various object sizes in
AVD split 2 (Ammirato et al. (2017)). IMG==scene image features, CC==cross-correlation,
DIFF==difference. mAP reported.
5.2.2.2 Box Detection Head
To further improve performance, we introduce a novel target driven box detection head mod-
ule. As in the Faster-RCNN framework, the RPN module provides region proposals which are
pooled (via ROI-Pool) and then passed to a box detection head. In TDID, the region proposal fea-
tures are pooled from the original scene features, not from the embedded features, and are Cx7x7.
This allows us to compute a more expensive target/scene embedding based on the proposals that
can increase accuracy.
See Figure 5.5 for a visualization of the BDH. Each target view is first pooled to be Cx2x2,
similar to how the region proposals are ROI-Pooled. This gives a more detailed representation of
the target than the Cx1x1 feature vector used in the RPN. We then concatenate the feature map
along the channel dimension to get a 4 ∗ Cx1x1 feature vector. This concatenation, in contrast to
keeping the target features at Cx2x2, allows use to compute the correlation of this feature vector
with each location in the proposal region without reducing the proposal resolution or introducing
artifacts on the proposal boundaries. This gives us T 4 ∗ Cx7x7 feature maps, where T is the
number of target views. We finally pool over each target view to get a single 4 ∗ Cx7x7 feature
map, and pass this to convolution layers to predict the proposals class and regress bounding box
parameters.
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Figure 5.5: TDID Box Detection Head (BDH) architecture. For each target image, first pool to a
2x2 region of interest, then stack along the feature dimension. Compute the cross correlation as
in the RPN module, but for each view individually. Then max-pool over all views. Convolution
layers for class prediction and bounding box regression not shown. In general any number of
target views can be inputted.
5.2.3 Ablation Study
We run an ablation study to show how using different combinations of features in our joint
embedding affects detection performance. Results are reported for the instance detection task on
split 2 of AVD, using two target images as input to the network. As expected, using just scene
image features, IMG, fails as there is no information about the target instance. Surprisingly,
using just DIFF features provides a strong signal resulting in high detection performance. The
addition of CC features provides a small boost in performance here, and also proved to be useful
in later experiments so it is included in our final model. IMG features do not provided much
new information from DIFF and CC, while adding extra complexity and parameters to the
network and so are omitted from our final model. Using just the CC features is very similar to
what most the Siamese trackers do. Our experiments show, for this detection problem, there is a
better representation.
Final Embedding Our final joint embedding first pools the target features to be N × 1 × 1
where N is the number of channels outputted by the feature extractor. This pooled target feature
vector is then both cross-correlated with, and subtracted from, every location in the scene image
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feature map. These features, CC and DIFF , are then each passed through their own 3× 3 con-
volution to reduce the feature dimension to N
2
. The IMG features, represented by the dotted skip
connection and white box in Figure 5.3, are not used in the final model. The CC and DIFF
features are then concatenated and passed through a final 3× 3 convolution before being sent to the
classification and regression filters.
Figure 5.2 shows the model for one target image and one scene image. In general, many
target images may be used, providing more views of the target instance. Each target image will
generate its own set of CC and DIFF features, which will all be concatenated before going
through their respective 3× 3 convolutions.
Training To construct the training loss, we follow the region proposal settings in Faster R-
CNN. For box localization regression we use Smooth L1 error. Each anchor box is matched to the
ground-truth target object box if its intersection-over-union (IoU) is over 0.6 and to background
if its IoU is lower than 0.3. Since we are only looking for one object at a time, there are only two
classes for each box: target or background.
Inference During inference, we run one input/target pair at a time. In each case we select at
most 5 detections after non-maximum suppression with 0.7 IoU threshold. We use IoU=0.5 as
the matching criteria and modify the COCO evaluation parameters1 for our experiments to report
accurate mean Average Precision (mAP) results.
5.3 Experiments
We evaluate our method on three tasks: object instance detection, one-shot instance classi-
fication, and few-shot object instance detection. For all TDID models we use Pytorch (Paszke




Method Backbone image size speed
SSDLiu et al. (2016) VGG16 512x512 19fps
Faster-RCNNRen et al. (2015) VGG16 600x1000 5fps
TDID-RPN VGG16 960x540 12fps
TDID-RPN VGG16 720x405 19fps
Table 5.2: Speed of various object detectors. Faster-RCNN (Ren et al. (2015)) and SSD (Liu et al.
(2016)) speeds are reported in their respective papers.
# of Instances 1 2 5 10
TDID-RPN
(960x540) 12fps 10fps 6fps 4fps
TDID-RPN
(720x405) 19fps 16fps 10fps 6fps
Table 5.3: How the inference speed of TDID-RPN changes when detecting multiple instances in
a single scene image, on a TITAN X GPU.
5.3.1 Object Instance Detection
For all instance detection experiments, we report the same mAP as regular object detection.
Since our system only considers one object at a time, to calculate mAP fairly we test all pairs of
target object and scene image on our system. For example for AVD there are 30 instances. So for
each image in the test set we run our network (or part of it, see below) 30 times, once for every
instance. A general object detector runs once per image, and outputs boxes for every class. This
seems like a big disadvantage for our system, since it is cumbersome to run the network for every
single instance. In fact, this is where our system gains its advantage. In many applications, the
system will only be looking for one, or very few, object(s) at a time. Our network is able to take
advantage of this to greatly increase performance.
It should also be noted that we do not need to run our entire system multiple times for
multiple targets in one scene image. Once the model is trained, all target features through the
backbone feature extractor can be pre-computed and stored. Then features are extracted for each
scene image once, and we only run the joint embedding and detection head of the network for
each target. See Table 5.3 for a study of how inference time changes as more instances are de-
tected in a single scene image.
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The speed/accuracy trade-off of object detectors has become of great interest in recent years
(Huang et al. (2017)) as general object detectors get better and faster. Table 5.2 compares the
speed of TDID-RPN with the reported speeds of Faster-RCNN and SSD. TDID-RPN is a lightweight
detector and can achieve speeds approaching that of SSD in settings where only a small number
of objects are to be detected, while improving instance detection performance. It is well-known
that use of various feature extraction backbone networks can influence detection performance and
speed, and so we use VGG-16 in this section of the experiments to keep comparisons fair. We use
two target images, one front view and one back view, for these experiments.
5.3.1.1 Active Vision Dataset
We first evaluate our system on a challenging object instance detection dataset, AVD. We use
two target images (provided on the dataset website) for each instance, picking views to maximize
how much of the object is seen. See Figure 5.1 for an example of two target images. We choose
two target images because in general it may be impossible to recognize an instance from the back
if only the front view is provided.
We report results for all three train/test splits reported in Ammirato et al. (2017). For training,
we resize all images to 960x540 and use a learning rate of .001, momentum as .9 and weight
decay 0.0005 and train for 40 epochs with . We then reduce the learning rate by a factor of 10,
and continue training for another 15 epochs. Table 5.4 shows that our method outperforms SSD
(Liu et al. (2016); Ammirato et al. (2017)) on this task consistently, over 14 mAP on each split on
all boxes (boxes > 50× 30).
To produce a TDID-RPN system that runs at the same frame rate as SSD, we resize all im-
ages during testing to 720x405. We test the same model that was trained on the 960x540 images,
and show results in the TDID-RPN(720x405) row in Table 5.4. We can see TDID-RPN still out-
performs SSD by an average of over 5 mAp on all objects, and over 20 mAP on larger objects.
We expect training a model at this resolution could result in even greater accuracy gains, while
maintaining speed.
57
Method Box Size Split 1 Split 2 Split 3




(720x405) 65.6 71.6 72.1
TDID-RPN
(960x540) 70.3 75.4 72.7




(720x405) 35.8 42.7 48.2
TDID-RPN
(960x540) 48.9 55.8 56.5
Table 5.4: Instance detection results (mAP) on the AVD dataset, with VGG16 backbone.
5.3.1.2 GMU Kitchens to AVD
We now compare on a different object instance detection task to Faster-RCNN . Dwibedi et al.
(2017) explore how to create synthetic training data for instance detection, and evaluate how their
synthetic data can improve a detector’s performance when trained on one dataset, but tested on
another. They train/test on the six instances present in both the GMU Kitchens dataset and AVD.
In this task, the detector is trained on the GMU data, and tested on all images in the initial release
of AVD (17,556 images).
First, we train only on the real images from GMU, and test on AVD. We use the same training
hyper-parameters as in the previous instance detection task. On this challenging task TDID-RPN
is able to outperform Faster-RCNN by over 8 mAP.
Next, we add synthetic images to training. Dwibedi et al. (2017) did not release their syn-
thetic images, but did release code to generate them. We use their code and settings described
in the paper to generate 5,160 synthetic images (Dwibedi et al. (2017)) report generating about
6000). Given extra training data, both Faster-RCNN and TDID-RPN improve. TDID-RPN re-































RPN 69.1 46.9 69.7 43.0 62.4 53.7 57.5
Table 5.5: Detection performance (Average Precision) when training on GMU Kitchens and
testing on AVD. *Synthetic images used in Dwibedi et al. (2017) and ours are slightly different.
Method Accuracy
Random 0.3
BRISK Leutenegger et al. (2011) 9.4
ORB Rublee et al. (2011) 6.6
SURF Bay et al. (2006) 10.8
BOLD Tombari et al. (2013) 7.4
SIFT Lowe (2004) 12.9
Line-2D Hinterstoisser et al. (2012) .9
Color Hist Swain and Ballard (IJCV) 9.2
HMP Bo et al. (2013) 25.4
CaffeNet Held et al. (2016b) 41.0
CaffeNet+MVHeld et al. (2016b) 44.1
TDID-RPN(ours) 50.5
Table 5.6: One-shot instance classification in a scene.
59
5.3.2 One-Shot Instance Classification
We have shown our method outperforms state-of-the-art general object detectors on multiple
instance detection tasks. We now show that we can also surpass other instance recognition and
template matching work, as well as generalize to unseen target instances. Held et al. (2016b)
classify images of instances when given only a single image in training. They show a neural net-
work, combined with some multi-view pre-training, can outperform previous non-deep-learning
feature matching methods. Held et al. (2016b) use a CaffeNet (Jia et al. (2014)) classification net-
work, pre-trained on ImageNet (Russakovsky et al. (2015)). They then perform a multi-view pre-
training step on BigBIRD, train on a single example of each instance in the RGB-D Scenes (Lai
et al. (2011)) dataset, and test classification accuracy on crops of instances in RBG-D Scenes.
We adapt our object detection framework to perform classification, and evaluate this modified
network on the same one-shot instance classification task. In this setting, the definition of “target
image” stays the same, but “scene image” is now a classification style image, i.e. a crop around
one object. For a fair comparison, we use AlexNet (Krizhevsky et al. (2012)) (extremely similar
to CaffeNet, same performance on ImageNet classification) pre-trained on ImageNET as our
backbone network. To test how well our system can generalize to unseen target instances, we do
not train on the single example of each test instance as Held et al. (2016b) do. Instead we use the
provided example as the target image at test time, never re-training our network or updating
the weights to recognize these new objects. Even without any fine-tuning on the test objects
our method achieves 50.5% classification accuracy, outperforming the previous deep-learning
approach that does train on the test objects, as well as several feature and template matching
methods. See Table 5.6.
For TDID to generalize to unseen target instances it must be provided with a large variety of
target instances during training. We construct a training set consisting of over 250 instances from
the BigBIRD dataset and RGB-D Object Dataset. We are careful to not include any instances in
training that overlap with those in the test set, RGB-D Scenes, excluding any instances from the
test categories: bowl, cap, cereal box, coffee mug, flashlight, soda can. The BigBIRD images are
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method 1 Target 3 Targets 10 Targets
TDID-RPN 26.5 29.7 31.4
TDID-Full 30.5 33.0 38.1
Table 5.7: Few-shot detection mAP on GMU Kitchens. Instances were not seen as targets during
training. We train the methods with variable numbers of target images, and fix the number during
testing.
cropped using the provided segmentation masks to produce classification images. The instances
from the RGB-D dataset are placed against random background images from the background
images of RGB-D Scenes, as in Held et al. (2016b).
The instance detection task in previous sections stress finding small objects in large scene
images, while in classification the object of interest fills almost the entire image. To enable TDID
to recognize these relatively large objects, we adjust the default anchor boxes to be very large,
covering almost the entire image. This means instead of predicting classification scores and
regression parameters for a large grid of anchor boxes as in Figure 1a, there exist only a few large
anchor boxes to be classified.
During training, we ignore any loss associated with bounding box regression, and only fo-
cus on classifying the anchor boxes. Since all anchor boxes are large, and the object of interest
fills most of the image, we treat all anchor boxes as positive examples when the target image
matches the object to be classified. We train with a batch size of 128, and sample training exam-
ples such that the target matches the scene image 50% of the time. The learning rate is set at .001,
momentum .9 and weight decay 0.0005 while training for 20,000 iterations. At test time, our
classification score for the image is taken as the maximum score of any anchor box.
5.3.3 Few Shot Instance Detection
We next explore few-shot instance detection with a variable number of examples of each in-
stance available at test time. See Figure 5.6 for example target images. In contrast with usual
few-shot tasks, we do not train on examples of test objects. We use the examples as target images
at test time, requiring our detector to generalize to object instances not in the training set without
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Figure 5.6: Example target images.
any on-line training or fine-tuning. High performance on this task could be useful for many appli-
cations where the system is given just a few examples of a target object but does not have time to
re-train. We test on the instances in the GMU Kitchens dataset.
As in the previous experiment, to enable TDID to generalize we constructed a training set
with many different target instances, from AVD, BigBIRD, RGB-D Objects, RGB-D Scenes,
ImageNET VID (Russakovsky et al. (2015)), and MSCOCO (Lin et al. (2014a)). VID consists of
snippets of video with one or more objects labeled with a bounding box. While training TDID,
we first choose a video at random, then choose an object as the target, and crop random frames of
the video to get target images. Another frame from the video is chosen as the scene image 50%
of the time, while a frame from a different video is chosen the other 50%. This means the target
object is visible in the scene image in half of the examples.
MSCOCO provides general category level object detection annotations. When choosing a
training sample, we first crop a scene image with a ground truth bounding box to get a target im-
age. We then apply various data augmentations to the target image including rotation, flipping,
re-sizing, and randomly adjust the images brightness, hue, contrast, and saturation. These aug-
mentations make the task of located the target object in the same scene image we cropped it from
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non-trivial and useful for training TDID. As with VID, in 50% of samples the target object is
visible in the scene image, and for the other 50% we use a random scene image where the object
is not visible.
We further increase the number of target instances seen during training by adding in images
from the AVD dataset. In addition to the released bounding box labels for the BigBIRD-like
instances, we take advantage of the structure of the AVD dataset to add more target instances to
training. We start with an image, I , in a scene, S. Using selective search (Uijlings et al. (2013)),
we can get the bounding box of some object or region, O, in I . Using the camera locations and
depth images provided by AVD, we can project 0 to world coordinates and then project back
into every other image in S. This gives us more target instances almost for free. Unfortunately
this setup is still experimental, and is not always robust to occlusion and other factors. Therefore
we only generate samples from two scenes from AVD, adding a total of about 5000 target/scene
image pairs. Future work includes making this process more robust to hopefully greatly increase
the generalizability of TDID.
We also train on the same instances from BigBIRD and RGB-D objects as in previous experi-
ments. Instead of cropped classification images we use code from Dwibedi et al. (2017) to place
the objects in 1449 images from NYUD2 (Silberman et al. (2012)) to create a large synthetic
instance detection dataset.
To enable better generalization we use a higher capacity backbone network, ResNet-50 (He
et al. (2016)), pretrained on ImageNet. We take features from the conv3 layer and pass these
to our embedding module to make predictions. We use a similar training method to previous
experiments, training for 100,000 iterations with a starting earning rate of .005 decaying every
20,000 iterations to .0001.
We test both TDID-RPN and TDID-Full, which includes the RPN and BDH modules. A
shown in Table 5.7 both models are able achievable reasonable performance levels. TDID-Full




Figure 5.7: From Left: target images, scene image, VGG activations, our joint representation
activations. The top row shows an example where the target was used in the train set, bottom row
shows a novel target. The model was successful in detection both objects. Ground truth bounding
box in red.
know of many other few-shot object instance detectors, and hope TDID’s performance on this
challenging task can be a valuable baseline for future work.
5.4 Feature Visualization
Figure 5.7 shows a visualization of activation responses from hidden layer neurons in our net-
work. To visualize these activations we take the average value across all channels in each spatial
location. This corresponds to finding locations where a large number of neurons are activated.
We analyze two heatmaps: VGG features (after fine-tuning) from the scene image and the joint
representation that is directly fed into the detection prediction head.
Two scene-target pair cases are demonstrated. In the first case the target was seen during
training. VGG features show that neurons fire in locations where objects are present. Notice how
the activations change when going to the joint representation: a clear peak corresponds to the
actual target location.
The second target was not seen during training. As in the previous case, VGG activations
highlight various objects present in the scene and a medium activation is visible on the actual
target. It is not easy to distinguish between the target and other objects. The joint representation
magnifies activations on the objects that are similar to the target and the peak activation blob
highlights the actual target, although the difference in activations is expectedly weaker.
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5.5 Analysis, Limitations, and Future Work
TDID is able to outperform previous object recognition systems at a variety of challenging
tasks. Given the comparison of a target to a potential detection, the remaining classification
problem is binary, matching the target or not. Category detection methods need to discriminate
between many different classes, both requiring more training data per class, and often a second
stage network (e.g. in the Faster RCNN, consisting of RPN followed by classification and final
bounding box regression). Our method is based on the idea that it is sometimes easier to learn
to compare two things, than to learn about every object. This may be especially relevant when a
small number or only one training example is used as shown in the results in Table 6 where TDID
outperforms a wide range of methods on single shot classification.
Our method still has the same difficulty of detecting small objects, as can be seen in the drop
in performance as box size changes in Table 5.4. In addition, while TDID’s ability to detect
objects it has never seen during training (Table 5.7) is exciting, the objects it can generalize to are
still limited. All of the train/test objects came from a similar household/grocery store domain.
Future work includes improving the generalizability and detection performance of TDID to
objects across many different domains. We hope in the future an object detection system will
be able to work off the shelf, detecting any objects a robot or other system may be interested in
without the need for further training.
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CHAPTER 6: OBJECT POSE ESTIMATION
6.1 Introduction
For applications in navigation and robotics, estimating the 3D pose of objects is as impor-
tant as detection. Training a computer vision system to predict an object’s pose is crucial to
improving robotic manipulation, where robots can easily locate and then grasp objects. Many ap-
proaches to pose estimation rely on detecting or tracking parts or keypoints (Pepik et al. (2012);
Xiang et al. (2014)). Our work focuses on predicting pose directly from the visual appearance of
the entire object, subject to occlusion.
General 6D pose can be broken into two parts, 3D localization and 3D orientation. Our first
step in recovering an object’s pose combines 2D localization (object detection) with a coarse
measure of orientation. This method proves fast and accurate at a high-level, making it an ideal
pre-processing step for a finer-grained orientation estimation like our second work, SymGAN.
6.2 General Class 3D pose
We first build on a recent state-of-the-art convolutional network for sliding-window detection
(Liu et al. (2016)) to provide both detection and rough pose estimation in a single shot, without
intermediate stages of detecting parts or initial bounding boxes. While not the first system to treat
pose estimation as a categorization problem, this was the first attempt to combine detection and
pose estimation at the same level using a deep learning approach. The key to the architecture is a
deep convolutional network where scores for the presence of an object category, an offset for its
location, and the approximate pose are all estimated on a regular grid of locations in the image.
The resulting system is as accurate as very recent work on pose estimation (42.4% 8 View mAVP
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Figure 6.1: Default Box Predictions. At each of a fixed set of locations, indicated by solid boxes,
predictions are made for a collection of “default” boxes of different aspect ratios. In the SSD
detector, for each default box a score for each object categery (Conf) is predicted, as is an offset
in the positioning of the box (Loc). This work adds a prediction for the pose of an object in the
default box, represented by one of a fixed set of possible poses, P1 . . . Pn.
on Pascal 3D+ Xiang et al. (2014)) and significantly faster than recent approaches (46 frames
per second (FPS) on a TITAN X GPU). This approach to detection and rough pose estimation is
fast and accurate enough to be widely applied as a pre-processing step for tasks including high-
accuracy pose estimation, object tracking and localization, and visual SLAM.
6.2.1 Model
For an input RGB image, a single evaluation of the model network is performed and produces
scores for category, bounding box offset directions, and pose, for a constant number of boxes.
These are filtered by non-max suppression to produce the final output. The network is a variant
of the single shot detection (SSD) network from Liu et al. (2016) with additional outputs for pose.
Here we present the design choices for the network, structure of the outputs, and training.
An SSD-style detector (Liu et al. (2016)) works by adding a sequence of feature maps of
progressively decreasing spatial resolution to an image classification network such as VGG Si-
monyan and Zisserman (2015). These feature layers replace the last few layers of the image
classification network, and 3x3 and 1x1 convolutional filters are used to transform one feature
map to the next along with max-pooling. See Fig. 6.3 for a depiction of the model.
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Figure 6.2: Two-stage vs. Proposed. (a) The two-stage approach separates the detection and
pose estimation steps. After object detection, the detected objects are cropped and then pro-
cessed by a separate network for pose estimation. This requires re-sampling the image at least
three times: once for region proposals, once for detection, and once for pose estimation. (b)
The proposed method, in contrast, requires no re-sampling of the image and instead relies on
convolutions for detecting the object and its pose in a single forward pass. This offers a large
speed up because the image is not re-sampled, and computation for detection and pose estimation
is shared.
Predictions for a regularly spaced set of possible detections are computed by applying a col-
lection of 3x3 filters to channels in one of the feature layers. Each 3x3 filter produces one value
at each location, where the outputs are either classification scores, localization offsets, and, in our
case, discretized pose predictions for the object (if any) in a box. See Fig. 6.1. Note that different
sized detections are produced by different feature layers instead of taking the more traditional
approach of resizing the input image or predicting different sized detections from a single feature
layer.
We take one of two different approaches for pose predictions, either sharing outputs for pose
across all the object categories (share) or having separate pose outputs for each object category
(separate). One output is added for each of Nθ possible poses. With Nc categories of objects,
there are Nc ×Nθ pose outputs for the separate model and Nθ pose outputs for the shared model.
While we do add a 3x3 filter for each of the pose outputs, this added cost is relatively small and
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Figure 6.3: Our Model Architecture. Detection and pose estimation network for the “Share
300” model that shares a single pose prediction across all categories at each location and resizes
images to 300x300 before using them as input to the network. Feature maps are added in place
of the final layers of a VGG-16 network and small convolutional filters produce estimates for
class, pose, and bounding box offsets that are processed through non-max suppression to make
the final detections and pose estimates. Red indicates additions to the architecture of SSD (Liu
et al. (2016))
the original SSD pipeline is quite fast, so the result is still faster than two stage approaches that
rely on a (often slower) detector followed by a separate pose classification stage. See Fig. 6.2 (a).
6.2.1.1 Pose Estimation Formulation
There are a number of design choices for a joint detection and pose estimation method. This
section details three particular design choices, and Section 6.2.2.1 shows justifications for them
through experimental results.
One important choice is in how the pose estimation task is formulated. One natural choice is
to train for continuous pose estimation and formulate the problem as a regression. However, in
this work we discretize the pose space into Nθ disjoint bins and formulate the task as a classifica-
tion problem. Doing so not only makes the task feasible (since both the quantity and consistency
of pose labels is not high enough for continuous pose estimation), but also allows us to measure
the confidence of our pose prediction. Furthermore, discrete pose estimation still presents a very
challenging problem.
Another design choice is whether to predict poses separately for the Nc object classes or to
use the same weights to predict poses for all classes. Section 6.2.2.1 assess these options.
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The final design choice is the resolution of the input image. Specifically, we consider two res-
olutions for input: 300x300 and 500x500. In Section 6.2.2.1, we compare models trained on both
resolutions. Using the 500x500 image should provide better accuracy because higher resolution
images provide finer details that assist in determining the pose. However, processing 500x500
images reduces the speed of computation. Previous deep learning pose estimation formulations
(Tulsiani and Malik (2015); Su et al. (2015c)) crop the detected regions then resize the region
to a fixed size of 227x227. This has the advantage of always providing a higher res view of the
object. However, with our 300x300 model, an object can take up far less than a 100x100 region
in the image since there is no cropping step in our pipeline; therefore, we are fighting against a
low resolution. As a result, the higher resolution helps combat this issue.
6.2.1.2 Training
The training objective is composed of a weighted sum of three losses: Lcls, Lloc, and Lpose
(the class, localization, and pose loss, respectively). In order to compute the loss and back-
propagate through our network, we need to first match the ground truth detection and pose an-
notations to the appropriate default boxes. We follow the approach presented in Liu et al. (2016)
and match a default box with a ground box if their IoU > 0.5. As a result, one ground truth
bounding box can be matched to multiple default boxes.
Let N be the total number of default boxes matched to a ground truth box. Normalizing our




(Lcls + α1Lloc + α2Lpose), (6.1)
where α1 is set to 1 and α2 is set to 1.5 through cross validation. Our Lcls and Lpose losses are
both softmax losses, whereas our Lloc loss is a Smooth L1 regression loss. Additionally, we adopt
the same hard negative mining strategy as SSD. However, we do not include their full sampler.
They sample patches from the image with a minimum overlap of [0.3, 0.5, 0.7, and 0.9] with a
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ground truth box. In contrast, we sample patches with overlaps of [0.7 and 0.9] because it’s too
difficult to predict the pose otherwise.
6.2.2 Experiments
To evaluate our model, we ran several experiments for detection and pose estimation on two
different datasets: Pascal 3D+ and a dataset that we collected for detection and pose estimation
in real-world scenes. We found that our SSD model performs comparably to the state-of-the-art
two-stage pipeline methods; this is surprising, considering the 46x speedup that our method has.
We evaluate our results using the AVP metric proposed by Xiang (et al. Xiang et al. (2014)). AVP
is an extension of the standard AP metric used to evaluate object detection. For object detection,
the AP metric labels a prediction as a true positive if its bounding box has IoU > 0.5 with the
ground truth bounding box and the correct class label. AVP adds an additional requirement that
the predicted pose label must also be correct. AVP is evaluated at different levels of discretization
of the pose space into Nθ bins: 4, 8, 16, and 24 bins.
6.2.2.1 Pascal 3D+ Dataset
The Pascal 3D+ dataset (Xiang et al. (2014)) is made up of images from the Pascal (Evering-
ham et al. (2012)) and ImageNet (Russakovsky et al. (2015)) datasets that have been labeled with
both detection and continuous pose annotations for the 12 rigid object categories that appear in
Pascal VOC12 (Everingham et al. (2012)) Train and Val set. In our experiments on this dataset,
we follow the standard split and use the labeled Pascal Val images for evaluating our models.
The first set of experiments discussed below justify several design decisions selected for our





Method 4 View 8 View 16 View 24 View
Share 300 48.1 42.3 31.9 27.7
Separate 300 47.6 40.6 29.8 25.5
Table 6.1: Share vs Separate.
First, we compare training on shared and separate pose estimation (Table 6.1). The shared
model, as anticipated, provides significant speed improvements over the separate model, as ex-
plained in Section 6.2.1. Surprisingly, however, we observe that our shared model performs better
than the separate method. We hypothesize that this is because training a separate pose estimator
requires more data, and Pascal 3D+ only has an average of 3091 images per class. Based on these
findings, the remaining experiments use only the shared model.
300x300 vs. 500x500
Our next experiment analyzes the effects of using higher resolution images for training. Table
6.5 shows the performance of our models using 300x300 images and 500x500 images on each
object class. In all cases we achieve greater than 2% improvement with the higher resolution
500x500 model for the average case. On the other hand, the 500x500 reduces the FPS from 46
to 17. Since our goal is to build a joint detector and pose estimator suitable for real-time systems,
we use the 300x300 model for subsequent experiments.
Pascal + ImageNet vs. Pascal
Recall that the Pascal 3D+ dataset provides detection and pose ground truths for images from
Pascal and ImageNet. The test set consists only of Pascal images, which presents a problem, as
there are more labeled images in the ImageNet dataset than the Pascal dataset. Nevertheless, pose
labels are an expensive resource to collect, so we cannot afford to ignore the additionally labeled
ImageNet images. Furthermore, our deep learning approach benefits from the additional data.
Consequently, it is essential that we use the labels from both the Pascal and ImageNet images.
If one naively trains on the union of the labeled Pascal and ImageNet images, then the results
on the Pascal test set will be diminished by the presence of ImageNet images. To resolve this
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Method 4 View 8 View 16 View 24 View
Share 300 48.1 42.3 31.9 27.7
Share 300 Pascal 43.2 36.3 22.8 20.7
Table 6.2: Training with vs. without ImageNet annotations.
Method 4 View 8 View
Share 300 45.5 40.9
Share 300 24-V 43.4 34.7
Share 500 48.0 43.3
Share 500 24-V 47.0 38.0
Table 6.3: 24 view model tested on other binnings.
issue and counteract the effects of the ImageNet images, we replicate the Pascal images so that
the number of Pascal and ImageNet images in our training set are equal, ensuring that the number
of images from each are approximately the same in each sampled mini-batch.
To verify the benefit of training with both the Pascal and ImageNet images, we trained a
shared 300 model using both Pascal and ImageNet training images as well as a Shared model
using only Pascal training images (Table 6.2). As hypothesized, the absence of ImageNet images
negatively affects the performance of our model; therefore, the remaining experiments are trained
with both Pascal and ImageNet images.
Fine-grained training vs. Coarse-grained training
We also present results training on 24 bin pose discretization and testing on 4 and 8 bins
(Table 6.3). Theoretically, the 24 bin model tested on a coarser discretization of angles would
provide results equal to models trained directly for 4 or 8 bins.
In our case we find that the 24 bin model performs comparably to the 4 and 8 bin models;
however, in all cases the coarse-grained training performs better.
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Method Detector (FPS) Pose (FPS) Total (FPS)
VpsKpsTulsiani and Malik (2015) 7 (F-RCNNRen et al. (2015)) 0.713 0.647
Ours - - 46
Table 6.4: Speed comparison.
Methods aero bicycle boat bus car chair table mbike sofa train monitor Avg.
Joint Object Detection and Pose Estimation (4 View AVP)
VDPM Xiang et al. (2014) 34.6 41.7 1.5 26.1 20.2 6.8 3.1 30.4 5.1 10.7 34.7 19.5
DPM-VOC+VP Pepik et al. (2012) 37.4 43.9 0.3 48.6 36.9 6.1 2.1 31.8 11.8 11.1 32.2 23.8
RCNN+Alex Su et al. (2015c) 54.0 50.5 15.1 57.1 41.8 15.7 18.6 50.8 28.4 46.1 58.2 39.7
VpKps Tulsiani and Malik (2015) 63.1 59.4 23.0 69.8 55.2 25.1 24.3 61.1 43.8 59.4 55.4 49.1
Ours Share 300 63.6 54.7 25.0 67.7 47.3 10.8 38.5 59.4 41.8 65.0 55.8 48.1
Ours Share 500 64.6 62.1 26.8 70.0 51.4 11.3 40.7 62.7 40.6 65.9 61.2 50.7
Joint Object Detection and Pose Estimation (8 View AVP)
VDPM Xiang et al. (2014) 23.4 36.5 1.0 35.5 23.5 5.8 3.6 25.1 12.5 10.9 27.4 18.7
DPM-VOC+VP Pepik et al. (2012) 28.6 40.3 0.2 38.0 36.6 9.4 2.6 32.0 11.0 9.8 28.6 21.5
RCNN+Alex Su et al. (2015c) 44.5 41.1 10.1 48.0 36.6 13.7 15.1 39.9 26.8 39.1 46.5 32.9
VpKps Tulsiani and Malik (2015) 57.5 54.8 18.9 59.4 51.5 24.7 20.5 59.5 43.7 53.3 45.6 44.5
Ours Share 300 57.6 50.8 20.9 58.4 43.1 9.1 34.2 52.3 37.2 55.6 46.7 42.4
Ours Share 500 58.6 56.4 19.9 62.4 45.2 10.6 34.7 58.6 38.8 61.2 49.7 45.1
Joint Object Detection and Pose Estimation (16 View AVP)
VDPM Xiang et al. (2014) 15.4 18.4 0.5 46.9 18.1 6.0 2.2 16.1 10.0 22.1 16.3 15.6
DPM-VOC+VP Pepik et al. (2012) 15.9 22.9 0.3 49.0 29.6 6.1 2.3 16.7 7.1 20.2 19.9 17.3
RCNN+Alex Su et al. (2015c) 27.5 25.8 6.5 45.8 29.7 8.5 12.0 31.4 17.7 29.7 31.4 24.2
VpKps Tulsiani and Malik (2015) 46.6 42.0 12.7 64.6 42.7 20.8 18.5 38.8 33.5 42.5 32.9 36.0
Ours Share 300 45.4 33.4 13.7 52.9 32.9 5.3 27.2 38.8 27.3 37.4 36.2 31.9
Ours Share 500 45.9 39.6 14.0 54.0 35.4 7.4 26.4 40.4 29.2 41.5 35.8 33.6
Joint Object Detection and Pose Estimation (24 View AVP)
VDPM Xiang et al. (2014) 8.0 14.3 0.3 39.2 13.7 4.4 3.6 10.1 8.2 20.0 11.2 12.1
DPM-VOC+VP Pepik et al. (2012) 9.7 16.7 2.2 42.1 24.6 4.2 2.1 10.5 4.1 20.7 12.9 13.6
RCNN+Alex Su et al. (2015c) 21.5 22.0 4.1 38.6 25.5 7.4 11.0 24.4 15.0 28.0 19.8 19.8
VpKps Tulsiani and Malik (2015) 37.0 33.4 10.0 54.1 40.0 17.5 19.9 34.3 28.9 43.9 22.7 31.1
Ours Share 300 35.7 23.6 10.8 51.7 33.8 6.2 23.6 26.9 20.4 46.9 25.3 27.7
Ours Share 500 33.4 29.4 9.2 54.7 35.7 5.5 22.9 30.3 27.5 44.1 24.3 28.8
Table 6.5: Category specific results on Pascal 3D+.
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6.2.2.2 Comparison to state-of-the-art
Su et al. Su et al. (2015c) represents the state-of-the-art on pose estimation while Tulisani
(et al. Tulsiani and Malik (2015)) represent the state-of-the-art for object detection and pose
estimation on Pascal 3D+. Both methods follow a similar two-stage pipeline for object detection
and pose estimation: the first stage uses RCNN for detection, and the second stage uses a CNN
finetuned for pose estimation.
In Table 6.4 we compare the speed of our model to Tulsiani and Malik (2015). We achieve
a very significant 46x increase in speed, which opens up a wide range of settings in which the
system can be used. Furthermore, in Table 6.5 we demonstrate comparable results in accuracy to
Tulsiani and Malik (2015) and even surpass Su et al. (2015c).
It is important to note that Su et al. (2015c) render more than 2 million synthetic images,
which is approximately 50 times larger than the original Pascal 3D+ dataset. These additional
images are particularly useful for deep learning methods. Therefore, we suspect that using a large
of amount of similar synthesized data could improve the accuracy of the method presented here.
We leave this as a potential future work.
We also provide qualitative results on test images from Pascal 3D+ in Fig. 6.4.
6.2.3 Household Dataset
In addition to using the Pascal 3D+ dataset, we collected over 3,700 images using a Kinect v2
sensor in five real-world household scenes. These five scenes include a bedroom and four open
kitchen/living rooms. From these scenes we label four of the Pascal categories: chair, dining
table, monitor, and sofa. See the supplementary material for additional information regarding the
number of images and objects in each scene.
We are able to cheaply and easily collect labels for all images by first sparsely reconstructing
each scene using COLMAP (Schönberger and Frahm (2016)), and then densely reconstructing
the scene using CMVS (Furukawa et al. (2010); Furukawa and Ponce (2007)). Following recon-
struction, we label each object in the dense 3D point cloud and project the labeled point cloud to
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Scene 1
Method 4 View AVP 8 View AVP
chair table sofa monitor Avg chair table sofa monitor Avg
Scratch 11.9 15.2 35.4 49.4 28.0 16.3 9.9 31.8 45.1 25.8
P3D 2.9 17.4 37.4 18.3 19.0 2.1 11.1 25.2 6.1 11.2
P3D Finetuned 13.4 26.4 43.9 53.0 34.2 20.0 12.1 33.7 24.6 22.6
Results on P3D+ 10.8 38.5 41.8 55.8 36.7 9.1 34.2 37.2 46.7 31.8
Scene 2
4 View AVP 8 View AVP
chair table sofa monitor Avg chair table sofa monitor Avg
Scratch 18.1 36.7 44.5 45.3 36.1 13.1 14.8 42.1 38.1 27.0
P3D 9.9 35.1 59.7 45.7 37.6 5.0 25.1 44.9 34.8 27.4
P3D Finetuned 28.7 43.9 63.6 66.4 50.6 16.1 25.4 56.3 36.0 33.4
Results on P3D+ 10.8 38.5 41.8 55.8 36.7 9.1 34.2 37.2 46.7 31.8
Scene 3
4 View AVP 8 View AVP
chair table sofa monitor Avg chair table sofa monitor Avg
Scratch 1.8 28.8 46.3 66.1 35.7 0.6 9.9 32.7 25.8 17.3
P3D 7.6 13.0 41.4 47.7 27.4 8.0 6.2 31.1 30.5 18.9
P3D Finetuned 5.3 27.7 48.9 56.3 34.6 4.4 11.1 36.3 38.0 22.5
Results on P3D+ 10.8 38.5 41.8 55.8 36.7 9.1 34.2 37.2 46.7 31.8
Scene 4
4 View AVP 8 View AVP
chair table sofa monitor Avg chair table sofa monitor Avg
Scratch 22.6 22.9 - 10.5 18.6 11.4 28.7 - 12.2 17.4
P3D 55.5 46.5 - 1.6 34.5 52.4 34.0 - 3.1 29.8
P3D Finetuned 40.8 32.3 - 17.6 30.2 30.7 32.1 - 27.4 30.1
Results on P3D+ 10.8 38.5 41.8 55.8 36.7 9.1 34.2 37.2 46.7 31.8
Scene 5
4 View AVP 8 View AVP
chair table sofa monitor Avg chair table sofa monitor Avg
Scratch 21.8 21.2 47.0 21.4 27.9 11.0 5.7 34.4 7.3 14.6
P3D 6.2 18.3 41.2 21.0 21.7 4.7 9.0 27.3 14.4 13.8
P3D Finetuned 23.8 5.4 41.8 39.8 27.7 25.0 4.5 36.0 14.9 20.1
Results on P3D+ 10.8 38.5 41.8 55.8 36.7 9.1 34.2 37.2 46.7 31.8
Table 6.6: Results on the Household Dataset.
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a bounding box in each image. Using depth data from the Kinect, we are able to automatically
adjust the bounding boxes projected from the point cloud to account for occlusion. Moreover, we
are also able to get consistent object pose information for every image in the scene by labeling
just a single image per object and using the camera positions from the reconstruction to discern
the pose of the object in every image.
6.2.3.1 Experiments on Household Dataset
Using our household dataset for real world scenes, we set out to evaluate how our detec-
tion and pose estimator trained on Pascal 3D+ performs on real-world scenes. Additionally, we
compare training a detection and pose estimation model from scratch on the collected dataset
(Scratch), using our detector trained on Pascal 3D+ (P3D), and finetuning the Pascal 3D+ detec-
tor on the training scenes (P3D Finetuned). When training our model on our Household Dataset,
we train on four scenes and test on the held out scene.
Table 6.6 presents the results of these experiments. Unsurprisingly, our model generally
performs best when first trained on the Pascal 3D+ dataset then finetuned on labels from our
real-world scenes. We provide qualitative results in the supplementary material.
6.2.4 Conclusion
We have extended the fast SSD detector to estimate object pose. Our model achieves com-
parable results to state-of-the-art methods, while offering at least a 46x speedup. The ability to
simultaneously detect and estimate the pose of an object opens the door for a variety of use cases.
Additionally, we have collected a dataset consisting of five scenes with object bounding boxes
and poses labeled. Our results on this dataset demonstrate that the model proposed in this pa-
per has the capacity to quickly and accurately perform simultaneous object detection and pose
estimation in real-world scenes.
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Figure 6.4: Pascal 3D+ Qualitative Results. Results on 8 bin detection and pose estimation
on the Pascal 3D+ dataset. Each image has a corresponding detection class confidence, pose
confidence, predicted pose label, and ground truth pose label, respectively. Columns one and
two show correct pose predictions with high and low detection scores; column three shows pose
predictions that are off by one bin; and column four shows some difficult examples where our
system fails.
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Figure 6.5: Method overview: The generator, composed of both a pose regressor and a non
differentiable renderer, makes a 3D pose prediction and renders the predetermined object at the
predicted pose. The discriminator scores how visually similar the poses depicted in the images
are. This score is used as training signal for the generator.
6.3 SymGAN: Orientation Estimation without Annotation for Symmetric Objects
In this work, our goal is to learn to predict the orientation, also known as viewpoint estima-
tion of objects. We do not consider object translation, i.e. the object’s position (bounding box)
in space. Orientation and translation are decoupled in many state-of-the-art pose techniques, and
we aim to solve challenging problems specific to orientation. Please note that we use pose and
orientation interchangeably.
Some of the key challenges in pose estimation lie in obtaining labeled data and handling
objects with symmetries. We explore both these problems of viewpoint estimation (object 3D
orientation) by proposing a novel unsupervised training paradigm that only requires a 3D model
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Figure 6.6: 2D Symmetric Square leads to ambiguous ground truth.
of the object of interest. We show that we can successfully train an orientation detector, which
simply consumes an RGB image, in an adversarial training framework.
Figure 6.5 shows an overview of our proposed method. First, a generator processes a cropped
image of the object and predicts a quaternion pose. Next a discriminator takes as input two im-
ages, the cropped image and a render of the generator’s output pose, and outputs how likely the
image’s poses are a match. In this section we discuss the challenges with respect to viewpoint
estimation of symmetrical objects, and the major components needed to train our orientation pose
estimator, SymGAN.
To our knowledge this is the first time an adversarial framework is employed to successfully
train a viewpoint detector that can handle symmetric objects. Using this training framework we
show proof of concept experiments on 2D data, and state of the art results on 3D orientation
prediction on T-LESS (Hodaň et al. (2017)), a challenging dataset for texture-less and symmetric
objects.
We will first describe the difficulties of training orientation estimation systems on symmetric
objects, followed by an overview of our method and explanation on 2D objects, and finally how
the method is extended to 3D and our results on T-LESS.
6.3.1 Object Pose and Symmetry
The ambiguities introduced by symmetries make estimating the pose of symmetrical object
a non trivial problem. Consider an axis-aligned 2D square, as shown in Figure 6.6, that can be
rotated in the image plane. We can define the axis-aligned view as having a ground truth pose of
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0°. If we rotate the square 90°we will have an identical image, but with a different ground truth
value. This means the true pose distribution is not a function, and it will be impossible to train
machine learning techniques like neural networks to approximate the true distribution by directly
predicting pose values.
There are three main techniques for dealing with object symmetries: classify poses into bins,
hand label symmetries, and use shape data based on 3D models to determine symmetries.
Classifying poses into bins allows a method to learn a multi-modal distribution, as the output
confidence can be split among multiple bins. The major drawback is the coarse discretization
of pose space. In 1D this is not much of an issue, but in 3D the number of bins grows quickly.
Even with a granularity of 10°, there are 363 = 46656 bins, which is a very large classification
problem. Most state-of-the-art methods choose to regress to a pose estimate instead to achieve
better accuracy. Hand labeling symmetries, i.e. identifying which ground truth poses result in
identical input images, has similar scaling issues as classifying into bins. As objects get more
complicated and the pose space expands to 3D, labeling symmetries becomes both expensive and
ambiguous. Figure 6.7 shows two different ground truth poses (row wise) for some objects in T-
LESS. In row a) the two poses seem almost perfectly identical in appearance and shape, and it is
clear these poses should be labeled as symmetric. In row c), the poses look almost identical, but
a human labeler can see a visual feature in the bottom right corner of the first image (left) moved
to the top right corner in the second image (right). This leads to ambiguity in how the symmetry
should be labeled. For our application, does this small difference matter? Would every human
labeler even notice such a small detail, especially if they are labeling many objects?
Using shape data alone also leads to inconsistencies. In Figure 6.7 row b) the two poses are
clearly visually dissimilar, but metrics like ADI (Hinterstoisser et al. (2012) ) and Visible Surface
Discrepancy (VSD) (Hodan et al. (2016)), and loss functions based on them (Xiang et al. (2018))
will treat these poses as symmetric since the shape is nearly identical. These methods use the 3D
models of the objects to compute match shapes, but do not consider the texture of the objects.
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Figure 6.7: Examples of ‘symmetric’ objects in the T-LESS (Hodaň et al. (2017)) dataset. The
symmetries range from mostly identical (a), to shape but not texture (b), to very small texture
differences (c). This can lead to ambiguities when trying to label data or train a pose estimator.
Instead of having to make decisions about what to label, or relying on the shape of 3D mod-
els, we develop SymGAN to adaptively learn about visual object symmetries. As such our
method is capable of handling ambiguous ‘pseudo symmetries’ like like Figure 6.7 c).
6.3.2 SymGan Method Overview: 2D
We first describe SymGan in a simple case of predicting a 1D pose for 2D shapes, and then
progress to full 3D poses and objects. SymGan is based on the popular Generative Adverserial
Networks (GAN) paradigm, see Chapter 2 for more details. A GAN is made up of two parts: a
discriminator, D, and a generator, G. These two parts are trained together, each minimizing a loss
function that aims to maximize the other’s loss. We will first describe the general architectures of
D and G, and then look at the details of training each.
G Architecture SymGAN’s goal is to construct a generative model capable of predicting
a target pose, p, conditioned by a target image, xt. See the pose estimation network in the left
half of Figure 6.8. The network is a CNN that takes an RGB image as input, and produces a
point estimate of the pose of the object in the input image. Note the input image is assumed to
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Figure 6.8: G architecture.
be cropped so that there is only one prominent object, decoupling detection and pose estimation.
Training this CNN well is the end goal of our system. Initially the model is very bad at predicting
poses, which will be important for training the discriminator. Formally the task is equivalent to
learning p|xt, i.e., where we aim to output the right pose for a given image. However, as stated
above, computing a loss directly using the networks output and ground truth poses is not robust to
object symmetries.
The first step in moving towards a solution using the GAN framework is to introduce a black-
box renderer black box render,R, to complete the generator architecture. R accepts a pose and a
CAD model1 and renders the CAD model with the input pose to produce a new RGB image. The
generation process is depicted in the right half of Figure 6.8, whereR renders the output from the
pose estimation network.
D Architecture Now that we have the generator half of our GAN, we need to define the
discriminator, D. See Figure 6.9 for a visualization of D. Two RGB images are inputted to a
Siamese CNN. Features are first extracted from each image using a shared backbone CNN. These
features are then combined and passed through another network that outputs a dissimilarity
score, Ds ∈ [0, 1]. Our goal is to train D so that when Ds ∼ 1 the two input images show an
1 For reading ease we omit it from notation
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Figure 6.9: D architecture.
object at visually dissimilar poses, and when Ds ∼ 0 the input images show visually similar (i.e.
visually symmetric) poses.
D Training
To train D, we need to be able to construct two types of training image pairs that are analo-
gous to the ’real‘ and ’fake‘ training images used to train a discriminator in a traditional GAN.
The ’real‘ pairs of images will show an object in visually similar poses, and the ’fake‘ pairs will
show an object in visually dissimilar poses. See Figure 6.10 for an example of each type of pair
in the 2D square case. The ’real‘ pair is show in the left half of the figure. To construct this pair
we start with an image, I0, of an object in any pose, p0. We then perturb p0 in a random direction
by some small random value ε and render the object at the new pose p0+ε, yielding a new image
I0+ε. {I0, I0+ε} form our ’real‘ training pair as we know the poses are visually similar, in fact
they are identical as ε→ 0. This training pair gets a ground-truth dissimilarity score. Dgt, on the
interval [0, .2] based on the magnitude of the perturbation, ε.
ε ∈ [0, α] (6.2)






Figure 6.10: D training input.
Where α is a tunable hyperparameter.
To construct the ’fake‘ pair we start with the same image of an object at any pose, I0, but now
want a second image with a visually dissimilar pose. One source of visually dissimilar poses
could be to randomly sample from the training data, as a randomly sampled pose is likely differ-
ent from the pose in I0, and so hopefully would yield a visually dissimilar image. We do have
another convenient source of bad pose estimates, however, namely our pose estimation module
in G. See Figure 6.11 for an example. Starting with I0 as the first image in the training pair, we
then pass I0 to the pose estimator to get a pose prediction Pp. Note that early in training the pose
estimator performs very poorly, so the Pp is very likely not close to the true pose of the object.
We next render the object at Pp to obtain a new image, likely visually dissimilar to I0. The ’fake‘
pair is assigned a ground truth dissimilarity score randomly chosen from the range [.8, 1]. We
choose to randomly choose scores from a range, and not always assign a value of 1.0, to help
with training the generator as explained below.
Here we define the discriminator loss. We found that the objective introduced by the original
GAN (Goodfellow et al. (2014)) was hard to optimize and thus use L1 loss inspired by Mao
et al. (2017) and metric learning information theory (Davis et al. (2007)), coupled with zero-
centered gradient penalty (Roth and Hofmann (2017); Mescheder et al. (2018)). In the following
we denote the set of training poses as pt.
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Figure 6.11: Generating a ’fake‘ training pair for D.
LD = Ep∼pt|xt [|D(R(p), xt)− a|]+
Ep∼pt|xt [|D(R(G(R(p))), xt)− b|] + Z
(6.5)
where Z is the zero-centered gradient penalty (Roth and Hofmann (2017); Mescheder et al.
(2018)), a is the real data target label and b is the fake data target label.
To better understand what D is learning, we can visualize it’s output mid-way through train-
ing the entire GAN system on a 2D solid square. To generate this visualization, we will first
choose a reference image at a certain pose, Pref , and the corresponding image of the object at
that pose, Iref . We will then get dissimilarity scores from D for every pair of images {Iref , Ii}, (i =
0, 1, ...359), where Ii is an image of the square rotated in the image plane by i°. See Figure 6.12
for the visualization, with Pref = 20°. Notice there are four valleys, corresponding to the four
symmetric views to the reference image, at poses of {20°, 110°, 200°, 290°}. The discriminator
has learned to output low dissimilarity scores for the symmetric views and high dissimilarity
scores for other views,learning the underlying distribution of the objects poses with any hand
labeling or shape data. The next step will be to use this information to train G, and more impor-
tantly the pose estimation network.
G Training
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Figure 6.12: Output from D for 2D square with reference pose of 20°.
Figure 6.13: Possible training technique for G.
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Our goal in training G is to find a way to evaluate the pose estimation networks predicted
pose, Pp, while being robust to any visual symmetries. The full generator, see Figure 6.8, takes
as input an image of an object at a certain pose, P0, and outputs another image of the object at
pose Pp. We can use our discriminator, D, to evaluate these how visually dissimilar these two
images are. If the pose estimator performs poorly D will output a high dissimilarity score. If G
outputs a visually pose that is visually similar to the input, D should output a low dissimilarity
score. Ideally we could use the discriminator output to construct a loss, training the generator to
’fool‘ the discriminator into scoring G’s output as visually similar to the original output. This loss
for the generator would look like:
LG = Ep∼pd|xt [|D(R(G(R(p))), xt)− c|] (6.6)
where c is the generator target. It is not possible to use this loss to train G, however, as the black-
box renderer is non-differentiable.
Since we can not directly back-propagate a loss from the discriminator, through the renderer,
back to the pose estimation network, we will instead estimate a gradient. See Figure 6.14 for
an example using the 2D square. Given an input image of the square I0, we first use the pose
prediction network to estimate a pose, Pp.
The next step is to perturb Pp is both directions by a small value ε to get two new poses,
Pp+ε, Pp−ε. We then render all three poses to get three images, {Ip−ε, Ip, Ip+ε}, and compare each
of these images to the original input image using D. This gives use three dissimilarity scores,
{Dp−ε, Dp, Dp+ε}. We can plot these scores with score on the y-axis and the pose on the x-axis,
and then fit a line to points, LD. The sign and magnitude of the slope of LD will be our estimate
for the gradient of the predicted pose Pp with respect to an oracle loss that is robust to visual
symmetry, and we can back-propagate through the network.
To get more intuition of how G and D interact during training, we can plot the output of both
as in Figure 6.15. The blue line in the left plot is the same as in Figure 6.12, the dissimilarity
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Figure 6.14: Estimating the gradient for training G.
Figure 6.15: How we use the output surface of the discriminator to estimate a gradient for
training the pose prediction network.
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scores when comparing the square at 20° to the square at every integer pose in [0, 360]. We are
particularly interested in three dissimilarity scores, namely the score at Pp, the pose predicted by
the model when given an image of the square at 20°, and {Pp−ε, Pp+ε}, the two poses perturbed
from the prediction as described above. Looking at the dissimilarity scores for these poses we can
see how we can use the output surface from D to estimate a gradient for G. We want to push G’s
output toward the valleys, away from peaks.
6.3.3 Experiments on 2D Objects
We now show SymGan’s performance on simple 2D shapes, where we aim to predict a 1D
pose that represents the rotation of the shape in the image plane with respect to a fixed coordinate
frame.
6.3.4 Dataset & Training
We investigate 4 shapes: square, square with colored corners, triangle, and decagon; each
object has 2, 1, 3, or 5 axes of symmetries respectively. In other words, for the square, we can
represent the same pose with 4 values, e.g., 0◦, 90◦, 180◦, 270◦ give the same visual in-plane
rotation. The shapes are depicted in Figure 6.16’s left column. We generate the 32x32 images
as follows: we 1) we pick a random scale (0.5 to 1), 2) place the object at a random location, 3)
apply a random rotation, 4) paste it on a black background, and 5) add random blur.
The generator and discriminator both use the same architecture, composed of 4 convolution
layers, with 2 pooling layers, and followed by 1 fully connected layer.
We use the Adam optimizer Kingma and Ba (2014) and train for 10,000 iterations with batch
size of 64.
Using the same architecture we also trained a pose estimator that directly regress to the pose,
we use l2 as loss.
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6.3.5 Results
In order to evaluate this pose predictor we count as success a prediction if it is within one
degree of the ground truth while taking into account the symmetries. When training our baseline
on the simple square we obtain 10% valid prediction while our proposed method achieves 98%.
We achieve 96%, 96%, and 82% for the textured square, triangle, and decagon respectively using
our method. It is quite intuitive that directly regressing to a multi-modal function using l2 would
perform worst than a tailored solution. Given the low dimensionality of the in-plane rotation
problem, we investigate the behaviour of both the discriminator and generator.
The middle column in Figure 6.16 shows the generator’s output (y-axis) at each ground truth
pose (x-axis) after training has converged. A good way to interpret the plot is by drawing a hori-
zontal line across the plot. Take the line y = 200 for the first row as example, it crosses the model
output at {20◦, 110◦, 200◦, 290◦}. This means that for those four ground truth poses the model
outputs 200, which is the desired behavior, since all four poses are indistinguishable from each
other. The choice of 200 over any other of the symmetry values is arbitrary and it is a result from
the model initialization.
The third column in Figure 6.16 describes the discriminator’s output as a heatmap for all
possible pairs of poses, after training has converged. For example on the second image on the
first row, the point (x = 30, y = 50) corresponds to the discriminator’s output for a pair of
images where the first image has the square at 30◦ and the second image at 50◦. To interpret this
plot imagine, again, tracing a horizontal (or vertical) line anywhere on the graph. For example
on the third image on the first row, if we were to trace y = 200 there would be 4 valleys where
the discriminator’s score is low, e.g., at {20, 110, 200, 290}, corresponding to the four symmetries
on the square. Everywhere else the discriminator’s score is high, as it has learned to assign high
values to visually dissimilar poses.
91
Figure 6.16: Inputs (first column), outputs from generator (second column), and outputs from
discriminator (third column) for our experiments on 2D shapes.
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Figure 6.17: Overview for training the discriminator, training ‘fake’ images are generated using
the generator and shown in dark orange, whereas training ‘real’ images is depicted in dark blue.
6.3.6 Extension to 3D
We now extend the SymGAN training method to the full 3D object pose estimation problem.
The training and architecture for the discriminator stay the same, see Figure 6.17.
For the generator, the high-level architecture stays the same, but the method of computing
a training signal changes. In 3D, we represent our poses as a four element quaternion. This has
many advantages over other representations, avoiding gimbal lock of Euler angles and being
more compact than rotation matrices. Unfortunately, in this higher dimensional space we can not
estimate the gradient in the same way we did in the 1D case. The elements of the quaternion are
not independent, so if we perturb them independently the resulting poses may be as smoothly
centered around the original predicted pose as before. We can reduce this effect by making the
perturbations very small, but in practice this either leads to mode collapse (due to the perturbed
examples being too similar) or very slow training. We did try this approach experimentally and
the training consistently failed to converge.
We first sample K noise vectors from some distribution, e.g., normal or uniform, which we
denote p1, p2, . . . , pK . We use these noise vectors to perturb the predicted poses and update the
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generator loss as follows,
LG = Ep∼pd|xt [|G(R(p))−
argmink=1..K [D(R(G(R(p)) + pk), xt)]|]
(6.7)
Figure 6.18 shows an overview of the training procedure, 1) generates a pose from an image,
and 2) samples poses around the predicted pose. We render all of these poses, pair them with the
original image, and get scores from the discriminator. From these scores, the algorithm identifies
the pose most visually similar to the original. This is not the only possible formulation in order to
retrieve a gradient signal. We have experimented with directly guessing the gradient by sampling
k points where k is equal to the number of degrees of freedom minus one. It is also possible to
express this problem as maximizing the expected return using standard reinforcement learning
methods (Ganin et al. (2018)).
We make some changes in our training implementation to be more practical for 3D objects.
Each object has a reconstructed 3D model available, from which we render our training images.
As discussed in Section 5.2 we have a renderer in our training loop, generating training images
on the fly. While this is still possible in the 3D setting, we found pre-rendering training images
improved training speed and did not greatly reduce performance. We render 10,000 images per
object each with a random pose on a black background, randomly changing the lighting location
and intensity per our domain randomization approach.
To simulate the renderer during training, we build a nearest neighbor graph based on each
training image’s ground truth pose. Then, when we need to generate an image with pose p, we
simply query for the training image that is the nearest neighbor to p. When we need to sample K
images around some pose p, we simply query for the N , where N > K, nearest neighbors of p
and sample K of those.
For example, when training the discriminator with a pair of ‘real’ images, we first pick a
random pose, p, and get the training image with the closest pose to p.
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Figure 6.18: Overview for training the generator 1) we generate a pose, and 2) we sample
multiple perturbed poses to find the most valuable as target training.
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We query N = 10 nearest training images to p, and choose one of them randomly. This gives
us a pair of images in which the object has similar pose but not exact. On the other hand, for a
pair of ‘fake’ images, it is important that we sample far away enough from the generator’s output
to explore the possible pose space, but not so far away that the sampled poses are just completely
random. As such an outputted pose from the generator, p, we choose to sample K = 10 images
randomly from the N = 200 nearest neighbors of p. After we fetch the rendered images using the
nearest neighbor graph, we apply our other data augmentations in the training loop.
Please note that this process does not limit what the discriminator sees as ‘real’ pairs.
Consider two poses that are dissimilar (far apart in pose space), (p1, p2).
If (p1, p2) are visually ambiguous, (p1 + ε, p2) are also visually ambiguous for some small
enough ε. Therefore (p1, p1+ε) provides similar visual information as (p1, p2). (p1, p1+ε) are close
in pose space and will be used as a ‘real’ pair in training. If (p1, p2) are not similar (p1, p1 + ε),
then the (p1, p2) are not visually ambiguous and it is correct to not include them as a ‘real’ pair
during training.
6.3.7 Training Details
The adversarial training has been presented, but in practice training GANs can be unstable
and challenging (Mescheder et al. (2018)). We now go into more details about how we imple-
ment a more robust training procedure.
Discriminator In equation 6.5 the target values, a, for ‘real’ pairs are based on the distance be-
tween the poses of the images, allowing the discriminator to act as a metric function. Larger per-
turbations lead to larger target values. For ‘fake’ pairs, target values b are sampled randomly as
we cannot be sure how different the poses are, due to unknown symmetries. In practice for a pair
of real images a is scaled between 0 and 0.3 based on the perturbation, and b is sampled from
a random uniform distribution between 0.8 and 1. To help avoid mode collapse while training,
20% of the time we replace the generator’s prediction with a random pose when constructing fake
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pairs. This ensures the discriminator does not over-fit to the generator’s output, which especially
early in training can have a narrow range.
Domain Randomization We apply many data augmentations to our training images to allow
our model to generalize from synthetic only training data to real test images. We take inspiration
from Sundermeyer et al. (2018) for the bulk of our augmentation. We (1) render synthetic images
with random light position, intensity, and specular reflection, (2) insert random backgrounds from
Pascal VOC dataset (Everingham et al. (2012)), (3) apply random masks to simulate occlusion,
and (4) augment the final image with random contrast, brightness, saturation and hue shift.
6.3.8 Experiments in 3D: T-LESS
We next test our system on the 3D orientation prediction problem on the T-LESS dataset
(Hodaň et al. (2017)) from the SixD Pose Challenge (Hodan et al. (2018)).
T-LESS consists of 30 object instances most of which have limited texture and some level of
symmetry. One challenge with any set of real objects is a varying level of symmetries, which can
make manual labeling of symmetries even more difficult and ambiguous.
6.3.8.1 Model Details
Our generator takes as input a 128x128 crop of an object. It first passes the image through a
feature extractor based on the FLowNetSimple architecture (Dosovitskiy et al. (2015)), followed
by three fully connected layers to predict the objects pose as a quaternion. The discriminator
also uses the same architecture, but only outputs a single score. We train both using Adam with a
learning rate of 1e−4 and batchsize of 32.
We stop training when we see performance converge on the training data for the object of
interest, usually within 50,000 to 100,000 update iterations. We trained three models per object
and keep the one that performed best on the training data to evaluate on the test data.
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Table 6.7: Results on T-LESS Dataset T-LESS: Object recall for err vsd < 0.3 on all Primesense
test scenes. The italic number depict the objects with axes of symmetries.
object baseline Sundermeyer Sundermeyer et al. (2018) SymGAN (ours)
1 65.0 12.33 75.5
2 80.2 11.23 88.0
3 85.2 13.11 84.0
4 62.2 12.71 66.2
5 58.5 66.70 73.0
6 65.5 52.30 65.1
7 11.8 36.58 22.2
8 4.6 22.05 42.0
9 20.6 46.49 47.4
10 3.6 14.31 13.3
11 66.3 15.01 66.0
12 40.3 31.34 49.4
13 69.0 13.60 66.6
14 36.0 45.32 34.3
15 54.0 50.00 58.2
16 78.0 36.09 80.6
17 68.0 81.11 54.3
18 67.0 52.62 63.0
19 23.5 50.75 28.5
20 7.8 37.75 12.4
21 35.0 50.89 33.3
22 11.0 47.60 9.6
23 15.0 35.18 17.0
24.0 67.75 11.24 68.2
25 60.5 37.12 35.0
26 49.0 28.33 43.3
27 10.0 21.86 40.0
28 43.4 42.58 54.2
29 23.0 57.01 38.5
30.0 90.3 70.42 92.0
avg. 45.74 36.79 50.74
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6.3.8.2 Evaluation
In order to evaluate our method on T-LESS we use Visible Surface Discrepancy (VSD) as it is
a (shape) ambiguity-invariant pose error function that is determined by the distance between the
estimated and ground truth visible object depth surfaces. We compare our method to a baseline
that we trained to directly regress to the object pose and the Augmented Auto Encoder (AAE)
from Sundermeyer et al. (2018). The former uses the same architecture as the pose predictor in
SymGAN but it is trained using annotated real poses from T-LESS and does not have a discrim-
inator or renderer in the loop. The later is a method trained for 3D orientation retrieval using an
auto encoder method.
Our focus is only on the 3D orientation portion of the 6D pose challenge, and so during evalu-
ation we combine our 3D orientation prediction with the ground truth 3D translation. As input to
our network, we use the ground truth bounding boxes, and when multiple instances of one object
are present in one scene we choose the instance with the highest visibility similar to Sundermeyer
et al. (2018). We omit showing refined poses using methods such as ICP as we want to focus on
the RGB component of our system.
6.3.8.3 Results
Figure 6.21 shows qualitative results randomly selected from T-LESS scene 1, it depicts 4
objects: 02, 25, 29, and 30 shown in blue, yellow, orange and purple respectively. As in the SIXD
challenge, we report the recall of correct 6D object poses at err vsd < 0.3 with tolerance set
at 20 mm and objects with visibility greater than 10% (Hodan et al. (2018)). When comparing
our method to similar RGB based method, we can see that our method, with 50.74 avg., learns
a better orientation retrieval than previous work with 36.79 avg. It is also interesting to point
out that our baseline, with 45.74 avg. is also stronger. It is possible that the baseline regressor is
abusing the training data which comes from same environment as the testing data.
In Table 6.7 we have also identified, using italic, the objects that have axes of symmetries,
like object 02 (blue) in Figure 6.21. If we isolate these and compute their vsd we obtain 67.60
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(a) Object 01 (b) Object 05
(c) Object 08 (d) Object 09
Figure 6.19: How different models’ (SymGAN, our baseline) output change as an object is
rotated in a plane (approximately). The arrow depicts the orientation of the example image in
the center, the object is then rotated 360 degrees around an axis coming out of the page, and the
models’ 3D pose outputs are project to a plane and plotted. GT means ground truth pose.
avg. and 15.8 std. which is better results compared to objects with plane symmetries (non-italic
objects) with 35.94 avg. and 18.6 std. When computed on Sundermeyer et al. (2018) we do not
obtain any significant distinction where we got 32.58 avg. and 23.9 std., and 40.47 avg. and 14.1
std. for axes and planes symmetries respectively.
This might suggests multiple hypothesis: 1) objects with axes of symmetries are easier to
learn as it reduces the number of dimensions when trained with a discriminator, and 2) The dis-
criminator might suffer more of mode collapse on objects with planes of symmetries. Overall
SymGAN learns based on visual appearance of the objects, directly from RGB images, and so
does not suffer from relying solely on shape like previous methods.
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6.3.8.4 Results on Symmetric Views
In this subsection we investigate SymGAN performance on some objects with respect to a
specific axis of symmetry. We choose four objects from the TLESS dataset,
For each object we select a set of views from the test set such that the views cover a 360
degree rotation around a top down view of the object. This is visualized in Figure 6.19, at the
center of each plot there is an image of the object, the selected test views correspond roughly to
rotating that image around an axis coming out of the page. In practice the camera in TLESS is
not directly above the objects, but it is very close to it.
We project the 3D predict poses (red and blue for SymGAN and baseline respectively), and
the ground truth pose (green), to a 2D plane for easy visualization. The accuracy (object recall for
err vsd < 0.3) results of the two methods on these restricted testing sets are shown in Table 6.8.
Notice that SymGAN is able to achieve over 83% on all the objects,
Plots (b) (c) and (d) in Figure 6.19 show rectangular type objects, each with a symmetry at
180 degrees meaning half of the poses are redundant. SymGAN is able to learn this distribution,
and its outputs only covers about half of the ground pose space. The baseline is not able to learn
the object’s symmetries and outputs a wide range of (often incorrect) poses. Plot (a) shows an
object that is symmetrical in every view of this restricted test set. Ideally SymGAN would output
a single point, but its output here is fairly restricted.
It should be noted that while none of objects are exactly symmetric due to some very small
features they are generally considered symmetric in the literature, and are symmetric with respect
to our model’s discriminablilty. As stated in section 5.2, our method will adapt with the capacity
of the model used.
Overall we can conclude that SymGAN does indeed learn objects’ symmetries. The perfor-
mance gain over the baseline on the restricted test set is larger than the performance gain over the
entire test set, further validating SymGANs advantage on symmetric views.
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Table 6.8: Object recall for err vsd < 0.3 on restricted set of views from the test set. The objects
and selected views are exactly those visualized in Figure 6.19. SymGAN is able to outperform
the direct regression baseline on these symmetric views by a greater margin than on all test views,






Figure 6.20: Visualization of discriminator outputs on pairs of images from the restricted testing
used in Table 6.8. Similar to the plots in Figure 6.16, column 3. Object 01’s response is smooth
and contains low values indicating most of the views are symmetric. Object 05’s response shows
a clear pattern indication a 180 degree symmetry, a noisier version of the square with colored
corners from Figure 6.16.
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Figure 6.21: Qualitative results of our viewpoint predictor on scene 1 from T-LESS dataset. The
scene is composed of object id. 02, 25, 29, and 30 shown in blue, yellow, orange and purple
respectively.
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6.4 Discussion & Conclusion
Leveraging adversarial training we have shown that it is possible to train a state of art view-
point (3D orientation) regressor for untextured symmetrical objects without any hand labelling
of object symmetries (or poses). As our method only requires a 3D model and involves a non
differentiable black box, we introduced a sampling procedure for retrieving training gradients.
Even though SymGAN provides a point estimate of the current pose, and not an estimate of
the full multi-modal distribution over symmetric poses. The distribution is, however, learned
by the discriminator. Through a one-time expensive offline step, we could build a look up table
using the discriminator we used to train SymGAN which approximates the distribution of the
symmetrical views.
Simply, for each object, compare all possible pairs of images in our rendered training set
using the discriminator. The output of the discriminator is a distance metric or confidence in
how symmetric the views are and as such we could retrieve the symmetries of given object. See
Figure 6.20 for an example visualization of the discriminator’s output which provides useful
information about possible symmetries. Refining this output to improve the representation of the
view distribution is one direction for future work. Moreover, we are also interested in learning
the full 6D pose using SymGAN, investigating best GAN losses as a function of the type of
symmetries, and using a differentiable renderer similar to Li et al. (2018b).
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CHAPTER 7: DISCUSSION AND FUTURE WORK
We have presented a variety of computer vision methods to advance the state-of-the-art in
fine-grained object instance recognition for robotics. Chapter 4 introduces a new dataset that is
both the first deep-learning scale dataset for fine-grained object instance detection and enables
simulation of motion using real images. We show how our sampling method is able to simulate
motion, and how a state-of-the-art general category object detector behaves when moved around
a scene. Using 3D vision techniques like structure for motion, we are able to streamline our label-
ing process to provide extremely high quality bounding boxes and movement pointers throughout
each captured scene. An active vision experiment using reinforcement learning is applied to the
new dataset, demonstrating the data’s efficacy for new research in this direction.
Chapter 5 explores how to adapt the state-of-the-art in general category level object detection
to the fine-grained object instance problem. We show, via ablation studies and extensive experi-
ments, that some simple additions to these popular detectors can greatly improve accuracy while
maintaining or improving speed. An exciting capability of our detector is its capacity in the few-
shot domain, where we show it can recognize new objects without any re-training. TDID is able
to outperform both classic feature matching and recent deep-learning based work on this task.
As a natural progression after object detection for robotics, we explore pose estimation in
Chapter 6. We first combine fast detection with coarse yet accurate orientation prediction, show-
ing state-of-the-art results on a popular benchmark. We then propose a novel robust training
method for more accurate orientation estimation, based on the GAN framework. Our method
is able to elegantly handle object symmetries, a common issue when training networks for pose
prediction. We show state-of-the-art techniques on a challenging 3D object dataset, T-LESS, in
which objects have low texture and a variety of symmetries. Our training process only makes
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use of synthetic training data, but is able to transfer well to the real training set using our domain
randomization techniques.
7.1 Future Work
Active Vision There has been much recent work on a range of active vision problems. This
work has focused on a variety of tasks in a multitude of environments but has mostly concen-
trated on synthetic environments, attempting to navigate using visual input to find or describe
objects (Das et al. (2017)). A few works have also considered environments with real images, but
these have so far been less popular. Some recent works have used our AVD data to learn how to
move through scenes to find objects (Mousavian et al. (2019); Ye et al. (2018)). This is is similar
to our Active Object Search task in AVDB in Chapter 4, and is an exciting line of future research.
There is a great opportunity to use both AVD and the assortment of synthetic environments to
design new techniques using reinforcement learning and imitation learning in particular. Future
work could take advantage of the increased capacity of object recognition systems, such as TDID,
to continue advancing the state-of-the-art in these active tasks.
Few-shot Detection and Pose Estimation
One very exciting area of future research is the continued development and improvement of
few-shot object detection techniques like TDID. Combining table top style datasets like BigBIRD
with AVD, or with synthetic data via domain randomization can yield significant amounts of
training data for fine-grained object instances. More diverse training data should enable a few-
shot detector to generalize better to objects outside its training domain.
One possible direction to improve TDID is to employ Meta-Learning. Many recent tech-
niques have been designed using meta-learning for related tasks such as tracking (Bhat et al.
(2019); Park and Berg (2018)) and few-shot classification (Chen et al. (2019)). It may be possible
for a meta-learner to learn even better features for the embedding the hand-crafted correlation and
difference features used in TDID.
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Combining object detection and fine-grained accurate pose estimation is another possible
useful line of future research. TDID could be combined with a technique like the one in Deep-
IM (Li et al. (2018c)), which refines pose prediction from initial estimates. A TDID/Deep-IM
hybrid given ground truth pose labels for the input target images could predict offsets relative to
each target image, thereby combining detection and orientation estimation in one-frame work.
To our knowledge there is not much deep-learning based work on few-shot pose prediction, in-
fact many techniques train one model per object for orientation choosing which model to use
after classifying a bounding box. A training method based on our SymGAN approach could be
employed to be robust to object symmetries.
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