Kennesaw State University

DigitalCommons@Kennesaw State University
Faculty Publications

2008

FuzzyShrinking: Improving Shrinking-Based Data
Mining Algorithms Using Fuzzy Concept for
Multi-Dimensional data
Yong Shi
Kennesaw State University, yshi5@kennesaw.edu

Follow this and additional works at: http://digitalcommons.kennesaw.edu/facpubs
Part of the Computer Sciences Commons
Recommended Citation
Yong Shi. 2008. FuzzyShrinking: improving shrinking-based data mining algorithms using fuzzy concept for multi-dimensional data.
In Proceedings of the 46th Annual Southeast Regional Conference on XX (ACM-SE 46). ACM, New York, NY, USA, 260-263.

This Article is brought to you for free and open access by DigitalCommons@Kennesaw State University. It has been accepted for inclusion in Faculty
Publications by an authorized administrator of DigitalCommons@Kennesaw State University. For more information, please contact
digitalcommons@kennesaw.edu.

FuzzyShrinking: Improving Shrinking-based Data Mining
Algorithms Using Fuzzy Concept for Multi-Dimensional
Data
Yong Shi
Department of Computer Science and Information Systems
Kennesaw State University
1000 Chastain Road
Kennesaw, GA 30144
yshi5@kennesaw.edu
ABSTRACT
In this paper, we present continuous research on data analysis based on our previous work on the shrinking approach.
Shrinking[19] is a novel data preprocessing technique which
optimizes the inner structure of data inspired by the Newton’s Universal Law of Gravitation[16] in the real world. It
can be applied in many data mining fields. In this approach
data are moved along the direction of the density gradient,
thus making the inner structure of data more prominent. It
is conducted on a sequence of grids with different cell sizes.
In this paper, we applied the Fuzzy concept to improve the
performance of the shrinking approach, targeting the better
decision making for the movement for individual data points
in each iteration. This approach can assist to improve the
performance of existing data analysis approaches.

1.

INTRODUCTION

With the advance of modern technology, the generation of
multi-dimensional data has proceeded at an explosive rate in
many disciplines. Data preprocessing procedures can greatly
benefit the utilization and exploration of real data. Shrinking[19] is a novel data preprocessing technique which optimizes the inner structure of data inspired by the Newton’s
Universal Law of Gravitation[16] in the real world. It can
be applied in many data mining fields. In this paper, we
first give a brief introduction about our previous work on
the shrinking concept formation and its application for clustering approaches in full-space; then, we propose to use the
Fuzzy concept to improve the performance of the shrinking approach, targeting the better decision making for the
movement for individual data points in each iteration.

1.1

Related work
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Data preprocessing transforms the data into a format that
can be more easily and effectively processed for the purpose
of the users. It is commonly used as a preliminary data
mining practice. There are a number of data preprocessing
techniques[15, 4]. Data cleaning can be applied to remove
noise and correct inconsistencies in the data. Data integration merges data from multiple sources into a coherent
data store. Data transformation may improve the accuracy
and efficiency of mining algorithms involving distance measurements. Data reduction can reduce the data size. These
data processing techniques, when applied prior to mining,
can substantially improve the overall quality of the patterns
mined and/or the time required for the actual mining[12].
Cluster analysis is used to identify homogeneous and wellseparated groups of objects in databases. The basic steps
in the development of a clustering process can be summarized as [6] feature selection, application of a clustering algorithm, validation of results, and interpretation of the results. Among these steps, the clustering algorithm is especially critical, and many methods have been proposed in the
literature for this step. Existing clustering algorithms can
be broadly classified into four types [11]: partitioning [10,
13, 14], hierarchical [21, 7, 8], grid-based [18, 17, 1], and
density-based [5, 9, 2] algorithms.

1.2

Data shrinking

In this subsection, we will briefly introduce our previous
work on the shrinking approach[19]. Shrinking is a data
preprocessing approach inspired by the Newton’s Universal
Law of Gravitation which states that any two objects exert a
gravitational force of attraction on each other. It optimizes
the inner structure of data by moving each data point along
the direction in which way it is most strongly attracted by
other data points.
In the previous work[19], we proposed a shrinking-based approach for multi-dimensional data analysis which consists
of three steps: data shrinking, cluster detection, and cluster evaluation and selection. This approach is based on grid
separation of the data space. Since grid-based clustering approaches depend on the proper selection of grid-cell size, we
used a technique called density span generation to select a
sequence of grids of different cell sizes and perform the data-

shrinking and cluster-detection steps based on these suitable
grids.
In the data-shrinking step, each data point moves along the
direction of the density gradient and the data set shrinks
toward the inside of the clusters. Data points are “attracted”
by their neighbors and move to create denser clusters. The
neighboring relationship of the points in the data set is gridbased. The data space is first subdivided into grid cells.
Data points in sparse cells are considered to be noise or
outliers and will be ignored in the data-shrinking process.
Data-shrinking proceeds iteratively; in each iteration, we
treat the points in each cell as a rigid body which is pulled
as a unit toward the data centroid of those surrounding cells
which have more points. Therefore, all points in a single cell
participate in the same movement. The iterations terminate
if the average movement of all points is less than a threshold
or if the number of iterations exceeds a threshold.
Following the data-shrinking step, the cluster-detection step
is performed in which neighboring dense cells are connected
and a neighboring graph of the dense cells is constructed. A
breadth-first search algorithm is applied to find connected
components of the neighboring graph each of which is a cluster.
The clusters detected at multiple grid scales are compared
by a cluster-wise evaluation measurement. We use the term
compactness to measure the quality of a cluster on the basis of intra-cluster and inter-cluster relationships. Internal
connecting distance (ICD) and external connecting distance
(ECD) are defined to measure the closeness of the internal and external relationships, respectively. Compactness
is then defined as the ratio of the external connecting distance over the internal connecting distance. This definition
of compactness is used to evaluate clusters detected at different scales and to then select the best clusters as the final
result.

1.3

classes that are not well separated. Most fuzzy cluster analysis methods optimize a subjective function that evaluates
a given fuzzy assignment of data to clusters.
One of the classic fuzzy clustering approach is the Fuzzy
C-means Method designed by Bezdek, J. C [3]. In brief,
for a data set X with size of n and cluster number of c,
it extends the classical within groups sum of squared error
objective function to a fuzzy version by minimizing the objective function with weighting exponent m, 1 ≤ m < ∞:

Jm (U, V ) =
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(1)

where U is a partition of X in c part, V = v = (v1 , v2 , ..., vc )
are the cluster centers in Rp , and A is any (p×p) symmetric
positive definite matrix defined as the following:

d(xk , vi ) =

p
(xk − vi )> (xk − vi ),

(2)

where d(xk , vi ) is an inner product induced norm on Rp , uik
is referred to as the grade of membership of xk to the cluster
i.
The fuzzy C-Means (FCM) uses an iterative optimization
of the objective function, based on the weighted similarity
measure between xk and the cluster center vi . During each
iteration, it calculates the c cluster centers {vi,t }, i = 1, ..., c
Pn
m
k=1 uik,t−1 xk
vi,t = P
,
(3)
n
m
k=1 uik,t−1
for those data points not of any current cluster center, it
calculate the following

uik,t =

The concept of fuzzy sets was first introduced by Zadeh [20]
to represent vagueness. The use of fuzzy set theory is becoming popular because it produces not only crisp decision
when necessary but also corresponding degree of membership. Usually, membership functions are defined based on
a distance function, such that membership degrees express
proximities of entities to cluster centers. In conventional
clustering, sample is either assigned to or not assigned to a
group. Assigning each data point to exactly one cluster often causes problems, because in real world problems a crisp
separation of clusters is rarely possible due to overlapping of
classes. Also there are exceptions which cannot be suitably
assigned to any cluster. Fuzzy sets extend to clustering in
that object of the data set may be fractionally assigned to
multiple clusters, that is, each point of data set belongs to
groups by a membership function. This allows for ambiguity
in the data and yields detailed information about the structure of the data, and the algorithms adapt to noisy data and

(uik )m d2 (xk , vi ),

k=1 i=1

Fuzzy concept

Some data in the real world are not naturally well organized.
Clusters in the data may overlap each other. Fuzzy concept
can be applied to further smooth the shrinking movement
of the ”boundary” data points.

n X
c
X

Pc
j=1

³

1
dik,t
djk,t

´

2
m−1

.

(4)

When a predefined termination condition is satisfied, the
algorithm is terminated.

1.4

Fuzzy-based data movement

One of the advantages of the shrinking-based clustering approach has over other clustering approaches is the subtlety
characteristics of data point movement. In each iteration
step, the data points move gradually according to the gravitation of neighboring data points. Data points won’t move
dramatically in one step which may easily cause improper
movement such as unsuitable direction or unfavorable amplitude.
One of the crucial aspects of the data point movement is the
way to handle “boundary data points”. Here “boundary”
means that those data points are among the “intersection
area” of multiple clusters.
It can be easily understood that the movement accuracy of
boundary data points is more important than that of center
data points. For center data points, even though they move

a little bit improperly during one iteration, they will still
be in the center area of a cluster, whereas for boundary
data points, incorrect movement during one iteration might
lead them to the wrong cluster. Thus more effort should be
put on the improvement of the movement of boundary data
points. We tend to use fuzzy clustering concept to further
smoothen the boundary data point movement in shrinkingbased approaches.

This grade of movement direction satisfies the following constraints:

Data movement is an iterative process intended to move
data gradually toward a goal of increased cluster density. In
each iteration, points are “attracted” by their neighbors and
move toward the inside of the clusters. Each point in a cell
C has neighboring points in C or in the cells surrounding C.
The movement of a point can be intuitively understood as
analogous to the attraction of a mass point by its neighbors.
Thus, the point moves toward the centroid of its neighbors.
However, data movement thus defined can cause an evenlydistributed data set to be condensed in a piece-wise manner.

To compute the movement for a dense cell Cji , we browse
the set of dense cells to find its surrounding cells and then
calculate the movement. The computation takes O(m) time.
It then takes O(nj ) time to update the points in the cell.
Therefore in the ith iteration, the time used to move all
points is O(m2 + n). Thus, the time required for the ith
iteration is O(m2 + n log n), where O(n log n) time is used
for the subdivision of space.

Our solution to the above problem is to treat the points in
each cell as a rigid body which is pulled as a unit toward
the data centroid of those surrounding cells which have more
points. Therefore, all points in a single cell participate in the
same movement. This approach not only solves the problem
of piece-wise condensing but also saves time.
Formally, suppose the data set at the beginning of ith iteration becomes
~ 1i , X
~ 2i , ..., X
~ ni },
{X
and the set of dense cells is
i
DenseCellSeti = {C1i , C2i , ..., Cm
}.

(5)

Respectively, we assume that the dense cells have
ni1 , ni2 , ..., nim ,
points and their data centroids are
~ i1 , Φ
~ i2 , ..., Φ
~ im .
Φ
For a dense cell Cji , we suppose it has Pji surrounding dense
cells which are Cjil , for l = 1, 2, ..., Pji . The movement for
any data point Xjio , o = 1, 2, ..., nij in cell Cji in the ith
iteration is
Pi

M ovement(Xjio )

=

j
X

~ ij − Φ
~ ij )
uijl (Φ
l

(6)

l=1

~ ij − Φ
~ ij k is the distance between the two centroids
where k Φ
l
i
i
~ j and Φ
~ j , and uij is the grade of movement direction (inΦ
l
l
stead of ”membership” in the traditional fuzzy concept) of
Xjio to the neighboring dense cell Cjil :
nij
uijl = PP i l
j
q=1

.

(7)

nijq

so the more data points a neighboring cell Cjil , for l =
1, 2, ..., Pji has, the more likely it will attract data points
in Cji .
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0 ≤ uijl ≤ 1,

for 1 ≤ l ≤ Pji , 1 ≤ k ≤ n,

(8)

for 1 ≤ j ≤ m.

(9)

Pji

X

uijl = 1,

i=1

2.
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