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Abstract
Environmental sound data are multi-source, heterogeneous, and varying in time.
Many systems have been proposed to process such data for event detection in
ambient assisted living applications. Typically, these systems use feature ex-
traction, selection, and classification. However, despite major advances, sev-
eral important questions remain unanswered, especially in real-world settings.
This paper contributes to the body of knowledge in the field by addressing the
following problems for ambient sounds recorded in various real-world kitchen
environments: 1) which features and which classifiers are most suitable in the
presence of background noise? 2) what is the effect of signal duration on recog-
nition accuracy? 3) how do the signal-to-noise-ratio and the distance between
microphone and audio source affect the recognition accuracy in an environment
in which the system was not trained? We show that for systems that use tra-
ditional classifiers, it is beneficial to combine gammatone frequency cepstral
coefficients and discrete wavelet transform coefficients and to use a gradient
boosting classifier. For systems based on deep learning, we consider 1D and
2D Convolutional Neural Networks (CNN) using mel-spectrogram energies and
mel-spectrograms images, as inputs, respectively and show that the 2D CNN
outperforms the 1D CNN. We obtained competitive classification results for two
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such systems. The first one, which uses a gradient boosting classifier, achieved
an F1-Score of 90.2% and a recognition accuracy of 91.7%. The second one,
which uses a 2D CNN with mel-spectrogram images, achieved an F1-Score of
92.7% and a recognition accuracy of 96%.
Keywords: Smart homes; ambient assisted living; audio signal processing;
feature extraction; feature selection; deep learning
1. Introduction
Smart home-based ambient assisted living Information and Communications
Technology (ICT) solutions can allow the elderly to remain in their own homes
for longer and live independently [1]. Research on ICT solutions for ambient
assisted living has intensified over the last decades considerably, due to the5
emergence of affordable powerful sensors and progress in artificial intelligence
[2, 3, 4].
Diverse human activity recognition (HAR) systems that monitor daily ac-
tivities to identify abnormal behavior have been proposed for ambient assisted
living applications [5, 6].10
One common approach to automated HAR uses portable sensors such as
accelerometers and gyroscopes [7, 8]. However, these sensors require cooperation
of the subject, may restrict body movement, and are energy constrained [9, 10].
Another approach relies on computer vision [11, 12]. However, privacy concerns
are hindering its adoption. A further approach is based on audio processing.15
Features are extracted from the environmental sounds and classifiers are used
to recognize the corresponding human activity [13, 14, 15].
While several audio-based HAR systems have been proposed, a number of
important questions remain unanswered:
• which features and which classifiers are most suitable in the presence of20
background noise?
• what is the effect of the duration of the signal segment used for classifica-
tion on recognition accuracy? Decreasing the segment duration decreases
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the response time of the system but may harm its recognition accuracy.
At the same time, increased duration can lead to increased co-occurrence25
of multiple events within the same sound segment;
• how do the signal-to-noise-ratio (SNR) and the distance between the mi-
crophone and audio source affect the recognition accuracy in a new envi-
ronment (i.e., one which was not used to train the classifier)?
Our paper answers these questions for a real-world indoor kitchen environment30
where large audio datasets are captured and processed to train classifiers. Two
representative acoustic event detection (AED) approaches are studied. The first
one extracts time and frequency features and uses a traditional classifier. We
compared various features and classifiers and showed that the best results were
obtained with hybrid time-frequency features, together with a gradient boosting35
classifier. Our best system achieved an F1-score of 90.2% and a recognition
accuracy of 91.7%. The second system uses mel-spectrogram images of the
audio signals as input to a 2D CNN. We showed that compared to a 1D CNN
that applies max-pooling to only one dimension, applying max pooling to both
dimensions of the input (time and frequency) reduces the dimensionality in40
a more uniform manner, yielding more salient features with each consecutive
convolutional-max pooling operation. This approach achieved a recognition
accuracy of 96% and an F1-Score of 92.7%. Additionally, we observed that in a
real-world environment the recognition accuracy for some of the selected classes
decreased with increasing duration of the audio segment and did not significantly45
improve when the duration was greater than 3 s. This was due to overlapping
sounds that occurred in the kitchen environment (e.g., kitchen faucet running,
while the user picks a plate to wash). In a scenario where the data needs to
be captured and processed on a system on chip device (e.g., Raspberry Pi),
the small trade off between the memory size of the data and the recognition50
accuracy, is crucial. Finally, since real-world environments typically include
noise, we studied the effect of the SNR and distance between the microphone
and the target audio event on the recognition accuracy. For events such as using
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the mixer and the utensils (forks, spoons, knives), the recognition accuracy was
high despite the background noise of a kitchen fan and a refrigerator. The high55
frequencies of these events could mask the low frequencies of the background
noise. On the other hand, we noticed a drop of the recognition accuracy for
quieter sounds (e.g., dishwasher). We did not add artificial background noise to
affect the SNR since we wanted to be as close to a real-world scenario as possible.
The classification results that we obtained at various distances showed that we60
can achieve good accuracies with one microphone. This was useful, especially
for monitoring houses of the elderly, where the number of sensors should be as
small as possible.
The two systems are unobtrusive and preserve privacy as the raw audio is
immediately deleted after feature extraction and cannot be recovered from the65
features.
The rest of the paper is organized as follows. Section 2 discusses related
work. Section 3 describes the two systems used in our study (signal acquisition,
feature extraction, feature selection and classification). The experimental setup
and the results are presented in Sections 4 and 5, respectively. Finally, Section70
6 concludes the paper.
2. Related Work
Audio-based activity recognition has received a lot of attention from re-
searchers in recent years [16, 17]. A number of studies have also taken the
first steps to characterize the indoor sound environment and the classification75
of events [18, 19]. While many approaches addressed the problem of audio-
based activity recognition in a home environment [20, 21, 22, 23], there is not
enough justification for the classifier and feature selection. Most of them used
well-known features from the field of speech recognition (e.g., Mel-frequency
Cepstral Coefficients (MFCCs)) along with classifiers, such as the k-Nearest80
Neighbors (kNN), to serve as a proof of concept for indoor audio-based activ-
ity classification. Chu et al. [24] showed that increasing the number of audio
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features does not improve the recognition accuracy of a system classifying en-
vironmental sounds and suggested new feature selection techniques, such as
Matching Pursuit (MP).85
Deep Neural Networks (DNNs) are able to extract important information
from the raw data without the need for hand-crafted feature extraction and
outperform traditional classifiers in many tasks. There is significant research
on recognizing single events in monophonic recordings [25] and multiple concur-
rent events in polyphonic recordings [26]. Different feature extraction techniques90
[27], hybrid classifiers [28, 29] and very deep neural models [30] have been ex-
plored. However, none of these works compared 1D and 2D CNN architectures
for ambient sounds.
Another focus of this work is the duration of the signal used with an audio-
based event detection system. Previous work [31, 32, 33] has examined the95
length needed for sufficient recognition accuracy. They used time-frequency
features and simple classifiers, such as Support Vector Machines (SVMs) and
Hidden Markov Models (HMMs) to test the performance. The proposed ap-
proaches work well with datasets that can classify indoor or outdoor environ-
ments, however, due to the high variability in the class and the similarity be-100
tween the different classes, they can fail in a specific AED task (e.g., in kitchen
environment).
Finally, there has been extensive research on the effect of the SNR in the
presence of background noise [34, 35, 36]. Wang et al. [37] performed experi-
ments for various artificially added SNRs (0-10 dB and clean recordings) using105
different environmental sound datasets and a hierarchical-diving deep belief net-
work. However, all previous work assumed prior knowledge of the SNR, which
is not possible in a real-world environment.
3. Proposed System Architectures
































Figure 1: First proposed AED approach.
For the first AED approach (Figure 1), we considered time-domain features
(ZCR), frequency-domain features (MFCCs, Gammatone Frequency Cepstral
Coeefficients (GFCCs), SR, SC), and time-frequency features (Discrete Wavelet
Transform features). Furthermore, we studied the effect of adding many audio115
features along with proper feature selection and reduction techniques on recog-
nition accuracy. For classification, we examined well-known classifiers such as
k-nearest neighbor, SVM, Random Forest, Extra Trees and Gradient Boosting.
For the second AED approach, we used a CNN trained on mel-spectrogram
images (Figure 5). We show that even for a small dataset, a 2-dimensional120
CNN with 2-dimensional max-pooling (downsamping) layers can provide good
recognition accuracy results. The details of the two approaches are given in the
following sub-sections.
3.1. Signal Acquisition
The success of the signal recording depends on the environment and the125
placement of the microphone. Ideally the recordings should take place in sound-
proof studios or labs. However, this is not possible in real life. Therefore, we
examined test case scenarios with various types of noises that may occur in a
home environment. Three kitchen environments (first author’s house, CERTH
6
KRIPIS smart home and AKTIOS S.A. Elderly Care Units in Vari, Athens)130
were used for data collection.
In the first step of the preprocessing, we recorded the input signal in stereo
at 44,100 Hz (16-bit depth) and then averaged the two channels. This allowed
us to use frequencies up to 22,050 Hz, according to the Nyquist criterion. This is
sufficient to cover all the harmonics generated by our input signal and removes135
noise above this range (also not detected by human ear).
3.2. Data Augmentation
Environmental audio recordings have various temporal properties. There-
fore, we need to make sure that we have captured all the significant information
of the signal in both the time and frequency domain. Any environmental signal140
is a non-stationary signal [24], since it is a stochastic signal and a signal value is
not equally probable to occur given another signal value at any time instance.
Previous research [38, 39] showed that data augmentation can significantly
improve the performance of a classification system by introducing variability into
the original recordings. For this reason, for both AED approaches, we produced145
two additional recordings from the original ones. Hence the number of audio
files was increased from 1,995 to 5,985. First, for each 5 s recording, we added
noise with uniform probability distribution. This allowed us to train our system
better, since the test audio data in an unknown environment (not used for
training) would also include various noises (e.g., different people speaking while150
performing an activity such as cooking). Second, we re-sampled the original 5 s
recording from 44.1 kHz to 16 kHz. Most of the monitored kitchen environment
recordings (mixer, dishwasher, faucet, utensils) had a fundamental frequency of
around 600-700 Hz. We focused on the harmonics produced by devices such as
the mixer and the dishwasher and found that a lot of information at around 11155
kHz was necessary for these classes.
The quality of the data was maintained since i) downsampling removed the
frequencies above 16 kHz and did not affect the general recording since the
energy of the highest frequencies (above 16 kHz) was very small and ii) the
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added uniform noise corresponded to the scenario where ambient noise was160
present in the kitchen environment (e.g., fan and refrigerator of the setup in
Figure 6 (c)).
3.3. Feature Extraction
In this section, we give the details of feature extraction for the first AED
approach. For the second AED approach, we calculated the mel-spectrogram165
with 128 bins to keep the spectral characteristics of the audio signal while greatly
reducing the feature dimension. We normalized the values before using them as
an input into the CNN by subtracting the mean and dividing by the standard
deviation.
To include the range of frequencies that are relevant to identifying the kitchen170
environmental sounds and to efficiently extract the audio features, we split the
input signal into smaller frames for processing. No information was lost using
this approach. For both approaches, each frame had a window size of 20 ms
with a 10 ms hop size from the next one (50% overlapping sliding Hamming
window).175
3.3.1. MFCC: Mel-Frequency Cepstral Coefficients
MFCCs are one of the most popular features for voice recognition [40]. Fig-
ure 2 shows the steps involved in MFCC feature extraction.
Figure 2: MFCC Feature Extraction
One of the disadvantages of MFCCs is that they are not very robust against
additive noise, and so it is common to normalize their values in speech recogni-180
tion systems to lessen the influence of noise.
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MFCCs are used for voice/speaker recognition. However, the indoor environ-
mental audio signals had significant information at the trajectories of the MFCC
coefficients over time. Therefore, we calculated the delta and delta-deltas, also
known as differential and acceleration coefficients. The delta coefficients are185
calculated using Equation (1)
∆c[m] =
∑K






where ∆c[m] is the differential coefficient from a frame m computed in terms of
the static MFCC coefficients c[m+ i] to c[m− i] and i denotes the frame number
corresponding to the time-domain frame and K=2, meaning that the coefficients
are delayed by two frames. The acceleration coefficients are calculated similarly190
from the deltas.
We used 12 cepstral coefficients, one energy coefficient, 12 delta cepstral
coefficients, one delta energy coefficient, 12 double delta cepstral coefficients
and one double delta energy coefficient, making a total of 39 MFCC features.
3.3.2. DWT: Discrete Wavelet Transform195
The DWT provides a compact representation of a signal in time and fre-
quency and can be computed efficiently using a fast, pyramidal algorithm. In
the pyramidal algorithm the input signal is analyzed at different frequency bands
with different resolution by decomposing it into a coarse approximation and de-
tail information. This is achieved by successive high pass and low pass filtering200
of the time domain signal. We used an 8-level DWT with the 20-coefficient
wavelet family (db20) proposed by Daubechies [41], because of its robustness to
noise, and extracted the mean and variance in each sub-band, resulting in 16
(high-frequency) features. The wavelet transform concentrated the signal fea-
tures in a few large-magnitude wavelet coefficients; hence the coefficients with a205
small value (noise) could be removed without affecting the input signal quality.
In the kitchen environment signals, high frequency components are present
very briefly at the onset of a sound while lower frequencies are present for a long
period.
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3.3.3. ZCR: Zero-Crossing Rate210
In the context of discrete-time signals, a zero crossing is said to occur if suc-
cessive samples have different algebraic signs. The rate at which zero crossings
occur is a simple measure of the frequency content of a signal.
The zero-crossing rate returned a 1x173 vector for each recording and we
calculated the mean and median of each vector, resulting in two ZCR features215
per recording.
3.3.4. SR: Spectral Roll-off
Spectral Roll-off (SR) is defined as the frequency below which a certain
percentage (85% - 95%; depending on the application) of the magnitude distri-
bution of the power spectrum is accumulated. The equation of the feature is220
given in Equation (2):
m∑
k=1
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Figure 3: SR comparison between the sound of the kitchen sink (top) and the sound of a
violin (bottom)
where the m-th DFT coefficient corresponds to the SR of the i-th frame,
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C is the percentage of the magnitude distribution of the spectrum and N is
the number of frequency bins. We found a threshold of 95% to be suitable for
distinguishing different kitchen sounds. The mean and median of the SR for225
each recording were calculated and normalized between 0 and 1.
Figure 3 shows the difference of the SR between a violin recording and the
running tap water in the sink. The harmonics of the violin are very distinct in
the spectrum, the mean is 0.423 and the median is 0.417. On the other hand,
the mean and median of the kitchen sink sound are 0.811 and 0.803 respectively.230
These values make sense, since an environmental sound and in particular the
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Figure 4: SC comparison between the sound of the kitchen sink (top) and the sound of a
violin (bottom)
3.3.5. SC: Spectral Centroid
Spectral Centroid (SC) is defined as the “center of gravity” of the spectrum.
It is described by Equation (3)235
SC =
∑N




where Xi(k), k = 1, ..., N are the Discrete Fourier Transform (DFT) coeffi-
cients of the i-th short-term frame and N is the number of frequency bins.
SC is directly related to the sharpness (high-frequency content) of the sound
spectrum. Hence, higher SC values mean that there is a very bright sound with
high frequencies present. The mean and median of the SC for each recording240
were calculated and normalized between 0 and 1.
Figure 4 shows a significant difference between the brighter sound of a violin
and the more broadband sound of the running water of a kitchen sink. More
specifically, for the kitchen sink, where low frequencies are mainly present, the
mean is 0.126 and the median 0.113. On the other hand, the “sharper” sound245
of the violin, where the harmonics are very distinct at higher frequencies has a
mean of 0.383 and a median of 0.366.
3.3.6. GFCC: Gammatone Frequency Cepstral Coefficients
The Gammatone filter-bank consists of a series of band-pass filters, which
model the frequency selectivity property of the basilar membrane. The main250
difference between the MFCC and GFCC is that the Gammatone filter-bank and
the cube root are used before taking the DCT versus the triangular filter-bank













)], 1 ≤ m ≤M (4)
where En is the energy of the signal in the n-th band, N is the number of255
Gammatone filters and M is the number of GFCC.
We selected 13 GFCC static coefficients, 13 derivatives and 13 double-
derivatives coefficients, resulting in 39 features.
3.4. Feature Selection
Feature selection was a crucial step for the first AED approach, since we260
wanted to have a framework that detects activities in real-time.
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3.4.1. Feature Aggregation
Out of the 5,985 recordings (original=1,995 and two augmented=3,990), we
extracted 100 features per recording (16 (DWT) + 2 (ZCR) + 2 (SR) + 2
(SC) + 39 (GFCC) + 39 (MFCC)). Aggregating all the features into a single265
vector is an important step before passing it to the sequential backward search
algorithms and applying the principal component analysis. Feature extraction
and classification (using the first AED approach) ran on a Raspberry Pi 3 Model
B platform.
3.4.2. SBS: Sequential Backward Selection270
SBS starts from the whole feature set X = {xi | i = 1, . . . , N} and discards
the “worst” feature (x′) at each step, such that the reduced set X−{x′} gives the
maximum value of an objective function J(X − {x′}). Given a feature set SBS
gives better results but is computationally more complex than other statistical
feature selection methods [42]. With SBS, we reduced the number of features275
to 17 per recording.
3.4.3. PCA: Principal Component Analysis
The central idea of PCA is to reduce the dimensionality of a dataset that
consists of many interrelated variables, while retaining as much as possible the
variation present in the dataset. We applied PCA to the features given by SBS280
to reduce the feature space down to two principal components. The principal
components were used as input to the classifier.
3.5. Activity Classification
For the first AED approach, we compared the performance of a kNN classi-
fier with 5 nearest neighbors, an SVM with a linear and a Radial Basis Function285
(RBF) kernel, an Extra Trees classifier, a Random Forest and finally the Gra-
dient Boosting classifier.
For the second AED approach, we implemented a CNN based on a modified
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Figure 5: The second proposed AED approach
The CNN consists of 4 convolutional layers (Figure 5). The filter size at
each layer increases as a power of two. Specifically the first one has 8 filters,
the second 16, the third 32 and the fourth one 64. The first layer performs
convolutions over the spectrogram of the input segment, using 3x3 kernels. The
output is fed to a second convolutional layer which is identical to the first. A 2x2295
max pooling operation follows the second layer and the subsampled feature maps
are fed to two consecutive convolutional layers, each followed by max pooling
operations. Each convolution operation is followed by batch normalization [44]
of its outputs, before the element-wise application of the exponential linear unit
(ELU) activation function [45] to facilitate training and improve convergence300
time. We selected the ELU activation function based on the results obtained
by Clevert et al. [45], where it outperformed other commonly used activation
functions (e.g., rectified linear unit (ReLU)), when tested on image datasets
using deep neural networks with more than five layers. After each max pooling
operation, we apply dropout [46] with an input dropout rate of 0.2. The number305
of kernels in all convolutional layers is 5. The resulting feature maps of the
consecutive convolution-max pooling operations are then fed as input to a fully-
connected layer with 128 logistic sigmoid units to which we also apply dropout
with a rate of 0.2, followed by the output layer which computes the softmax
function. Classification is obtained through hard assignment of the normalized310
output of the softmax function








where N is the number of classes and xi is the un-normalized probability
for the i-th class. We used the Adam [47] optimizer when training our network
with an initial learning rate lr=0.001 which was reduced by a factor of 0.01,
when there was no validation loss (categorical cross-entropy) improvement for 5315
consecutive epochs. This ensured that there was no overfitting in the training.
We trained the CNN for 20 epochs.
4. Experimental Setup
We recorded sounds of activities using the kitchen setup of Figure 6 (a),
where there was no background noise and Figure 6 (b, c) that included back-320
ground speech sounds and ambient noise of a fan and refrigerator. We also
collected sounds for seven classes from Freesound [48].
The first recordings were made in the kitchen of the first author (Figure
6 (a)). Only one person was present at the time of the recordings. For this
environment, two smartphones (Samsung Galaxy S5 & ZTE Nubia Z11 miniS)325
were placed on the kitchen counter above the dishwasher at an identical position.
The main reason for using two smartphones was to capture the same source from
two different, off the shelf, microphones. The smartphones were 50 cm away
from the faucet, approximately 50 cm from the mixer, 1 m from the oven and
approximately 2 m from the kitchen drawer. For the second set of recordings,330
the setup was as follows (Figure 6 (b)):
1. we used a Raspberry Pi 3 Model B with an MEMS DSP board to record
the audio signals
2. the environment was noisier than for the first set of recordings because
other researchers were present and speech or other environmental noises335
were captured more frequently
3. the MEMS board was placed at 1.2 m from the dishwasher, 1.4 m from the
mixer, 40 cm from the kitchen faucet and 1.6 m from the oven. Compared
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(a) Home Kitchen Environment Setup (b) CERTH Smart Home (KRIPIS) setup
(c) AKTIOS Kitchen Environment Setup
Figure 6: Experimental Setup
to the first recordings, the distances to the appliances were larger to reduce
the SNR340
Finally, for the third set of recordings (Figure 6 (c)), we used a laptop and a
MEMS microphone board. For this environment there was a background noise
of a fan and a refrigerator. We used the MEMS board to manually adjust the
microphone gain (+6 dB; maximum threshold to avoid clipping when placed
within 50 cm from the cutting board to detect the activity of bread cutting) for345
the recordings and the laptop to perform real-time classification. The MEMS
board was placed in a fixed position on top of the laptop and 3 m from the
kitchen faucet, 3 m from the dishwasher, 6 m from the mixer and 50 cm from
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the cutting board.












Frying 160 85 - 40
Boiling 160 85 - 40
Mixer 160 40 45 40
Doing the
dishes
160 85 - 40
Kitchen sink 160 34 51 40
Dishwasher 160 20 65 40
Cutting bread - - 285 -
A total of 1,995 audio signals from different activities were collected from350
the three kitchen environments (285 kitchen faucet, 285 boiling, 285 frying, 285
dishwasher, 285 mixer, 285 doing dishes and 285 cutting bread). The setup
included the following steps:
• we used data augmentation techniques as described in Section 3.2 to in-
crease the total number of recordings in each class to 855355
• Monte Carlo cross-validation was used to randomly split the dataset into
training and testing data (80% training and 20% testing) and the results
(accuracy, precision, recall, F1-score) were averaged over the splits
The total number of recordings from each environment and Freesound is
summarized in Table 1.360
5. Results
In this section, we present experiments to assess the performance of our two
AED systems. For all of our experiments and comparisons, we applied the same
split between the number of training and testing samples, as it is common in
the literature [49]. In Section 5.1, we compare several classifiers for the first365
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system, we select the one with the highest F1-score and recognition accuracy
and compare the performance to that of the second system. In Section 5.2, we
study the effect of feature fusion on the recognition rate of the best classifier
identified in Section 5.1 (Gradient Boosting). In Section 5.3, we study the
recognition accuracy as a function of signal duration. In Section 5.4, we analyze370
the effect of both the SNR and distance between the microphone and event on
the recognition accuracy in an “untrained” environment. In Section 5.5, we
examine the response of the second AED system for an activity that was not
included in the training set.
5.1. Selection of a traditional classifier for the first AED system and comparison375
with the second AED system
Table 2 compares the performance of various classifiers for the selected fea-
tures. The signals used for this experiment were all the recordings from the three
environments mentioned in Section 4 in addition to the Freesound recordings.
Table 2: Classifier Performance Comparison
MFCC+GFCC+SR+SC+ZCR+DWT (with augmented data)
Classifier PRECISION RECALL F1-SCORE ACCURACY
kNN (5 nearest neighbors) 78.4% 79.4% 78.9% 79.4%
SVM (linear kernel) 79% 81.2% 80.1% 83.5%
SVM (RBF kernel) 84.1% 90.1% 87% 90.9%
Extra Trees 83.4% 85% 84.2% 89.7%
Random Forest 88.5% 89.1% 88.8% 91%
Gradient Boosting 90.4% 90% 90.2% 91.7%
Mel-Spectrogram (with augmented data)
2D CNN /w 2D Max-pooling 94.6% 90.9% 92.7% 96%
1D CNN /w 1D Max-pooling 90% 89.7% 89.8% 91.3%
For the Random Forest, we noticed, as the theory suggests, that increasing380
the number of trees can give a better and more stable performance, hence there
is a small chance of overfitting. The number of leaves in the tree had to be
small, in order to capture noisy instances in the training dataset. Therefore, we
selected 50 samples for each leaf node. For the RBF-based SVM classifier, the
highest values for all evaluation measures were found for σ = 1 and C = 0.1.385
The parameter σ of the RBF kernel handles the non-linear classification and
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the C parameter trades off correct classification of training examples against
maximization of the decision functions margin. Finally, for Gradient Boosting
we picked 500 estimators. We used the deviance (= logistic regression) loss
for classification with probabilistic outputs, since we had a multi-class problem.390
Another important parameter that affected the classification performance was
the learning rate. We performed a grid-search between 0.01 and 0.1 with a
0.01 step and selected 0.05, which provided the best results. The rest of the
parameters from the Scikit-learn [50] library were kept at default. Additionally,
as Gradient Boosting is fairly robust to overfitting, the large number of esti-395
mators resulted in a better performance, achieving an F1-Score of 90.2%. We
obtained good results for boiling, frying, the use of mixer, and also the use of
dishwasher. However, the activity of the “running” kitchen faucet was “under-
stood” by our architecture as doing the dishes because some recordings were
very similar due to the timing (meaning that no dishes or utensils were “heard”400
from the microphone).
We compared the performance of the aforementioned classifiers, using stan-
dard metrics (accuracy, precision, recall, F1-score). However, in order to com-
prehend if the best metrics were not affected by the factor of randomness, we
performed the Student’s T-test for the means of two independent samples of405
score. We did not assume equal variance between the two samples. According
to Table 3, our two best models (Gradient Boosting and 2D-CNN) were statis-
tically different, since they had a p-value of 0.043, less than the 0.05 threshold.
On the other hand the SVM with the RBF kernel, the Extra Trees and the Ran-
dom Forest were affected by the randomness factor and the classification results410
could vary, when changing other parameters of the Scikit-learn library. A more
reliable characteristic to measure the classification performance, is the Receiver
Operating Characteristic (ROC) curve. Figure 7 depicts the ROC curves for
all the classifiers that were examined. Classes 0, 1, 2, 3, 4, 5 and 6 correspond
to boiling, cutting bread, dishwasher, doing the dishes, frying, operating the415
kitchen faucet and mixer respectively. We noticed that the boiling class was the
most easily separable class by all the classifiers. The classes of cutting the bread
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and operating the kitchen faucet were the hardest ones for all the classifiers that
we used. This can be explained by the fact that many recordings had the sound
of those two particular classes towards the last second of the 5 s - recording.420
In the following experiments, the first AED system will be used with the Gra-
dient Boosting classifier, since it achieved the highest performance characterized
by a stable relationship between precision, recall, F1-Score and recognition ac-
curacy.
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2D CNN vs 1D CNN No 0.110036
In order to highlight the importance of 2D max-pooling, we compared it to425
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(a) kNN ROC (b) SVM w/ linear kernel ROC
(c) SVM w/ RBF kernel ROC (d) Extra Trees ROC
(e) Random Forest ROC (f) Gradient Boosting ROC
(g) 1D CNN ROC (h) 2D CNN ROC
Figure 7: Receiver Operating Characteristic curves for the selected classifiers
21
1D max-pooling with a 1D CNN. The input to the 1D CNN network were mel-
spectrograms with 128 bins. The resulting feature matrix input vector to the
1D CNN consisted of 128 mel-band energies in 431 successive frames (number
of Fast Fourier Transform (FFT) samples = 1024 with hop length = 512, or
window size of 20 ms with a 10 ms hop size from the next one). The 1D CNN430
has the same number of filters, kernels, etc. as the 2D CNN (described in
Section 3.5). The main differences between the two networks are that kernels
change from 3x3 to 3x1, max-pooling from 2x2 to 2x1 and in the Keras code
the Conv2D and MaxPooling2D layers are replaced with the Conv1D and
MaxPooling1D respectively. The 2D CNN with 2D max-pooling, was able to435
capture the spatio-temporal information of the given signal and achieved an
F1-Score of 92.7%. On the other hand, the 1D CNN achieved an F1-Score of
89.8% only. This showed that the audio signals that were present in the kitchen
environment contained important information in the frequency domain.
5.2. Fusion of features for the first AED approach440
Figure 8 shows how fusing features improves the performance of the first
AED approach with the Gradient Boosting classifier. The accuracy rates were
calculated for seven feature combinations.
Figure 8: Recognition accuracy for different audio features using Gradient Boosting
Lots of sounds in a kitchen environment have an interchangeable pattern
(bigger/smaller values for odd/even MFCCs). Some mechanical noises (mixer,445
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dishwasher) exhibit quite concentrated ZCR distributions, due to some strong
fundamental frequencies appearing in the recordings. This served as our motiva-
tion to test more time-frequency features in the kitchen recordings. Specifically,
when introducing the GFCCs and the DWT, the recognition accuracy was signif-
icantly improved. As in the case of the classifiers, the T-test that was performed450
also on the features (Table 4), using the Gradient Boosting classifier, supported
our claim regarding the importance of the DWT and GFCCs in increasing the
recognition accuracy, in a noisy environment. MFCCs and ZCR achieved an
accuracy of 71.3%. When we added the GFCCs first and DWT second, the
accuracy improved to 79% and 85.6% respectively. GFCCs use the Equivalent455
Rectangular Bandwidth (ERB) scale and has finer resolution at low frequencies,
which were present at the kitchen environment, compared to the mel-scale that
MFCCs use. Additionally, the wavelets were able to separate the fine details of
the input signal and increased the recognition accuracy.
5.3. Recognition accuracy as a function of the audio sample duration460
We studied the impact of segment duration on the accuracy of activity recog-
nition within the kitchen environment. Figure 9 shows that a 3 s time duration
of the input signal is sufficient for accurate activity recognition. For the Gra-
dient Boosting classifier, we noticed an unexpected drop-off for the activity of
doing the dishes after the third second. Examination of the confusion matri-465
ces revealed that there is a recognition uncertainty of the activity of doing the
dishes and the operation of the kitchen sink. After careful listening of all the
recordings, we noticed that there were times when the faucet was turned on and
only at the last second of the recording an object (plate, utensils) was picked
to be washed. On the other hand, the performance of the CNN improved as470
































Doing Dishes(CNN) Cutting Bread(CNN)
Figure 9: Recognition accuracy (using the Gradient Boosting classifier and the CNN) as a
function of the sample duration
5.4. Dependence of recognition accuracy on certain distance and SNR in a new
environment
We trained both systems in the environments of Figure 6 (a-b) and tested475
them in the environment of Figure 6 (c). Our training set consisted of 1547
recordings for the seven classes. We tested the systems on the following classes
only: dishwasher, mixer, utensils/trays, kitchen faucet. For this experiments,
we renamed the class doing the dishes to utensils/trays, since the people in the
kitchen rinsed the utensils/trays for a very short period of time and then used480
the dishwasher. 41 recordings for the activity of moving the utensils/trays were
collected in order to test the two AED systems.
Table 5: Confusion matrix using Gradient Boosting for the classes of the framework in a new
environment (not included in the training dataset). The distance between the microphone
and each activity was 3 m
Mixer Dishwasher Utensils/Trays Kitchen Faucet
Mixer 45 11 0 1
Dishwasher 0 48 2 10
Utensils/Trays 0 1 39 0
Kitchen Faucet 0 5 0 40
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Table 6: Confusion matrix using CNN for the classes of the framework in a new environment
(not included in the training dataset). The distance between the microphone and each activity
was 3 m
Mixer Dishwasher Utensils/Trays Kitchen Faucet
Mixer 45 11 0 0
Dishwasher 0 46 0 5
Utensils/Trays 0 2 41 0
Kitchen Faucet 0 6 0 46
For this experiment we could not test all seven classes since, i) the record-
ings from cutting the bread were collected and trained using the setup of that
environment, ii) there was no frying activity due to dietary instructions from485
the elderly care home where the experiment took place and iii) the setup was
similar to a restaurant kitchen setup and we could not detect the boiling activ-
ity (the microphone was placed at a large distance from the stove). The results
(Table 5 and Table 6) show that even with a relatively small training dataset
and a distance of 3 m from the event to be classified, we were able to obtain490
satisfactory results when testing in a new indoor environment.


















3 -27 90.2 93.4
0.4 -10 94 98.8
Using the
Mixer
6 -11 98.5 97.1
3 -8 100 100
Moving the
Utensils/Trays
6 -16 91.1 95
3 -13 96.8 100
Using the
Dishwasher
3 -30 90.2 89.9
1 -25 93 91.7
The distance between the activity and the microphone affected the recogni-
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tion accuracy. Table 7 shows the SNR and the classification accuracy, using the
Gradient Boosting and the CNN, of a set of activities at various distances. The
ambient noise of the kitchen at AKTIOS (fan and refrigerator at -32 dB) oper-495
ating at the time of the experiment dropped the performance of the approaches
when increasing the distance from the microphone. The CNN outperformed the
Gradient Boosting in most cases. However, in the case of using the mixer when
placing the microphone at 6 m and at 3 m and 1 m from the dishwasher, the
Gradient Boosting classifier performed better.500
5.5. Tests with an untrained class (coffee machine) using the second AED sys-
tem
For this experiment, we used the MEMS microphone board and a laptop
50 cm away from a coffee machine to collect 25 recordings of 5 s each. Out of
the 25 recordings, 8 were classified as boiling, since it was the closest match in505
terms of the audio characteristics of the filter coffee machine. For the remaining
17 the classifier output was discarded because the output probability for each
class was below the minimum threshold, set for this experiment to 0.7. More
precisely, the class probability was between 0.5 and 0.6 for the boiling class and
randomly distributed among the other classes.510
6. Conclusions
We studied feature extraction, selection, and classification, the effect of sig-
nal duration, and SNR at various distances on recognition accuracy in a noisy
kitchen environment. Adding more audio features does not necessarily increase
the recognition accuracy of the first audio-based event detection system. How-515
ever, feature selection methods and feature dimensionality reduction techniques,
are critical to the success of the system. GFCCs and DWT coefficients signifi-
cantly increased the recognition accuracy. They outperformed other well-known
time-frequency features in the presence of background noise. Furthermore, af-
ter extensive experiments, we found that a signal duration of 3 s was enough to520
27
provide satisfactory recognition accuracy.The resulting trade-off between time
delay and the recognition accuracy was acceptable. The systems were tested
in a new environment and provided recognition accuracies above 90% for appli-
ances that were up to 6 m away. In most commercial kitchen environments, the
distance between the microphone and the target appliance will be smaller. The525
ability of the CNN to learn from the raw input of mel-spectrogram image in-
creased the classification accuracy compared to the human crafted feature tuned
Gradient Boosting. Therefore, one would require minimum pre-processing when
deploying a real-world application.
Additionally, even if we had a spatio-temporal classification problem, when530
adding a basic long-short term memory layer with 64 units and the ReLU ac-
tivation, after flattening the output of the last convolutional layer, we did not
notice an improvement in the classification performance, since it achieved an
F1-Score of 92%. This explained that the ambient kitchen sounds do not have
very strong temporal information. Since, we did not monitor the activity of a535
person in a daily scenario, but we captured recordings at various times of the
day, the sounds were random and unpredictable.
Finally, in order to check the robustness of our second AED system, we tested
it on an untrained class. The softmax layer was able to output probabilities
greater than 0.6 for 8 out of the 25 collected recordings, showing that it can be540
successfully used, 68% of the time, with a class that is close to a trained one
(boiling).
The main limitation of the proposed systems is their inability to distinguish
between overlapping events. Since only one acoustic sensor was used, only the
loudest event was identified. For instance, when the microphone was placed 6545
m away from the mixer and at the same time 3 m away from the kitchen faucet,
it was able to classify only the activity of the mixer, since the sound of the
mixer masked entirely the sound of the running tap water. As future work, we
will investigate to which extent multi-channel acoustic recordings are beneficial
for the detection of domestic activities in different home environments. To this550
end, we will use the SINS database [51] which contains more than 200 hours of
28
multi-channel recordings from different rooms (living room, kitchen, bathroom,
bedroom). Additionally, we plan to keep collecting data in different rooms
(e.g., living room, bathroom, etc.), introduce more effects to the signals, such
as reverb and echo, and make the collected feature dataset publicly available,555
in order to help researchers working in this field evaluate their algorithms.
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