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Выведен алгоритм оценки максимального правдоподобия для измерений относительных координат 
и дальности, позволяющий наиболее эффективно использовать разнородные источники данных. Точ­
ность полученного алгоритма исследована двумя способами: аналитически и численным моделировани­
ем. Приведена область применимости аналитических выкладок, построен координатный фильтр, реа­
лизующий разработанную оценку.
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В задачах относительной навигации (ОН) 
требуется определять положение объектов друг 
относительно друга. Для получения данных о вза­
имном положении применяются два вида источни­
ков информации [1]. Первые выдают навигацион­
ные данные в абсолютных системах координат, свя­
занных с Землей. К таким источникам относятся 
бортовые инерциальные навигационные системы 
(БИНС) и спутниковые радионавигационные си­
стемы (СРНС). Информацию о взаимном положе­
нии из абсолютных координат можно получить с 
помощью вычитания координат потребителей 
друг из друга. Другой тип источников дает ин­
формацию о взаимном положении. К ним отно­
сятся дальномеры, инфракрасные пеленгаторы, 
бортовые радиолокационные станции. Каждый из 
таких источников имеет свои достоинства и недо­
статки, определяющие его область применения.
В настоящей статье ограничимся рассмотре­
нием вопросов оптимального комплексирования 
источников из первой группы с дальномерами.
Критерием оптимальности будет являться мини­
мум дисперсии оценки относительного положе­
ния при условии ее несмещенности. При отсут­
ствии априорных данных об измеряемых величи­
нах наилучшие результаты дают оценки макси­
мального правдоподобия (МП) [2], поэтому рас­
смотрим именно этот класс оценок.
Вывод правила оценивания. Для наглядности и 
простоты интерпретации математических выкла-
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док рассмотрим случай, когда координаты точки 
М  х м , У м  и дальность до нее D  измеряются на 
плоскости (рис. 1). В результате измерений полу­
чено положение точки М а , характеризуемое из­
мерениями координат а  х , а  у  и дальности а  d  . 
После обработки результатов измерений форми­
руется оценка положения точки M  с оценками 
координат Х м , У м  и дальности D . Как будет 
показано далее, этот случай легко можно распро­
странить и на измерения в трехмерном пространстве.
Для синтеза алгоритма примем, что шумы из­
мерений независимы, распределены нормально с 
нулевым математическим ожиданием (МО) и из­
вестными дисперсиями.
Для математического описания оптимальной 
оценки необходимо задать вектор состояния системы:
0 = [хм  У м  D ]т (1)
где -  символ транспонирования.
Так же можно получить расчетную дальность 
до точки, зная ее относительные координаты:
/ 2 2
d  = V х м  + ум  . (2)
При этом D  = d , что служит основанием по­
строения совместной оценки.
Вектор наблюдения содержит результаты из­
мерения элементов вектора состояния системы:
а = |_а х а у  а d  J
где а  х , а  у , аD  -  результаты измерения вели­
чин хм  , Ум  и D  соответственно.
Правило МП основано на максимизации 
функции правдоподобия (ФП) ln р а 0  по вектору
состояния при фиксированном векторе наблюде­
ния [2]:
ln Ра|б| ^  m ax.
0=0
За оценку МП принимается вектор состояния 
0 = [ х м  У м  D ] , при котором ФП достигает 
максимума.
Запишем условную плотность вероятности 
элементов вектора результатов измерений а  при 
условии, что истинные значения измеряемых ве­
личин равны элементам вектора 0 :
р а |0 ="
1
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где стх , ст у , ctd -  среднеквадратические откло­
нения (СКО) измерений составляющих вектора 0.
При синтезе алгоритма оценки взаимной кор­
реляцией между измерениями пренебрегаем.
Для получения правила оптимального оцени­
вания необходима ФП для вектора 0 при наличии 
вектора а , которая в рассматриваемом случае мо­
жет быть получена подстановкой (4) в (3) и лога­
рифмированием последнего выражения:
1
ln Р а |0 = ln 
(а х -  хм  )2 , (
ст х ст у ст D ш 3
а  у - У м  )2 + ( а D  -  D )2
ст. ст, ст D
(5)
Максимизацию полученной ФП необходимо 
проводить с учетом связи между элементами век­
тора состояния (2). Постоянное смещение не вли­
яет на результат максимизации, поэтому первое 
слагаемое в (5) можно исключить из рассмотре­
ния. Избавившись от множителя (-1 /2 ) , сведем
задачу отыскания МП-оценки к поиску условного 
минимума выражения:
( а  х -  х м  )2 , (а у -  ум  )2 , ( а d  -  D )
z2 + z j  = D 2 .
ст D
Задача условной минимизации ФП может 
быть решена различными методами. Наиболее 
привлекательным с точки зрения снижения слож­
ности вычислений является метод неопределен­
ных множителей Лагранжа [3]. Запишем гранич­
ное условие:
Ф(0) = х 2м  + У м  -  D 2 = 0 (6)
и функцию Лагранжа:
^  ( а х -  хм  )2 , (а у -  У м  )2 
ст2х ст2у
( а D  -  D )2 +Хф(в).
ф
где K  -  корреляционная матрица шумов измере­
ний. Для рассматриваемого случая измерений на 
плоскости матрица K  имеет вид
стD
(7)
Оптимальная оценка по методу МП будет 
корнем системы уравнений:
d [ ф ( 0 , \ ) ] / dХм = 0;
 ^ d [ ф ( 0 , ^ ] / dУм  = 0;
d  [ф (0 , A,)]/dD  = 0;
Ф(0) = 0 .
(8)
Подставив в систему (8) функцию Лагранжа 
(7), получим:
- (а  х -  хм  ) М  + ХХм  = 0;
- (а  (  -  У м  ) / ст2Х + ХХм  = 0;
- (  - D / ст2 - Х^м = 0 ;
_ xM  + yM -  D)2= °
откуда получим выражения для искомых элемен­
тов вектора оценок:
хм  = а  J (l + ст2 х ) ;
< ум  = а у /  (1+ 4  Х);
D  = a D / (l - c tD х);
_ * м  + ум -  D )2 = 0
(9)
Параметр X определим подстановкой верхних 
трех уравнений системы (9) в нижнее:
.2
а . а У
2
= 0 . (10)
0 n =
а „
1 + ст;:Х( а )
= ©n ( а ) . (11)
Рассмотрим подробно случай стх = Сту = ст.
Уравнение (10) относительно параметра X сводит­
ся к форме
\2 w  „ ч2
(  + а ^ / 1  - ctD х) - а D  (1 + ст2Х) = 0,
откуда
+ ^ а  х + а  у  (1 -ст d  х) = ± а  d  (1 + ст Х) . 
Решение этого СУ дает два различных корня:
Г~2 2
у а  х  + s у  + zD
2 Г 2 2 2
ст D y  а  х + а  у -ст а  D
Хт =
Г~2 2
Уа х + а у -  zD
2 Г~2 2  2
CTD y а х + а у + ст a D
Можно показать, что искомый максимум до­
стигается при втором корне уравнения.
Подставив корень Х2 в систему уравнений (9), 
для координаты х получим выражение ©1 ( а ) (11):
©1 (а  ) =
а , а ,
1 + ст2Х
1 + У
2 Г 2 2  2
CTD y а х + а у + ст a D
После упрощения выражение примет вид
(
©1 (а) = zx
ст a D CTD
Л
(1 + ст1Х Х) (1 + стУ Х) (1 - ctD Х
Полученное уравнение может быть сведено к 
обычному алгебраическому степенному уравнению 
(СУ), степень которого зависит от количества при­
нятых различными СКО ошибок. При равных СКО 
измерений координат (стх = ст у  = ст) степень СУ
равняется 2, при различных СКО составляет 4.
Как следует из уравнения (10), оптимальная 
оценка вектора 0 нелинейна, поскольку параметр 
X является нелинейной функцией от вектора из­
мерений а. Оценка n-го элемента вектора состоя­
ния может быть определена следующим образом:




Аналитическое исследование оценки. В (12) 
получена нелинейная МП-оценка величины хм  . 
Изучим ее свойства.
Несмещенность оценки. Способ отыскания 
МО случайной величины, полученной преобразо­
ванием другой случайной величины, описан в [3]. 
В рассматриваемом случае МО можно найти сле­
дующим образом:
ГО  ГО  ГО
M {0 n } = j  j  j  ©n ( а ) Ра|0^ -  (13)
- Г О  - Г О  - Г О
Разложим функцию ©n (а ) (11) в ряд Тейлора 
[2] до второй производной включительно в окрестно­
сти истинного положения точки М  в предположении 
несмещенности оценки:
©n ( а ) = ©n (а )|а=0 +
+1  j  d ©n Ч  „ .0  ) +
1! ^  да,- v г 1> i =1 i
1 3 3 д2 ©n (а)| =0
+ 2 !j j  даг-да а  (  - 0 - 0 J ) +1=1 J =1 I J
+ 02 (а). (14)
Пренебрежем остаточным членом ряда 02 ( а ) 
ввиду его малости. Подставим (14) в (13) и про­
анализируем полученное выражение почленно.
При а  = 0 Х(0) = 0 и первый член оценки 
(14) с учетом (9) дает сам параметр:
©п U  = 0) = 0„ .
Второй член подстановки (14) в (13) в той же 
точке дает:
. . . д©п (а ) I _0 
j  j  j ------^T J1_ - ( “ i — 0 )  Pa\Qdz  _да—да —да —да
Э0« (а )1а _0
да,- j  (a i — 0 i)  P a t\0tdzi _ 0  (15)
Переход от тройного интеграла к одинарному 
осуществляется по условию нормировки функции 
р а |- , а получившийся интеграл равен нулю как пер­
вый центральный момент случайной величины а , .
Член (13), содержащий вторые производные 
оценки, имеет вид
да да да 
j  j  j да, да j  L(a, —0 )  (  —j  p a\0da  _ 
д20 „ (а) I1а_0
да, да j
д а  д а  д а.  .  .  д20 и (а )I _0 2
j  j  j  ---------- J-------( i  — 0 i)  P a - d a  _
— д а  — д а  — д а
да.-
д 20 и (а ) |
д аг-






2 -  i . (17)
где M {-} -  символ математического ожидания.
Выражение для МО получим, подставив (12) в 
(17). Можно показать, что при достаточно суще­
ственно отличных от нуля элементах вектора 0 
(0п » с п) смещение МО оценки от их значений
достаточно мало. Таким образом, оценку можно счи­
тать несмещенной. Для более сложной структуры 
©п (а ) аналогичный результат можно показать, 
например, с помощью численного моделирования.
Корреляционная матрица оценки. Получим ана­
литические выражения для характеристик оценки, 
исходя из допущения о ее несмещенности. Область 
применения полученных выражений определим впо­
следствии с помощью численного моделирования. 
Для несмещенных многомерных МП-оценок корре­
ляционная матрица может быть найдена как матрица, 
обратная информационной матрице Фишера Ф [4]:
S—1К МП _ Ф (18)
Элементы матрицы Фишера, в свою очередь, 
могут быть найдены как вторые производные лога­
рифмической ФП по соответствующим элементам 
вектора состояния, взятые с обратным знаком и 
усредненные по реализациям вектора наблюдений:
ФУ _
д In Ра \0 
" д0г- д0 j  '
Корреляционная матрица для корректирован­
ных по (9) координат имеет вид:
_2
Х j  j  ( i  —0i ) ( “ j  —0j )  Р а , а ; \0г, 0 d a id а j • (16)
—да —да
Переход к двойному интегралу выполнен с по­
мощью операции нормировки, аналогичной (15). 
Для i Ф j  интеграл (16) равен нулю как корреля­
ционный момент независимых величин. При
i _ j  (16) дает дисперсию величины zi :
МП
' xy^ x^ y
r  q  ~q л 'xy^x^ y q
(19)
где q x , q y  -  СКО оценок координат x m  , Ум
ссоответственно; rxy  -  коэффициент корреляции
оценок координат. Найдем все элементы инфор­
мационной матрицы Фишера, дифференцируя 
логарифмическую ФП с учетом связи между эле­
ментами вектора наблюдения а  согласно (2). В 
этом случае для переменной x m  имеем:
dD d l^xM + уМ 2x,м
dx,м dxм 2 1^xM  + У 2м
xM
D
Для переменной у м  аналогично:
dD  _ у м  
dyM  D




д2 In Ра \0 1 1 xM .
9xM q 2 ' qD D 2 ’
д 2 ln  Ра \0 1 1 2У м .
ду'М qy qD D 2 ’
Ф 21 _
д 2 ln  Ра \0 1 1 |xM yM |
дкм  дум qy qD D 2
(20)
М атематическое моделирование алгоритма 
оценки. Для оценки работоспособности разработан­
ный алгоритм промоделирован в среде MATLAB [5]. 
Моделирование включало несколько этапов.
Этап 1. Генерирование входных данных. В ка­
честве исходных данных были сгенерированы 
последовательности измерений а xn, а у П , а Dn :
zxn = хм  + ст x^n;
zуn = ум  + ст у^п ;
/ 2 2
zDn =V хм  + ум  + ст D Cn ,
где к = 1, kmax; £,n , ^ n , Cn -  последовательно­
сти центрированных нормальных случайных ве­
личин с единичной дисперсией.
Этап 2. Расчет МП-оценки. Расчет оценки 
включает в себя численное решение уравнений 
системы (9) для набора данных, полученных на 
предыдущем этапе. В результате на выходе этапа 
имеем векторы оценок |х к }, { у  к }.
Работа алгоритма на плоскости при выборке 
из 15 оценок проиллюстрирована рис. 2. На ри­
сунке треугольным маркером показано истинное 
положение цели (координаты х м , у м  ); штрихо­
выми линиями нанесены результаты измерений 
дальности, ромбовидными маркерами даны оценки 
положения цели по результатам расчета хп , у п ; 
круглыми -  оценки, полученные комплексировани- 
ем этих оценок с оценками дальности D . Отражен­
ные на рис. 2 результаты моделирования показыва­
ют, что комплексирование данных о местоположе­
нии с данными о дальности уменьшает разброс 
оценок координат и делает эти оценки зависимыми.
Этап 3. Расчет точности оценок. На этом 
этапе определяется корреляционная матрица ( 19). 
Матрица определялась двумя способами: с ис-
б
Рис. 3
пользованием функция MATLAB cov (х, у ) [4] по 
результатам численного моделирования j  хп }, j  у п }
и обращением информационной матрицы Фише­
ра, полученной согласно (18), (20).
Результаты моделирования для стх  = Сту = 3,
ст d  = 2 представлены на рис. 3. Истинное положе­
ние цели М лежит в пределах х м  = (2...2 • 104 ) стх , 
у м  = (1...1 • 104 ) ст у , количество отсчетов измере­
ний kmax = 104
На рис. 3 представлены зависимости характе­
ристик оценки от нормированного значения коор­
динаты х м  /стх  : а -  нормированного смещения
оценки тх = (х -  х м  )/стх ; б -  нормированного
СКО ех = ^ (х  -  х м  )2 /стх ; в -  коэффициента кор­
реляции гху .
Как следует из рис. 3, результаты численного 
моделирования сходятся с результатами аналити­
ческих расчетов при отношении 0п/стп > 10 . . .20 . 
Расхождение результатов при меньших значениях 
0п /стп объясняется смещением МО оценки, рас­
считываемым по (12), (17), в этой области.
Обнаруженное в процессе исследования сме­
щение оценки не влияет на практическую примени­
мость последней по двум причинам. Во-первых, 
область 0n < 20q n , в которой наблюдается смеще­
ние, не представляет практического интереса, по­
скольку на практике объекты-носители системы ОН 
не сближаются на столь малые расстояния. В теоре­
тическое рассмотрение эта область включена для 
демонстрации расходимости оценки. Во-вторых, из- 
за крайне малых значений смещение (рис. 3) не бу­
дет заметно на фоне случайных ошибок оценки.
О ценка для трехмерного случая. Для рас­
пространения полученных результатов на измере­
ния в пространстве необходимо добавить в систе­
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а граничное условие (6) примет вид
ф( 0 ) — z2 + z2 + z2 -  D 2 — 0 .
Если ошибки измерений горизонтальных коор­
динат можно принять равными, то для измерений по 
высоте такое допущение неприемлемо как для 
данных как СРНС [6], так и БИНС [7]. При этом 
степень СУ после подстановки (7) и (12) в (13) 
становится равной 6 , что налагает определенные 
ограничения на расчет параметра X. На практике 
решение уравнения проводится численным спосо­
бом, что на современном этапе развития алгорит­
мов решения СУ не составляет труда. При ст x  — Сту
уравнение имеет четвертую степень (максимальная 
для СУ, при которой существует общее решение), 
и параметр X может быть вычислен с применением 
резольвенты по способу, представленному в [3].
Корреляционная матрица оценки (19) примет вид
2
qD D
Реализация алгоритма оценки. Схема фильтра, 
корректирующего относительные координаты, по­
лученные с помощью двух независимых СНС, 
установленных на борту носителей системы ОН, с 
помощью измерений дальности, изображена на рис. 4. 
Информация от СНС оппонента передается в 
фильтр через канал информационного обмена (ИО).
Дополнительно в фильтре можно проводить 
расчет числовых оценок (18), (20). Оценку на выхо­
де фильтра можно считать несмещенной в области 
больших значений отношения 0п /стп . Также 
предложен способ расчета смещения оценки в 
области малых значений 0п /  стп для простейшего 
двумерного случая по (12), (17). Для общего слу­
чая вывод аналитического выражения для МО 
оценки затруднен, так как требует функции 0 п (а ) 
в общем виде, для получения которой необходимо 
общее решение СУ высокой степени.
При необходимости работы в области смещен­
ной оценки ее дисперсию можно вычислить [3] как
стп —[1 + Ъ’ (0 п ) ] 2 Ф-п, (21)
где верхний штрих обозначает производную по аргу­
менту. Смещение Ъ (0п ) определяется из выражения:
м { 0  п } — 0п + Ъ (0п ) и может быть найдено из (17):
Ъ ( 0п) —2 1
2 i—1




При малом значении 0п /стп в качестве эле­
мента вектора 0п можно взять оценку 0п и уточ-
Информационная матрица Фишера должна 
быть дополнена следующими элементами:
нить ее дисперсию по выражению (21), при чис­
ленном расчете производной b '(0 n ) любым удоб -
ным способом.
В заключение отметим, что практическое 
применение разработанной оценки в виде систе­
мы уравнений (7) затруднено. Это обусловлено 
как типичными недостатками оптимальных оце­
нок, так и спецификой их применения в системах 
ОН. К первым относятся необходимость точного 
знания характеристик шумов измерений (распре­
деление и дисперсия) и соответствие реальных 
параметров принятым. Специфика проявляется во 
взаимной корреляции погрешностей измерения
координат в пространстве, возможных пропада­
ниях измерений и выбросах.
Ценность полученной оценки заключается в ее 
эффективности (достижении границы Крамера-Рао 
как МП-оценкой [3]). Синтезированная оценка 
может быть заложена в основу более сложных 
алгоритмов, учитывающих различные дестабили­
зирующие факторы, свойственные системам ОН, 
и устойчивых к ним. Для практического примене­
ния этой МП-оценки необходимы различные мо­
дификации алгоритма оценивания, разработка 
которых выходит за рамки настоящей статьи.
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Correction of the Relative Coordinates by Range using the Maximum Likelihood Method
The maximum likelihood estimating algorithm for complexion measurement of the relative coordinates and distance 
was created, the most efficient use of heterogeneous data sources is allowed. The accuracy of the algorithm is investigated 
in two ways: analytically and by numerical simulation. The applicability of the analyses is given, the coordinate filter, im­
plemented the developed assessment, is constructed.
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