T a/ √ x T Bx, where B is positive definite. We consider the game of choosing x from a convex set, to maximize the function, and choosing (a, B) from a convex set, to minimize it. We prove the existence of a saddle point and describe an efficient method, based on convex optimization, for computing it. We describe applications in machine learning (robust Fisher linear discriminant analysis), signal processing (robust beamforming, robust matched filtering), and finance (robust portfolio selection). In these applications, x corresponds to some design variables to be chosen, and the pair (a, B) corresponds to the statistical model, which is uncertain.
I. INTRODUCTION This paper concerns a fractional function of the form
where x, a ∈ R n and B = B T ∈ R n×n . We assume that x ∈ X ⊆ R n \{0} and (a, B) ∈ U ⊆ R n × S n ++ . Here S n ++ denotes the set of n×n symmetric positive definite matrices. We list some of the basic properties of the function f . It is (positive) homogeneous (of degree 0) in x: for all t > 0, f (tx, a, B) = f (x, a, B).
If x
T a ≥ 0 for all x ∈ X and for all a with (a, B) ∈ U, (2) then for fixed (a, B) ∈ U, f is quasiconcave in x, and for fixed x ∈ X , f is quasiconvex in (a, B). This can be seen as follows: for γ ≥ 0, the set
is convex (since it is a second-order cone in R n ), and the set {(a, B) | f (a, B, x) ≤ γ} = (a, B) γ √ x T Bx ≥ x T a is convex (since √ x T Bx is concave in B). In this paper we consider the zero-sum game of choosing x from a convex set X , to maximize the function, and choosing (a, B) from a convex compact set U, to minimize it. The game is associated with the following two problems:
• Max-min problem: maximize inf subject to x ∈ X ,
with variables x ∈ R n .
• Min-max problem:
subject to (a, B) ∈ U,
with variables a ∈ R n and B = B T ∈ R n×n .
The minimax inequality or weak minimax property f (x, a, B) (6) holds if X is convex, U is convex and compact, and (2) holds, which follows from Sion's quasiconvex-quasiconcave minimax theorem [23] .
In this paper we will show that the strong minimax property holds with a weaker assumption than (2) .
Theorem 1: Suppose that X is a cone in R n , that does not contain the origin, with X ∪ {0} convex and closed, and U is a convex compact subset of R n × S n ++ . Suppose further that there existsx ∈ X such that x T a > 0 for all a with (a, B) ∈ U.
Consider the optimization problem minimize (a + λ) T B −1 (a + λ) subject to (a, B) ∈ U, λ ∈ X * ,
with variables a ∈ R n , B = B T ∈ R n×n , and λ ∈ R n , where X * is the dual cone of X , i.e., As a consequence, x ⋆ solves (3), and the pair (µ ⋆ , Σ ⋆ ) solves (4).
This minimax theorem has applications in machine learning (robust Fisher linear discriminant analysis), signal processing (robust beamforming, robust matched filtering), and finance (robust portfolio selection). In these applications, x corresponds to some design or model parameters to be chosen, and the pair (a, B) corresponds to the statistical model, which is uncertain.
The paper is organized as follows. We give a probabilistic interpretation of the minimax result in Section II. We then give the applications of the minimax result in machine learning, signal processing, and finance in Section III-Section V. We give our conclusions in Section VI.
II. A PROBABILISTIC INTERPRETATION
In this section, we give a probabilistic interpretation of Theorem 1.
A. Probabilistic linear separation
Suppose z ∼ N (a, B), and x ∈ R n . Here, we use N (a, B) to denote the Gaussian distribution with mean a and covariance B. Then,
where Φ is the cumulative distribution function of the standard normal distribution. Theorem 1 with U = {(a, B)} tells us that the righthand side of (10) is maximized (over x ∈ X ) by x = B −1 (a+λ ⋆ ), where λ ⋆ solves the convex problem (8) with U = {(a, B)}. In other words, x = B −1 (a + λ ⋆ ) gives the hyperplane through the origin that maximizes the probability of z being on its positive side. The associated maximum probability is
(which is the objective of (8)) can be used to measure the extent to which a hyperplane perpendicular to x ∈ X can separate a random signal z ∼ N (a, B) from the origin.
We give another interpretation. Suppose that we know the mean E z = a and the covariance E(z − a)(z − a) T = B of z but its third and higher moments are unknown. Here E denotes the expectation operation. Then, E x T z = x T a and E(x T z − x T a) 2 = x T Bx, so by the Chebyshev bound, we have where Ψ(u) = max{u, 0} 2 /1 + max{u, 0} 2 . This bound is sharp; in other words, there is a distribution for z with mean a and covariance B for which equality holds in (11) [4] , [25] . Since Ψ is increasing, this probability is also maximized by
gives the hyperplane through the origin and perpendicular to x ∈ X that maximizes the Chebyshev lower bound for Prob(x T z ≥ 0). The maximum value of Chebyshev lower bound is
This quantity assesses the maximum extent to which a hyperplane perpendicular to x ∈ X can separate from the origin a random signal z whose first and second moments are known but otherwise arbitrary. This quantity is an increasing function of p ⋆ , so the hyperplane perpendicular to x ∈ X that maximally separates from the origin a Gaussian random signal z ∼ N (a, B) also maximally separates, in the sense of the Chebyshev bound, a signal with known mean and covariance.
When X = R n \{0}, we have X * = 0, so x = B −1 a maximizes the righthand side of (10) . We can give its graphical interpretation. We find the confidence ellipsoid of the Gaussian distribution N (a, B) whose boundary touches the origin. This ellipsoid is tangential to the hyperplane through the origin and perpendicular to x = B −1 a. Figure 1 illustrates this interpretation in R 2 .
B. Worst-case statistics
We now assume that the mean and covariance are uncertain, but known to belong to a convex compact subset U of R n × S n ++ . We make one technical assumption: for each (a, Σ) ∈ U, we have a = 0. In other words, we rule out the possibility that the mean is zero.
For fixed x, the problem of finding the worst-case statistics can be written as minimize Prob(x T z > 0) subject to (a, B) ∈ U where z ∼ N (a, B) and the variables are a ∈ R n and B = B T ∈ R n×n . This problem is equivalent to minimize f (x, a, B) subject to (a, B) ∈ U.
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C. An interpretation of the minimax result
Consider the problem of finding a hyperplane through the origin and perpendicular to x ∈ X that separates a normal random variable z on R n with uncertain first and second moments belonging to U:
This problem is equivalent to maximize inf
subject to x ∈ X .
Theorem 1 gives an effective solution method for this problem, based on convex optimization. We close by pointing out that at the saddle point
In other words, the pair (a ⋆ , B ⋆ ) gives the least favorable statistics, with x chosen optimally to maximize the separation probability.
III. ROBUST FISHER DISCRIMINANT ANALYSIS
As another application, we consider a robust classification problem.
A. Fisher linear discriminant analysis
In linear discriminant analysis (LDA), we want to separate two classes which can be identified with two random variables in R n . Fisher linear discriminant analysis (FLDA) is a widely-used technique for pattern classification, proposed by R. Fisher in the 1930s. The reader is referred to standard textbooks on statistical learning, e.g., [9] , for more on FLDA.
For a (linear) discriminant characterized by w ∈ R n , the degree of discrimination is measured by the Fisher discriminant ratio
where µ + and Σ + (µ + and Σ − ) denote the mean and covariance of examples drawn from the positive (negative) class. A discriminant that maximizes the Fisher discriminant ratio is given bȳ
which gives the maximum Fisher discriminant ratio
Once the optimal discriminant is found, we can form the (binary) classifier
where
and v is the bias or threshold. The classifier picks the outcome, given x, according to the linear boundary between the two binary outcomes (defined byw T x + v = 0). We can give a probabilistic interpretation of FLDA. Suppose that x ∼ N (µ + , Σ + ) and y ∼ N (µ − , Σ − ). We want to find w that maximizes Prob(w T x > w T y). Here,
This probability is called the nominal discrimination probability. Evidently, FLDA amounts to maximizing the fractional function
B. Robust Fisher linear discriminant analysis
In FLDA, the problem data or parameters (i.e., the first and second moments of the two random variables) are not known but are estimated from sample data. FLDA can be sensitive to the variation or uncertainty in the problem data, meaning that the discriminant computed from an estimate of the parameters can give very poor discrimination for another set of problem data that is also a reasonable estimate of the parameters. Robust FLDA attempts to systematically alleviate this sensitivity problem by explicitly incorporating a model of data uncertainty in the classification problem and optimizing for the worst-case scenario under this model; see [14] for more on robust FLDA and its extension.
We assume that the problem data µ + , µ − , Σ + , and Σ − are uncertain, but known to belong to a convex compact subset
We make the following assumption:
This assumption simply means that for each possible value of the means and covariances, the two classes are distinguishable via FLDA.
The worst-case analysis problem of finding the worst-case means and covariances for a given discriminant w can be written as
with variables µ + , µ − , Σ + , and Σ − . Optimal points for this problem, say (µ means and covariances, which depend on w. With the worstcase means and covariances, we can compute the worst-case discrimination probability
w (over the set U of possible means and covariances).
The robust FLDA problem is to find a discriminant that maximizes the worst-case Fisher discriminant ratio:
with variable w. Here we choose a linear discriminant that maximizes the Fisher discrimination ratio, with the worst possible means and covariances that are consistent with our data uncertainty model. Any solution to (15) is called a robust optimal Fisher discriminant.
The robust robust FLDA problem (15) has the form (3) We can see from (13) that the assumption (7) holds. The robust FLDA problem can therefore be solved by using the minimax result described above.
C. Numerical example
We illustrate the result with a classification problem in R 2 . The nominal means and covariances of the two classes arē
We assume that only µ + is uncertain and lies within the ellipse
where the matrix P which determines the shape of the ellipse is P = 0.78 0.64 0.64 0.78 ∈ R 2×2 . Figure 2 illustrates the setting described above. Here the shaded ellipse corresponds to E and the dotted curves are the set of points µ + and µ − that satisfy
The nominal optimal discriminant which maximizes the Fisher discriminant ratio with the nominal means and covariances is given by w nom = (1, 0). The robust optimal discriminant w rob is computed using the method described above. Figure 2 shows two linear decision boundaries,
determined by the two discriminants. Since the mean of the positive class is uncertain and the uncertainty is significant in a certain direction, the robust discriminant is tilted toward the direction. Table I summarizes the results. Here, P nom is the nominal discrimination probability and P wc is the worst-case I ROBUST DISCRIMINANT ANALYSIS RESULTS. discrimination probability. The nominal optimal discriminant achieves P nom = 0.92, which corresponds to 92% of correct discrimination without uncertainty. However, with uncertainty present, its nominal discrimination probability degrades rapidly; the worst-case discrimination probability for the nominal optimal discriminant is 78%. The robust optimal discriminant performs well in the presence of uncertainty. It has worst-case discrimination probability around 83%, 5% higher than that of the nominal optimal discriminant.
IV. ROBUST MATCHED FILTERING
As another application, we consider robust matched filtering, which has been extensively studied in 1980s; see, e.g., [11] , [10] , [21] , [26] , [27] , [28] and the survey paper [12] for robust signal processing techniques. In [28] , Verdú and Poor consider a game-theoretic approach to the design of filters that are robust with respect to modeling uncertainties in the signal and covariance and describe a set of convexity and regularity conditions for the existence of a saddle point in the game when the uncertainties in the signal and covariance are separable. Most work on robust matched filtering focused on finding signal and noise covariance models which allow one to solve the robust matched filtering problem analytically not numerically. More recently, ideas from the (worst-case) robust optimization [1] , [2] have been applied to robust beamforming, a special type of robust matched filtering problem [15] .
In this section, we consider robust matched filtering with a general uncertainty model.
A. Matched filtering
Consider a signal model
where s(t) ∈ R is the desired signal, y(t) ∈ R n is the received signal, and v(t) ∼ N (0, Σ) is the noise. The filtered 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WeB05.2 output with weight vector w ∈ R n is given by
The goal is to detect the presence of the desired signal (which usually takes its value from {0, 1}). In (standard) matched filtering, we want to choose w that maximizes the signal to noise ratio (SNR):
This problem is equivalent to maximizing the square root of the SNR (SSNR)
The filter, called the nominal optimal filter, that maximizes SSNR, is given by w = Σ −1 a. When the covariance is an identity matrix, the matched filter w = a is optimal. (See, e.g., [24] for more on matched filtering.)
Once the filter coefficients are found, we can use a simple thresholding rule
there is no signal, w T a < t there is a signal,
to detect whether the desired signal is present. Here, t is the threshold. By varying the threshold over R, we can obtain the optimal receiver operating characteristic (ROC) curve, which describes a fundamental limit of detection performance [24] .
B. Robust matched filtering
We assume that the steering vector and covariance matrix are uncertain, but known to belong to a convex compact subset U of C n × S n ++ . We make one technical assumption: for each pair (a, Σ) ∈ U, we have a = 0.
The worst-case SSNR analysis problem of finding a steering vector and a covariance that minimize SSNR for a given weight vector w can be written as
with variables a and Σ. The optimal value of this problem is the worst-case SSNR (over the uncertainty set U).
The robust matched filtering problem is to find a weight vector that maximizes the worst-case SSNR. This problem can be cast as the optimization problem maximize inf
with variables w. (The thresholding rule (16) that uses a solution of this problem as the weight vector yields the robust ROC curve that specifies limits of performance in the worstcase sense.) This problem can be solved using Theorem 1. We close by pointing out that we can handle convex constraints on the weight vector. For example, in robust beamforming, a special type of robust matched filtering problem, we often want to choose the weight vector that maximizes the worst-case SSNR, subject to a unit array nominal SSNR worst-case SSNR nominal optimal filter 5.5 3.0 robust optimal filter 4.9 3. 6   TABLE II  ROBUST MATCHED FILTERING RESULTS. gain for the desired wave and rejection constraints on interferences [19] . This problem can also be solved using Theorem 1.
C. Numerical example
As an illustrative example, we consider the case when a = (2, 3, 2, 2) is fixed (with no uncertainty) and the noise covariance Σ is uncertain and has the form
(Only the upper triangular part is shown because the matrix is symmetric.) Here, '
. Of course we assume Σ ≻ 0. The nominal noise covariance is taken asΣ
Here, the upper-triangular part is shown, since the matrix is symmetric. With the nominal covariance, we compute the nominal optimal weight vector or filter. The least favorable covariance, found by solving the convex problem (8) corresponding to the problem data above, is given by
With the least favorable covariance, we compute the robust optimal weight vector or filter. Table II summarizes the results. The nominal optimal filter achieves SSNR 5.5 without uncertainty. In the presence of uncertainty, the SSNR achieved by the filter can degrade rapidly; the worst-case SSNR level for the nominal optimal filter is 3.0. The robust filter performs well in the presence of model mismatch; It has the worst-case SSNR 3.6, which is 20% larger than that of the nominal optimal filter.
V. WORST-CASE SHARPE RATIO MAXIMIZATION
As the final application, we consider robust asset allocation.
A. Mean-variance asset allocation
Since the pioneering work of Markowitz [17] , [18] , meanvariance (MV) analysis has been a topic of extensive research. In MV analysis, the (percentage) returns of risky assets 1, . . . , n over a period are modeled as a random vector a = (a 1 , . . . , a n ) in R n . The data or asset statistics needed for MV analysis are the mean µ and covariance matrix Σ of a:
Let w i denote the amount of asset i held throughout the period. A long position in asset i corresponds to w i > 0, and a short position in asset i corresponds to w i < 0. The return of a portfolio w = (w 1 , . . . , w n ) is a random variable w T a = n i=1 w i a i whose mean and volatility (standard deviation) are µ T w and √ w T Σw. The portfolio budget constraint on w can be expressed, without loss of generality, as 1 T w = 1. Here 1 is the vector of all ones. We assume that an admissible portfolio w = (w 1 , . . . , w n ) is constrained to lie in a convex compact subset A of R n . The set of admissible portfolios under the portfolio budget constraint is given by
If the n risky assets with (single period) returns follow a ∼ N (µ, Σ), then
so the probability of outperforming a risk-free asset with return µ rf is
This probability is maximized by w ∈ W that maximizes the Sharpe ratio (SR)
This portfolio is called the tangency portfolio (TP).
(See, e.g., [5] , [22] for more on the role of the tangency portfolio in asset pricing theory and practice.)
This bound is also maximized by the tangency portfolio, since Ψ is increasing.
B. Robust allocation
In 'standard' MV portfolio analysis, we assume that the input parameters, namely, the mean vector and covariance matrix of asset returns, are known for certain. In practice, the input parameters are estimated through a statistical estimation procedure and hence uncertain due to the imperfections in the estimation procedure. Standard MV analysis is often sensitive to uncertainty or estimation error in the parameters, meaning that MV efficient portfolios computed with an estimate of the parameters can give very poor performance for another set of parameters that is similar and statistically hard to distinguish from the estimate.
There has been a growing interest in (worst-case) robust MV analysis and optimization as a systematic way of finding portfolio weights that not only work well with the particular baseline or nominal model, but that also performs reasonably well despite model uncertainty or mis-specification; see, e.g., [6] , [7] , [8] , [16] , [20] . The basic idea is to explicitly incorporate a model of data uncertainty in the formulation of a portfolio optimization problem, and to optimize for the worst-case scenario under this model.
We assume that the expected return µ and covariance Σ of the asset returns are uncertain but known to belong to a convex compact subset
Here, we assume that there exists a portfoliow ∈ W such that µ T w > µ rf for all (µ, Σ) ∈ U.
For fixed w, the worst-case SR analysis problem can be formulated as
in which the optimization variables µ and Σ. Note that w is fixed here. The optimal value of this problem is called the worst-case Sharpe ratio (over the uncertainty set U), and denoted as S wc (w). In the sequel, we are only interested in case when the maximum Sharpe ratio is greater than zero. The problem of finding a portfolio w consisting only of risky assets that maximizes the worst-case SR with the given model U of uncertainty can be formulated as maximize inf
with variable w ∈ R n . This problem is called the worstcase SR maximization problem. The optimal solution of the problem is called a (worst-case) robust tangency portfolio w rtp .
We cannot apply Theorem 1 immediately to the worstcase SR maximization problem (21) , since the objective is not a fractional function of the form (1). However, we can easily reformulate the problem to have our form. Note that 1 T w = 1 for all w ∈ W. Therefore, the SR has the form (1) when the domain is restricted to W:
The set
where cl A means the closure of the set A and A\B means the complement of B in A, is a cone in R n , with X ∪ 
The nominal covariance is
where we use diag(u 1 , . . . , u m ) to denote the diagonal matrix with diagonal entries u 1 , . . . , u m . The mean uncertainty model used in our study is
These constraints mean that the possible variation in the expected return of each asset is at most 30% and the possible variation in the expected return of the portfolio (1/n)1 (in which a fraction 1/n of budget is allocated to each asset of the n assets) is at most 15%. The covariance uncertainty model used in our study is
(Here, A F denotes the Frobenius norm of A, i.e., A F = (
.) These constraints mean that the possible variation in each component of the covariance matrix is at most 30% and the possible deviation of the covariance from the nominal covariance is at most 15% in terms of the Frobenius norm.
We consider the case when short selling is allowed in a limited way as follows:
where η is a positive constant, and w long and w short represent the total long position and short position at the beginning of the period, respectively. (w 0 means that w is componentwise nonnegative.) The last constraint limits the total short position to some fraction η of the total long position. In our numerical study, we take γ = 0.3. The asset constraint set is given by the cone
A simple argument based on linear programming duality shows that the dual cone of X = W is given by
We can find the robust tangency portfolio, by applying Theorem 1 to the corresponding problem (22) with the asset allocation constraints and uncertainty model described above. The nominal tangency portfolio can be found using Theorem 1 with the singleton U = {(μ,Σ)}. Table III shows the nominal and worst-case SR of the nominal optimal and robust optimal allocations. In comparison with the market portfolio, the robust market portfolio shows a relatively small decrease in the SR, in the presence of possible variations in the parameters. The SR of the robust market portfolio decreases about 39% from 0.57 to 0.36, while the SR of the robust market portfolio decreases about 70% from 0.74 to 0.22. Table IV shows the probabilities of outperforming the risk-free asset for the nominal optimal and robust optimal weight allocations, when the asset returns follow a normal distribution. Here, P nom is the probability of beating the risk-free asset without uncertainty called the outperformance probability, and P wc is the worst-case probability of outperforming the risk-free asset with uncertainty. The nominal optimal TP achieves P nom = 0.77, which corresponds to 77% of outperforming the risk-free asset without uncertainty. However, in the presence of uncertainty in the parameters, its performance degrades rapidly; the worst-case outperformance probability for the nominal optimal discriminant is 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WeB05.2 59%. The robust optimal allocation performs well in the presence of uncertainty in the parameters, with the worstcase outperformance probability 5% higher than that of the nominal optimal allocation.
VI. CONCLUSIONS
The fractional function f (x, a, B) = a T x/ √ x T Bx comes up in many contexts, some of which are discussed above. In this paper, we have established a minimax result for this function, and a general computational method, based on convex optimization, for computing a saddle point.
The arguments used to establish the minimax result do not appear to be extensible to other fractional functions that have a similar form. For instance, the extension to a general fractional function of the form g(x, A, B) = x T Ax x T Bx , which is the Rayleigh quotient of the matrix pair A ∈ R n×n and B ∈ R n×n evaluated at x ∈ R n , is not possible; see, e.g., [28] for a counterexample. However, the arguments can be extended to the special case when A is a dyad, i.e., A = aa T with a ∈ R n , and X = R n \{0}. In this case, the minimax equality holds with the assumption (7); see [14] for the proof.
