ABSTRACT-Recently, there has been a growing attention to develop a humanoid robot controller that hopes to move robots closer to real world applications. Several approaches have been proposed to support the learning phase at such a controller, where the robot can gain new knowledge via observation and\or a direct guidance from a human or even another robot. These approaches, however, desire dynamic learning and memorizing techniques, in which, the robot can keep reforming its internal system overtime. Along this line of research, this work therefore, investigates an idea inspired from some assumptions in neuroscience to develop an incremental learning and memory model, we named, a Hierarchical Constructive BackPropagation with Memory (HCBPM). The validity of the model was tested in teaching a humanoid robot a group of names through a natural interaction with human. The experimental results indicate that the robot, with a kind of social learning environment, could reform its own memory, learn different color names, and retrieve these data to teach another user what it had learned.
INTRODUCTION
Developing a complete humanoid robot controller, inspired from the principles of neuroscience, is one of the challenging tasks for robotics researchers [1] . The challenge of building such a system can be outlined in three major aspects, where: i) A simple mechanism for human-robot interaction that is mainly relying on robot's vision, speech recognition, etc. ii) A dynamic mechanism for learning and memory, which gives the robot the features to learn and\or to teach, and can gradually evolve to obtain a level of robot's cognition. iii) A mechanism for homeostatic, which gives the robot a degree of an internal stability in highly changeable environments.
In our early works [2] , we have successfully suggested a model for better robot's vision, toward heightening human-robot interaction, the 1 st stage of the robot's controller mentioned above. Following this series of study, in this work in particular, we are highlighting the issue of enhancing the humanoid robot's learning and memorizing abilities (a part of the 2 nd stage of the controller). In general, by reviewing the recent robotic research achievements, it is common that robot can learn behaviors either by: i) independent learning, i.e. without the needs to interact with other, such as learning simple obstacle avoidance, or target tracking behaviors, etc., where the learning can be autonomously achieved by the known unsupervised evolutionary or adaptation algorithms (e.g. GA, Hebbian learning, etc.) [3, 4] . Or by ii) Un-independent learning, such as learning particular skills or learning the names of various things, in which, the interaction with others is highly needed.
One of the possibilities to achieve such as un-independent learning can be by the observing mechanism [5] , or by a direct guidance from the human, where the user can take a walk with the robot in a room, for instance, and keeps teaching it the names of things around through their interaction in a natural manner (exactly as he teaches his infant).
To support such as learning, incremental learning and memory structure can be the most recommended one so far, since its size is adaptable to the amount of dynamic data that the robot may experience during its life. Predefining a static structure could potentially run into under fitting, over fitting or even wasting computational resources [6] .
In this study, we are suggesting an incremental learning and memory model, where new object names can be taught to the robot via interacting with a regular user. We called the model a Hierarchical Constructive BackPropagation with Memory (HCBPM). The validity of the model is examined in a task of teaching a humanoid robot "RoboVie-R2" the names of various things (colors for simplicity). Some image processing and sound recognition algorithms are borrowed from our early works to support the system efficiency [2] . The experimental results show that the robot could learn the given color names and its various phases, and could retrieve these data easily from its memory.
The following section highlights on a brief history of incremental learning and memory algorithms. The rest of the paper is ordered as follows. Section 3, describes in details the proposed model. Section 4, represents the robot and the task. Section 5, shows experimental setup and results. Section 6, concludes the work and points at possible future research directions.
INCREMENTAL LEARNING AND MEMORY
So far, the exact mechanism of how human's brain works to learn and to memorize behaviors or names is un clear, and it is still a subject of hot debate for neuroscience researchers [1] . Many researchers, however, have agreed on some of its primary features, which can to some degree, assist to design an artificial system closer to obtain human-like robot controller, for instance, i) the learning and memory level should fall somewhere in between a stability and plasticity spectrum. ii) Synaptic weights should code some knowledge of the agent past experiences to accelerate its future progress. iii) Minimum computational time when adapting to dynamic changes.
Although many algorithms have been proposed to satisfy these features with various degrees of success [7, 8] , we here believe that the constructive backpropagation algorithm (CBP) [9, 10] , with some minor amendment presented in particular at this short article, can be the key to step forward toward this target. Although CBP supports incremental learning in real-time with reasonable computational time [9] ,it holds a limited degree of memory that might not form the long-term memory, since it may be disturbed by additional learning of new data that may slow the process. Therefore, attaching a separate memory level that can guarantee the stability besides the plasticity of the system is needed.
In this study, we are proposing a model that has an ability to keep learning new data with its various phases without arbitrarily losing previously acquired knowledge and can retrieve this data whenever needed. The model is presented by three-level HCBPM (Fig.1) . With respect to all the features mentioned above, we believe that the proposed model is an indispensable tool for teaching a humanoid robot the name of things in a natural direction.
HCBPM: THE PROPOSED MODEL

Constructive BackPropagation (CBP)
CBP is the core of the HCBPM. It contains three neuron layers that are used by the robot to learn various color names (Fig.1) . The input layer contains three neurons that represent the average RGB value of the input colors [R: Red (0~255), G: Green (0~255), B: Blue (0~255)]. The represented values of RGB at this stage are in its original form due to the effect of the NS's level, as it will be described in section 3.3. The hidden-layer is initialized by one neuron and can be incrementally increased based on how the robot arranges its memory space during the learning, and the amount of the data that the robot may learn during its life. The output layer has two neurons that map the network output into the MS's level.
CBP is trained by the constructive back-propagation algorithm [9, 10] , with minor modifications, where different Error Goals (EG) to different training sets are programmed and organized by the MS's level. Such modifications hope to decrease the computational duration, speed up the learning time, and made the process more biologically plausible, where the robot can be more expert and accurate in making decisions in frequently trained objects than less trained one. These modifications, in consequence, will also lead to overcome the sensitivity in setting the stopping criteria of the traditional CBP, where if the training is too short, the components of the network will not work well, and if it is too long, it will cost much computation time and poor generalization.
Memory Space (MS)
MS, symbolizes the memory level of the system. It is represented by two dimensional data points (x, y) each of which assigned between [0, 1]. For simplicity, at the initial stage of the memory life, we assigned a number of reference points (RP) (Fig.1 ). All the coming data to the memory are distributed to one of these RPs. Each of these RPs represents a name of a color that the robot leaned from the user. Each RP has a range that is changeable based on the value of EG, which indeed, based on how the data is ordered in the memory space. The capacity of the MS to hold RPs is restricted by the number of the hidden layer neurons in CBP's level. An additional RPs, therefore, can be assigned by adding further hidden layer neurons. Assigning a RP in the MS for the upcoming objects are managed by the CBP's network (2D) output, which controls the network training direction (see experiment 5.1 for more details).
Although, the initial 9 RPs positions are predefined at this stage for simplicity ( Fig.1) , the RPs however, can be genetically or arbitrarily coded in the memory to give a more autonomy degree to the system, where different memory structure for different agent can be established based on the initial allocation of these RPs, as well as, the sequence of the introduced data to the robot.
FIG.1.
A schematic model of the HCBPM.
Network Switcher (NS)
NS represents the upper level of HCBPM (Fig.1) . It is used to learn different phases of the already learned objects by the CBP's level. Thus, it mainly helps CBP to focus in learning new objects without disturbing in learning different forms of already trained objects. NS involves three layers: i) Input-layer (R`G`B`) that has a similar number of neurons to its output layer (RGB), plus one addition neuron, called user sensor (US), which is used to confirm the input status from the user to activate or not the On/Off switcher that responsible for training this network's level (Eq.1). If a new phase of an already trained object appeared, the US will confirm the status of the phase from the user and sets a threshold value (θ i ) for the On/Off switcher (where i represents the number of different phases appear for one object). The NS will then be trained to identify the new phase and switch it to its original form before pass it to the CBP's network. Due to the direct connection between the R`G`B` and the On/Off switcher, a threshold value will be gradually adjusted to identify similar phases' level that can be occurred by any other objects. The phase output node is used to clarify each phase level based on the value of (R`+G`+B`).
On : R`+G`+B ≥ θ i On/Off switcher = Off : else
ii) Hidden layer that works as a switcher to the network. It has an excitatory and/or inhibitory impact to the network output neurons. As from the figure, this layer is activated either by the user commend or by the amount of the inputs that could reach a certain threshold value on the On/Off switcher (Eq.1). If the input object to this network is in its original form, this layer will not be activated.
iii) The output layer that denotes the input neurons of the CBP's network.
The flowchart in Fig.2 , illustrates in details the working mechanism of HCBPM. In brief:
 Synaptic weights in CBP are randomly initialized.  Robot reads the front object by its camera (since we are dealing with colors, the robot reads the R`G`B` of the color).  If the current R`G`B` is not in its original form (i.e. R`G`B`≥ Switcher's θi or the US neuron is active), the On/Off switcher will unlock the hidden layer neurons of the NS's level and train it to reform R`G`B` to its original from (RGB). 

If the current R`G`B` is in its original form (i.e. R`G`B`< Switcher's θi or the US in inactive), NS's level will be inactive, and R`G`B` will be simply transferred by the direct connection to the RGB of the CBP's level, without the influence from the NS's hidden layer.  If the robot has previously experienced the current color, i.e. it is already mapped into its memory and the robot knows its name, the robot will identify the color, call it from its MS and say its name.  If the robot has not experienced the color, it will ask the user about its name, assign the closest RP with a certain range for the color assigned by the EG, and check the possibility of any overlap between the new data and the existed data in its MS.
If there is an overlap, the particular assigned (EG) will be gradually decreased, so that, the range of each point in the MS will be shrunken to open a new space for the new data and then continue the training.  If the target is met, then the training will be stopped and the learning will be confirmed. Otherwise, i.e., epochs reached to the maximum (Epochs = 500), while network is not yet trained, the memory space will be expanded by adding a hidden neuron to the CBP's level.
THE ROBOT AND THE TASK
All the works in this study are conducted in a physical humanoid robot (Robovie-R2) (Fig.3) . Robovie-R2 is equipped with various types of sensors and motors. In this study, the color camera and the microphone are used (Fig.3A) . The camera is used to read the colors, and it is also used with the microphone to facilitate the interaction task with the user (Fig.3B) . The robot's task is to learn from a regular user a group of color names (e.g. red R, green G, blue B, yellow Y, olive O) and its different phases (Original phase, phase 1, phase 2) (Fig.4) , as well as, retrieve these data to teach another user what it has learned. 
VALIDATION OF THE FRAMEWORK
Learning new colors
In this experiment, a user showed sequentially five different colors to the robot (R, G, B, Y and O) and asked the robot about their names. The following points illustrate the scenario that took place during this experiment:

The user first showed the robot the red color "R" and asked "Do you know what this color is?". 
The robot looked at the color, took samples, and read the average RGB of each sample (Fig.4D ). (we have selected such wide range of samples to decrease the image noise and to have better training set).
The robot tested the samples by its network and found that it is a new color, i.e., it has not experienced before. The robot, therefore, replied: "No, I don't know, Can you please tell me what this color is?"  The user answered the robot: "it is Red".  The robot simulated the network's output of the RGB's sample in its memory, and based on that, assigned a RP for the color. In this case, the assigned RP for the Red = (0.75, 0.75) (Fig.5 ). The CBP's level was then trained, where the new samples of RGB represented the input training set of the network and (red=0.75,0.75) represented the desired output (Target). This color initially reserved an area in the MS as (GE=0.2), since by such an area the color did not cause an overlap with nearby RPs (Fig.5A ).  After training the network and storing its outputs in its memory, the robot confirmed the training by "Thank you, I know now what is Red". 
The user continued showing the rest of the colors to the robot and similar scenarios were happened (Fig. 5 ). Figure 5 , shows the first and last steps of learning and assigning each of the color names, notice that all the given colors were in its original form (i.e., NS was unlocked). From the figure:
 Fig.5A , the robot read the RGB of the first given color and simulated it in the memory before starting the training (gray triangles in the figure).  Since the RP (0.75, 0.75) is the closest point to the simulated results, it turned out to be the RP of the red color (R) and got an initial area (EG=0.2), which did not cause an overlap with nearby RPs. The network was then trained to direct the output of the network to match within this area (black circles). Epochs needed to train the network at this stage = 2.  When the green color showed to the robot, the RP (0.75, 0.5), which is the closest vacant RP to this color, was assigned and the network, thereafter, trained toward this area. Because of the overlap between (R) and (G), EG was decreased to 0.15 in both areas and the network trained by 8 epochs.  Finally, in Fig.5B , 5 colors were assigned in the MS, the color R, Y, G, O were reserved an area = 0.1 each, while the color B, which has experienced only one overlap with nearby RPs (noise area < 0.05), got an area = 0.15.
We have repeated the experiment with different initial synaptic weights and introduce different order of colors (R,G,Y,B,O). The results showed that the memory was organized in a different manner (results are not shown due to page limitation).
This experiment indicates the ability of the memory to autonomously organize its data and structure. A well-organized memory could lead to a robot that can easily store and retrieve its experiences from its memory, which therefore, may cause it to survive longer, and vice versa, for non well-organized one. This phenomenon is also reflecting some biological concept, where although we have relatively equal size of memory in our brain, however, it could be the genetically coded reference points and the order of the data that we learn during our life, which both help to organize our memory connections, are different from one to another and this cause the difference between who we are [11] .
After teaching the robot the five colors, the user reshow the colors to the robot and the robot could recognize each of these colors successfully.
Learning Different Phases
This experiment is to examine the validity of the NS's level to learn the different phases of each color and to switch it to its original form before it hands it over to the CBP's level. This level requires the guidance from the user at the early stages to setup the threshold value (θi) of the On/Off switcher.
In this level, the user showed the robot the red color again but by its new phase (phase-1) (Fig.4B) . The robot read the samples of the new RGB of the red color, which is a representation of regular shifted form from its original (Fig.6 ). Since NS was not yet trained, the robot therefore assumed it as a new color and asked the user of its name as follows:

Robot: "I don't know, Can you please tell me what this color is?".  User: "This is Red but in phase-1".  Since the original red color has been trained before, the robot activated the NS's level and trained it. The network input training sets were the new R`G`B` samples and the network desired output was the nearest value of the original form of the red color (Fig.6 ).
The outputs of the NS's level were then passed to the CBP's level that can easy identify the color and continue the process.  At this stage, the On/Off switcher was assigned by a threshold value (R`+G`+B`= θ = 430) that can be activated by any other color with similar phase.
FIG.5. MS evolving after storing new color names.
If the coming color appear in the "noise area", i.e., between two RPs, the robot will reconfirm from the user about the color and retrained the network.
To confirm the learning of the NS's level, the user trained the robot with various samples of the red on its (phase-1). For the testing stage, the user, showed a green color in its (phase-1) to the robot. The summation of R`G`B` of this phase could reach the threshold value (R`+G`+B`>430) and activate the NS's level, without the need to active the US neuron. The robot could successfully identify the color and its phase "This is Green Phase-1". Where "this is green" is the result of retrieving the original color name through the CBP and the MS levels, while "phase-1" is the result of the "phase output" node of the NS's level.
At this stage, the NS was initialized by one hidden neuron, however, the neurons at this layer can be increased depend on the complexity level of the introduced phases. 
DISCUSSION
This article addressed a new approach for real-time learning and memory, where new object names and its different phases can be taught to a humanoid robot by a natural interaction with a regular user. This work can be considered as a basic structure to build a social learning environment for humanoid robot, inspired from how a human can teach his infant the names of things around.
The framework is based on a three-level hierarchical controller each of which responsible in a part of the work: CBP, which is used for learning various color names. MS, which is used for organizing, storing and retrieving the data that robot learned during its life. Finally, the NS, which is used for identifying different phases of the early trained objects before switching it to its original form.
The training, in the experiment section, took place in real-time and the architecture scaled from simple to a complex task. Experimental results indicate that the proposed model works rather well in practice and could develop a positive interaction between the robot and the user. The robot could learn new color names with its different phases, and retrieve the stored data.
The MS was represented by 2-Dimentional range. The ability of the MS to organize and store its data was systematized by the reference points RP. Although, we have here predefined the RPs, they can be genetically coded in the agent, where different memory structures for different agents, based on the initial orders of the RPs, their numbers, and the order of the incoming data can be occurred. This could clarify some issues in the working mechanism of biological memory, for instance: why human brains can have different abilities even though they may are similar in size.
We believe that the proposed model in this study is an indispensable basic tool for teaching the robot in a natural direction. This work helps partially to satisfy the learning and memory part of the series of our study toward moving closer to achieve human-like robot controller.
For future research, we intend to further examine the ability to control the memory size by introducing clustering and forgetting mechanisms similar to that introduced in [2] . We are also planning to extend the model in a wider range of an office-like environment and higher complex task after updating the image processing part, where the robot can see and understand different 3-D objects (e.g., TV, desk, etc.) and its different phases such as size, shape, etc. and represents them in a 3-D memory space.
