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k-core decomposition is a widely-used method to identify the center
of a large network consists of many interacting individuals. It is a
pruning process in which the nodes with degrees less than k are re-
cursively removed. The simplicity and effectiveness of this famous
method facilitate its implementation on broad applications across
many scientific fields including bioinformatics, neurosciences, com-
puter sciences, economics and network sciences. However, the ana-
lytical results of the process are rare. Here we obtain an exact analyti-
cal solution of k-core pruning process on large uncorrelated network
for the first time, by simplifying the existing theoretical framework to
a simple iterative relationship. The statistical properties such as the
degree distribution and the size of the subgraph in each of the prun-
ing steps can be obtained from the solution directly. Meanwhile, our
theoretical results reveal the detailed critical behavior of the process.
All analytical results are validated by numerical simulations. Our the-
oretical results resolve the long-lasting puzzle of the k-core pruning
dynamics and provide an intuitive and precise description of the dy-
namic process, which also serves a simple and convenient tool for
further researches.
complex network | k-core | critical behavior
k-core decomposition is a pruning process in which we re-cursively remove the nodes with degree less than k. We
iteratively repeat the process until a finite-sized subgraph is
obtained, which is called k-core of the network, otherwise the
network disappears. A simple illustration of the k-core de-
composition is exhibited in Fig.1. A 2-core decomposition is
performed on the given network and the 2-core is obtained in
the 4th step.
The k-core decomposition is firstly proposed to measure
the centrality of nodes in a network(1). Recently, k-core de-
composition has been widely applied to many disciplines like
biology, informatics, economy, network science, etc. In biol-
ogy, Bader et al(2) developed an algorithm based on k-core
decomposition to identify the densely linked regions in the
Protein-Protein Interaction(PPI) network which may repre-
sent molecular complexes. Likewise, k-core decomposition has
also been applied on PPI network to predict the functions of
several function-unknown proteins(3). Stefan Wuchty et al(4)
also discovered that the probability of proteins being essen-
tial and evolutionary conserved increases with the k-coreness
of the protein. Nir Lahav et al(5) revealed the hierarchy
structure in cortical organization of the human brain using
k-core decomposition, they discovered that the highest hier-
archy may serve as the platform for consciousness to emerge.
In addition, researchers in information science, economy and
complex networks have utilized k-core to filter the relevant
information of a large system(6, 7), identify the most central
countries during the economic crisis(8) and discover the influ-
ential spreaders in a complex network(9, 10).
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Fig. 1. The illustration of k-core pruning process and k-core. a-d, the detailed
pruning steps of 2-core, the disks represent nodes and the solid lines indicates the
links. Grey discs and dashed lines represent the nodes and links that will be removed
in this step. Dashed circles stand for the nodes that have been removed. a)The
starting network. b)The first pruning step, remove the nodes who have number of
links fewer(degree) than 2, and all their links along with them. Note after this step,
the node in the top right corner who previously had degree of 5 will be left with
only one link. c)The second pruning step, remove the nodes whose degree is fewer
than 2. d)The final step. All nodes remained in the network have more than 2 links,
the iterative process terminates in this step. e)k-core decomposition result of the
network. 1-core contains all the nodes, so it is trivial. 2-core contains the nodes
marked with red and orange, and 3-core of the network contains the red nodes.
Due to the wide applicability of k-core decomposition,
researchers(11, 12) are interested in studying the final state
of the k-core decomposition using theoretical analysis and nu-
merical simulations. The results reveal that the emergence of
a giant k-core is a phase transition phenomenon (13). The
.
Significance Statement
k-core decomposition, in which the nodes with degrees less
than k are recursively pruned, is a widely-used algorithm to
measure the importance of nodes in a complex network. We
greatly simplify the existing theoretical framework and achieve
the exact analytical solution of this pruning process for the first
time. With the analytical results, the intermediate state of the
network in each pruning step of the k-core decomposition can
be obtained. A critical phenomenon emerges in the process
and is explained perfectly by our theoretical results. Our study
is among the few examples that the entire phase transition
process is clearly presented and solved analytically. This work
provides insight into the study of critical phenomena in both
the complex networks and many other physical systems.
G.-Y.S., R.-J.W. and H.E.S. designed research, R.-J.W. performed the theoretical analysis, G.-Y.S.,
Y.-X.K. and Y.-C.Z. performed the numerical experiments, all authors wrote the paper.
The authors declare no conflict of interest.
1G.-Y.S., R.-J.W. and Y.-X.K. contributed equally to this work.
2To whom correspondence should be addressed. E-mail: ruijie.wu@unifr.ch or hes@bu.edu
www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX PNAS | November 15, 2018 | vol. XXX | no. XX | 1–6
0 5 10 15 20
n
0
0.2
0.4
0.6
0.8
1
1.2
S
a
k = 3
c = 3.7
Simulation
Theory
0 5 10
0
0.2
0.4
n = 0
0 5 10
0
0.2
0.4
n = 1
0 5 10
0
0.2
0.4
n = 20
0 5 10 15
c
0
0.2
0.4
0.6
0.8
1
S
b
2-core
3-core
4-core
5-core
6-core
Simulation
10-4 10-3 10-2
c - c*
10-2S 
- S
*
c
2-core
3-core
4-core
5-core
6-core
S-S* = A(c-c*)
10-4 10-3 10-2
10-8
10-6
10-4
Fig. 2. Main results of our solution. a) Illustration of the size S and structure of the remaining nodes in each step of the 3-core pruning on a ER-network with initial
average degree c = 3.7(above the critical point). The insets show the degree distribution of the remaining subgraph in different pruning steps. The lines and dots indicate
the theoretical results and simulations respectively. b) The critical behavior of the final size of k-core S versus different initial average degrees c. The solid lines are the
theoretical results and the circles represent the simulation results perfomed on 106 nodes. c) The critical behaviors of different k-core decomposition near the critical point.
The solid lines shows the exact power-law relationship of S−S∗ = A(c− c∗)α. Both the exponentα and coefficientA are obtained analytically. The circles represent the
numerical values predicted by our analytical result. The critical exponent is 2 for k = 2, and 1/2 for k ≥ 3. All numerical simulations are in perfect match with our theoretical
results.
k-core exists only when the initial average degree of nodes
is above a critical point, denoted by c∗. Baxter et al.(14)
proposed a theoretical framework consists of 4 equations to
describe the evolution of the degree distribution. Their numer-
ical calculations on Erdős-Rényi networks when k = 3 show
a long-lasting transient "plateau" stage exists before a final
collapse when the initial mean degree is close to the critical
value.
Although the numerical result reveals many interest-
ing properties of k-core pruning process, the analytical re-
sult is still lacking due to its intrinsic difficulty of the
mathematics(14). In this paper we correct one oversight from
the previous research(14)(the probability cannot be normal-
ized because of missing one non-negligible term in their orig-
inal theoretical framework), more importantly, we solve the
mathematical problem by inducing an auxiliary series and ob-
tain the analytical solution for any given large uncorrelated
network. Our results provide a simple and clear description
of subgraph in each pruning step and are perfectly in accord
with various numerical simulations. When taking the time
limit to infinity, our analytical forms are also consistent with
the final state analysis of previous works(11).In summary, we
simplify the original theoretical framework(14) that consists
of 4 degree distribution evolution equations to a simple itera-
tive relationship. It not only offers the exact solution of the
k-core pruning process, but also provides a convenient and
powerful tool for further researches.
Result
We start by showing the general picture of our theoretical anal-
ysis. The most important and intriguing questions in k-core
decomposition are how many nodes remain in the network
after each pruning process, and what is the structural topol-
ogy, i.e. the degree distribution, of the subgraph. Here we
present a complete solution to those questions. To facilitate
the understanding of the critical phenomena in k-core prun-
ing process, we use Fig.2 as a simple example to show our
theoretical results and simulation results. Fig.2a shows the
evolution of size and structure of remaining nodes in the sub-
graph after each pruning process when c > c∗. Fig.2b) shows
the relationship between S(size of the remaining nodes) and
c(the initial average degree) of different k-core decomposition
processes on Erdős-Rényi network (ER-network). It is easily
seen that k-core decomposition on ER-network is a discontin-
uous phase transition when k ≥ 3 and a continuous phase
transition when k = 2. The simulation results are in perfect
match with our theoretical results. Meanwhile, our result
proves that the critical exponent for 2-core decomposition on
ER-network is 2, and for k ≥ 3 the all critical exponents
are 1/2, as shown in Fig.2c (see Supplementary Information
3.A for detail). These exponents are consistent with previous
papers(12, 13). The different k-core decompositions critical
behaviors all follow power law relation but differ with each
other on the exponents, the exponents can also be obtained
from the following analysis.
Size of remaining nodes. Let us consider the k-core pruning
process on a large uncorrelated network with a finite average
degree. At each step of the pruning, we remove the vertices
whose degree is less than k. For convenience, we assume that
the pruned vertices remain in the network, with their degrees
equal to zero. We denote the network after nth pruning by
Nn, and then take the widely accepted notation from New-
man’s book(15), let Gn,0(z) =
∑∞
j=0
pn,jz
j be the probability
generating function for the degree distribution of Nn, where
pn,j denotes the degree distribution in Nn. Similarly, we let
Gn,1(z) =
∑∞
j=0
qn,jz
j be the probability generating function
for the excess degree distribution of Nn, where qn,j represents
the excess degree distribution, that is, the probability distri-
bution, for a node reached by following an randomly chosen
edge, of the number of other edges of the node has except
the edge we arrived by. For simplicity, we denote the initial
generating function G0,0 and G0,1 by G0 and G1 respectively.
The theoretical framework consisting 4 degree distribu-
tion evolution equations was firstly proposed by Baxter et
al.(14)(See Method for detail), however, the authors also men-
tioned ’Unfortunately, it is difficult to study analytically’(14)
and solved the equations ’numerically for Erdős-Rényi net-
works (Poisson degree distributions) using the initial mean de-
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Fig. 3. The size of remaining nodes Sn in k-core pruning process performed on ER-networks. All panels consist of two parts, left and right. The left part shows g(y)
and the iteration of yn = f(yn−1) during the pruning process and the right part shows Sn from both the theoretical result and numerical simulation result. The green
dashed lines in between are indications of the corresponding relationship of Sn = g(yn−1) according to our analytical result. a-c), the result of 2-core pruning process
below, at, and above the critical point c∗ = 1, respectively. d-f), the result of 3-core pruning process below, near, and above the critical point c∗ = 3.3509, respectively. For
a,b,c,d,f, the numerical results are obtained from simulations on 106 nodes, the numerical result in e is the assembly of 10 simulations on 5 × 108 nodes, we can see the
result is very sensitive to the stochastic perturbation of the original network.
gree 〈q〉 as a control parameter’. To obtain the result, one has
to take the degree distribution of the subgraph after the last
pruning as an input, which is an infinite-dimensional vector
when the network is large. However, we can simplify the com-
plex infinity-dimensional simultaneous recurrence equations
to an equivalent univariable iteration process, by introducing
an auxiliary series yn. Then the quantities we care like the
size of the remaining nodes in nth step Sn, can be obtained
and expressed in a simple function of yn. (See Method for
details)
Here we give the definition of yn. We define y0 = 1, and
for n ≥ 1,
yn = f(yn−1) = 1−
k−2∑
j=0
yjn−1
j!
G
(j)
1 (1− yn−1), [1]
The size of remaining nodes in nth step, denoted by Sn, can
also be expressed as a function of yn:
Sn = g(yn−1) = 1−
k−1∑
j=0
G
(j)
0 (1− yn−1)
j!
yjn−1, [2]
Obviously, S = limn→∞ Sn = g(y) is the size of the final
k-core, here y satisfies y = f(y). This result is consistent with
the previous paper(11)(See Method).
From Fig.3, it can be seen that the concavity of f(y) is
crucial to determine the classification of the phase transition.
Therefore, we can conclude that 2-core decomposition cer-
tainly has a continuous phase transition, because f(y | k =
2) = 1− G1(1 − y) is a concave function(See Method). This
result is consistent with previous literatures(12, 13). However
for k ≥ 3, it cannot be simply concluded whether the prun-
ing process has continuous or discontinuous phase transitions.
For example, the pruning process of ER-network has a discon-
tinuous phase transition (see SI 3) while the pruning process
of scale-free networks has a universal continuous phase tran-
sition point at γ = 3(see SI 4).
As an example, next we focus on the k-core pruning pro-
cess on the typical uncorrelated large network, ER-network.
The generating functions of ER-network G0(z) and G1(z) are
the same in this case, ec(z−1), where c is the average degree of
the initial network. Combining the generating functions and
Sn, we can obtain the general solution of k-core decomposi-
tion mentioned above, including the size of remaining nodes,
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Fig. 4. The structural properties of remaining nodes of k-core decomposition on ER-network. The solid lines indicate the theoretical result and the circles represent
the simulation result. a), the average degree change c1 − c after the first step of pruning versus the initial average degree c. b), the difference between initial average degree
and the average degree of k-core, denoted by c∞ − c, versus the initial average degree c. c), The average degree evolution in each step of the 6-core pruning process.
Note that the horizontal axis is in logarithmic scale, and we shift nth step to (n+ 1)th step in order to show the data of initial condition (n = 0). d-g), the stacked area chart
of the nodes with different degrees, evolves with pruning steps. Here 6-core decomposition are performed on 4 random ER-networks with different initial average degrees,
the results are shown in d-g, respectively. The networks have 106 nodes except in e), the network has 108 nodes.
topology, as well as the critical exponents, which are shown
in Fig.2.
With the exact expression of Sn and yn, we know that
the computation of yn is equivalent to a fixed-point iteration
and Sn can then be solved since it is a function of yn−1. For
2-core decomposition on ER-network, we can easily obtain
f(y) = 1 − e−cy, g(y) = 1 − e−cy(1 + cy). Thus, each step
of the pruning process can be represented by a correspond-
ing iteration step of y = f(y). The process can be clearly
illustrated by a simple visualization method, shown in Fig.3.
For 3-core, it is easy to acquire f(y) = 1 − e−cy(1 + cy),
and g(y) = 1 − e−cy(1 + cy + (cy)2/2). Different from the
result of 2-core decomposition, there exists a discontinuous
phase transition at the critical point c∗ = 3.3509, as show in
Fig.3d-f. The pruning process exhibits an interesting behav-
ior when c approaches the critical point from the left(Fig.3e).
In the first few pruning steps, Sn decreases fast. Then the
pruning reaches a bottleneck and experiences a long-time tran-
sient process, followed by an avalanche of node removal. This
phenomenon has also been observed by previous research(14).
This interesting discontinuous phase transition can be ex-
plained with our analytical result. When c is considerably
smaller than c∗, the iteration will quickly converge to a sta-
ble fixed point at y = 0 (Fig.3d), and thus leaves no k-core
remaining. When c is larger than c∗, the iteration process
will stop at the largest root of y∗ = f(y∗). Between those
two situations, if c approaches c∗ from the left, as shown in
Fig.3e, the curve of f(y) and the diagonal line together form
a long narrow tube in which the iteration process would pass
extremely slowly but not stop. After passing through the nar-
row tube regime, the process will stop at the stable fixed point
at y = 0, which is in accord with the critical phenomenon
mentioned above.
Structure of remaining nodes. Furthermore, we care to know
the structure of the k-core in each step of the pruning process.
The degree distribution can be directly obtained from the
generating function Gn,0(z) (see SI 1.2),
Gn,0(z) = G0(1− yn + ynz)
+
k−1∑
j=0
G
(j)
0 (1− yn−1)
j!
(yjn−1 − (yn−1 − yn + ynz)
j). [3]
Note that we use the generating function Gn,0(z) to de-
scribe the network including the removed nodes for math-
ematical conciseness. We want to know how the pruning
process may evolve with varying initial average degree. As
the average degree in each step is the simplest and typi-
cal characterization of the network structure, we start by
obtaining the average degree from the generating function,
cn = G
′
n,0(1)/Sn = cy
2
n/Sn(See SI 2.1).
We present two representative examples, c1 and c∞. Our
analytical and simulation results are illustrated in Fig.4a,b.
The inset a shows how the average degree changes after the
first pruning step on several k-core decomposition with var-
ious initial average degree. We can see that the average de-
gree would increase or decrease depending on the initial av-
erage degree. b shows the similar content for the average
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degree change corresponding to the final k-core. One counter-
intuitive phenomenon is that the average degree of k-core
can be smaller than the original network(shaded area in b),
one special case of 7-core decompostion on ER-network when
c = 10 has also been observed by Yoon et al(16) recently. The
6-core pruning process is illustrated in Fig.4c as an example.
For c = 8.4, which is slightly above the critical point, the
6-core’s average degree became lower than that of original
network. Moreover, Fig.4d-g shows the stacked area chart
that is the detailed evolution of different degree composition.
Notice that when c is slightly above the critical point c∗, the
majority of the 6-core is composed of nodes with degrees equal
to 6,7, and 8. This explains why the average degree of k-core
can be smaller than the original average degree under specific
conditions. Above we discussed the k-core decomposition on
ER-network. The k-core decomposition of scale-free networks
are also studied using our method, and the simulations further
validate our theoretical result(see SI 4).
Conclusion
Overall, we thoroughly study the k-core pruning process and
the analytical solution is obtained for the first time. By intro-
ducing auxiliary series yn, we simplify the exsiting theoretical
framework(14) to a simple univariable iteration, and obtain
the analytical solution consequently. The complete evolution
process including the size and structure of the remaining sub-
graph can be naturally obtained as well. Numerical simula-
tions confirm that our analytical results are solid.
Our results show that for 2-core decomposition deployed
on an uncorrelated network, a continuous phase transition will
appear at c∗, disregard the initial condition of the network,
however, performing a k-core decomposition when k ≥ 3 will
result in a variety of phase transition phenomena on different
network structures. The different classifications of the phase
transitions are consistent with the previous papers(12, 13).
Our result exactly depicts these phenomena and are perfectly
supported by numerical simulations performed on Erdős-
Rényi network and scale-free network. The major contribu-
tion of this work is that we develop an unprecedented method
which greatly simplifies and reforms the understanding of k-
core decomposition process for any given large uncorrelated
network. In this case, the precise critical behavior of the high
dimensional interacting system is solved by mapping it to a
simple univariable iteration process. The simlification pro-
vides a powerful and convenient tool for further researches
in related fields. To a larger extend, this method reveals
the intrinsic simplicity embedded in a large class of critical
phenomena and sheds light on new approaches to solve the
problem.
Method
Theoretical framework We begin with a brief introduction of
the theoretical framework given in the previous paper(14).
Now consider the nth pruning process on the network
Nn−1(See SI 1.1 for a schematic illustration ). Let vn−1 be
the probability that if we randomly follow an edge to one node
in Nn−1, the node has an excess degree more than k − 2:
vn−1 = 1−
k−2∑
j=0
qn−1,j [4]
The nodes whose degree will be 0 after nth k-core pruning
consist of two terms: (1)the nodes whose degree are less than
k. (2) the nodes whose degree are no less than k but their
neighbors all have degree less than k. Note that in previous
paper(14) the second term was missing.
pn,0 =
k−1∑
j=0
pn−1,j +
∞∑
j=k
pn−1,j(1− vn−1)
j [5]
The nodes whose degree will be i after nth pruning are
those who have degree of j which is no less than max{i, k}
and j − i neighbours will be removed after nth pruning.
pn,i =
∞∑
j=max{i,k}
pn−1,j
(
j
i
)
vin−1(1− vn−1)
j−i [6]
And the excess degree distribution after nth pruning can
be easily obtained:
qn,i =
(i+ 1)pn,i+1∑∞
i=0
ipn,i
[7]
Solution The recurrence relation of Gn,0(z) can be obtained
from Eq. Eq. (5),Eq. (6)(see SI 1.2):
Gn,0(z) = Gn−1,0(1− vn−1 + zvn−1)
+
k−1∑
j=0
pn−1,j(1− (1− vn−1 + zvn−1)
j) [8]
In order to acquire the general form of Gn,0, we introduce
an auxiliary series:
y0 = 1 [9]
yn = 1−
k−2∑
j=0
yjn−1
j!
G
(j)
1 (1− yn−1) [10]
Here G(j)(z) denotes the jth derivative of G(z), that is:
G(j)(z) = djG(z)/dzj . Then by induction we have(see SI
1.3):
Gn,0(z) = G0(1− yn + ynz)
+
k−1∑
j=0
G
(j)
0 (1− yn−1)
j!
(yjn−1 − (yn−1 − yn + ynz)
j) [11]
It is easy to find that the remaining vertices after the nth
pruning must be the vertices whose degree are no less than k
in the Nn−1 network. So we have the size of the remaining
nodes after the nth pruning, denoted by Sn:
Sn =
∞∑
j=k
pn−1,j
=
∞∑
j=k
G
(j)
0 (1− yn−1)
j!
yjn−1
= 1−
k−1∑
j=0
G
(j)
0 (1− yn−1)
j!
yjn−1 [12]
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Asymptotic result {yn} is a descending sequence, and yn ≥ 0
for all n ∈ {0, 1, 2, . . . }. So y = limn→∞ yn exists. Let y be
the first root less than 1 of the following function:
y = f(y) = 1−
k−2∑
j=0
yj
j!
G
(j)
1 (1− y) [13]
We can then obtain the size of final k-core:
S = lim
n→∞
Sn = 1−
k−1∑
j=0
G
(j)
0 (1− y)
j!
yj , [14]
and the generating function of the final subgraph:
G∞,0 = G0(1− y + yz) +
k−1∑
j=0
G
(j)
0 (1− y)
j!
yj(1− zj) [15]
Phase transition types on Erdo˝s-Rényi networks If y = 0, then
we have S = 0, G∞,0 = 1, which means the network does not
have a k-core. If the equation y = f(y) has a root between 0
and 1, the network has a finite size k-core. We start with the
2-core decomposition,
f ′(y) = G
(1)
1 (1− y) ≥ 0 [16]
f ′′(y) = −G(2)1 (1− y) ≤ 0 [17]
Since f(0) = 0, f(1) < 1, and f ′′(y) ≤ 0, obviously the
concavity garantees the 2-core decomposition is a continuous
phase transition. Meanwhile, the network has a finite size 2-
core, i.e. there exists one root between 0 and 1 that satisfies
f(y) = y, if and only if f ′(0) > 1. Next, let us consider the
the k-core decomposition while k ≥ 3:
f ′(y) =
yk−2
(k − 2)!
G
(k−1)
1 (1− y) [18]
f ′′(y) =
yk−3
(k − 3)!
G
(k−1)
1 (1− y)−
yk−2
(k − 2)!
G
(k)
1 (1− y) [19]
As a result, for k ≥ 3, it cannot be simply concluded
whether the network has a k-core or not. In SI we will discuss
the details based on two typical network models which are
Erdős-Rényi networks(ER-network) and scale-free networks
(SF-network).
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1. Detailed theoretical results9
A. Schematic illustration.Here we use a schematic illustration to help the understanding of Eq.5 and Eq.6 in10
Method.11
Q-9  Q--9 -Q HLWKHU -Q  -Q
Fig. S1. Notation for Vn−1. Vn−1 represents a connected edge-node pair in Nn−1, that the node has a excess degree more than k − 2, that means, the nodes
represented by Vn−1 (the meshed squared nodes)will not be removed after n
th pruning. On the contrary, the nodes represented by 1 − Vn−1 (the dotted squared
nodes)will be removed after nth pruning. The notations are used to illustrate Eq.5 and Eq.6 in Method.
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Fig. S2. Illustration for Eq.5. The nodes whose degrees are zero after nth pruning can be divided into two classes: the first class consists of the nodes whose degrees are
fewer than k inNn−1; the second class includes the nodes that have more than k neighbours but all their neighbours have degrees fewer than k inNn−1.
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Fig. S3. Illustration for Eq.6 in Method. The nodes whose degree will be i after nth pruning are those who have degree of j (j ≥ max{i, k}) in Nn−1 and j − i
neighbours will be removed after nth pruning.
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B. Proof of Eq.8 in Method.
Gn,0(z) =
∞∑
i=0
pn,iz
i
=pn,0 +
k−1∑
i=1
pn,iz
i +
∞∑
i=k
pn,iz
i
=
k−1∑
j=0
pn−1,j +
∞∑
j=k
pn−1,j(1− vn−1)j +
k−1∑
i=1
∞∑
j=k
pn−1,j
(
j
i
)
vin−1(1− vn−1)j−izi
+
∞∑
i=k
∞∑
j=i
pn−1,j
(
j
i
)
vin−1(1− vn−1)j−izi
=
k−1∑
j=0
pn−1,j +
∞∑
i=0
∞∑
j=i
pn−1,j
(
j
i
)
(vn−1z)i(1− vn−1)j−i −
k−1∑
i=0
k−1∑
j=i
pn−1,j
(
j
i
)
(vn−1z)i(1 − vn−1)j−i
=
k−1∑
j=0
pn−1,j +
∞∑
i=0
G
(i)
n−1,0(1− vn−1)
i!
(zvn−1)i −
k−1∑
j=0
j∑
i=0
pn−1,j
(
j
i
)
(vn−1z)i(1− vn−1)j−i
=
k−1∑
j=0
pn−1,j +Gn−1,0(1− vn−1 + zvn−1)−
k−1∑
j=0
pn−1,j(1− vn−1 + zvn−1)j
=Gn−1,0(1− vn−1 + zvn−1) +
k−1∑
j=0
pn−1,j(1− (1− vn−1 + zvn−1)j)
This is the recurrence relation of Gn,0(z), similarly, we can acquire the recurrence relation of Gn,1(z):
Gn,1(z) =
G′n,0(z)
G′n,0(1)
=
vn−1G′n−1,0(1− vn−1 + zvn−1)− vn−1
∑k−1
j=1 jpn−1,j(1 − vn−1 + zvn−1)j−1
vn−1G′n−1,0(1)− vn−1
∑k−1
j=1 jpn−1,j
=
G′n−1,0(1−vn−1+zvn−1)
G′
n−1,0
(1) −
∑
k−2
j=0
(j+1)pn−1,j+1(1−vn−1+zvn−1)j
G′
n−1,0
(1)
1−
∑
k−2
j=0
(j+1)pn−1,j+1
G′
n−1,0
(1)
=
Gn−1,1(1 − vn−1 + zvn−1)−
∑k−2
j=0 qn−1,j(1− vn−1 + zvn−1)j
1−∑k−2j=0 qn−1,j
=
1
vn−1
(Gn−1,1(1− vn−1 + zvn−1)−
k−2∑
j=0
qn−1,j(1− vn−1 + zvn−1)j)
Gui-Yuan Shi, Rui-Jie Wu, Yi-Xiu Kong, H. Eugene Stanley, Yi-Cheng Zhang 3 of 9
C. Proof of Eq.11 in Method. If we define Fn(z) =
∑∞
j=k pn,jz
j = T(k,∞)
[
Gn,0(z)
]
, Hn(z) = T(k−1,∞)
[
Gn,1(z)
]
,
here T(i,j)
[
f(z)
]
(i ≤ j) means the sum of the taylor series of f(z) at z = 0 from the ith item to jth item,
T(i,j)
[
f(z)
]
=
∑j
r=i
1
r!
drf(z)
dzr
∣∣
z=0
zr. Then vn−1, Gn,0(z), Gn,1(z) can be rewritten as:
vn−1 = Hn−1(1) [1]
Gn,0(z) = Fn−1(1 − vn−1 + zvn−1) + (1− Fn−1(1)) [2]
Gn,1(z) =
1
vn−1
Hn−1(1 − vn−1 + zvn−1) [3]
y0 = 1 [4]
yn = 1−
k−2∑
j=0
yjn−1
j!
G
(j)
1 (1− yn−1) = T(k−1,∞)
[
G1(1− yn−1 + zyn−1)
]∣∣
z=1
[5]
Next we prove the following five formulas by Mathematical Induction:12
Gn,0(z) = G0(1− yn + ynz) +
k−1∑
j=0
G
(j)
0 (1− yn−1)
j!
(yjn−1 − (yn−1 − yn + ynz)j) [6]
Gn,1(z) =
1
yn
(G1(1− yn + ynz)−
k−2∑
j=0
G
(j)
1 (1− yn−1)
j!
(yn−1 − yn + ynz)j) [7]
Fn(z) = T(k,∞)
[
G0(1− yn + ynz)
]
[8]
Hn(z) =
1
yn
T(k−1,∞)
[
G1(1− yn + ynz)
]
[9]
vn =
yn+1
yn
[10]
When n = 0, Eq. 6-9 are easy to prove, for Eq. 10 we have:13
y1 = T(k−1,∞)
[
G1(z)
]∣∣
z=1
= 1−
k−2∑
j=0
qj = 1−
k−2∑
j=0
q0,j = v0, [11]14
so v0 = y1 =
y1
y0
.15
If we assume that Eq.6-10 are correct for n− 1, then for n:
Gn,0(z) = Fn−1(1− vn−1 + zvn−1) + (1 − Fn−1(1))
= T(k,∞)
[
G0(1− yn−1 + yn−1z)
]∣∣
z=(1−vn−1+zvn−1) + (1− T(k,∞)
[
G0(1− yn−1 + yn−1z)
]∣∣
z=1
)
=
[
G0(1 − yn−1 + yn−1z)
]∣∣
z=(1−vn−1+zvn−1) − T(0,k−1)
[
G0(1− yn−1 + yn−1z)
]∣∣
z=(1−vn−1+zvn−1)
+T(0,k−1)
[
G0(1− yn−1 + yn−1z)
]|z=1
= G0(1− yn + ynz) + T(0,k−1)
[
G0(1− yn−1 + yn−1z)
]∣∣
z=1
− T(0,k−1)
[
G0(1− yn−1 + yn−1z)
]∣∣
z=(1−vn−1+zvn−1)
= G0(1− yn + ynz) +
k−1∑
j=0
G
(j)
0 (1− yn−1)
j!
(yjn−1 − (yn−1 − yn + ynz)j)
Above we use vn−1 = ynyn−1 , then:16
Fn(z) = T(k,∞)
[
Gn,0(z)
]
= T(k,∞)
[
G0(1− yn + ynz)
]
[12]17
Then it is easy to get Gn,1(z) and Hn(z). Note that Gn,1(z) =
G′n,0(z)
G′
n,0
(1) , then we have:18
vn = Hn(1) =
1
yn
T(k−1,∞)
[
G1(1 − yn + ynz)
]∣∣
z=1
=
yn+1
yn
[13]19
So we have proved for any n ∈ [0,+∞), Eq.6-10 are correct.20
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2. Structure of the remaining network in each step of pruning21
A. Average degree.
cn =
1
Sn
∗G′n,0(1)
=
1
Sn
∗ yn
(
G′0(1)−
k−1∑
j=1
G
(j)
0 (1 − yn−1)
j!
∗ yj−1n−1
)
=
1
Sn
∗ yn ∗ c
(
1−
k−2∑
j=0
G
(j)
1 (1− yn−1)
j!
∗ yj−1n−1
)
=
cy2n
Sn
B. Degree distribution. For i = 0,
pn,0 =
1
Sn
∗ [Gn,0(0)− (1 − Sn)]
=
1
Sn
(
G0(1− yn)−
k−1∑
j=0
G
(j)
0 (1− yn−1)
j!
∗ (yn−1 − yn)j−1
)
,
here Gn,0(0) need subtract (1 − Sn) because the generating function Gn,0 is for the network which including the22
removed N ∗ (1 − Sn) nodes.23
For 1 ≤ i ≤ k − 1,
pn,i =
1
Sn ∗ i! ∗G
(k)
n,0(0)
=
1
Sn
∗ yin
( 1
i!
G
(i)
0 (1 − yn)−
k−1∑
j=i
G
(j)
0 (1− yn−1)
j!
∗
(
j
i
)
(yn−1 − yn)j−i
)
And for i ≥ k, the latter term disappears:
pn,i =
1
Sn ∗ i! ∗G
(k)
n,0(0)
=
yin
Sn ∗ i! ∗G
(i)
0 (1− yn)
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3. k-core pruning on ER-network24
For random graghs, the generating functions are G0(z) = G1(z) = e
c(z−1), c is the average degree. Then for any25
k ≥ 2 and n ≥ 1 we have:26
yn = 1− e−cyn−1
k−2∑
j=0
(cyn−1)j
j!
[14]
Sn = 1− e−cyn−1
k−1∑
j=0
(cyn−1)j
j!
[15]
= yn − e−cyn−1 (cyn−1)
k−1
(k − 1)! [16]
When k = 2:
yn = 1− e−cyn−1 [17]
Sn = 1− e−cyn−1(1 + cyn−1) [18]
27
f ′(y) = ce−cy [19]28
f ′(0) = c, The critical point is c = 1, while c > 1, it has 2− core.29
When k = 3:
yn = 1− e−cyn−1(1 + cyn−1) [20]
Sn = 1− e−cyn−1(1 + cyn−1 + (cyn−1)
2
2
) [21]
The critical point is c = 3.3509, while c > 3.3509, the network has 3− core.30
For k ≥ 3, the simulation shows that the pruning process has an interesting behavior when c approaches the31
ciritical point from the left. In the first few pruning steps, Sn decreases very fast. Then it comes to a steady32
platform that the size of remaining subgraph almost stays the same for many steps . After the long process of33
’plateau’, Sn will quickly decrease to zero in very few steps. This phenomenon has also been observed by previous34
research(1).35
In the following, we attempt to explain why this phenomenon happens.36
While k ≥ 3:37
f(y) = 1− e−cy
k−2∑
j=0
(cy)j
j!
[22]38
39
f ′(y) =
yk−2
(k − 2)!c
k−1e−cy [23]40
f ′′(y) =
yk−3
(k − 3)!c
k−1e−cy(1− cy
k − 2) [24]41
While c > k − 2:
f ′′(y) ≥ 0 (0 ≤ y ≤ k − 2
c
) [25]
f ′′(y) < 0 (
k − 2
c
< y ≤ 1) [26]
It’s easy to find f(y) is a convex function when 0 ≤ y ≤ (k − 2)/c, and a concave function when (k − 2)/c < y ≤ 1.42
The iteration process when c approches the critical point c∗ from the left is shown in Fig.3. As we know from43
Eq.22 and Eq.23, the curvature of f(y) is decided by c. When c is considerably smaller than c∗, the iteration will44
converge to a stable fixed point at y = 0 (Fig.3d), and thus leaves no nodes remaining in the k-core in the final45
state. When c is larger than c∗, the iteration process will stop at the largest root of y = f(y), i.e. the fixed point46
of the iteration. In between, if c is close to c∗, as shown in Fig.3e, the curve of f(y) and the diagonal line forms a47
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long narrow tube in which the iteration process would pass extremely slowly but not to stop. After passing through48
the narrow tube region, the process will stop at the stable fixed point at y = 0, meaning that the network finally49
collaspe. The critical point c∗, can be obtained by solving the following simultaneous equations:50 {
y = f(y)
1 = f ′(y)
[27]51
A. Critical exponent on ER-network.While k = 2, we know that the critical point is c∗ = 1, assume that c = 1 + δ,
(δ > 0), the equation y = f(y)|c=1 = 1 − e−y has the only root at y∗ = 0. Since f is the function of both c and y:
f(c, y) = 1− e−cy, assume the root of the function y = 1− ecy is y = y∗+∆y = ∆y, we expand f with Taylor Series
at the point (c∗, y∗) = (1, 0):
f(c, y) =f(1 + δ,∆y)
=f(1, 0) + (δ
∂
∂c
+∆y
∂
∂y
)f(c, y)|(1,0) +
1
2!
(δ
∂
∂c
+∆y
∂
∂y
)2f(c, y)|(1,0) + . . .
=∆y +∆y ∗ δ − 1
2
∆y2 + o(δ2) + o(∆y2)
∆y = y − y∗ = y = f(c, y), we obtain ∆y = 2δ + o(δ). S = g(c, y) = 1 − e−cy(1 + cy), then take the taylor52
expansion of S at point (1, 0) we can obtain ∆S = 2δ2 + o(δ2). Now we have the critical exponent equals 2, when53
k = 2.54
Similarly, as k ≥ 3, assume the critical point is (c∗, y∗), then expand f(c, y) at (c∗, y∗), let c = c∗ + δ, (δ > 0),55
then:56
∆y = ∆f = ∆y +
c∗(k−2)y∗(k−1)
(k − 2)! e
−c∗y∗ ∗ δ + y
∗(k−3)
2 ∗ (k − 3)!c
∗(k−1)e−c
∗y∗(1− c
∗y∗
k − 2) ∗∆y
2 + o(δ) + o(∆y2)
So, ∆y =
√
2y∗√
c∗∗(c∗y∗+2−k) ∗ δ
1
2 + o(δ
1
2 ), then ∆S = c
∗y∗
k−1 ∗
√
2y∗√
c∗∗(c∗y∗+2−k) ∗ δ
1
2 + o(δ
1
2 ).57
We have the critical exponent equals 1/2, when k ≥ 3.58
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4. k-core pruning on SF-network59
In the following we analyze the k-core decomposition on SF-network. For the SF-network, the generating functions60
are G0(z) = Liγ(z)/Liγ(1) and G1(z) = Li(γ−1)(z)/Li(γ−1)(1).61
While k = 2,
yn = 1− Liγ−1(1− yn−1)
(1 − yn−1) ∗ Liγ−1(1) [28]
Sn = 1− (Liγ(1− yn−1)
Liγ(1)
+
Liγ−1(1 − yn−1)
(1− yn−1) ∗ Liγ(1)) [29]
f ′(y) = Liγ−2(1−y)−Liγ−1(1−y)(1−y)2∗Liγ−1(1) , The critical point γ should satisfy f
′(0) = 1, thus, Liγ−2(1) = 2Liγ−1(1). γ = 3.479.62
So while 2 < γ < 3.479, the network has 2− core.63
While k ≥ 3:
lim
y→0
f ′(y) =∞ (2 < γ < 3) [30]
lim
y→0
f ′(y) =
1
(k − 2)Li2(1) < 1 (γ = 3) [31]
lim
y→0
f ′(y) = 0 (γ > 3) [32]
The above three equations are mentioned in previous paper(2). Since f(1) < 1, limy→0 f ′(y) =∞ while 2 < γ < 3,64
there must be at least one root between 0 and 1, which indicates the network has a k − core.65
We can also prove that when 2 < γ ≤ 3, f ′′(y) < 0, which makes f(y) is a concave function on [0, 1]. That implies66
when γ = 3, there is no k − core (k > 2) for SF-network, and also shows it is different from ER network that SF67
network only has continuous phase transitions while k > 2.68
0 0.5 1
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1
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100 101
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0
0.05
0.1
0.15
0.2
s
=2.3
=2.5
=2.7
Fig. S4. The k-core pruning on SF-network. The left figure shows the equivalent iteration process of f(y) = y. The right figure shows the number of remaining nodes in
each step of the pruning.
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A. Proof of f ′′(y) < 0 while k ≥ 3 and 2 < γ ≤ 3.
f ′′(y) =
yk−3
(k − 3)! (
Li(k)γ (1− y)
Liγ−1(1)
− y
k − 2
Li(k+1)γ (1− y)
Liγ−1(1)
)
=
yk−3
Liγ−1(1)(k − 2)! [(k − 2)Li
(k)
γ (1 − y) + (1− y)Li(k+1)γ (1− y)− Li(k+1)γ (1 − y)]
=
yk−3
Liγ−1(1)(k − 2)!
∞∑
i=0
(k + i)!
(k + i+ 1)γi!
[(k + i− 2)(1 + 1
k + i
)γ − (k + i+ 1)](1− y)i
≤ y
k−3
Liγ−1(1)(k − 2)!
∞∑
i=0
(k + i)!
(k + i+ 1)γi!
[(k + i− 2)(1 + 1
k + i
)3 − (k + i+ 1)](1− y)i
=
yk−3
Liγ−1(1)(k − 2)!
∞∑
i=0
(k + i)!
(k + i+ 1)γi!
(− 6
k + i
+
3(k + i− 2)
(k + i)2
+
k + i− 2
(k + i)3
)(1 − y)i
<
yk−3
Liγ−1(1)(k − 2)!
∞∑
i=0
(k + i)!
(k + i+ 1)γi!
(− 6
k + i
+
3
k + i
+
1
k + i
)(1 − y)i
=
yk−3
Liγ−1(1)(k − 2)!
∞∑
i=0
(k + i)!
(k + i+ 1)γi!
(− 2
k + i
)(1− y)i
< 0
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