Abstract. We categorify the RK family of numerical integration methods (explicit and implicit). Namely we prove that if a pair of ODEs are related by an affine map then the corresponding discrete time dynamical systems are also related by the map. We show that in practice this works well when the pairs of related ODEs come from the coupled cell networks formalism and, more generally, from fibrations of networks of manifolds.
Introduction
The goal of the paper is to study the compatibility of the RK family of numerical integration methods with maps of dynamical systems. Our initial motivation was to understand why the fourth order explicit Runge-Kutta method (RK4) preserves polydiagonals in coupled cell networks even when these invariant subsystems (the polydiagonals) are exponentially unstable.
Coupled cell networks, which is an interesting class of continuous time dynamical systems, were introduced by Golubitsky, Stewart, Pivato and Török [4, 8] . They have been intensely studied by many mathematicians for a number of years. The polydiagonals of coupled cell networks are invariant subsystems that ultimately arise from the combinatorics of the networks in question. The framework of coupled cell networks has been generalized by the two of us [2, 3] . We showed that the combinatorics of the networks leads not only to invariant subsystems but more generally to maps between dynamical systems. Recall that maps between continuous time dynamical systems are maps between their phase spaces that send the trajectories of the first system to the trajectories of the second (see Definition 2.1 and subsequent remarks). Again we could see in examples that maps of continuous time dynamical systems were compatible with the discretizations provided by RK4.
The formalism of [3] has been generalized further to networks of open systems, see [6] . In particular, while the formalism [3] produces maps of dynamical systems that are essentially linear the formalism of [6] can produce pairs of dynamical systems related by truly nonlinear maps. The main theoretical result of the paper can be now formulated as follows. See Theorems 3.1 and 4.4 below for more precise formulations.
Theorem.
Let X : R n → R n and Y : R m → R m be a pair of maps defining the ODEsẋ = X(x) anḋ y = Y (y). Let L : R n → R m be a linear map and p ∈ R m a vector. Suppose
m denote a pair of discrete time dynamical system produced by a Runge-Kutta method (explicit or implicit). Then
Equivalently, if a map of dynamical systems f :
In the case of coupled cell networks
kr for some n 1 , . . . , n r , k 1 , . . . , k r and the map
, . . . , (x r , . . . , x r ) kr ).
Thus our theorem proves that polydiagonals in coupled cell networks are preserved by any numerical method in the RK family. We give an example to show that this works in practice even if the polydiagonal (that is, the invariant subsystem f (R n )) is exponentially unstable. We admit that at the first glance this may seem "obvious" for explicit methods given the form of the map f . After all, f is just duplicating certain groups of coordinates. We hope that upon further reflection the reader will see that this is not completely obvious even in the case of explicity methods. Recall that an explict RK method require composing two or more nonlinear maps, taking a linear combinations of the composites, composing again and so on. It requires an argument why a repeated application of these operations preserves duplication of coordinates.
Organization of the paper. In section 2 we recall some of the relevant background material. In section 3 we prove our main theorem for explict RK methods. In section 4 we extend the result to implicit RK methods. Section 5 is taken up with examples. There we show that explicity fourth order Runge-Kutta (RK4) works well for preserving polydiagonals and affine polydiagonals. We then illustrate a difference between theory and practice by an example of a linear map of dynamical systems that in practice does not preserve the discretizations. The issue is likely to be the roundoff errors. Finally we give an example of an invariant parabola in R 2 which is not preserved by RK4. We agree that this should not be surprising since nongeometric numerical methods are not known for their ability to preserve nonlinear invariant submanifolds.
Background
We start with the key definition, which is standard in differential geometry.
for all x ∈ N . Here and elsewhere df x :
Remark 2.3. In the case where N = R n and M = R m the vector field X on N is usually identified with a map X : R n → R n , and similarly Y is identified with a map Y :
where df (x) is the Jacobian matrix of the map f .
Remark 2.4.
A simple application of the uniqueness of solutions of ODEs and of the chain rule shows that if a vector field X on a manifold N is f : N → M related to a vector field Y on a manifold M then for any integral curve γ(t) of X, f (γ(t)) is an integral curve of Y . See for example [10] .
Remark 2.5. It is common to refer to a pair (N, X) where N is a manifold and X is a vector field on N as a continuous time dynamical system. A map of dynamical systems from a system (N, X) to a system (M, Y ) is a differntiable map f : N → M so that X is f -related to Y . Continuous time dynamical systems and their maps form a category, see for example [6] . One may may interpret the main results of the paper as an attempt to construct a class of functors from a category of continuous time systems to the category of discrete time systems using numerical integration methods. The attempt succeeds in the case where the objects of the source category are Euclidean (i.e., coordinate) vector spaces, the morphisms are affine maps and the functors are constructed using the RK integration methods.
We now turn to numerical methods. 
and then
We say that the method is explicit if a ij = 0 whenever i ≤ j. Otherwise the method is implicit.
Remark 2.7. In an explicit RK method for a vector field X
. . .
Once a Runge-Kutta method is fixed, we numerically integrate the ODE
by the following iterative scheme:
There is a large theory of the accuracy, efficiency, convergence, and consistency of such methods, which we do not address here. See, for example, [9, 5] . Under certain well-understood conditions, the solution (integral curve) x(t) of (2.8) will be well-approximated by x (t/h) for all t ≥ 0. Note that RK4 is explicit.
Explicit RK methods
In this section we prove
Then for any choice of a vector b and a matrix (a i,j ) in Definition 2.6 that gives an explicit RK method (i.e., a ij = 0 for i ≤ j), we have
An induction argument based on Theorem 3.1 implies that
for all n.
Our proof of Theorem 3.1 is based on a lemma.
. . , g q : R m → R m be two collections of maps where
Fix γ 1 , . . . , γ q ∈ R and define the functions ϕ : R n → R n and ψ :
Proof. The proof is a computation:
Proof of Theorem 3.1. We first prove by induction that
for all i = 1, . . . , s. Since k X,1 (x) = X(x) and k Y,1 (x) = Y (x), the equation (3.6) holds for i = 1 by assumption: see (3.2). Now assume that (3.6) holds for j = 1, . . . , i − 1. Then we compute:
and we are done.
Implicit RK methods
We now consider implicit Runge-Kutta methods. Recall the defining equation for the functions k X,i in Definition 2.6:
Unless the numbers a i,j = 0 for all i ≤ j (3.6) is a system of nonlinear "algebraic" equations. In general there no easy way to solve this system of equations and obtain a formula for k X,i (x) in terms of k X,1 , . . . , k X,i−1 . One solution to the problem is to choose a small enough step h so that the contraction mapping principle applies to the appropriately defined map. Then one chooses a starting point and iterates. See for example [5, Chapter 6] .
Definition 4.2. We define an implicit Runge-Kutta method with q-step iterative solution as follows: Choose s, A, b, h as in Definition 2.6. Choose a positive integer q and fix a point x ∈ R n . Define a map
We are now in position to state the second main result of the paper. 
where ξ (q) is defined recursively by
and
s by changing what needs to be changed in (4.3). In particular x is replaced by Lx + p. Let
and define η (q) recursively by
It is easy to show by induction that
Here is a proof of the inductive step:
In particular
Examples
We present several examples illustrating the results of the theorems above. In many of the examples listed below, we want to check whether or not the vector fields are related in the sense defined in the introduction. As such, one of the quantities that we plot is the scalar quantity
where the subscript denotes that we are taking the 1 norm of the vector. This quantity is identically zero if the vector fields X and Y are f -related.
Example 5.1. Consider the vector field
It is easy to see that ∆ = {x 1 = x 2 } is an invariant submanifold of the vector field Y , since
The linearization of Y at the origin (in fact, along any point on the diagonal {x 1 = x 2 }) is the matrix Example 5.2. This example shows that affine invariant submanifolds also are preserved in practice. We consider the vector field
The map f : R → R 2 , f (u) = (u, u + 1) is of the form f (u) = Lu + (0, 1) where L : R → R 2 is the linear map L(u) = (u, u). The affine map f relates the vector field X(u) = −3u − 1 and Y :
Thus the affine submanifold {x 2 = x 1 + 1} is an invariant submanifold of X. A simulation shows that Runge-Kutta preserves this "offset" diagonal. Example 5.3. In this example we consider a pair of related vector fields produced by the networks of manifolds formalism of [3] . Suppose we choose any three functions w 1 : R → R, w 2 : R 3 → R and w 3 : R 2 → R. Define a vector field X : R 3 → R 3 by X(x 1 , x 2 , x 3 ) = (w 1 (x 1 ), w 2 (x 2 , x 1 , x 1 ), w 3 (x 3 , x 2 )).
Define a vector field Y : R 3 → R 3 by Y (y 1 , y 2 , y 3 ) = (w 1 (y 1 ), w 1 (y 2 ), w 2 (y 3 , y 1 , y 2 )).
The first vector field comes from the network and the second from the network
There is a map of networs from the first to the second. Out of this map of networks the machinary of [3] produces the function f : R 3 → R 3 , f (x 1 , x 2 , x 3 ) = (x 1 , x 1 , x 2 ) with the property that
It is also easy to check directly that (5.5) holds. Figure 3 shows that the 1-norm of the difference D Y • f − f • D X stays identically zero throughout the simulation. In this simulation, we take w 1 (x) = x, w 2 (y, x 1 , x 2 ) = sin(x1)·x2 y , and w 3 (z, y) = y · z. shows that Y • A = A • X, and hence that (X, Y ) are A-related. Theorem 3.1 tells us that numerics should agree, and they would with infinite precision numerics. However, while we see numerical agreement for many time steps, it appears that errors begin to arise after many more. 
