In this paper we present and discuss some data-driven methods for estimation of the L 2 -gain of dynamical systems. Partial results on convergence and statistical properties are provided. The methods are based on multiple experiments on the system. The main idea is to directly estimate the maximizing input signal by using iterative experiments on the true system. We study such a data-driven method based on a stochastic gradient method. We show that this method is very closely related to the so-called power iteration method based on the power method in numerical analysis. Furthermore, it is shown that this method is applicable for linear systems with noisy measurements. We will also study L 2 -gain estimation of Hammerstein systems. The stochastic gradient method and the power iteration method are evaluated and compared in simulation examples.
INTRODUCTION
A very useful tool for validating closed-loop stability of a feedback system is the small gain theorem (see e.g. Khalil [2002] ), which is based on an upper bound of the L 2 -gain of the corresponding open loop system. Robust stability is often analyzed using the L 2 -gain of the model error. Here the transfer function is decomposed into two parts G nom + G error . The nominal part, G nom , can often be described by a parametric model, while the error part, G error , should capture the modeling errors and is much more complex. Standard system identification methods can be used to find an accurate model of G nom , while data-based model error modeling is more complicated and often of nonparametric or of high order nature, see e.g. Mosskull et al. [2003] , Barenthin et al. [2005] , Reinelt et al. [2002] , Schoukens et al. [2002] , Poolla et al. [1994] and Kosut [1995] for some results. However, in many robust control application it is enough to find an upper bound of the model error. The objective of this paper is to study methods for direct estimation of such a bound, namely the the L 2 -gain of a discrete time dynamical system. The approach is designed to be applied to the model error system G error , and is based on iterative experiments rather than on standard system identification methods.
In this paper we consider discrete-time signals and systems. Consider. The L 2 -norm of the signal u(k), k = 0, 1, 2, . . . is defined by u = ∞ k=0 u 2 (k).
Consider a single input single output (SISO) discrete-time dynamical system
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x(t + 1) = h x (x(t), u(t))
x(0) = x 0 y(t) = h y (x(t), u(t)), t = 0, 1, 2, . . . , where u(t) and y(t) denote the input and output, respectively, and x(t) is the state vector. The L 2 -gain of such a system is here defined as
where L 2 = {u, u < ∞}. For linear time-invariant (LTI) systems it is also called the induced L 2 -norm or the H ∞ -norm in the literature. In the sequel, when we speak of the gain we refer to the L 2 -gain.
In many practical situations the true system is unknown, but experimental input/output data can be used in order to obtain information about the system dynamics. A trivial lower bound for β can be found by calculating y / u using any pair of input/output signals. The paper van Heusden et al. [2007] presents a method to estimate the H ∞ -norm of LTI systems with noisy output measurements from a given set of input/output data. However, it is not obvious what input should be used in order to obtain a lower bound which is close to β. Thus the gain estimation problem corresponds to an input design problem: how should the input signal be chosen so that the lower bound is close to β? It is harder to compute upper bounds of β from experiments, which of course is an even more relevant problem.
The objective of this paper is to present and discuss some data-driven methods for computing accurate estimates of β. One way of handling the fact that the system is unknown is by first identifying a model of the system, using e.g. prediction error methods, see e.g. Ljung [1999] . Then, the gain of the model can be used as an approximation of the gain of the true system. In fact, the invariance principle of the maximum likelihood (ML) method, assuming the correct model structure, shows that ML estimation of the system parameters followed by computation of the gain of the corresponding estimated model gives asymptotically (in the sample size) optimal accuracy of the L 2 -gain for the given data set, see e.g. Hjalmarsson [2005] .
We will study two data-driven approaches, where the optimization is with respect to the whole input sequence. The first method is a stochastic gradient method, and the second method is the so-called power iteration method. A basic version of the power iteration method for data-driven gain estimation was first suggested in Hjalmarsson [2005] , where it was also illustrated by means of a simulation example that this method can be useful also for certain nonlinear systems.
Outline: Section 2 concerns gain estimation by iterative experiments. In Section 3 a stochastic gradient method is derived, and in Section 4 this method is used to gain estimation for Hammerstein systems. Section 5 shows that the power iteration method is a special case of the stochastic gradient method. The derived algorithms are evaluated by means of simulation examples in Section 6. The paper is concluded in Section 7.
GAIN ESTIMATION BY ITERATIVE EXPERIMENTS
In this section we will derive a data-driven method for gain estimation based on iterative experiments.
Experimental set-up
Consider the stable LTI discrete-time system
where the sequence {g k } ∞ k=1 denotes the impulse response of the system. Assume that ∞ k=1 |g k | < ∞ and u(t) = 0, t ≤ 0. Introduce the following definitions:
Notice that
Given zero initial conditions, the input to output relation is given by
where G is the lower triangular Toeplitz matrix
Define the objective function
which should be maximized w.r.t. u N to find the optimal gain. From eigenvalue analysis it is straightforward to verify that
the maximum eigenvalue of G T G, with equality when u N is the corresponding eigenvector. Notice that the L 2 -gain equals
The Toeplitz structure now implies that
as N → ∞ and we have the previously mentioned result for LTI systems (Massoumina et al. [1994] ).
Key observation: For a given model we can, of course, construct the matrix G T G and numerically solve the corresponding eigenvalue problem. However, in order to use an iterative algorithm for eigenvalue calculation it is enough to be able to find the vector
y(1)]
T be used as input signal to the system, and denote the corresponding output signal and its time reversed version by
Then, due to the Toeplitz structure,
Remark 1. The operator G T is the so-called adjoint operator, see e.g. Kailath [1980] . 2 Now assume that the measured output is corrupted with additive noise
For simplicity assume {e(t)} to be white noise with variance λ e . The noise corrupted version of the signal (3) then equalsz
, where e N 1 is the noise vector from the first experiment and e N 2 comes from the second one. The maximum eigenvalue estimation problem to be studied consists of two parts. First we need to find the optimal input sequence, which in this case corresponds to u N being an eigenvector associated with
The second issue is how to compensate for noisy measurements. We will, however, do the analysis in the reverse order.
Statistical analysis
Assume that we know the corresponding dominating eigenvectorū N and that we use the corresponding sequence as input signal. This gives
where we have introduced the short hand notation
The variance of the noise part in (4) is λ e G T G + I N . The best linear unbiased estimate of λ max is then given by the weighted least squares problem
A difficulty here is that the weighting matrix is unknown, but sinceū N is an eigenvector to G T G we have
Using this result, it follows that the minimizing solution to (5) equals the standard (un-weighted) least squares solutionλ
Henceλ
.
It is possible to verify that the error term
has zero mean value and variance
Here we have used that e(t) is white noise and thatū N is an eigenvector of G T G. This expression very nicely captures the dependence on the input signal energy ū N . Also, we conclude that the error is proportional to the noise variance and to the gain λ max due to possible amplification of noise in the second experiment.
For convergence the size of ū N should tend to infinity when N tends to infinity. This corresponds to a standard persistence of excitation condition in system identification (Ljung [1999] ). For a LTI system G(e jω ), the maximizing input signal is a sinusoidal signal with frequency corresponding to arg max ω |G(e jω )|. Thus for LTI systems, it holds that u N 2 is proportional to N . Hence,λ max is a consistent estimate of the L 2 -gain. The more direct estimateλ
has the dominating noise error term (e
N 2 , which typically do not tend to zero as N → ∞. Hence, one should be careful when using this estimate for noisy measurements.
Next, we will analyze a method for estimation of the dominating eigenvectorū N corresponding to the largest eigenvalue λ max .
A STOCHASTIC GRADIENT METHOD (SGM)
Calculating the maximum of V (u N ) defined by (2) with respect to u N using gradient based numerical optimization methods directly leads to algorithms of the type
where γ k > 0 is a scalar corresponding to the step length of the algorithm. As explained in Markusson [2002] , this approach is closely related to Iterative Learning Control, see e.g. Moore [1999] and Norrlöf [2000] . Definê
Consider the LTI system given by (1), for which y N = Gu N and hence dy
This term can thus be determined experimentally by performing a second experiment on the system with the inputỹ N k . This leads to the update
Recall from the previous section thatλ max,d is sensitive to noise. Thereforeλ max,d should be replaced byλ max defined by (6). To get some insights in the convergence properties of this algorithm, consider noise free measurements and let the following properties be fixed, i.e. independent of k:
The eigenvalues of I +γ(
where
Following the proof of the power method given in e.g. Golub et al. [1983] , it is possible to show that
where C is a constant andū N is the dominating eigenvector corresponding to λ max . Hence we need
for the error to converge to zero. The rate of convergence depends onγ. The choiceγ = 1/λ max,d will correspond to the power method and has some good converge properties. For this case
and hence the ratio between the second largest and largest eigenvalue determines the rate of convergence. This choice of step length is, however, not optimal from a stochastic perspective. For standard stochastic gradient algorithms, the normalized step length
should tend to zero as k → ∞ for convergence. Another extra difficulty in our case is the normalization of u N k+1 described below.
Since it can happen that λ max −λ max,d ≥ 0 (we are using a lower bound of the maximum eigenvector), the recursion (10) is typically unstable. We are, however, only interested in the eigenvector direction. The practical way to solve this stability problem is to use normalization
and use the normalized input sequence u N k+1 in the experiment. To conclude, the stochastic gradient method (SGM) to be evaluated is: (1) Let k = 1 and select a non-zero input sequence u
Perform an experiment where the input sequence u N k is applied to the system and the output sequence y
T is measured. (3) Perform a second experiment where the input sequenceỹ
T is applied to the system and the output sequence z
to obtain the gain estimatê
v N k+1 (6) Let k = k + 1 and go to Step 2. We have presented only partial results about convergence and statistical properties of the SGM method. One way to further robustify the method against the presence of measurement noise is to apply a periodic input, where the sequence u N k is repeated l times, and compute an average gain estimate over the periods.
SGM FOR HAMMERSTEIN SYSTEMS
A Hammerstein system with input u(t) and output y(t) is given by
where q denotes the shift operator qu(t) = u(t + 1). Furthermore, G(q) represents an LTI system and f denotes a static nonlinearity. The system is depicted in Figure 1 . Let us now study the expression (8) for a Hammerstein system. We have that where
Note that calculating this derivative requires f to be known and invertible. However, if f contains a saturation then it can happen that f −1 (a) = f −1 (b), a = b. This can be easily solved by noting that scaling the signal does not affect the gain of the LTI part of the Hammerstein system. The scaling procedure is as follows:
and define c f = sup tỹ (t)/x f . Then the experiment on the LTI part is performed with the scaled input
and the output is multiplied by c f .
Since the Hammerstein system is nonlinear there is no guarantee that the gain estimate will increase monotonically with the iterations. Therefore, we add a condition such that signal updates are avoided if the gain decreases compared to the previous input signal. To summarize, Steps 3-5 in SGM are modified as follows:
(3) Perform a second experiment where the input sequence (12) is applied to the system and the output sequence z
α 2 to obtain the gain estimatê
This method can be used only for the case when f is known and invertible.
THE POWER ITERATION METHOD (PIM)
A simple way to calculate the maximum eigenvalue of a matrix A is the classical power method, which appears in many standard books on matrix analysis, see e.g. Golub et al. [1983] . To be more specific define the positive semidefinite symmetric matrix
and denote by λ 1 , λ 2 , . . . , λ N the eigenvalues of A with corresponding normalized eigenvectors x 1 , x 2 , . . . , x N where
Given u 1 , u 1 = 1, the power method is as follows for
denotes the estimate of λ 1 after k iterations. Assume that we can write u
For convergence it must hold that a 1 = 0, i.e. u The power iteration method (PIM) for L 2 -gain estimation is just an implementation of the power method using the two-experiments approach described previously. As noted in the previous section this corresponds to setting
Step 5 in the basic data-driven algorithm presented in the previous section. Thus PIM is a special case of SGM. This gives the simple updates v
The results and analysis for the power method now directly apply to PIM. Hence, without measurement errors the iteration produce monotonically increasing gain estimates and the convergence point can be made arbitrarily close to the system gain by using long enough experiments (large N ). A simplified version of this algorithm was presented in Hjalmarsson [2005] , where it is illustrated, by means of a simulation example, that PIM may also be useful for certain nonlinear systems.
The properties of PIM have been established theoretically for LTI systems only. For nonlinear systems there is at present no theoretical support for PIM. This method produces, of course, lower bound to the gain but nothing is known about the accuracy. An interesting observation is that if the iterations do not converge to a sinusoid, the system must be nonlinear. In the next section the method is implemented also for a nonlinear system.
In particular, nonlinear systems have the property that the gain may be dependent on the amplitude of the input signal. Therefore, different types of initial inputs and different norms α may give rise to more or less accurate gain estimates and it is often a good idea to try several different initial inputs. An extension to PIM is to allow α to vary from one iteration to the other. Another possibility is to run several parallel PIMs with different α, and check for the one that gives the highest gain.
NUMERICAL EXAMPLES
In this section the approaches presented in this paper are illustrated with numerical examples.
LTI system
In this example SGM is implemented on an LTI system, given by
This system has L 2 -gain given by 9.6 which corresponds to the frequency 1 rad/s.
SGM:
Consider the system (13) and let α = 10. Here the output measurements are corrupted with white noise with variance λ e = 20. SGM is implemented to estimate the gain of the system. The step length is chosen as γ k = 1/ √ k and 40 iterations are performed. In order to study the average performance, 1000 realizations of the initial input signal are made. The result is illustrated in Table 1 . The result from the last experiment is plotted in Figure 2 . Also, SGM is compared to the approach whereλ max,d is computed as in (7). The result is shown in Table 1 Note that the gain of the true system, i.e. 9.6 cannot be obtained with a finite data set. It is clear from Table 1 that (7) is not suitable in the case of noisy data, since it results in an overestimation of the gain. SGM gives an accurate estimate of the gain. 
Hammerstein system
Consider the Hammerstein system (11) where the transfer function G(q) is given by (13) and the static nonlinear system f is given by |u| ≤ 4.4271, 12.3317, u>4.4271, −12.3317, u<−4.4271. (14) This nonlinearity is depicted in Figure 3 . An upper bound for the gain of the Hammerstein system can be constructed as following. For the system (11) we have β 1 = 12 (see Figure 3 ) and β 2 = 9.6 and thus the upper bound is β 1 β 2 = 115.2. PIM: Now PIM is applied to the system. The initial input is uniformly distributed white noise with length N = 1000. We have tried different norms and realizations for this input signal. The result is that the gain estimates depend heavily on the realization and the norm of the initial input signal. The best gain estimate obtained is 37, which is far from the upper bound 115.2. Also, the gain estimates are not monotonically increasing as a function of the number of iterations. It is concluded that PIM is not suitable for this Hammerstein system.
SGM for Hammerstein systems:
Let us instead use SGM tailored for Hammerstein systems, given in Section 4. The step length is chosen as γ k = 0.1/ √ k. The resulting gain estimate is plotted in Figure 4 for 2 different initial input signals. From this figure it is concluded that the gain estimate depends on the initial input signal. 
CONCLUSION
In this paper different non-standard approaches to L 2 -gain estimation have been presented. Since the true system is in practise unknown the gain estimation procedure is data based in the sense that input/output measurements are used to either identify a model of the system or to draw conclusions about suitable inputs for gain estimation. If a model of the system is available then state of the art methods can be used to obtain the gain of the model, which is an approximation of the system gain. If no model of the system is available, we present methods where the system itself can generate suitable inputs for gain estimation. We have presented a data-driven method for input sequence estimation. The derivation was based on linear system properties, and there is no theoretical proof for convergence for nonlinear systems. The simulation examples indicated, however, that the approach could be used on nonlinear systems. Gain estimation is only one problem where the estimation problem can be considerably simplified if the proper input sequence is used. The recent PhD thesis, Mårtensson [2007] , contains an interesting discussion on how the input signal can be used to improve estimation of certain general properties of the system.
