This paper is concerned with the reformulation of Neumann-Neumann waveform relaxation (NNWR) methods and Dirichlet-Neumann waveform relaxation (DNWR) methods, a family of parallel space-time approaches to solving time-dependent PDEs. By changing the order of the operations, pipeline-parallel computation of the waveform iterates are possible, without changing the solution of each waveform iterate. The parallel efficiency of the pipeline implementation is analyzed, as well as the change in the communication pattern. Numerical studies are presented to show the effectiveness of the pipeline NNWR and DNWR algorithms.
recently for parabolic and hyperbolic partial differential equations (PDEs). These iterative methods are based on non-overlapping domain decomposition in space, where the iterations require subdomain solves with Dirichlet or Neumann boundary conditions. The superlinear convergence behavior of both the DNWR and NNWR methods have previously been shown for the heat equation [8, 10] ; finite step convergence to the exact solution for the wave equation has also been analyzed [9, 20] .
Both the DNWR and NNWR methods belong to the family of waveform relaxation (WR) methods. In the classical WR formulation, one solves the space-time subproblem over the entire time horizon at each iteration, before communicating interface data across subdomains. The WR methods have their origin in the work of Picard-Lindelöf [17, 24] in the nineteenth century, and were introduced as a parallel approach for solving systems of ODEs [16] . The WR framework has since been applied to solving elliptic problems and time-dependent parabolic PDEs [11, 13] . New transmission conditions have also been developed, known as optimized Schwarz WR (OSWR) methods, to accelerate convergence in overlapping subdomains, and to achieve convergence with non-overlapping subdomains [6, 7] . This paper discusses a pipeline implementation of the DNWR and NNWR algorithms [18] , which are extensions of Dirichlet-Neumann [1, 3, 21, 22] and Neumann-Neumann [2, 4, 15, 25] algorithms for solving space-time PDEs. By carefully re-arranging the order of operations, different waveform iterates can be simultaneously computed in a pipeline-parallel fashion, without changing the solution of each waveform iterate.
The pipeline implementation of the DNWR and NNWR algorithm subdivides the entire time domain into smaller time blocks. Each space-time subproblem is solved on this smaller time block, and updated transmission conditions are transmitted before advancing to the next time block. This enables many concurrent updates within the subdomain space-time blocks, resulting in efficient parallelization on modern supercomputers. Specifically, given an appropriate number of processors, many waveform iterates can be computed in the same wall-clock time as a classical approach computing a single waveform iterate. The pipeline implementation for WR relaxation was previously mentioned with a sparse amount of implementation details [12, 26] , and recently reintroduced and benchmarked for the classical Schwarz WR method [23] .
The theoretical presentation of the algorithms described in this paper are for onedimensional time-dependent PDEs of the form
where L is a spatial operator, the space-time domain, Ω : [0, L]×[0, T ], is a bounded domain, ∂Ω is a smooth boundary, u 0 (x) is the initial condition, and g l (t) and g r (t) are Dirichlet boundary conditions. The pipeline implementations can also be applied naturally to time-dependent PDEs of the form ∂ tt − L(u) = f (x, t), as well as WR methods formulated for solving PDEs in higher spatial dimensions. This paper is broken into two main sections. In Section 2, we review the NNWR method for solving (1) before presenting the pipeline approach and numerical studies. The DNWR algorithm is outlined in Section 3, along with the pipeline approach and numerical experiments.
Neumann-Neumann waveform relaxation
The Neumann-Neumann waveform relaxation (NNWR) algorithm for the model problem (1) was previously proposed and analyzed [8] . For this method, the space- Figure 1 illustrates a simple 1D spatial decomposition, although more complicated 2D or 3D decompositions (with cross points) are also possible.
Let
. . , N − 1, be an initial time-dependent guess on the subdomain boundaries. The NNWR method performs a two-step iteration for each waveform iterate, k = 1, 2, . . ., until convergence is reached. This two-step iteration consists of first solving a "Dirichlet subproblem" on each space-time subdomain, 
Then, the Dirichlet traces at the subdomain interfaces are updated, 
. . , N} is the minimum subdomain width. For the wave equation, the NNWR algorithm converges after the second waveform iterate, provided the window of integration is sufficiently small.
Classical NNWR implementation
A pseudo-code for a classical implementation of the NNWR in R 1 is given in Algorithm 1. If the domain is broken into N non-overlapping subdomains, the classical implementation uses a total of N processing cores to approximate the solution. 2(N − 1)(2K − 1) or 4(N − 1)K messages are needed (depending on when the stopping criterion is satisfied), with each message containing N t words, where K is the number of waveform iterates computed and N t is the number of time steps. In this simplified pseudo-code, it is assumed that identical time discretizations are taken in each subdomain. A generalization where each subdomain might take different discretizations is possible, provided an interpolation of the Neumann or Dirichlet traces are computed after lines 10 and 16 of Algorithm 1.
Algorithm 1
The classical implementation of the NNWR algorithm is able to utilize N computing cores if the domain is broken into N non-overlapping subdomains k ← k + 1;
Pipeline NNWR implementation
A pipeline implementation of the NNWR algorithm allows for higher concurrency at the expense of an increased number of messages: multiple waveform iterates are simultaneously evaluated after an initial start-up cost. Both implementations will return the same numerical solution after each waveform iterate. The main idea is to decompose the time window into non-overlapping blocks, and transmit messages to available processors after the evaluation of each time block. This allows other processors to simultaneously compute solutions to the auxiliary equations or the next waveform iterate. We first illustrate this for a simple example consisting of two spatial subdomains and two time blocks
The pipeline implementation starts with solving the Dirichlet subproblem, (2), for u [1] in Ω 11 and Ω 21 in parallel with two processors. As soon as this computation is completed, messages are sent to available processors. The algorithm then proceeds with solving the Dirichlet subproblems for u [1] in Ω 12 and Ω 22 , as well as solving auxiliary (3) for ψ [1] in Ω 11 and Ω 21 simultaneously, using a total of four processors. If the waveform iterates have not converged, messages are sent to the appropriate processors, and the algorithm proceeds with solving the Dirichlet subproblems for u [2] in Ω 11 and Ω 21 , as well as solving the auxiliary subproblem for ψ [1] in Ω 12 and Ω 22 , again with four processors. A graphical illustration of the pipeline framework for this example, assuming two full waveform iterates are desired, is shown in Fig. 2 . A pseudo-code for a pipeline implementation of the NNWR algorithm in R 1 for the case J ≥ 2K is given in Algorithm 2. If the domain is broken into N × J nonoverlapping subdomains as shown in Fig. 3 , this implementation is able to utilize up to 2NK processing cores, where K is the number of waveform iterates computed and J is the number of time blocks. The number of messages increases, with up to 4J (N − 1)K messages needed in the algorithm. The size of each message decreases to N t /J words. If J < 2K, the pipeline implementation is only able to utilize NJ processors. A pseudo-code for a pipeline NNWR implementation for the case J < 2K is given in Algorithm 6 in the Appendix.
Remark 2 Unlike the classical NNWR implementation where one iterates until convergence, Algorithm 2 requires a specification of K, the number of waveform iterates to be computed. One can use a priori error estimates to pick K intelligently, but it is likely that there will either be wasted work (if convergence is obtained for k < K) or an unconverged solution, if K is not large enough. All is not lost, however, if K is not large enough, since the computation can be restarted using the most accurate Dirichlet traces.
Remark 3
The pipeline NNWR implementation has a start-up and shut-down phase before multiple waveform iterates can be computed in parallel, i.e., at the start and end of the computation, some processing cores sit idle. For K full waveform iterates and J time blocks, the peak theoretical parallel efficiency is
provided min (2NK, 2J ) processors are used.
Numerical experiments
As mentioned in the introduction, the discretization and convergence of NNWR algorithms have already been discussed and established for parabolic and hyperbolic PDEs [8, 9, 18] . These numerical experiments are concerned with the efficacy of the pipeline implementation, where many waveform iterates can be concurrently computed. The heat equation is solved, u t = u xx , subject to the initial conditions u(x, 0) = (x − 0.5) 2 − 0.25 and homogeneous Dirichlet boundary data. The computational domain, Ω ×[0, T ], is [0, 1]×[0, 0.1]. A centered finite difference is used to approximate the spatial operator, and the implicit Euler integrator is used to approximate the temporal operator. In each space-time subdomain, the time advance is accomplished by a backwards and forwards substitution of a pre-factored LU decomposition of the resulting difference matrix. The C code 1 uses MPI parallelism. The reported numerical experiments were performed using the Stampede supercomputer at the Texas Advanced Computing Center. The resources were provided through the NSF-supported Extreme Science and Engineering Discovery Environment (XSEDE) program. Check for convergence. If converged, break;
The first numerical experiment validates the qualitative behavior of the theoretical peak efficiency, (5) , as the number of time blocks, J , is varied. The number of full waveform iterates is fixed at K = 4, the number of spatial subdomains is fixed at N = 8, the spatial and temporal discretizations are fixed at N x = 32000, N t = 8192. A total of 64 processing cores are used in this first experiment. Figure 4 displays the expected behavior-for a small number of time blocks, processors sit idle for a larger percentage of time, leading to poor efficiency. For large number of time blocks, the pipeline implementation attains close to theoretical peak efficiency, indicating that the communication overhead is negligible. Here, an efficiency close to 1 means that the pipeline NNWR implementation with 2KN processing cores is able to compute K full waveform iterates 2K times faster than the the classical NNWR implementation using N processors. The data used to generate Fig. 4 is summarized in the Appendix, Table 1 .
A weak scaling study is performed for the second numerical experiment. For a fixed spatial, temporal and time-block discretization, the number of processors is varied to compute a differing number of waveform iterates. In the experiment, we pick N = 8 spatial subdomains with N x = 32,000 and N t = 8192, J = 1024 time blocks and 2KN processor cores. Figure 5 shows that the pipeline NNWR implementation is able to scale weakly with very good efficiency. The data used to generate Fig. 5 is summarized in the Appendix, Table 2 .
Dirichlet-Neumann waveform relaxation
The Dirichlet-Neumann waveform relaxation (DNWR) method [8, 10] can be implemented in various arrangements, in terms of how the Dirichlet and Neumann transmission conditions are enforced along artificial boundaries. Pipeline parallelism Weak scaling for pipeline NNWR: Wall time vs Waveform iterations. The pipeline implementation scales weakly with almost no overhead, i.e., with 2NK processing cores, we can compute K iterations in almost the same walltime as computing one iteration with 2N processing cores can be applied to all the variants, although the efficacy will vary with each variant. This section discusses the pipeline implementation applied to the arrangement proposed by Funaro, Quateroni, and Zanolli [5] . Using the notation for the subdomain discretization in Section 2, the DNWR algorithm also requires an initial guess for the solution on the subdomain boundaries, w [0] i (t), i = 1, . . . N, as well as a selection of the initial subdomain, Ω m , with 1 ≤ m ≤ N. Picking m to be the middle subdomain, e.g., m = N/2 will reduce the start-up overhead for the DNWR algorithm. Each space-time subdomain solves one of the following subproblems. In subdomain m, a Dirichlet subproblem is solved,
For subdomains to the left of subdomain m, i.e., i < m, a Dirichlet-Neumann subproblem is solved,
For subdomains to the right of subdomain m, i.e., i > m, a Neumann-Dirichlet subproblem is solved,
After the subdomain problems are solved, the Dirichlet traces are updated,
The rates of convergence for the DNWR algorithm have been analyzed for N = 2 [8] and for N > 2 [10] . For the case N > 2, θ = 1/2 and m = N/2 , the DNWR decomposition of the heat equation in R 1 results in the following superlinear convergence estimate: 
Classical DNWR implementation
Equations 6d-(7d)-(8d)-(9b) can be "decoupled" by solving the space-time subproblems in a specific order. Recall the decomposition of the space-time domain as described in Fig. 1 . One starts by computing u [1] m (x, t) in Ω m and transmitting the computed boundary conditions before computing u [1] m−1 (x, t) and u [1] m+1 (x, t) in the neighboring subdomains. The updated boundary conditions are transmitted, and then u [1] m−2 (x, t), u [2] m (x, t) and u [1] m+2 (x, t) are simultaneously computed. If optimal parallel efficiency is not a concern, N processes can be spawned as shown in Algorithm 3. Not all processes can be utilized simultaneously however, because boundary conditions needed in lines 6 through 19 may not be available until other processes have computed and transmitted the required information. Although not a practical algorithm, the pseudo code is instructive because it outlines the flow of information in an easy to read fashion. Figure 6 shows the flow of information for the first few steps of the DNWR algorithm, implemented classically using N processors and N subdomains. To construct practical DNWR algorithms using a classical implementation, recall from the previous section that selecting m = N/2 reduces the startup overhead for the DNWR algorithm, thereby improving parallel efficacy. For the remainder of this paper, assume that m = N/2 . If 2K ≥ N/2 , the DNWR algorithm is able to utilize N/2 processing cores-each processor computes the solution for two spatial subdomains. Algorithm 4 outlines a pseudo code of the DNWR implemented classically. Algorithm 7 in the Appendix discusses the implementation for the case 2K < N/2 . For both cases, a total of (N − 1)(2K − 1) messages are needed, with each message containing N t words, where N t is the number of time steps.
Remark 6
Unlike the classical implementation of the NNWR algorithm, the classical implementation of the DNWR algorithm requires specification of K, the number of waveform iterates desired. This is because each spatial subdomain might compute different waveform iterates simultaneously. Similar to Remark 2, a priori specification of K might result in an unconverged solution if the prescribed K is not large enough, or wasted work if convergence is obtained for k < K iterations.
Pipeline DNWR implementation
Similar to the pipeline NNWR implementation in Section 2.2, a pipeline implementation of the DNWR algorithm allows for higher concurrency at the expense of an increased number of messages: multiple waveform iterates are simultaneously evaluated (in ∪ j Ω ij ) after an initial startup cost. As before, both the classical implementation and the pipeline implementation of the DNWR algorithm will result in the same numerical solution at the completion of each waveform iterate. shows a graphical representation of a five-domain, two waveform iterate example. For a general decomposition as shown in Fig. 3 , the pipeline DNWR implementation is outlined in Algorithm 5. If the number of time blocks, J , are sufficiently large, the pipeline DNWR algorithm is able to utilize NK processing cores. The pipeline DNWR implementation requires a total of J (N − 1)(2K − 1) messages, with each message containing N t /J words. Since the numerical results in Section 2.3 indicate that the communication overhead of utilizing many time blocks J is negligible, we restrict our discussion to the case where J is sufficiently large, J > N/2 + (2K − 1). A weak scaling study of the pipeline DNWR algorithm concludes the discussion of implementation details related to waveform relaxation methods. The heat equation described in Section 2.3 is solved with a fixed spatial, temporal, and time-block discretization. The number of processors is varied to compute a differing number of waveform iterates. In the experiment, we pick N = 8 subdomains with N x = 32, 000, N t = 8192, and J = 1024 time blocks. Figure 8 shows that the pipeline DNWR implementation is able to scale weakly with very good efficiency. The data used to generate Fig. 8 is summarized in the Appendix, Table 3 .
Conclusions
In this paper, we have reformulated the NNWR and DNWR methods to allow for pipeline-parallel computation of the waveform iterates, after an initial start-up cost.
The key observation is that the order of the computations (loops) can be flipped without affecting the final solution, at the expense of an increased number of messages. Theoretical estimates for the parallel speedup and communication overhead are presented, along with weak scaling studies to show the effectiveness of the pipeline DNWR and NNWR algorithms. A significant drawback, is that the pipeline implementations (and the DNWR algorithm) require an a priori specification of the number of waveform iterates to be computed. Hence, it is likely that there will either be wasted work (if convergence is obtained for fewer waveform iterates) or an unconverged solution, if insufficient waveform iterates were specified. An adaptive approach is being designed and analyzed to improve these pipeline parallel computations. Coarse-grid correction using the pipeline framework should be possible and investigated further. To compute the speedup and efficiency, the classical NNWR implementation with eight processing cores was used-this benchmark computation took 3355 s To compute the efficiency, the classical NNWR implementation with eight processing cores compute one full iteration using 423 s. Here, an efficiency of 1 means that the pipeline NNWR implementation is able to compute K full waveform iterates using 2NK processing cores in half the time it takes N processing cores to compute one full waveform iterate The pipeline DNWR allows for multiple waveform iterates to be computed in approximately the same wall-clock time as eight processors computing a single waveform iterate
