This paper deals with the performance of the recursive least squares algorithm when it is applied to problems where the measured signal is corrupted by bounded noise. Using ideas from bounding ellipsoid algorithms we derive an asymptotic expression for the bound on the uncertainty of the parameter estimate for a simple choice of design variables. This bound is also transformed to a bound on the uncertainty of the transfer function estimate.
Introduction
The recursive least squares (RLS) algorithm is a well known tool in automatic control and signal processing, and its properties have been thoroughly investigated. See, for example, 1]. When analyzing the properties of the RLS algorithm this is typically done in a probabilistic framework, where the disturbance acting on the system is described as a stochastic process. Measures of the model quality are then obtained in terms of, for example, the variance of the estimated parameters or the estimated transfer function.
In this paper we shall however investigate the RLS algorithm in a di erent framework by assuming that the disturbance is bounded. This will be done by applying ideas from so called bounding ellipsoid algorithms. These algorithms are however only one group of methods dealing with bounded disturbances. For more general presentations of the topic we refer to, for example, 2] and 3]. In the analysis of the RLS method presented below we shall concentrate on the case when the design variables are chosen as (t) 1 and (t) , which corresponds to equal weighting of all measurements.
System and signal description
We shall consider time invariant systems that can be described by the linear regression y(t) = ' T (t) + v(t); (1) where y(t) and v(t) denote output and disturbance signal respectively. The vector represents the unknown parameters, and the regression vector '(t) 
Both the input signal u(t) and the disturbance signal are assumed to be quasi stationary, see 4], which implies that the following limits exist
As shown in, for example, 1] the criterion (6) is minimized by^ (t), which is updated recursively according to the following well known equationŝ (t) =^ (t ? 1) + (t)R ?1 (t)'(t)"(t);
where
and R(t) = (t)R(t ? 1) + (t)'(t)' T (t): (10) The e ects of the design variables (t) and (t) are well known. While the forgetting factor (t) normally is used to give the algorithm tracking capability, by causing the algorithm to \forget" old information, the weight (t) controls how much a new measurement in uences the parameter estimate. When (t) = 0 the measurement y(t) is neglected completely, while a large (t) causes the last measurement to have big in uence on the new estimate. In a stochastic framework the optimal choice is to take (t) as the inverse of the variance of v(t). When v(t) is bounded there exist special strategies for selecting (t) such that the amount of new information in the new measurement is taken into account. This will be further discussed below.
Bounding ellipsoid formulation
Utilizing the fact that the disturbance signal is bounded the algorithm de ned by (8) , (9) and (10) can be derived by means of so called bounding ellipsoid (BE) methods. Di erent approaches to the design and analysis of BE algorithms can be found in, e.g. We assume that, at time t ? 1, the true parameter vector is known to belong the ellipsoid E t?1 de ned by E t?1 = f : ( ?^ (t ? 1)) T R(t ? 1)( ?^ (t ? 1)) 2 (t ? 1)g: (11) At time t the new measurement of y(t) gives the information, using the boundedness of v(t), that belongs to the degenerate ellipsoid M t de ned by
A new ellipsoid, that contains the intersection of E t?1 and M t , is then given by E t = f : (t)( ?^ (t ? 1)) T R(t ? 1)( ?^ (t ? 1)) (13) + (t)(y(t) ? ' T (t) ) 2 (t) 2 (t ? 1) + (t)r 2 g:
Tedious but straightforward calculations yield that E t can be expressed as
(14) where^ (t) and R(t) are given by (8) and (10) respectively, and
(15) Equation (15) can also be found in, for example, 6]. The rules for selecting (t) and (t) in (13) that have been proposed in the literature can hence be viewed as di erent choices of weightings in the least squares criterion (6) . This has also been pointed out in, e.g., 8].
In 5] it is proposed to use (t) 1 and to select (t) such that the volume of E t , which is proportional to det P (t) where
is minimized in each step. This leads to the so called optimal bounding ellipsoid (OBE) algorithm. In 6] the authors use (t) = 1 ? (t) and choose (t) such that 2 (t) decreases in each step. The resulting algorithm is sometimes denoted Dasgupta Huang optimal bounding ellipsoid (DHOBE) algorithm.
It should also be noted that there is clear connection between BE algorithms and dead zone modi cations in the RLS algorithm. Dead zones are sometimes introduced in adaptive control applications as a method to handle bounded disturbances. This connection is further discussed in 9].
Asymptotic properties
We shall now study the asymptotic properties of the RLS in terms of the bounding ellipsoid for a simple choice of design variables, namely (t) 1 and (t) . This means that all measurements are given equal weight and that no forgetting is used, i.e. the \usual" least squares method.
From above we have that the true parameter vector satis es ( ?^ (t)) T P ?1 (t)( ?^ (t)) 1 (17) and that the volume of E t is proportional to det P (t) Recalling (10) and (15) for the case (t) 1 and (t) gives 
and by de nition we get lim
Using (19) we obtain the estimate^ (t) will then tend to the true parameter vector . Hence 
Finally we consider the case when v(t), with equal probability,takes the values ?r and r. Then r 2 = r 2 (34) which using (29) gives P (t) ! 0:
(35) To summarize we see that the \variance" of the disturbance signal has a strong in uence on the asymptotic ellipsoid. The \size" of the ellipsoid increases when r 2 decreases.
Frequency domain interpretation
By considering the problem in the frequency domain we get an intuitively appealing illustration of the in uence of the input signal via the matrix Q. We will restrict the discussion to the case when the true system has FIR structure, i.e. when the system can be expressed as y(t) = G(q)u(t) + v(t); (36) where
Using the notation W (!) = (e ?i! ; : : : ; e ?in! ) (38) the frequency function of the system can be expressed as
and consequentlyĜ (e i! ; t) = W (!)^ (t): (40) Our second result in this paper can now be stated as follows. 
where u (!) denotes the input spectrum. By making the interpretation
we asymptotically, for large n and t, get
Even though the idea with using hard bounds is lost in the asymptotic analysis equation (47) can give useful insight into the algorithm behavior. The expression for p(!) explicitly shows how the input spectrum and the model order in uence the error bound.
We also see the similarities between the expression derived here and the asymptotic expressions for the variance of models obtained by o line identi cation. 
Simulations
To validate the expressions derived above we will now present some simulations. We shall consider the fth order system y(t) = ' T (t) + v(t) (49) where '(t) = (u(t ? 1); : : : ; u(t ? 5)) T (50) = (1; 0:5; 0:25; 0:125; 0:0625) T (51) and the input signal is a PRBS signal. The system is simulated and identi ed 100 times using di erent input and noise sequences. Each simulation consists of 1000 samples. The volume of the bounding ellipsoid is measured by computing the determinant of P (t) after each simulation, and then taking the mean over all simulations. We shall consider disturbance signals satisfying j v(t) j 1 and having rectangular and triangular distribution respectively. For a PRBS input signal taking the values ?1 and 1 the matrix Q becomes a unit matrix, and consequently equations (31) and (33) imply that det P (t) ! ( 2 3 ) 5 (52) for the rectangular distribution, and det P (t) ! ( 5 6 ) 5 (53) for the triangular distribution. The simulation results can then be summarized by the following table, where we see that the agreement between the theoretical and simulated values is good. We have in this paper derived asymptotic expressions for the bounding ellipsoid when the recursive least squares method is applied to systems subject to bounded disturbances. The expressions show the in uence of the disturbance signal distribution on the asymptotic bound on the parameter estimation error. We have furthermore shown how the asymptotic behavior of the bounding ellipsoid can be interpreted in the frequency domain giving a bound on the uncertainty of the estimated transfer function. The prize that we have paid for obtaining the relatively simple asymptotic expression is that we have only treated the simple choice of design variables (t) 1 and (t) . This is clearly a suboptimal choice and gives pessimistic results compared to other choices of design variables.
