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Запропоновано регресійний та адаптивний алгоритми параметричної ідентифікації динамічних систем, 
що дають змогу проводити поточну ідентифікацію при номінальних режимах роботи керованого об’єк-
та та задовольняють задані вимоги до швидкості збіжності динамічних процесів ідентифікації. Наве-
дені алгоритми можуть бути застосовані у практиці проектування літальних апаратів для обробки за-
писів польотної інформації.  
Ключові слова: ідентифікація, алгоритм, динамічний процес, якість.  
A regressive and an adaptive algorithms of parametric identification of dynamic systems which allow to conduct 
identification at the nominal modes of operation of the controlled object and satisfy the specified requirements to 
speed of fading of dynamic processes of identification are offered. The offered algorithms can be applied in the 
practice of aircraft design for processing the flight information records.  
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Постановка проблеми 
Традиційні методи класичної теорії керування 
основані на припущеннях, що математична мо-
дель об’єкта відома і що ця модель абсолютно 
точно описує його поведінку. Однак у практиці 
інженера-проектувальника будь-яка модель яв-
ляє собою не повний, а спрощений опис реально-
го об’єкта; крім того, деякі характеристики 
об’єкта можуть бути заздалегідь невідомими або 
значно змінюватися в процесі його функціону-
вання. При цьому має місце невизначеність ма-
тематичної моделі об’єкта, і для синтезу алго-
ритму управління в першому наближенні вико-
ристовують деяку наближену (номінальну) ма-
тематичну модель. В умовах істотної невизначе-
ності класичні методи теорії управління дають 
недостатні результати або взагалі виявляються 
непридатними [1].  
Прикладом такої ситуації є проектування лі-
тального апарата, для якого необхідно побудува-
ти систему керування. Для цього слід визначити 
численні параметри моделі його руху, однак роз-
рахунки і дослідження моделей в аеродинамічній 
трубі дозволяють отримати лише частину необ-
хідних даних, причому, можливо, із значними 
похибками, наявність яких може істотно вплину-
ти на результати керування. Єдиним шляхом до 
отримання решти даних є льотні випробування 
та аналіз записів, отриманих у ході цих випробу-
вань. Одним з підходів до такого аналізу є засто-
сування методів ідентифікації параметрів (пара-
метрична ідентифікація). 
Аналіз досліджень і публікацій 
Можна виділити ряд напрямів, в яких у даний 
час розробляються методи ідентифікації керова-
них об’єктів. Це напрями, засновані на методі 
найменших квадратів [2], методі інструменталь-
них змінних [3], ідентифікації по частотних ха-
рактеристиках [4], рандомізованих алгоритмах 
ідентифікації [5], активна ідентифікація з вико-
ристанням додаткового випробувального сигна-
лу [6; 7] та ін. Загальними проблемами застосу-
вання цих методів є негарантована збіжність ди-
намічних процесів ідентифікації, погана застосо-
вність цих методів у випадку задач великих роз-
мірностей (велика кількість невідомих парамет-
рів), значна вартість відповідного програмного 
забезпечення, неможливість його застосування в 
реальному часі та у бортових комп’ютерних сис-
темах літальних апаратів.  
Цілі 
Мета даної роботи — створення алгоритмів 
параметричної ідентифікації динамічних систем 
на основі алгоритмів наближення до розв’язків 
систем рівнянь, що забезпечують динамічні про-
цеси наближення із заданими показниками якості. 
Попередні математичні співвідношення 
      для побудови алгоритмів ідентифікації 
Завданням параметричної ідентифікації є зна-
ходження значень (оцінок) коефіцієнтів моделі 
об’єкта в результаті обробки вимірів значень 
компонентів вектора стану (вихідних величин) 
об’єкта (Х) і вектора сигналів, що управляють 
рухом об’єкта (U). При цьому передбачається, 
що структура і порядок моделі об’єкта вже відо-
мі. Вимірювані значення Х(t) і U(t) практично 
подаються у вигляді дискретних послідовностей 
значень (часових рядів). Властивості отримува-
них оцінок (такі як спроможність, незміщеність, 
ефективність) залежать від характеристик зов-
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нішніх збурень і методу ідентифікації, при цьому 
істотну роль відіграє вид закону розподілу зов-
нішніх збурень. 
Розглянемо спочатку рівняння лінійної моделі  
BUAXX += ,                      (1) 
або, в дискретному вигляді, 
X(k+1) = X(k)+ AX(k)Δt + ВU(k)Δt,      (2) 
де X(k) та U(k) — значення векторів стану та ке-
рування, що мали місце в момент часу kΔt; A і В — 
матриці коефіцієнтів системи рівнянь моделі.  
В задачі ідентифікації знаходження компоне-
нтів матриць A і В є метою процесу ідентифіка-
ції, а в процесі розв’язання задачі вони невідомі. 
Натомість на k-му кроці обчислювального про-
цесу відомі поточні оцінки A(k) та В(k).  
Фактично для спостереження доступні зна-
чення компонентів вектора виміряних виходів 
Y(k) = DX(k) + V(k), 
де вектор V(k) представляє шумову складову ви-
мірів.  
Вважатимемо, що D = I (одинична матриця), 
V = 0. З урахуванням цього рівняння моделі на-
буває вигляду 
X(k+1) = X(k) + A(k)X(k)Δt + 
+ В(k)U(k)Δt + Е(k),                     (3) 
де Е(k) — доданок, що відображає похибку, ви-
кликану відмінністю оцінок A(k) та В(k) від іс-
тинних значень A та В, а також похибками вимі-
рювань.  
Виходячи з формули (3), можна записати  
Е(k) = X(k+1) – X(k+1\k) = 
= X(k+1) – X(k) – A(k)X(k)Δt – 
– В(k)U(k)Δt,                             (4) 
де X(k+1\k) — оцінка значення вектора X(k+1), 
зроблена в момент часу kΔt. (Така оцінка випли-
ває з оцінок A(k) і В(k) і наявних вимірів X(k) і 
U(k) .) Тоді задачу ідентифікації можна сформу-
лювати як задачу знаходження такого керування 
величинами A(k) та В(k), що   
Е(k) → 0 при k → ∞. 
З метою постановки дуальної задачі керуван-
ня сукупність коефіцієнтів матриць A(k) та В(k) 
можна розглядати як узагальнений вектор пара-
метрів θ (k):  
1 1( ) ( ), , ( ), ( ), , ( )A Bn nk a k a k b k b k⎡ ⎤θ = ⎣ ⎦… … ,    (5) 
де a*, b* — компоненти матриць А(*) та В(*); nA, 
nB — кількість компонентів матриць А та В (ви-
значаються розмірністю задачі). 
Оцінки ( )kθ  (A(k) та В(k)) отримуються на 
основі використання попередніх вимірів, одер-
жаних у моменти часу k – 1, k – 2, ... 1, 0. (Зна-
чення «0» відповідає початку експерименту.) Че-
рез значні обсяги експериментальних даних не-
можливо охопити процедурою обробки всі наяв-
ні виміри на кожному кроці, тому необхідно об-
межуватись лише певною кількістю останніх ви-
мірів. Припустимо, що на кожному кроці розра-
хунку для уточнення оцінок коефіцієнтів вико-
ристовуються m останніх вимірювань.   
Наявні виміри вихідних величин та керуючих 
сигналів, що розглядаються в момент k, будемо 
розглядати як узагальнений вектор даних із дво-
ма параметрами  ( ) ( , )m k k mψ = ψ : 
[ 1 1( , ) ( ), , ( ), ( ), , ( ),N Mk m x k x k u k u kψ = … …  
1 1( 1), , ( 1), ( 1), , ( 1),N Mx k x k u k u k− − − −… …  
... ... ... , 
1 1( ), , ( ), ( ), ,Nx k m x k m u k m− − −… …  
( )Mu k m− ⎤⎦ ,                          (6) 
де x* , u* — компоненти векторів стану та керу-
вання X(*), U(*); N, M — розмірності цих векто-
рів. 
Також введемо до розгляду узагальнений век-
тор помилок 
( , )k mε = [ 1 1( ), , ( ), ( 1), ,Ne k e k e k −… …  
1... ( 1), ..., ( ),Ne k e k m− − …  
]( )Ne k m− ,                          (7) 
де е* — компоненти векторів помилок Е(*), і уза-
гальнений вектор оцінок 
[ ]ˆ( , ) ( ), ( 1), , ( )k m k k k mθ = θ θ − θ −… . 
У такому разі процес ідентифікації можна по-
дати у вигляді: 
( ) ( ( , ) , ( , ))k k m k mθ = θ ψ ε                 (8) 
— регресійна постановка задачі; 
 ˆ( ) ( ( , ), ( , ), ( , ))k k m k m k mθ = θ ψ θ ε          (9) 
— адаптивна постановка задачі. 
На розглянутому рівні узагальнення досить 
просто перейти від використання лінійної до ви-
користання нелінійної моделі, при цьому загаль-
ний вигляд узагальнених векторів задачі прак-
тично не зміниться. Для виконання такого пере-
ходу до правої частини лінійного рівняння (1) 
додамо вектор-функцію С, компоненти якої ві-
дображають нелінійності системи: 
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( , )X AX BU C X U= + + .            (10) 
Тоді рівняння (2) матиме вигляд : 
X(k+1) = X(k)+ AX(k)Δt + ВU(k)Δt +  
+С (X(k),U(k)) Δt,                      (11) 
а рівняння (3): 
X(k+1) = X(k) + A(k)X(k)Δt + В(k)U(k)Δt +   
+С (X(k),U(k)) Δt + Е(k);                (12) 
рівняння (4) матиме вигляд:  
Е(k) = X(k+1) – X(k+1\k) = 
= X(k+1) – X(k) – A(k)X(k)Δt – В(k)U(k)Δt + 
+ С (X(k),U(k)) Δt;                        (13) 
узагальнений вектор параметрів θ (k) (5) матиме 
вигляд:  
[ 1( ) ( ), , ( ),Ank a k a kθ = …  
1( ), , ( ),Bnb k b k…  
])(,),(1 kckc Cn… ,                      (14) 
де с* — коефіцієнти, що описують нелінійну  
функцію С (X(k),U(k)) у (10), (11) (за обраним 
функціональним базисом); nС — кількість цих 
коефіцієнтів (визначається обраним виглядом 
нелінійності).  
Вигляд співвідношень (6), (7), (8), (9) залиша-
ється незмінним. 
З метою забезпечення якості динамічних про-
цесів ідентифікації необхідно до системи рівнянь 
(1)–(14) додати модифіковані умови, що визна-
чають швидкість збіжності процесу. В найпрос-
тішому випадку для цього можна б було запро-
понувати такі умови:  
( ) / ( 1)E k E k p− ≤ ,                (15) 
де р — задана стала величина, а нормування век-
тора Е виконується за деяким обраним для цього 
алгоритмом.  
Однак розгляд ходу розв’язку, отриманого 
при практичному чисельному розв’язанні подіб-
них задач, вказує на те, що умови такого вигляду 
не забезпечать бажаних результатів, оскільки 
обчислювальний процес, особливо у складних 
задачах, має немонотонний характер з великою 
кількістю особливостей, демонструючи лише 
загальну збіжність до розв’язку. Тому замість 
виразу (15) необхідно вводити більш узагальнені 
умови, в рамках яких нормуються і порівнюють-
ся не окремі значення вектора Е, а узагальнені 
вектори похибок (*, )mε : 
{ }{ }( , ), ( 1, )R N k m k m pε ε − ≤ ,        (16) 
де N{} та R{} — оператори нормування узагаль-
неного вектора похибок та порівняння отрима-
них значень.  
З метою побудови обчислювального алгорит-
му ідентифікації на основі методу найменших 
квадратів необхідно використати штрафну функ-
цію та знайти параметри, які забезпечують міні-
мум цієї функції, наприклад: 
{ }1( , ), ( )J F k m M= ε • ;                  (17) 
{ }, , 0D J ε θ = ,                       (18) 
де F{} — оператор, що утворює штрафну функ-
цію або множину таких функцій; D{} — опера-
тор, який утворює умови мінімізації штрафної 
функції або множини таких функцій; М1(•) — 
модифіковані функції, які пропонується додатко-
во ввести у вираз оператора (17) з метою отри-
мання додаткових факторів впливу на характер 
динамічного процесу пошуку розв’язку та швид-
кість його збіжності.  
Оскільки метою ідентифікації є J→0, як такі 
модифіковані функції можна запропонувати, на-
приклад, функції:  
( )f x x= ;                          (19) 
4( )f x x= ;                          (20) 
( )( ) ln 1f x x= + .                     (21) 
Ще одну категорію модифікованих функцій 
може бути доцільно ввести у вирази, що містять 
виміри змінних стану та керування, зокрема, у 
вирази (4), (6), (13), з метою корекції складу об-
раних даних та їх впливу на результат обчислень. 
Їх введення автоматично віддзеркалиться і на скла-
ді виразів, що містять компоненти початкового або 
узагальнених векторів похибок, зокрема — вирази 
(15), (16), (17), (18). Такі модифіковані функції 
можуть мати зміст ядерних функцій [8], триго-
нометричну або іншу природу; їх вигляд має бу-
ти визначено на основі безпосереднього розгляду 
та аналізу конкретних експериментальних даних, 
що підлягають обробці. Так, у випадку ідентифі-
кації параметрів моделі літального апарата за 
допомогою таких функцій можна спробувати 
мінімізувати вплив коливального поздовжнього 
або бічного руху ЛА.  
Алгоритми ідентифікації з урахуванням  
     вимог до швидкості збіжності динамічних  
     процесів ідентифікації 
Запропонований алгоритм параметричної  
ідентифікації з вимогами до швидкості збіжності 
динамічних процесів ідентифікації, побудований 
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на основі регресійного підходу, складається з 
таких кроків: 
1. Отримати вхідні дані, до яких належать да-
ні експериментальних вимірювань та відомості 
про структуру (вигляд рівнянь) моделі. 
2. Виходячи з цих відомостей, визначити ви-
гляд співвідношення (8) та вигляд рівнянь  
(2)–(4), (11)–(13), конкретизованих на основі 
співвідношення (8). 
3. Визначити вигляд умов (16). 
4. На основі розгляду задачі обрати модифі-
ковані функції, що забезпечать необхідний вплив 
на характер динамічного процесу ідентифіка-
ції ((19)... (21), або інші).  
5. На основі розгляду вхідних даних визначи-
ти необхідність введення модифікованих функ-
цій для корекції даних та обрати вигляд цих  
функцій.  
6. Записати критерій (17) з урахуванням ре-
зультатів виконання пп. 2–5. 
7. Отримати вирази (18). 
8. Визначити початкові оцінки параметрів 
введених модифікованих функцій.  
9. Знайти початкову оцінку оптимального зна-
чення величини m. 
10. Виконати ітераційну процедуру розв’я-
зання системи лінійних алгебричних рівнянь, 
породжену умовами (18). 
11. Виходячи з результатів, отриманих у ре-
зультаті виконання п. 10, скоригувати пп. 4, 5; 
повторити пп. 6, 7; скоригувати оцінки пп. 8, 9. 
12. Повторно виконати п. 10. 
13. Повторити пп. 11, 12, доки не буде отри-
мано задовільну збіжність ітераційного процесу. 
14. Отримані в результаті останнього вико-
нання п. 13 значення параметрів вважати розв’яз-
ком задачі. 
Алгоритм параметричної ідентифікації з ви-
могами до швидкості збіжності динамічних про-
цесів ідентифікації, побудований на основі адап-
тивного підходу, в цілому повторює регресійний 
алгоритм, розглянутий раніше.  
Принципова відмінність запропонованого ал-
горитму розв’язання задачі на основі адаптивно-
го підходу від алгоритму на основі регресійного 
підходу міститься у п. 2, де замість рівняння ви-
гляду (8) для запису подальших рівнянь викорис-
товується рівняння (9). 
Як модельний приклад застосування запропо-
нованих алгоритмів розглянемо динамічну сис-
тему вигляду (1) з такими параметрами: 
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з підмножиною шуканих параметрів  
{a11, a12, b1, b2}.                          (23) 
Було використано квадратичну оцінку (17) та 
векторний оператор часткового диференціюван-
ня у (18).  
На рис. 1, 2 наведено приклади ходу динаміч-
ного процесу пошуку невідомих параметрів. Як 
видно, під час ітераційного процесу оцінки па-
раметрів збігаються до істинних значень (а11 = 1, 
а12 = 2). 
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Рис. 1. Динамічний процес пошуку  
параметра а11 системи (1), (22), (23) 
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Рис. 2. Динамічний процес пошуку 
параметра а12  системи (1), (22), (23) 
Висновки 
У статті було запропоновано регресійний та 
адаптивний алгоритми параметричної ідентифі-
кації динамічних систем, що дозволяють прово-
дити поточну ідентифікацію при номінальних 
режимах роботи керованого об’єкта та задоволь-
няють задані вимоги до швидкості збіжності ди-
намічних процесів ідентифікації.  
Запропоновані алгоритми можуть бути засто-
совані у практиці проектування літальних апара-
тів для обробки записів польотної інформації.  
Можливими напрямками подальших до-
сліджень є вивчення обчислювальної ефектив-
ності запропонованих алгоритмів, а також розро-
бка методів вибору оптимальних значень пара-
метрів, що задають показники якості динамічних 
процесів ідентифікації. 
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