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Abstract
Let P =
[(i
j
)]
, (i, j = 0, 1, 2, . . .) and D=diag((−1)0, (−1)1, (−1)2, . . . ). As a linear
transformation of the infinite dimensional real vector space R∞ = {(x0, x1, x2, . . .)T|xi ∈
R for all i}, PD has only two eigenvalues 1, −1. In this paper, we find some matrices as-
sociated with P whose columns form bases for the eigenspaces for PD. We also introduce
truncated Fibonacci sequences and truncated Lucas sequences and show that these sequences
span the eigenspaces of PD.
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1. Introduction
Throughout this paper, let R∞ denote the infinite dimensional real vector space
consisting of all real sequences (x0, x1, x2, . . .)T, and let P and D denote the Pascal
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matrix
[(
i
j
)]
, (i, j = 0, 1, 2, . . .) and the diagonal matrix diag((−1)0, (−1)1, (−1)2,
. . .) respectively. The classical binomial inversion formula states that for x, y ∈ R∞,
PDx = y if and only if PDy = x. As are well known in the literature(see [3] for
example), the sequence F = (F0, F1, F2, . . .)T defined by
F0 = 0, F1 = 1, Fn = Fn−1 + Fn−2 (n  2)
is called the Fibonacci sequence and the sequence L = (L0, L1, L2, . . .)T defined by
L0 = 2, L1 = 1, Ln = Ln−1 + Ln−2 (n  2)
is called the Lucas sequence. It is well known that PDF = −F and PDL = L. Thus,
as a linear transformation of R∞, PD has eigenvalues 1, −1. In fact,
1 and − 1 are the only eigenvalues of PD
because if λ /= ±1, then PDx = λx has no nonzero solution. For λ ∈ {1,−1}, let
Eλ(PD) denote the eigenspace of PD corresponding to the eigenvalue λ. Sun [4]
called x ∈ R∞ an invariant sequence if x ∈ E1(PD), and an inverse invariant se-
quence if x ∈ E−1(PD). We shall call x ∈ R∞ a λ-invariant sequence if x ∈ Eλ(PD)
for λ ∈ {1,−1}, for convenience in our later discussion. Various kinds of (±1)-
invariant sequences are introduced in [4]. We are interested in investigating some
simple classes of sequences by which all of the (±1)-invariant sequences are gener-
ated.
In this paper, we construct matrices P ↓,Q↓ associated with the Pascal matrix
P and show that the columns of
[
0T
P ↓
]
(Q↓ resp.) form a basis for the space of
(−1)-invariant (1-invariant resp.) sequences. We also introduce truncated Fibonacci
sequences and truncated Lucas sequences, and show that the truncated Fibonacci
(truncated Lucas resp.) sequences span the space of (−1)-invariant (1-invariant resp.)
sequences.
2. The (±1)-invariant sequences
In this section we construct some matrices which are closely related to the eigen-
spaces of PD.
Associated with the Pascal matrix P , let P→, P ↓ denote the matrices defined by
P→ =


1 0 0 0 0 0 0 0 · · ·
0 1 1 0 0 0 0 0 · · ·
0 0 1 2 1 0 0 0 · · ·
0 0 0 1 3 3 1 0 · · ·
...
...
...
...
...
...
...
...
.
.
.

 ,
where the row i, (i = 0, 1, 2, . . .), is that of the Pascal matrix P preceded by 0Ti ,
where 0i is the i-vector of zeros, and
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P ↓ =


1 0 0 0 · · ·
1 0 0 0 · · ·
1 1 0 0 · · ·
1 2 0 0 · · ·
1 3 1 0 · · ·
1 4 3 0 · · ·
1 5 6 1 · · ·
...
...
...
...
.
.
.


,
where the column j , (j = 0, 1, 2, . . .), is that of P preceded by 0j . Let
Q = P +
[
1 0T
0 P
]
=


2 0 0 0 0 · · ·
1 2 0 0 0 · · ·
1 3 2 0 0 · · ·
1 4 5 2 0 · · ·
1 5 9 7 2 · · ·
...
...
...
...
...
.
.
.


.
Associated with Q, let Q→, Q↓ denote the matrices defined by
Q→ =


2 0 0 0 0 0 0 0 0 · · ·
0 1 2 0 0 0 0 0 0 · · ·
0 0 1 3 2 0 0 0 0 · · ·
0 0 0 1 4 5 2 0 0 · · ·
0 0 0 0 1 5 9 7 2 · · ·
...
...
...
...
...
...
...
...
...
.
.
.


,
where the row i is that of Q preceded by 0Ti , (i = 0, 1, 2, . . .) and
Q↓ =


2 0 0 0 · · ·
1 0 0 0 · · ·
1 2 0 0 · · ·
1 3 0 0 · · ·
1 4 2 0 · · ·
1 5 5 0 · · ·
1 6 9 2 · · ·
...
...
...
...
.
.
.


,
where the column j is that of Q preceded by 0j , (j = 0, 1, 2, . . .). Note that
[
0T
P ↓
]
e = F and Q↓e = L where e = (1, 1, . . .)T ∈ R∞.
It is easy to see the validity of the following.
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Proposition 2.1. P→, Q→ and P ↓ and Q↓ are related as follows:
(a) Q→ = P→ +
[
1 0 0T
0 0 P→
]
, (b) Q↓ = P ↓ +

1 0T0 0T
0 P ↓

 .
For a matrix A whose row index set and column index set are J and K respect-
ively, and for J0 ⊂ J , K0 ⊂ K , let A(J0|K0) denote the matrix obtained from A
by deleting rows in J0 and columns in K0, and let A[J0|K0] denote the matrix
A(J 0|K0) where J 0 = J − J0, K0 = K −K0. For a positive integer n, let Pn =
P [0, 1, . . . , n|0, 1, . . . , n] and letDn = D[0, 1, . . . , n|0, 1, . . . , n]. For two matrices
A,B of the same finite size, let A ∼ B denote that A is row equivalent to B.
Lemma 2.2. Let m be a positive integer and let n = 2m+ 1. Then
(a) Pn +Dn ∼
[
P→[0, 1, . . . , m|0, 1, . . . , n]
O
]
,
(b) Pn −Dn ∼
[
Q→(0|0)[0, 1, . . . , m|0, 1, . . . , n]
O
]
.
Proof. Let Ui , Vi , (i = 0, 1, . . . , m), be the 2 × n matrices defined by
U0 =
[
1 0 0 · · · 0
1 1 0 · · · 0
]
, V0 =
[
1 0 0 · · · 0
0 −1 0 · · · 0
]
,
Uk =
[
00 01 · · · 0k−1
(k
0
) (k
1
) (k
2
) · · · (kk) 0 0 · · · 0
00 01 · · · 0k−1
(k+1
0
) (k+1
1
) (k+1
2
) · · · (k+1k ) (k+1k+1) 0 · · · 0
]
,
Vk =
[
00 01 · · · 0k−1
(k
0
) (k
1
) (k
2
) · · · (kk) 0 0 · · · 0
00 01 · · · 0k−1 0 −
(k
0
) −(k1) · · · −( kk−1) −(kk) 0 · · · 0
]
for k = 1, 2, . . . , where and in the sequel 0i denotes simply a zero. Then
U0 + V0 =
[
2 0 0 · · · 0
1 0 0 · · · 0
]
∼
[
1 0 0 · · · 0
0 0 0 · · · 0
]
and
Uk + Vk=
[
00 01 · · · 0k−1 2
(
k
0
)
2
(
k
1
) · · · 2(k
k
)
0 · · · 0
00 01 · · · 0k−1
(
k
0
) (
k
1
) · · · (k
k
)
0 · · · 0
]
∼
[
00 01 · · · 0k−1
(
k
0
) (
k
1
) · · · (k
k
)
0 · · · 0
00 01 · · · 0k−1 0 0 · · · 0 0 · · · 0
]
because
(
k+1
j
)− ( k
j−1
) = (k
j
)
, (j = 1, 2, . . . , k), so that
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
U0 + V0
U1 + V1
...
Um + Vm

 ∼
[
P→[0, 1, . . . , m|0, 1, . . . , n]
O
]
.
Now, for k  2, let Tk = Ik−1 ⊕
(
In−k+2 −
[
0T 0
In−k+1 0
])
and let H = T2m+2T2m
. . . T4T2, then
HPn =


U0
U1
...
Um

 , HDn =


V0
V1
...
Vm

 .
Therefore (a) holds. To prove (b), observe that
U0 − V0 =
[
0 0 0 · · · 0
1 2 0 · · · 0
]
and
Uk − Vk =
[
00 01 · · · 0k−1 0 0 · · · 0 0 · · · 0
00 01 · · · 0k−1 1 ξ1 · · · ξk+1 0 · · · 0
]
(k  1),
where ξj =
(
k+1
j
)+ ( k
j−1
)
, (j = 1, 2, . . . , k + 1). Since, by Proposition 2.1(a), the
row k + 1 of Q→ equals(
00, 01, . . . , 0k+1,
(
k + 1
0
)
,
(
k + 1
1
)
,
(
k + 1
2
)
, . . . ,
(
k + 1
k + 1
)
, 0, . . .
)
+
(
00, 01, . . . , 0k+1, 0,
(
k
0
)
,
(
k
1
)
, . . . ,
(
k
k
)
, 0, . . .
)
= (00, 01, . . . , 0k+1, 1, ξ1, ξ2, . . . , ξk+1, 0, . . .)
for k  1, we see that the second row of Uk − Vk equals the row k of Q→(0|0)[0, 1,
. . . , m|0, 1, . . . , n]. Therefore we see that

U0 − V0
U1 − V1
...
Um − Vm

 ∼
[
Q→(0|0)[0, 1, . . . , m|0, 1, . . . , n]
O
]
,
and (b) follows. 
Theorem 2.3. E−1(PD) is the null-space of P→D and E1(PD) is the null-space
of Q→(0|0)D.
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Proof. We first show that
E−1(PD) = {x ∈ R∞|P→Dx = 0}. (2.1)
Letm be an arbitrarily taken positive integer and let n = 2m+ 1. Let x = (x0, x1, x2,
. . .)T ∈ E−1(PD) and let x(n) = (x0, x1, . . . , xn)T. From PDx = −x, i.e., from[
Pn O
∗ ∗
] [
Dn O
O ∗
] [
x(n)
∗
]
= −
[
x(n)
∗
]
,
we get PnDnx(n) = −x(n) or (Pn +Dn)Dnx(n) = 0, which yields, by Lemma 2.2(a),
that P→[0, 1, . . . , m|0, 1, . . . , n]Dnx(n) = 0 and hence that
P→[0, 1, . . . , m|0, 1, 2, . . .]Dx = 0.
Since this holds for every positive integer m, we have P→Dx = 0. Therefore
E−1(PD) ⊂ {x ∈ R∞|P→Dx = 0}. Reversing the above argument gives us that
{x ∈ R∞|P→Dx = 0} ⊂ E−1(PD), and (2.1) is proved.
That E1(PD) = {x ∈ R∞|Q→(0|0)Dx = 0} can be proved similarly by Lemma
2.2(b). 
A sequence (a0, a1, a2, . . .)T is called a generalized Fibonacci sequence if an =
an−1 + an−2, (n  2).
Corollary 2.4. The Fibonacci sequence is the only (−1)-invariant generalized
Fibonacci sequence, and the Lucas sequence is the only 1-invariant generalized
Lucas sequence up to scalar multiple.
Proof. Let x = (x0, x1, x2, . . .)T ∈ R∞ be a generalized Fibonacci sequence. Sup-
pose that x is (−1)-invariant so that x ∈ E−1(PD). Then, since the row 0 and the
row 1 of P→ are (1, 0, 0, . . .) and (0, 1, 1, 0, . . .) respectively, we have that x0 =
0, x1 = x2 so that x is a scalar multiple of F. Suppose that x is 1-invariant so that x ∈
E1(PD). Then since the row 0 of Q→(0|0) is (1, 2, 0, 0, . . .), we see that x0 = 2x1
and hence that x is a scalar multiple of L. 
The following lemma can be easily proved and we omit the proof.
Lemma 2.5. Let (x0, x1, x2, . . .)T ∈ R∞ and sk =∑ki=0 xi, (k = 0, 1, 2, . . .). Then
(x0, x1, x2, . . .)T ∈ Eλ(PD) if and only if (0, 0, s0, s1, . . .)T ∈ Eλ(PD), for λ ∈
{1,−1}.
Theorem 2.6. The columns of
[
0T
P ↓
]
form a basis for E−1(PD), and the columns
of Q↓ form a basis for E1(PD).
Proof. Let SP and SQ denote the sets of columns of
[
0T
P ↓
]
and Q↓ respect-
ively. Let ui =
(
0Ti ,
(
i
0
)
,
(
i
1
)
,
(
i
2
)
, . . .
)T
and vi =
(
0T2i+1,
(
i
i
)
,
(
i+1
i
)
,
(
i+2
i
)
, . . .
)T
, (i =
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0, 1, 2, . . .). Notice that uTi is the row i of P→ and vi is the column i of
[
0T
P ↓
]
for
each i = 0, 1, 2, . . .. For a sequence b = (b0, b1, b2, . . .)T ∈ R∞, let σ(b) denote
the sequence
(∑0
i=0 bi,
∑1
i=0 bi,
∑2
i=0 bi, . . .
)T
. We see that v0 = (0, 1, 1, . . .)T ∈
E−1(PD) by Theorem 2.3. Since vi = (0, 0, σ (vi−1)T)T, (i = 1, 2, . . .), we see from
Lemma 2.5 that vi ∈ E−1(PD), (i = 0, 1, 2, . . .). ThereforeSP ⊂ E−1(PD). That
SQ ⊂ E1(PD) can be shown similarly.
Now, let x = (x0, x1, x2, . . .)T ∈ E−1(PD) and let Ak = {(a0, a1, a2, . . .)T ∈
R∞|ai = 0 for all i < k}, (k = 1, 2, . . .). We claim that there exists a sequence c =
(c0, c1, c2, . . .)T ∈ R∞ such that
xk := x −
k−1∑
i=0
civi ∈A2k+1 (2.2)
for each k  1. We know that x0 = 0 from Theorem 2.3. Since uT1Dx = 0, we have
x1 = x2. Let c0 = x1. Then
x1 :=x − c0v0
=(0, c0, c0, x3, x4, . . .)T − c0(0, 1, 1, 1, 1, . . .)T
=(0, 0, 0, ∗, ∗, . . .)T ∈A3.
Assume that c0, c1, . . . , cr−1 have been chosen to satisfy (2.2) for k = 1, 2, . . . r .
Then, in particular, xr ∈A2r+1 and xr is of the form xr = (0T2r+1, ξ1, ξ2, ξ3, . . .)T.
SinceSP ⊂ E−1(PD) it follows that xr ∈ E−1(PD), and hence that uTr+1Dxr = 0,
i.e.,
(
0Tr+1,
(
r+1
0
)
,
(
r+1
1
)
, . . . ,
(
r+1
r+1
)
, 0T
)
(0T2r+1,−ξ1, ξ2,−ξ3, ξ4, . . .)T = 0, by The-
orem 2.3, which yields ξ2 = (r + 1)ξ1. Let cr = ξ1. Then
xr+1 := x −
r∑
i=0
civi = xr − crvr
= (0T2r+1, cr , cr (r + 1), ξ3, ξ4, . . .)T
−cr
(
0T2r+1,
(
r
r
)
,
(
r + 1
r
)
,
(
r + 2
r
)
, . . .
)T
= (0T2r+3, ∗, ∗, . . .)T ∈A2r+3.
Thus the existence of such a sequence c ∈ R∞ is proved.
Let e0 = (1, 0, 0, . . .)T, ei = (0Ti , 1, 0T)T, (i = 1, 2, . . .). Let n be an arbitrarily
chosen positive integer and let r be an integer such that 2r + 3 > n. Then vi ∈An+1
if i > r , so that eTnvi = 0 for all i > r . Hence
eTnx = eTn
(
r∑
i=0
civi + xr+1
)
= eTn
r∑
i=0
civi = eTn
∞∑
i=0
civi .
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Therefore x =∑ri=0 civi , and it is proved that SP spans E−1(PD). Since v0, v1,
v2, . . . are linearly independent, we see that SP is a basis for E−1(PD).
To prove that SQ is a basis for E1(PD), let
z0 = (1, 2, 0, 0, . . .)T,
zi = (0Ti , qi+1,0, qi+1,1, . . . , qi+1,i+1, 0T)T (i  1),
w0 = (2, 1, 1, 1, . . .)T,
wj = (0T2j , qj,j , qj+1,j , qj+2,j , . . .)T (j  1),
where qij is the (i, j)-entry of Q which is equal to
(
i
j
)+ (i−1
j−1
) = i+j
i
(
i
j
)
, (i, j =
1, 2, . . .), by the definition of the matrix Q. Notice that zTi is the row i of Q→(0|0)
and wi is the column i ofQ↓, (i = 0, 1, 2, . . .). Let y = (y0, y1, y2, . . .)T ∈ E1(PD).
We show that there exists a sequence d = (d0, d1, d2, . . .)T ∈ R∞ such that
yk := y −
k−1∑
i=0
diwi ∈A2k (2.3)
for each k  1. Since y ∈ E1(PD) we know that y0 = 2y1 by Theorem 2.3. Let
d0 = y1. Then
y1 :=y − d0w0
=(2d0, d0, y3, y4, . . .)T − d0(2, 1, 1, 1, . . .)T
=(0, 0, ∗, ∗, . . .)T ∈A2.
Assume that d0, d1, . . . , dr−1 have been chosen to satisfy (2.3) for k = 1, 2, . . . r .
Then, in particular, yr ∈A2r and yr has the form yr = (0T2r , δ1, δ2, δ3, . . .)T. Since
SQ ⊂ E1(PD), we see that yr ∈ E1(PD) and hence that zTr Dyr = 0, i.e.,
(0Tr , qr+1,0, qr+1,1, . . . , qr+1,r+1, 0T)(0T2r , δ1,−δ2, δ3,−δ4, . . .)T = 0,
by Theorem 2.3, which gives us qr+1,r δ1 − qr+1,r+1δ2 = 0 or (2r + 1)δ1 = 2δ2. Let
dr = δ22r+1 . Then since
drqr,r = 2δ22r + 1 = δ1, drqr+1,r =
δ2
2r + 1
2r + 1
r + 1
(
r + 1
r
)
= δ2,
we get
yr+1 :=y −
r∑
i=0
diwi = yr − drwr
=(0T2r , δ1, δ2, δ3, . . .)T − dr(0T2r , qr,r , qr+1,r , qr+2,r , . . .)T
=(0T2r+2, ∗, ∗, . . .)T ∈A2r+2.
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Thus it is proved that such a sequence d ∈ R∞ exists. By the same argument as
before, it can be shown that y =∑∞i=0 diwi , and it follows that SQ spans E1(PD).
Since w0,w1,w2, . . . are linearly independent, SQ is a basis for E1(PD). 
3. The truncated Fibonacci and Lucas sequences
There are some generalizations of the notion of Fibonacci or Lucas sequences(see
[1,2] for example). In this section we present another generalization of Fibonacci and
Lucas sequences.
Suppose that we arrange n congruent cubic blocks in such a way that the blocks
are arranged in one or two rows and each of the blocks in the top row(top blocks)
is placed on a block in the bottom row(base block). We call such an arrangement a
Fibonacci arrangement of n blocks. Let Fn denote the set of all Fibonacci arrange-
ments of n blocks. It is well known that |Fn|, the number of elements of Fn, is
equal to
(
n
0
)+ (n−11 )+ · · · + ( 1n−1)+ (0n) = Fn+1, the (n+ 1)st Fibonacci number.
For a nonnegative integer r , let Fr,n denote the set of all Fibonacci arrangements of
n blocks with the ‘truncation’ condition that the number of top blocks is  r .
In what follows we assume, for an integer i and for a nonnegative integer k, that(
i
k
) = 0 if i < k.
Let Fr = (fr,0, fr,1, fr,2, . . .)T be defined by fr,0 = 0, fr,1 = 1, fr,n = |Fr,n−1|
for n  2. Let k be the number of top blocks in an arrangement in Fr,n. Then the
number of base blocks in that arrangement is n− k, and hence there are (n−k
k
)
ways
that the k top blocks can be placed. Since 0  k  r , we have fr,n+1 =∑rk=0 (n−kk ).
We see that fr,n+1 is equal to the sum of the entries of P lying on the line i +
j = n within the range 0  j  r , and hence that Fr is the row sum vector of[
0T
P ↓[0, 1, 2, . . . |0, 1, . . . , r]
]
. We call Fr the rth truncated Fibonacci sequence.
Let Q = [qij ] and let gr,n =∑rk=0 qn−k,k . Then gr,n is equal to the sum of the
entries of Q lying on the line i + j = n within the range 0  j  r . Let Lr =
(gr,0, gr,1, gr,2, . . .)T, then Lr is the row sum vector of Q↓[0, 1, 2, . . . |0, 1, . . . , r].
We call Lr the rth truncated Lucas sequence.
In what follows we prove that the (± 1)-invariant sequences are spanned by the
truncated Fibonacci sequences and the truncated Lucas sequences.
Theorem 3.1. {F0,F1,F2, . . .}spans E−1(PD) and {L0,L1,L2, . . .} spans E1(PD).
Proof. Let
 =


1 1 1 1 · · ·
0 1 1 1 · · ·
0 0 1 1 · · ·
0 0 0 1 · · ·
...
...
...
...
.
.
.

 .
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Then
[
0T
P ↓
]
 = [F0,F1,F2, . . .]. Therefore {F0,F1,F2, . . .} ⊂ E−1(PD) by The-
orem 2.6. Let
 =


1 −1 0 0 · · ·
0 1 −1 0 · · ·
0 0 1 −1 · · ·
0 0 0 1 · · ·
...
...
...
...
.
.
.

 .
Then  = diag(1, 1, . . .). Observe that v is defined to be an element of R∞
for every v ∈ R∞. Suppose that x is (−1)-invariant. Then x =
[
0T
P ↓
]
z for some
z ∈ R∞. But then x =
[
0T
P ↓
]
z = [F0,F1,F2, . . .]z. Since z ∈ R∞ we see
that x is a linear combination of F0,F1,F2, . . . and hence that {F0,F1,F2, . . .} spans
E−1(PD). Since Q↓ = [L0,L1,L2, . . .], it can be proved that {L0,L1,L2, . . .}
spans E1(PD) by a similar argument. 
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