In this paper a new general schema theory for genetic programming is presented. Like other recent GP schema theory results (Poli 2000a , Poli 2000b , the theory gives an exact formulation (rather than a lower bound) for the expected number of instances of a schema at the next generation. The theory is based on a Cartesian node reference system which makes it possible to describe programs as functions over the space ¢ ¡ and allows to model the process of selection of the crossover points of subtreeswapping crossovers as a probability distribution over ¢ £ . The theory is also based on the notion of variable-arity hyperschema, which generalises almost all previous definitions of schema or hyperschema introduced in GP. The theory includes two main theorems describing the propagation of GP schemata: a microscopic schema theorem and a macroscopic one. The microscopic version is applicable to any crossover operator which swaps a subtree in one parent with a subtree from the other parent to produce the offspring. Therefore, this theorem is equally applicable to standard GP crossover (Koza 1992) with and without uniform selection of the crossover points, as it is to one-point crossover (Poli and Langdon 1997b, Poli and Langdon 1998), size-fair crossover (Langdon 1999 , Langdon 2000 , strongly-typed GP crossover (Montana 1995), context-preserving crossover (D'haeseleer 1994) and many others. The macroscopic version is applicable to crossover operators in which the probability of selecting any two crossover points in the parents depends only on their size and shape. This is still a very general results which can be used to model most untyped GP systems.
Introduction
Schema theories typically are macroscopic models of genetic algorithms. This means that they state something about the properties of a population at the next generation in terms of macroscopic quantities (typically averages over the population or subsets of it, like schema fitnesses, population fitness, number of individuals in a schema, etc.) measured at the current generation. These macroscopic quantities hide the huge number of degrees of freedom of a GA which typically leads to relatively simple equations that are easy to study and understand. A macroscopic model does not have to be an approximate or worst-casescenario model, although many schema theorems proposed in the past were so. These properties are in contrast to those shown by microscopic models which are often exact (at least in predicting the expected behaviour of a GA) but tend to produce equations with enormous numbers of degrees of freedom (Nix and Vose 1992 , Davis and Principe 1993 , Rudolph 1994 , Vose 1999 . Some schema theories are half way between these two extremes in that they express macroscopic properties of schemata using only microscopic quantities or a mixture of microscopic and macroscopic quantities. We will refer to these as microscopic schema theories to differentiate them from the purely macroscopic ones.
The theory of schemata in genetic programming has had a difficult childhood. After some excellent early efforts proposing different worst-case-scenario schema theorems (Koza 1992 , Altenberg 1994 , O'Reilly and Oppacher 1995 , Whigham 1995 , Poli and Langdon 1997b , Rosca 1997 ) only very recently exact schema theories have become available (Poli 2000a , Poli 2000b ) which give an exact formulation (rather than a lower bound) for the expected number of instances of a schema at the next generation. 1 These exact theories are applicable to a special form of GP in which standard crossover is replaced by an operator called one-point crossover (Poli and Langdon 1997a , Poli and Langdon 1997b . Since, one-point crossover is not widely used (in fact, probably there are no public domain GP implementations offering it as an option, yet, so far this work has had a limited impact. However, the work in (Poli 2000b ) remains the only proposal of an exact macroscopic schema theory for GP, since no exact macroscopic schema theory for standard crossover (or any other crossover) has ever been proposed. This paper fills this theoretical gap and presents a new exact general schema theory for genetic programming. The theory includes two main theorems describing the propagation of GP schemata: a microscopic schema theorem and a macroscopic one. The microscopic version is applicable to any crossover operator which swaps a subtree in one parent with a subtree from the other parent to produce the offspring. Therefore, this theorem is equally applicable to standard GP crossover (Koza 1992) with and without uniform selection of the crossover points, as it is to one-point crossover Langdon 1997b, Poli and , homologous-like crossovers (Langdon 1999 , Langdon 2000 , strongly-typed GP crossover (Montana 1995), context-preserving crossover (D'haeseleer 1994) and many others. The macroscopic version is applicable to a large class of crossover operators in which the probability of selecting any two main crossover points in the parents depends only on their size and shape. This is still a very general results which can be used to model GP systems using most of the operators mentioned above.
The paper is organised as follows. Firstly, we provide a review of earlier relevant work on GP and GA schemata in Section 2. Then, in Section 3, we introduce the notion of node reference systems. We use it to define the concepts of functions and probability distributions over tree nodes in Sections 4 and 5. Then, we show how these can be used to build probabilistic models of different crossover operators (Section 6) which we use to derive a general microscopic schema theorem for GP with any subtree-swapping crossover in Section 7. We transform this into a macroscopic schema theorem valid for a large set of subtree-swapping crossover operators used in practice in Section 8. In Section 9 we give examples that show how the theory can be specialised to obtain schema theorems for specific types of crossover operators, and we illustrate how it can be used to obtain other important results, such as an exact definition of effective fitness and a general size-evolution equation for GP. Some conclusions are drawn in Section 10.
Background
Schemata are sets of points in the search space sharing some syntactic feature. For example, in the context of GAs operating on binary strings, syntactically a schema (or similarity template) is a string of symbols taken from the alphabet ¤ 0,1,*¥ . The character * is interpreted as a "don't care" symbol, so that, semantically, a schema represents a set of bit strings. For example the schema *10*1 represents four strings: 01001, 01011, 11001 and 11011.
Schema theorems are descriptions of how the number (or the fraction) of members of the population belonging to a schema vary over time. As we noted in , for a given schema probability of ¦ , we have that an exact schema theorem is simply
where 0 is the population size. Worst-case-scenario schema theories normally provide a lower bound for ¦ or, equivalently, for
. One of the difficulties in obtaining theoretical results on GP using the idea of schema is that the definition of schema is much less straightforward than for GAs and a few alternative definitions have been proposed in the literature. Syntactically all of them define schemata as composed of one or multiple trees or fragments of trees. In some definitions (Koza 1992 , Altenberg 1994 , O'Reilly and Oppacher 1995 , Whigham 1995 , Whigham 1996 schema components are non-rooted and a schema in seen as a set of subtrees that can be present multiple times within the same program. The focus in these theories is to predict how the number or the frequency of such subtrees vary over time. In more recent definitions Langdon 1997b, Rosca 1997 ) syntactically schemata are represented by rooted trees or tree fragments. These definitions make schema theorem calculations easier. For the sake of space in the next subsection we will describe only the definition introduced in Langdon 1997b, Poli and because this is used in the rest of this paper and in a number of other recent theoretical developments (Poli 2000b , Poli 2000a , Poli and McPhee 2000 . In the same section, we will also describe two schema theorems obtained using this definition. Then, in Section 2.2 we will introduce the concept of effective fitness and we will show how this is related to schema theories.
Exact GP Schema Theory for One-point Crossover
In (Poli and Langdon 1997b) 
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=¤ +, *¥ and C =¤ x, 2¥ the schema (+ x (= 2 =)) represents the four programs (+ x (+ 2 x)), (+ x (+ 2 2)), (+ x (* 2 x)) and (+ x (* 2 2)). This kind of schemata partition the program space into subspaces of programs of fixed size and shape. For this reason in the following we will refer to them as fixed-size-and-shape schemata.
In order to derive a GP schema theorem for fixed-size-and-shape schemata in Langdon 1997b, Poli and we used non-standard forms of mutation and crossover, namely point mutation and one-point crossover. Point mutation is the substitution of a node in the tree with another node with the same arity. One-point crossover works by selecting a common crossover point in the parent programs and then swapping the corresponding subtrees, like standard crossover. To account for the possible structural diversity of the two parents, one-point crossover analyses the two trees from the root nodes and considers for the selection of the crossover point only the parts of the two trees, called the common region, which have the same topology (i.e. the same arity in the nodes encountered traversing the trees from the root node). The resulting schema theorem (see Langdon 1997b, Poli and ) is a generalisation of Holland's schema theorem (as discussed in (Poli 2000c) ) for variable size structures. Like Holland's theorem it is a worst-case-scenario model (i.e. it provides only a lower bound for ¦ ) . In (Poli 2000a , Poli 2000b we were able to improve this producing an exact schema theory for GP with one-point crossover, thanks to the introduction of a generalisation of the definition of GP schema: the hyperschema. A GP hyperschema is a rooted tree composed of internal nodes from the set are the function set and the terminal set used in a GP run. The operator = is a "don't care" symbols which stands for exactly one node, while the operator # stands for any valid subtree. An example of hyperschema is (* # (= x =)). This hyperschema represents all the programs with the following characteristics: a) the root node is a product, b) the first argument of the root node is any valid subtree, c) the second argument of the root node is any function of arity two, d) the first argument of this function is the variable x, e) the second argument of the function is any valid node in the terminal set.
Thanks to hyperschemata, it is possible to obtain the following exact microscopic expression for the total transmission probability for a fixed-size-and-shape GP schema ¦ under one-point crossover and no mutation:
where:
is the crossover probability,
S¦
is the selection probability of the schema (* = (+ x =)) then, as indicated in the second column of Figure 1 , f ¦ X is obtained by first replacing the root node with a = symbol and then replacing the subtree connected to the right of root node with a # symbol obtaining
is instead obtained by replacing the subtree below the crossover point with a # symbol obtaining (* # (+ x =)), as illustrated in the third column of Figure 1 . The fourth and fifth columns of Figure 1 show how ¦ j i k l (
In (Poli 2000b) we transformed Equation 2 into a macroscopic model obtaining assuming fitness proportionate selection. In this equation
" sign in the equation should really be "¢ " but it was used with the justification that the reconstruction of individuals with the same behaviour as z (due to crossover applied to individuals different from z ) was a rare event. Equation 5 clearly indicates that an alternative way of interpreting the effects of crossover is to imagine a GP system in which selection only is used, but in which each individual is given a fitness { | m rather than the original fitness { m . The concept of effective fitness is very similar to the concept of operator-adjusted fitness (not to be confused with Koza's adjusted fitness (Koza 1992) ) introduced for GAs a few years earlier by Goldberg in (Goldberg 1989, page 155) . Goldberg defined the adjusted fitness of a schema
in such a way as to allow to reformulate Holland's schema theorem as
This shows that Nordin and Banzhaf's notion of effective fitness and Goldberg's notion of operator-adjusted fitness are essentially the same idea, although specialised for different representations and operators. An interesting way of interpreting the operator-adjusted fitness is that a GA could be thought to be attracted towards the optima of { m rather than those of the fitness function
{
. If, for a particular problem, these optima do not coincide, then the problem can be said to be deceptive (Goldberg 1989) . Again, the definitions of adjusted fitness and deception are only approximations since they are based on Holland's schema theorem. So, , respectively. Thanks to the exact schema theorem reported in the previous section, it is easy to extend to GP with onepoint crossover the exact notion of effective fitness provided in Waelbroeck 1997, Stephens and Waelbroeck 1999) 
(see (Poli 2000b , Poli 2000c ) for more details). This result gives the true effective fitness for a GP schema under one-point crossover: it is not an approximation or a lower bound.
Node Reference Systems
Given a syntax tree like, for example, the one in Figure 2 which represents the S-expression (A (B C D) (E F (G H))), there can be different methods to indicate unambiguously the position of one particular node in the tree.
One method is to use the path from the root node (D'haeseleer 1994). The path can be specified indicating which branch to select to find the target node for every node encountered starting from the root of the tree. This corresponds to using a variable-dimensionality relative coordinate system. For example, as illustrated in Figure 3 , it would be possible to indicate node H in the syntax tree in Figure 2 using the list of coordinates [2 2 1] which mean "select the second argument of node A, then the second of node E, then the first of node G". This method, by definition, allows one to determine exactly the path followed to reach a particular node in the reference system. However, it has the disadvantage of not corresponding to our typical notion of a Cartesian reference system, because the number of coordinates necessary to locate a node grows with the depth of the node in the tree.
Another possibility is to use an absolute coordinate system. In fact, it is possible organise the nodes in the tree into layers of increasing depth (this is done very frequently when trees are drawn), and then to align them to the left and assign an index to each node in a layer. The layer number A
[2 2 1] used to define a Cartesian coordinate system. This is illustrated in Figure 4 . So, for example, the position of node G in Figure 2 could be represented with the coordinates (2,3) to mean that it belongs to layer 2 (node A being in layer 0) and that it is the fourth node in the layer (assuming that the index starts from 0). This reference system presents the problem that it is not possible to infer the structure of a tree from the coordinates of its nodes. For example, if one knows that node H is at coordinates (3,0), it is impossible to determine at which coordinates its parent node is (node G at coordinates (2,3)).
A coordinate system similar to the previous one but with better properties with respect to this problem can be defined by assuming that the trees to represent have nodes with arities smaller or equal to a predefined maximum arity at depth 2, etc. Then one could define a node-reference system like the one introduced in the previous paragraph for this maximal tree and use the maximal system also to describe the nodes of non-maximal trees. This is possible because a non-maximal tree can always be described using a subset of the nodes and links in the maximal tree. This is illustrated in Figure 5 assuming
. So, for example, node G would have coordinates (2,4) while node H would have coordinates (3, 12) . In this reference system it is always possible to find the route to the root node from any given valid pair of coordinates. This reference system is entirely equivalent to the one shown in Figure 3 but corresponds more closely to the standard notion of a reference system. If one has a function set with functions of arity not bigger than
½ ¾ £ ¿
, it is possible to use this reference system to represent the structure of any program in any population. Because of its properties, we will use this reference system in the rest of this paper.
As clarified in the following sections, it is sometimes necessary to be able to express the location of nodes in different trees at the same time. In this case we can extend the node-reference systems just introduced by concatenating the coordinates of the nodes in each reference system into a single multidimensional coordinate vector. For example, we can indicate two nodes,¨¼ p p in one tree and¨¼ r r in another tree, at the same time using a point¨¼ p p ¼ r r in a four-dimensional node-coordinate system. Finally, it should be noted that in the Cartesian reference system in Figure 5 it is possible to transform pairs of coordinates into integers by counting the nodes in the reference system in breadth-first order. So, node¨¼ s would correspond to the integer
, (2,1) corresponds to 5. Clearly, it is also possible to map integers into node coordinates unambiguously. We will use this property to simplify the notation in some of the following sections. 
Functions over Node Reference Systems
Given a node reference system it is possible to define functions over it. An example of such functions is a function which represents a particular computer program. Given a pair of coordinates, this function returns the primitive stored at such coordinates in a given syntax tree. . . . The size function can be defined using the name function: 
where we assume we are using a node-reference system with maximum arity ê
The name-match set membership function:
with the same assumptions as above.
Probability Distributions over Node Reference Systems
Most genetic operators used in GP require the selection of a node where to perform a transformation (e.g. the insertion of a random subtree, or of a subtree taken from another parent) which leads to the creation of an offspring. In most cases the selection of the node is performed with a stochastic process of some sort.
It is possible to model this process by assuming that a probability distribution is defined over the nodes of each individual. If we use the node-reference system introduced in the previous section, this can be expressed as the function: If instead we select functions with a probability 0.9 and any node with a probability 0.1, like in standard GP crossover (Koza 1992 . In the rest of the paper, we will do the same for other probabilities distributions. 
Similarly it is possible to compute the probability 
. However, for the purpose of developing a general schema theory for GP, an even more important use of probability distributions over node reference systems is their use in modelling crossover operators, as discussed in the following section.
Modelling Subtree-swapping Crossovers
If we consider operators, like crossover, which use two parents to create an offspring, it is quite easy to extend the previous ideas and model them as conditional probability distribution functions over the space The first one of these gives the probability that the crossover point in the first parent will be¨¼ p p when the parents are h ) p and h s r . The second one does the same for the crossover points in the second parent. These probability distributions can be used to compute important statistical descriptors like the expected value (or the variance) of the crossover-offspring size function for parents We will call separable crossover operators for which this relation is true. Standard crossover is a separable operators. Indeed, assuming uniform selection of the crossover points we can write: 
In some crossover operators the selection of the crossover points in the two parents is not performed independently. For example in one-point crossover, the first and second crossover points must have the same coordinates. In this case, if we assume to use a uniform probability of node selection, then . This can also be expressed using the arity-match set membership function defined in the previous section:
where the penultimate equality is due to the fact that
. Incidentally, given this definition it is easy to show that
Similarly, it is possible to model strict-one point crossover (Poli and Langdon 1997a) , strongly typed GP crossover (Montana 1995) , 5 and context-preserving crossover (D'haeseleer 1994) using the functions defined in Section 4 obtaining:
The model for size-fair crossover (Langdon 1999 , Langdon 2000 ) is more complicated:
The function (see (Langdon 1999 , Langdon 2000 for more details).
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Other subtree-swapping crossover operators could be modelled using probability density functions over node reference systems. Thanks to these probabilistic models of crossover, it is possible to develop a general schema theory for GP as described in the following sections.
Microscopic Exact GP Schema Theorem for Subtree-swapping Crossovers
For simplicity in this and the following sections we will use a single index to identify nodes unless otherwise stated. We can do this because, as indicated at the end of Section 3, there is a one-to-one mapping between pairs of coordinates and natural numbers. In order to obtain a schema theory valid for all types of subtree-swapping crossovers, we need to extend the notion of hyperschema summarised in Section 2.1. We will call this new form of hyperschema a Variable Arity GP Hyperschema or VA hyperschema for brevity. . In these cases the selection of the crossover point in the first parent is repeated, which means that that is chosen according to a probability distribution slightly different from
. To be precise this makes the choice of the crossover points in the two parents dependent, like for one-point crossover. It is possible to derive an exact model of size-fair crossover in terms of conditional probability distributions, but this is beyond the scope of this paper. are the function set and the terminal set used in a GP run. The operator = is a "don't care" symbols which stands for exactly one node, the terminal # stands for any valid subtree, while the function # stands for exactly one function of arity not smaller than the number of subtrees connected to it.
An example of VA hyperschema is (# x (+ = #)). This hyperschema represents all the programs with the following characteristics: a) the root node is any function in the function set with arity 2 or higher, b) the first argument of the root node is the variable x, c) the second argument of the root node is +, d) the first argument of the + is any valid node in the terminal set, e) the second argument of the + is any valid subtree. If the root node is matched by a function of arity greater than 2, the third, fourth, etc. arguments of such a function are left unspecified, i.e. they can be any valid subtree.
VA hyperschemata generalise most previous definitions of schemata in GP. For example, they generalise hyperschemata (Poli 2000a , Poli 2000b ) (which are VA hyperschemata without internal # symbols). These in turn generalise the notion of fixed-size-and-shape schemata Langdon 1997b, Poli and ) (which are hyperschemata without # symbols) and Rosca's schemata (Rosca 1997 ) (which are hyperschemata without = symbols). VA hyperschemata without = symbols can also be used to represent the programs in O'Reilly's GP schemata (O'Reilly and Oppacher 1995).
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Thanks to VA hyperschemata and to the notion of probability distributions over node reference systems, it is possible to obtain the following general result which is valid for populations of programs of any size and shape:
Theorem 2 Microscopic Exact GP Schema Theorem. The total transmission probability for a fixed-sizeand-shape GP schema ¦ under any subtree swapping crossover operator and no mutation is Syntactically O'Reilly's schemata are multisets of subtrees and tree fragments, which represent all programs including such subtrees and tree fragments. All the programs including a given subtree can be represented using a collection of VA hyperschemata without = symbols and without # terminals, while all the programs including a given tree fragment can be represented using a collection of VA hyperschemata without = symbols. So, the programs in one of O'Reilly's schemata can be represented using the intersection of appropriate sets of VA hyperschemata. 
¦ (
(* = (+ x =)). As indicated in Figure 7 ,
is obtained through the following steps: a) we root the subschema below crossover point¨ k AE , i.e. the symbol =, at coordinates¨ X in an empty reference system, b) we label the node at coordinates¨q
AE AE
with a # function node (in this case this is the only node on the path between node¨ k X 7
and the root node), and c) we label the node (1,0) with a # terminal node (this is because the node is to the left of the path between¨ h 7
and the root node and it is an argument of one of the nodes replaced with #). Another example is provided in Figure 8 , where
is obtained through the following steps. Firstly, we root the subschema below crossover point¨ h 7 Proof. Let us consider the function
Given two parent programs, 
We can write 
In order to complete the proof one needs to realise that, since q
is a binary stochastic variable, its expected value also represents the proportion of times it takes the value 1. This corresponds to the proportion of times the offspring produced by crossover is in ¦ . So, the contribution to 
Macroscopic Exact GP Schema Theorem
In this section we transform Equation 14 into an exact macroscopic description of schema propagation. However, as explained below, in order to achieve this we will need to make one assumption on the nature of the crossover operators used: the their behaviour depends only on the shape of the parents, not on the actual labels of the nodes of the parents. either are (or can be represented by) fixed-size-and-shape schemata or are the empty set y . So, the theorem expresses the total transmission probability of ¦ only using the selection probabilities of a set of lower-(or same-) order schemata.
Applications and Specialisations
In this section we give examples that show how the theory can be specialised to obtain schema theorems for specific crossover operators, and we illustrate how it can be used to obtain other theoretical results, such as an exact definition of effective fitness and a general size-evolution equation for GP. 
Conclusions
In this paper a new general schema theory for genetic programming is presented. The theory includes two theorems describing the propagation of GP schemata: a microscopic schema theorem and a macroscopic one. The microscopic version is applicable to any crossover operator which swaps a subtree in one parent with a subtree from the other parent to produce the offspring. The macroscopic version is applicable to crossover operators in which the probability of selecting any two crossover points in the parents depends only on their size and shape. Therefore, these theorems are very general and can be applied to model most GP systems used in practice. Like other recent schema theory results, the theory gives an exact formulation (rather than a lower bound) for the expected number of instances of a schema at the next generation. One special case of this theory is the exact schema theorem for standard crossover: a result that has been awaited for many years.
As shown by some recent explorations reported in (Poli and McPhee 2000) , exact schema theories can be used, for example, to study the exact schema evolution in infinite populations over multiple generations, to make comparisons between different operators and identify their biases, to study the evolution of size, and investigate bloat. Also, as discussed in (Poli 2000c) for GP one-point crossover, exact macroscopic theories also open the way to future work on GP convergence, population sizing, deception, only to mention some possibilities. In future work we hope to use the general schema theory reported in this paper to obtain new general results in at least some of these exciting directions.
