Abstract-A new method of direction-of-arrival (DOA) estimation for multiple broadband farfield signals is presented. The technique uses a beamspace preprocessing structure based on frequency-invariant beamforming. Specifically, a set of beam-shaping filters focus the received array data in the time domain, thereby avoiding the need for frequency decomposition. Hence, the proposed method is conceptually different from most other broadband DOA estimators, which require frequency decomposition. Numerical results are presented to demonstrate the use of the new method and compare it with conventional coherent signal subspace methods.
Notice that the initial guess is not too far from the true values. It is seen from Tables I and II that the proposed approaches are successful in removing the bias due to measurement noise that results when time-domain least-squares method is used. The output error method yields consistent estimates in noise, but it is known to have false local minima. This is reflected in the tables where the performance of the output error method does not improve with increasing record length; however, the proposed approaches do show this improvement.
VI. CONCLUSIONS
Two new frequency-domain solutions to the linear multivariable system identification problem given time-domain IO data were considered. The results of [9] pertaining to SISO models were extended to MIMO models. The main focus is on a pseudo-maximum likelihood approach where explicit knowledge or explicit modeling of the noise model was not required. The PML approach requires a good initial guess to converge, which, in this correspondence, was provided by an equation-error approach that yields a closed-form, consistent solution. Some further properties of the proposed approaches may be found in [14] .
I. INTRODUCTION
Several methods of broadband direction-of-arrival (DOA) estimation have been proposed based on the coherent signal subspace (CSS) approach introduced by Wang and Kaveh [1] (for example, [2] - [4] ). The CSS method is based on decomposing the wideband data into several nonoverlapping narrowband frequency bins and finding focusing matrices that transform the data in each bin to a reference frequency bin. The focused data is then combined to form a composite covariance matrix. Conventional narrowband DOA estimators such as MUSIC [5] may then be directly applied by eigendecomposition of the composite covariance matrix. Incoherent methods such as [6] find DOA estimates for each frequency bin and then statistically average these to form a broadband DOA estimate. CSS methods have been found to have lower SNR resolution and estimate variance than incoherent methods.
Recently, Lee [4] proposed a CSS method based on beamspace processing (as opposed to elementspace processing, which is performed directly on the received sensor data). For each frequency bin, Lee constructs a beamforming matrix chosen such that the resulting beampatterns are essentially identical for all frequencies. The beamformers are designed by solving a multiparameter least squares optimization problem. We will refer to this method as beamspace CSS (BS-CSS).
In this correspondence, we present a new DOA estimator that performs broadband focusing using time-domain processing, rather than frequency decomposition. Specifically, we perform beamspace processing using frequency-invariant beamformers [7] , i.e., beamformers whose beampatterns are constant over a wide frequency band. A set of appropriately designed beam-shaping filters ensure that the same array manifold is produced for all frequencies within the design band. Unlike CSS-based methods (including BS-CSS), the proposed estimator removes the requirement to perform frequency decomposition; instead, we exploit an underlying frequency-invariant beamforming structure (which is based on FIR filtering) to implicitly perform focusing over a wide frequency band. Furthermore, use of this underlying structure eliminates the need to perform computationally intensive numerical optimization procedures in order to design the beamformers (as is required by BS-CSS).
II. FREQUENCY-INVARIANT BEAMFORMING
In this section, we consider the design of a beamformer in which the resulting beampattern is constant within a wide frequency band. We will refer to this as a frequency-invariant beamformer (FIB). Several methods of designing a FIB have been proposed [7] - [14] .
In general, these methods consist of a filter and sum structure as shown in Fig. 1 
where n() is the propagation delay to the nth sensor. This may be rewritten as where r FI () is the frequency-invariant response. See [7] , [14] for details of how to design the FIR filters bn[m]:
Note that throughout this correspondence, we will use bold lowercase and uppercase characters to denote vectors and matrices, respectively. Time series will be indicated by square brackets, e.g., b[m], and frequency responses will be denoted by round brackets, e.g., b(f):
Having described the structure of the FIB, we will now consider its application to the problem of broadband DOA estimation.
A. Problem Statement
Consider a linear array of N sensors that are not necessarily uniformly spaced. Assume thatD <N farfield broadband signals arrive from directions 2 = [1;111 ; D], where d is the direction to the dth source measured relative to the array axis. The time series received at the nth sensor is 
Define the N-dimensional vector of stacked array data as y y
with a frequency response given by
where s s where bn[m] is the set of FIR filter coefficients on the nth sensor; note that these filters are designed as outlined in the previous section such that the resulting beamformer spatial response satisfies (5), i.e., the beamformer spatial response is frequency invariant. The frequency response of the beamformer output is
Assume we now form J (D <J N) such beamformers using J different sets of filtering vectors. Denote the stacked vector of Using (9), the FIBS data vector can be rewritten as
where A A
Because the beamformers are designed to satisfy the frequencyinvariant property (5), the FIBS source direction matrix is approximately constant for all frequencies within the design band, i.e., Assuming the source signals and the noise are uncorrelated, the FIBS data covariance matrix is
where R R
A broadband FIBS data covariance matrix can now be formed as
where
is the broadband source covariance matrix, and
is the broadband FIBS noise covariance matrix.
The broadband FIBS data covariance matrix (16) is now in a form in which conventional eigen-based DOA estimators may be applied.
Denote the eigendecomposition of (R R Rz;R R Rv) as R R RzE E E = 3 3
3R R
RvE E E, where 3 3 3 diagonal matrix of sorted eigenvalues; E E E = [E E EsjE E Ev] corresponding eigenvectors; E E E s eigenvectors corresponding to the largest D eigenvalues;
E E Ev
eigenvectors corresponding to the smallest J 0D
eigenvalues.
The ranges of E E E s and E E E v are referred to as the signal and noise subspaces, respectively. Specifically, for the MUSIC algorithm [5] , the source directions are given by the D peak positions of the following FIBS-MUSIC spatial spectrum:
where a a a c () are the FIBS source location vectors.
C. Approximation of Broadband Covariance Matrices
Consider approximation of the broadband FIBS noise covariance matrix (18). Assuming the element space noise covariance matrix, i.e., matrix (18) is fixed (for a given set of beamformers). Hence, it may be calculated off line. In the specific case in which the noise is spectrally white and uncorrelated from sensor to sensor, the FIBS noise covariance matrix is
where V V
Consider approximation of the broadband FIBS data covariance matrix (16). Note that since focusing is performed by a set of FIR filters in the time domain, it is unnecessary to perform frequency decomposition in order to form the FIBS data covariance matrix. Assuming the received array data contains no frequency components outside the design band [fL; fU], 1 we can write the broadband FIBS 1 Note that because of the structure of the FIB (see Fig. 1 ), it is straightforward to include a bandpass filter on the normalization filter of each beamformer, thus ensuring that z z z(f ) contains no frequency components outside of the design band. data covariance matrix as
where f s is the sampling frequency. Assuming the data is wide-sense stationary, and using Parseval's relation, we havê
where z z z[k] is the J-dimensional stacked time series of data observed at the J beamformer outputs, i.e., it is the inverse Fourier transform of (12) . Note that each row of z z z[k] is given by (10) . Hence, the broadband FIBS covariance matrix is formed directly from the observed beamspace array data. This represents a major departure from conventional broadband DOA estimators. In CSS, the broadband data covariance matrix is formed by performing frequency decomposition and summing the focused covariance matrix in each frequency bin. The proposed method differs in that the broadband data matrix is formed by time-domain processing only.
D. FIBS Source Location Vectors
In to note that this is not the same as the focusing frequency used in CSS methods. In CSS, all the source location vectors at different frequencies are transformed to the focusing frequency and the data covariance matrix calculated from the focused data. In our method, all FIBS source location vectors are virtually identical for all frequencies, no explicit focusing calculations are performed, and f0 plays a far lesser role. Thus, any frequency in the design band can be used as the frequency at which the FIBS-MUSIC spatial spectrum is calculated.
E. Comment on Fully Correlated Source Signals
Consider two broadband source signals, one of which is a delayed and attenuated version of the other. In this case, the source covariance matrix R R R s (f) will be singular at every frequency. However, as shown in [1] , as long as the time delay between the two signals is nonzero, the spectral averaging implicit in the calculation of the broadband source covariance matrix (17) removes this singularity. Hence, just as CSS is able to resolve fully correlated sources, our proposed method is also able to resolve fully correlated sources.
F. Summary of Proposed Algorithm
An outline of the proposed broadband DOA estimator is given as follows: 1) Design J FIB's that cover the selected spatial region 1: 
IV. SIMULATIONS
To demonstrate the use of the FIBS-MUSIC algorithm, we consider an array of 27 uniformly spaced elements, with a spacing of =2, where is the wavelength corresponding to the maximum frequency component of the received signals.
Three FIB's were designed (using FIR filters with 201 taps) according to [14] The corresponding beampatterns are shown in Fig. 2 and calculated at the center frequency f 0 = 0:3: The variation of the center beampattern with frequency is shown in Fig. 3 , from which it is seen that the resulting beampattern is approximately frequency invariant over the entire band. Similar results were obtained for the other two beamformers.
A set of simulations was performed to compare the performance of FIBS with that of conventional element space CSS [1] , as well as BS-CSS [4] . Signals from two wideband uncorrelated sources arrived at the array from directions 89 and 92 . Spatially white Gaussian noise was present at each array element. All signals had flat spectral densities over the design band and zero spectral density outside the design band. For CSS and BS-CSS, the received data was decomposed into 26 frequency bins using an unwindowed FFT of length 128, and ten snapshots were used to calculate each DOA estimate. Thus, a total of 1280 data samples were used for each DOA estimate, and the same amount of data was also processed by FIBS for each DOA estimate. Diagonal focusing matrices [1] were calculated for CSS using a focusing angle of 90.5 . The beampatterns shown in Fig. 2 were used as the desired beampatterns in BS-CSS.
The probability of resolving the two sources is shown in Fig. 4 for various SNR levels. Results are based on 100 independent trials for each SNR, using the same array data for each method. 3 The resulting sample root-mean-squared error (RMSE) of the DOA estimates are shown in Fig. 5 for various SNR levels. Note that each RMSE value represents the average of the sample RMSE's for the two sources. These results show that the performance of FIBS is comparable with that of BS-CSS, and that, as expected, the beamspace methods exhibit better resolution performance than conventional element space CSS.
V. SUMMARY
In this correspondence, we have presented a new method of broadband DOA estimation. Unlike DOA estimators based on CSS, no frequency decomposition is required. Instead, a set of beam shaping filters focus the array data in the time domain. This avoids the problem of designing a separate focusing matrix for each frequency bin. In addition, the proposed technique does not require preliminary DOA estimates and is able to resolve correlated source signals. Numerical results indicate that the new estimator has comparable performance with the recently proposed BS-CSS method [4] . However, by eliminating the need for frequency decomposition, the proposed estimator is computationally less expensive.
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Maximum Likelihood Joint Channel and Data Estimation Using Genetic Algorithms

S. Chen and Y. Wu
Abstract-A batch blind equalization scheme is developed based on maximum likelihood joint channel and data estimation. In this scheme, the joint maximum likelihood optimization is decomposed into a twolevel optimization loop. A micro genetic algorithm is employed at the upper level to identify the unknown channel model, and the Viterbi algorithm is used at the lower level to provide the maximum likelihood sequence estimation of the transmitted data sequence. As is demonstrated in simulation, the proposed method is much more accurate compared with existing algorithms for joint channel and data estimation.
Index Terms-Blind equalization, genetic algorithms, maximum likelihood estimation.
I. INTRODUCTION
Since the pioneering work of Sato [1] , three families of blind equalization techniques have emerged. The first family of blind adaptive algorithms, which is commonly known as Bussgang algorithms, constructs a transversal equalizer directly to unravel the effects of the channel impulse response [1] - [4] . This class of blind equalizers has very low computational complexity but suffers from the drawback of slow convergence. The second family of blind equalization algorithms is based on higher order cumulants [5] - [8] . This second class of blind equalizers, although very general and powerful, requires a large amount of received data samples and extensive computation to estimate higher order cumulants. The third family of blind adaptive algorithms uses some blind approximations of the maximum likelihood sequence estimation (MLSE) to perform a joint channel and data estimation [9] - [12] . The resulting blind equalizers are therefore computationally very expensive. A major advantage of this third approach is that relatively few signal samples are required to achieve the equalization objective.
When both the channel and transmitted data sequence are unknown, in theory, their optimal estimates can be obtained via the maximum likelihood (ML) optimization over channel and data jointly. The computational requirement of such a joint optimization procedure is, however, prohibitively large. In practice, approximations are adopted. A straightforward way is to employ a batch iterative process between data decoding and channel estimation [9] . Seshadri [10] presented a recursive algorithm for joint channel and data estimation. This algorithm may be viewed as an "enhanced" Viterbi algorithm (VA) that retains several surviving sequences and associated channel estimates for each state of the trellis. The quantized channel algorithm [11] is a batch procedure that maintains a family of candidate channels with discrete parameters. Each channel model is used by the VA to decode data, and the algorithm selects the most likely quantized channel. In this correspondence, we propose a novel scheme for joint channel and data estimation using genetic algorithms (GA's) [13] - [16] . We develop a two-layer strategy for joint optimization over channel and data by combining the GA with the VA. At the top layer, an efficient version of GA known as the micro-GA (GA) [15] searches the channel parameter space to optimize the ML criterion. The bottom layer consists of a number of VA units: one for each member of the channel population. Each VA unit decodes data based on the given channel model and feeds back the corresponding likelihood metric value to the GA. The performance of this GA scheme is investigated in a simulation study. The results obtained clearly demonstrate that the GA-based scheme has superior performance over other existing methods for joint channel and data estimation.
II. MAXIMUM LIKELIHOOD BLIND EQUALIZATION
Throughout this study, the channel is modeled as a finite impulse response filter with an additive noise source [17] . Specifically, the received signal at sample k is given by r(k) = n 01 i=0 a i s(k 0 i) + e(k) (1) where na channel length; a i channel taps; e(k) Gaussian white noise with zero mean and variance 
The joint ML estimate of a and s is obtained by maximizing p(rja; s) over a and s jointly. Equivalently, the ML solution is the minimum
