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INTRODUCTION
In recent years agricultural commodity prices have taken a roller coaster ride. Three sharp price increases were observed in 2007-2008, 2010, and 2011, respectively , all of which caused major unrest on markets and in the media and have reinforced the attention of researchers and policymakers to further understand the behavior of commodity prices. 1 One stylized fact of commodity prices that remains puzzling is their apparent high degree of co-movement. Although commodity price increases (and fluctuations) often have different causes, the prices of various agricultural commodities regularly move together (Gilbert 2010) . Co-movement of a wide range of commodity prices has been extensively studied in the literature. In their seminal paper, Pindyck and Rotemberg (1990) analyzed co-movement of seven raw commodity prices and found that after controlling for macroeconomic and market conditions, prices still moved together. Pindyck and Rotemberg named this phenomenon as excess co-movement in commodity prices and attributed it to herd behavior in financial markets.
This excess co-movement hypothesis, however, has been challenged by subsequent studies. Deb, Trivedi, and Varangis (1996) argue that most results by Pindyck and Rotemberg are due to misspecification because heteroskedasticity and structural breaks are neglected. To analyze herd behavior in commodity markets, Deb, Trivedi, and Varangis recommend further research using daily prices. Cashin, McDermott, and Scott (1999) used concordance analysis to examine commodity price cycles. They find strong evidence of co-movement within agricultural and metal commodities but not between them. Ai, Chatrath, and Song (2006) , in turn, do not find evidence for excess co-movement when analyzing five major agricultural crops in the United States. They concluded that fundamental factors are more important than macroeconomic factors in explaining price co-movement .2 Saadi (2010) provides a review of commodity price co-movement in international markets. He discusses several explanations for price co-movements, for example, not only macroeconomic factors such as exchange and interest rates but also common supply and demand factors affecting prices of agricultural commodities. The latter include co-varying harvest levels (for example, drought hitting corn, soybean, and wheat harvests in the United States), joint low stocks, and substitution in supply and demand (for example, wheat replacing corn in animal fodder). According to Gilbert (2010) , price shocks for individual commodities are often supply related, whereas joint price movement can be explained from macroeconomic and monetary conditions. Natanelov et al. (2011) use cointegration and Granger causality tests to analyze co-movement of crude oil and agricultural commodity futures prices. Although they present evidence of agricultural futures prices to co-move with crude oil prices, agricultural and biofuel policies also seem to distort these relationships.
Excess co-movement in commodity prices may be problematic for several reasons. First, it casts doubt on the efficiency of commodity markets as long the source of co-movement is beyond fundamental factors. Second, it creates difficulties to balance the portfolios of exporting countries and commodity traders. In agricultural markets, farmers who grow multiple crops may also be subject to strong income fluctuations due to synchronized ups and downs in prices, with important implications for food security. In addition, a synchronized increase in several commodity prices may generate inflation pressures in the short term on highly dependent commodity-import countries.
Most of the literature on price co-movement cited above, however, focuses on price levels or conditional mean prices. Less attention is given to interrelations in conditional volatility. Examining market interactions in terms of the conditional second moment can provide better insight into the dynamic price relationships of markets (Gallagher and Twomey 1998) . A period of increased volatility in, for example, wheat prices could also lead to more volatility in corn or soybean prices due to substitution in demand or joint underlying causes of volatility. Moreover, the excess co-movement hypothesis is often 2 motivated by phenomena on financial markets, such as herding and speculation activity, which may also lead to increased volatility interactions between commodities. An ongoing debate in agricultural commodities is whether the apparent higher market integration of agricultural financial markets and the increasing role played by noncommercial actors or index traders in past years may have led to higher cross-market interactions between crops (Irwin, Sanders, and Merrin 2009) . 3 Another important issue that is often neglected is that different data frequencies may lead to different conclusions on the existence of co-movement in price levels and volatility. For example, shorthorizon interactions between markets are more likely affected by daily trading in financial (futures) markets as compared with long-horizon interactions, which are more likely driven by structural changes in markets. Hence, the use of different data frequencies can provide a richer picture of the potential underlying factors driving market interdependencies across commodities. Similarly, longer-horizon returns can obscure temporary responses to innovations, which may last for only a few days or weeks (Elyasiani, Perera, and Puri 1998) . In contrast, working with different data frequencies might help us overcome the minimum detectable effect problem. If we think of innovations (shocks) as arising on a continuous fashion, then over a month-long period the cumulated innovations result in a higher variance than over a day-long period. Daily cumulated innovations might be too small to make a statistically detectable impact, but on a monthly basis this might be less of a problem. Most of the aforementioned studies use particular data frequencies, for example, quarterly, monthly, or weekly.
The objective of this study is to examine market interrelations in conditional mean price returns and conditional volatility price returns between US corn, wheat, and soybeans on a daily, weekly, and monthly basis. We base our analysis on these three crops because of their major role in the US agricultural commodity markets. We follow a Multivariate Generalized Autorregresive Conditional Heteroskedasticity (MGARCH) approach. In particular, we estimate both a T-BEKK model and a Dynamic Conditional Correlation (T-DCC) model to analyze the level of interdependence and volatility dynamics across these major agricultural commodities using different data frequencies. 4 The period of analysis is January 1998 through October 2012, which also permits examination of structural changes in the dynamics of volatility between agricultural commodities in recent years. Crucial in our specification is properly modeling the interrelationship between price returns.
This paper intends to contribute to the literature on volatility spillovers between agricultural commodities, which is still limited. Le Pen and Sévi (2010) use monthly price data on eight different commodities, including wheat, soybean, cotton, and pork bellies, between 1982 and 2007 to test for excess co-movement in price returns and also for correlations in squared returns and residuals. Although they generally find weak evidence for volatility interactions, most of the significant results are between agricultural commodities included in their analysis. Zhao and Goodwin (2011) use various time-series methods, including a threshold Vector Autoregressive (VAR) and BEKK model, to analyze volatility spillovers among weekly options and futures prices for corn and soybeans between 2001 and 2010. Although their results vary across methods, they conclude that volatility spillovers exist between corn and soybean futures markets. Deb, Trivedi, and Varangis (1996) also implement a MGARCH model using the same data as Pindyck and Rotemberg (1990) to reconsider their excess co-movement hypothesis.5 While Deb, Trivedi, and Varangis use monthly data for the periods 1960-1985 and 1974-1992 for a group of assumed unrelated commodities to specifically assess excess co-movement, we deliberately focus on seemingly related agricultural commodities in a recent time period. 6 We are particularly interested in 3 As a reference, the average volume of corn futures traded in the Chicago Board of Trade on a daily basis has increased by more than 250 percent in the past 25 years (Commodity Research Bureau 2012). Similar increases are observed for wheat and soybeans. 4 The BEKK model corresponds to Engle and Kroner (1995) multivariate model also known as Baba, Engle, Kroner and Kraft model; the DCC model is based on Engle (2002) . 5 Deb, Trivedi, and Varangis propose an excess co-movement likelihood ratio test based on the estimation of a BEKK model with additional restrictions on the conditional variance-covariance matrix to resemble a diagonal vech formulation. 6 Karali and Power (2013) also examine price volatility in corn, wheat, and soybean futures markets, among other markets, over the period 1990-2009, but the focus of their study is on separately analyzing short-and long-run determinants in each market using a spline-GARCH model. thoroughly examining the dynamics of volatility between major agricultural commodities, if volatility in certain crops leads to volatility in other crops, whether these cross-market interactions vary with different time spans, and whether the level of interdependence between markets has increased in recent years.
The remainder of this paper is organized as follows: Section 2 discusses the methodology applied in the study, followed by a description of the data in Section 3. Section 4 presents and discusses the estimation results. Concluding remarks are presented in Section 5.
METHODOLOGY
We estimate two MGARCH models to analyze the dynamics of volatility and degree of interdependence between corn, wheat, and soybean markets. The T-BEKK model permits characterization of volatility transmission across markets since it is flexible enough to account for own-and cross-volatility spillovers and persistence between markets. The T-DCC model estimates a dynamic conditional correlation matrix, which allows examination of the change in level of interdependence (correlation) between markets across time. 7 Consider the following vector stochastic process,
where t r is a 3 × 1 vector of price returns for corn, wheat, and soybeans; 0  is a 3 × 1 vector of constants; j  , j=1,…, p, are 3 × 3 matrices of parameters; and t  is a 3 × 1 vector of innovations with zero mean, conditional on past information 1  t I , and conditional variance-covariance matrix t H . Similar to a VAR model, the elements of j  , j=1,…,p, provide direct measures of own-and cross-mean spillovers between markets. A vector of exogenous explanatory variables may also be included in equation (1), as we do in Section 4.2
The conditional variance-covariance matrix t H in the BEKK model (with one time lag) is given by
where C is a 3 × 3 upper triangular matrix of constants ij c , A is a 3 × 3 matrix whose elements ij a capture the degree of transmission from an innovation in market i to market j , and G is a 3 × 3 matrix whose elements ij g measure the persistence in conditional volatility between markets i and j (as carries over information of all past innovations from t-2 backward). This specification of the variancecovariance matrix allows us to analyze the direction, magnitude, and persistence of volatility transmission across markets. We can further derive impulse-response functions for the estimated conditional volatilities to show how innovations in one market transmit to other markets.
The DCC model, in turn, assumes a time-dependent conditional correlation matrix
, which permits modeling the degree of interdependence between markets across time. The conditional variance-covariance matrix t H is defined as 
DATA
The data used for the analysis are daily, weekly, and monthly cash (spot) prices for corn, wheat, and soybeans from January 1998 through October 2012. The daily data were obtained from the futures database of the Commodity Research Bureau and correspond to No. 2 yellow corn, No. 2 soft red wheat, and No. 1 yellow soybeans traded in the Chicago Board of Trade. 8 The weekly and monthly price data are the corresponding prices for the last day of the week and month. 9 This yields a dataset of 3,732 observations at the monthly level, 773 at the weekly level, and 177 at the daily level. All prices are deflated by the US consumer price index.
Using different time frequencies helps to provide a broader picture of the potential interrelationships between markets as the underlying factors driving these cross-market dynamics may also differ with different time spans. The volatility dynamics between markets may further be obscured as we decrease the data frequency. Alternatively, at higher frequencies the size of the shocks and transmissions across markets may be too small to show as statistically significant. The sample period covered also permits us to examine if there have been important changes in the dynamics of volatility after the recent food price crisis of 2007-2008 with unprecedented price spikes in agricultural prices, as well as the recent turbulent price period of 2010 and 2011. Figure 3 .1 shows the evolution of corn, wheat, and soybean daily real prices during the period of analysis. It follows that prices in all three markets seem to move in a similar fashion, particularly corn and wheat prices, with important spikes during 2008, when the food price crisis was felt most, and in the past two years; soybean prices also exhibited an important spike in 2004 due to supply shortages in both the United States and Brazil combined with a strong global demand.
Figure 3.1 Daily corn, wheat, and soybean real prices
Source: Commodity Research Bureau (2012). Note: MT = metric ton. Prices deflated by consumer price index (1982-1984=100) . 8 For further details on the data source, see www.crbtrader.com/infotech.asp. 9 The correlation between the weekly and monthly prices and the prices reported by the Food and Agriculture Organization of the United Nations' International Commodity Prices (www.fao.org/economic/est/prices) database ranges between 0.97 and 0.99. We prefer to base our analysis using only one source of information. The estimation results are also robust if we use average prices over a week and month. , where it p is the price of corn, wheat, or soybeans at time t. This logarithmic transformation is a standard measure for net returns in a market and is generally applied in empirical finance to obtain a convenient support for the distribution of the error terms in the estimated models. The figure is indicative of time-varying volatility in the returns, with important fluctuations in more recent years, which supports the use of MGARCH models. Since we are interested in co-movement of returns, Figure 3 .3 presents two-year moving pairwise correlation coefficients for the three series of daily price returns. In the figure, each point represents the correlation coefficient between two series averaged over the last two years. So the first values in the graph represent correlation coefficients over 1998 and 1999. Interestingly, this graph shows that the correlation between returns decreased steadily over time between the late 1990s until the food price crisis of 2007-2008, and then rose again. 10 The weakest correlations between returns were reached during the first half of the past decade. In particular, the correlation between corn and wheat was lowest between September 2002 and October 2003, whereas the correlation between wheat and soybean returns was lowest during February 2003-January 2004, and that between corn and soybeans during September 2003-October 2004. The figure also shows that the correlation between corn and soybeans is the strongest and between wheat and soybeans the lowest. This is expected because corn and soybeans compete most in terms of acreage but also are closer substitutes in animal fodder. Figure 3 .4 shows the evolution of unconditional volatility (standard deviations) of daily returns over time. In this graph, two-year moving standard deviations of the real returns for corn, wheat, and soybeans are reported. A number of interesting patterns can be derived from this graph. First, unconditional volatility for the three crops also seems to co-move over time. Second, all three series reached a peak in unconditional volatility in recent years, followed by a reduction in volatility back to levels experienced in the early years of the sample period. Third, although volatility seems to co-move, the timing of the rapid increase and the arrival at the peak differs. The moving standard deviations for wheat and soybeans started to increase rapidly from early 2008, peaking in January 2010 (in other words, unconditional return volatility was highest in the period 2008-2009 for both crops). However, corn volatility started to increase from 2006 and also peaked earlier. Establishing sources of interdependence in volatility transmission between crops naturally requires further examination, as discussed in the next section.
Figure 3.4 Two-year moving standard deviations of corn, wheat, and soybean daily price returns
Source: Author's calculations. Table 3 .1 reports, in turn, summary statistics of the price returns in corn, wheat, and soybeans for the different time frequencies considered. The table reveals several important patterns. First, corn returns are roughly 1.2 and 1.4 times higher than the returns in wheat and soybeans. For example, on a daily basis the average return in corn is 0.019 percent versus 0.015 percent in wheat and 0.013 percent in soybeans. The returns in soybeans also exhibit a lower dispersion (1.68) as compared with corn (1.90) and wheat (2.52). In addition, the Jarque-Bera test indicates that the returns in all commodities follow a non-normal distribution. The kurtosis in all markets is greater than 3, further pointing to a leptokurtic distribution of returns. Given these results we use a Student's t density for the estimation of the BEKK and DCC models. 11 Similarly, the Ljung-Box (LB) statistics for up to 5 and 10 lags generally reject the null hypothesis of no autocorrelation for the squared returns. This autocorrelation suggests the existence of nonlinear dependencies in the returns, which motivates the use of MGARCH models to capture the interdependencies in the conditional mean and variance of the returns within and across commodities. Finally, the Augmented Dickey-Fuller (ADF) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests confirm the stationarity of all price return series, which excludes the necessity to account for any potential long-run relationship or cointegration between the series analyzed. 
RESULTS
This section discusses the estimation results of the MGARCH models implemented to examine the level of interdependence and volatility transmission between corn, wheat, and soybeans. The T-BEKK model permits us to analyze own-and cross-volatility spillovers and persistence between markets, while the T-DCC model allows us to evaluate if the degree of interdependence between agricultural commodities has changed across time. We first present our base estimation results and then perform additional estimations to assess the validity of our results. (2). The lag lengths for the daily, weekly, and monthly data correspond to the optimal number based on the Schwarz's Bayesian information criterion (SBIC). The estimated degrees of freedom parameter (v) is small in all cases (between 6 and 9), which supports the appropriateness of the estimation with a Student's t distribution. The residual diagnostic tests further support the adequacy of the model specification, especially for the weekly and monthly data. In particular, the LB, Lagrange multiplier (LM), and Hosking multivariate portmanteau (M) test statistics for up to 5 and 10 lags generally show no or weak evidence of autocorrelation, ARCH effects, and crosscorrelation in the standardized squared residuals of the estimated models. In the conditional mean equation, we do not find own-and cross-market dependence among corn, wheat, and soybean returns. The expected price returns in corn, wheat, and soybean in the current period do not depend on their past values and are also not affected by the lagged returns of the other markets. Hence, corn, wheat, and soybean markets do not appear to be related at the mean level.
Base Results
In the conditional variance-covariance equation, the diagonal ii a coefficients, 3 ,..., 1  i , capture own-volatility spillovers, that is, the effect of lagged innovations on the current conditional return volatility in market i; while the diagonal ii g coefficients capture own-volatility persistence, that is, the dependence of volatility in market i on its own past volatility. We typically observe strong GARCH effects in all commodities and for different time spans. This suggests that own innovations (or information shocks) have an important direct effect on the corresponding conditional return volatility in each commodity, and their returns also exhibit significant own-volatility persistence. It is interesting that while we observe a lower persistence in the conditional variance at the monthly level (relative to the daily and weekly level) for wheat and soybeans, we observe the opposite for corn.
We also note the importance of estimating a dynamic conditional variance model, which is supported by the difference between the estimated conditional steady-state variance (level to which the variance will converge in the absence of shocks) and the sample (unconditional) variance. As shown in Table A .1 in the Appendix, the estimated steady-state standard deviations of the returns in each market using daily, weekly, and monthly data are 40-60 percent of the sample standard deviations reported in the summary statistics in Table 3 .1.
Regarding the cross-volatility spillovers, it is important to distinguish between direct and full effects across markets. The off-diagonal ij a and ij g coefficients measure direct spillover and persistence effects between markets: The ij a coefficients capture the direct effects of lagged innovations originating in market i on the current conditional volatility in market j, while the ij g coefficients capture the direct dependence of volatility in market j on that of market i. However, the dynamics of volatility across markets in a BEKK model ultimately comprises all off-diagonal ij a and ij g coefficients, as markets may be directly related through the conditional variance and indirectly related through the conditional covariance. We need to account for both direct and indirect effects to fully analyze interactions across markets.
The estimated cross effects are generally smaller in magnitude than the own effects, as it is standard in these models. The Wald joint test rejects the null hypothesis that the cross effects (that is, offdiagonal coefficients ij a and ij g ) are jointly equal to zero with a 95 percent confidence level. The block-exogeneity in variance tests further indicate that the conditional price return volatility of the commodities under analysis seems in several cases to be directly affected by past innovations and variance from the other commodities. These direct or immediate effects are more recurrent as we increase the time horizon of the returns. For example, past shocks and variance in wheat returns appear to directly affect the current conditional variance in corn and soybean returns at the monthly level; the same for soybean past shocks and variance on both corn and wheat volatility, and for corn on the volatility of soybeans. We observe fewer direct effects on a weekly basis and even fewer on a daily basis.
To further analyze cross-volatility interactions between crops, including the direction of causality, we derive impulse-response functions of the conditional return volatilities similar to Hernandez, Ibarra, and Trupkin (2013) and Gardebroek and Hernandez (2013) . This exercise encompasses both direct and indirect effects across markets after simulating an initial shock in one of them. In particular, Figure 4 .1 presents the impulse-response functions resulting from an innovation that generates a 1 percent increase in the conditional volatility of the commodity where the innovation first occurs. 12 The responses in each market are normalized by the size of the original shock. We find important volatility transmission interactions across commodities at the weekly and monthly levels, particularly after a shock originated in wheat and corn markets. At the weekly level, a shock in the corn market (that increases its steady-state variance by 1 percent after a one-week period) has a similar effect on the conditional volatility in both wheat and soybean markets. After one period (a week) the wheat variance increases by 1.2 percent and the soybean variance shows a 1 percent increase. 13 A shock in the wheat market also affects the conditional volatility of returns in both the corn and soybean markets; we observe an initial significant increase in the volatility of both corn and soybean markets, 0.7 percent and 0.6 percent respectively, after a wheat shock that induces a 1 percent increase in the conditional volatility of wheat. Soybean, in contrast, does not exhibit significant volatility spillovers on either corn or wheat markets; the increase is minor, only 0.2 percent in the conditional volatility of corn returns. The volatility of soybean returns further shows a faster adjustment after an own or cross innovation. This probably suggests that volatility shocks are processed faster by soybean traders.
To analyze own volatility interactions we also introduce a shock equal to one (steady state) standard deviation in each market (see also Table 4 .2). In the corn market, the corn conditional variance increases by 1.7 percent; this shock also increases the conditional variances in wheat and soybean by 0.6 percent and 2.2 percent, respectively, corroborating the important cross-volatility effects of corn on the other markets. In wheat, not only does a shock of one standard deviation raise the conditional wheat variance by 1.6 percent, but with this shock we also confirm a large cross-volatility transmission on corn (3.5 percent increment in the conditional variance) and soybeans (4.6 percent increment in the conditional variance). Soybeans observe a large own-volatility impact as the conditional volatility increases by 9.1 percent, while the cross impact on corn and wheat are small compared with this increment. In Panel A: shock in market i is equal to the shock needed to increase the conditional variance in market i in 1%. In Panel B: shock in market i is equal to 1 standard deviation of the steady-state conditional variance in market i. We report the maximum % change in market j variance, which in most cases takes one period.
At the monthly level, the initial volatility spillovers from wheat to the other markets become stronger, while the cross volatility from corn to the other markets becomes to some extent weaker. A 1 percent increase in the conditional volatility of wheat returns leads to more than a 2 percent increase in the volatility of corn and soybean returns; a 1 percent increase in the conditional volatility of corn returns leads, in turn, to a 1.4 percent increase in the volatility of soybean returns but only a 0.3 percent increase in the volatility of wheat returns. Soybeans also show some cross-volatility spillovers to corn markets (0.5 percent increase). When we shock each market with one standard deviation, we confirm that the largest own volatility effect takes place in the soybeans market as the variance increases by almost 100 percent, which is more than 4.5 times the own volatility effect in corn and wheat markets. Similarly, while own volatility effects are larger for corn than for wheat when considering weekly returns, with monthly returns we find the opposite, although in both cases (weekly and monthly returns) these effects are of similar magnitude. We also observe that the largest cross-volatility effects (compared to own volatility effects) are from wheat to soybeans and corn and from corn to soybeans.
Overall, these results indicate important interrelations in conditional volatility between the agricultural commodities analyzed on a weekly and monthly basis, and that wheat (and corn to a lesser extent) plays a major role in terms of spillover effects over the other crop markets. The cross-volatility transmission effects can be summarized as follows: (1) A shock in the corn market has an impact on soybean volatility of similar size as the impact on its own volatility, while the impact on wheat volatility is much lower (about one-third of the impact on its own volatility); (2) a shock in the wheat market has a strong volatility transmission on corn and soybean markets, in both cases at least equal to or much higher than the impact on the own volatility; and the evidence suggests that the transmission is somehow higher on soybeans than on corn; and (3) volatility transmission from soybeans to both corn and wheat is low and generally not more than half the impact on the own volatility. It is also interesting that we do not find volatility interactions across commodities at the daily level, which could be indicative of the absence of herding (or speculative) behavior (or both) in daily trading, as most of the interactions between agricultural commodities on a daily basis are likely driven by operations in financial markets. This lack of evidence could also be explained by the relatively small size of the volatility interactions on a daily basis. We further explore our daily results below.
It is worth noting that our weekly results differ from the BEKK results of Zhao and Goodwin (2011) , who examine volatility spillovers between corn and soybeans and find important bi-directional volatility spillovers for the period 2001 through 2010. A possible explanation for the different findings is that they base their analysis on futures prices, which might share a common convenience-yield component, while we examine spot prices for a larger sample period and explicitly account for the fattailed distribution of returns using a Student's t density in the estimation of the BEKK model. Interestingly, our results resemble Zhao and Goodwin's results based on forward-looking measures of volatility (in a VAR model with Fourier seasonal components), which they argue is a more accurate measure of price variability and uncertainty in a market. Table 4 .3 presents the estimation results of the T-DCC model. This model allows us to examine whether the degree of interdependence between commodities has changed across time. The number of lags corresponds to the optimal number as determined by the Schwarz criterion. As in the T-BEKK model, the estimated degrees of freedom parameter supports the appropriateness of the estimation with a Student's t distribution, and the reported diagnostic tests for the standardized squared residuals (LB, LM, and M statistics) generally support the adequacy of the model specification. Similar to the T-BEKK model, we do not find own-and cross-market mean dependence among corn, wheat, and soybean returns. Turning to the coefficient estimates of the conditional variancecovariance equation defined in equations (3)-(6), the Wald test rejects the null hypothesis that the adjustment parameters  and  are jointly equal to zero with a 95 percent confidence level. This suggests that the assumption of time-variant conditional correlations between markets in the T-DCC model is an appropriate assumption. Figure 4 .2 presents the dynamic conditional correlations for each commodity pair resulting from the estimated T-DCC model. 14 The weekly (and monthly) results are more informative than the daily results. The monthly conditional correlations are naturally smoother than the weekly correlations, but both appear to show a similar pattern of ups and downs; in contrast, the daily conditional correlations show very high fluctuations. 15 Overall, we do not find that agricultural markets have become more interrelated in recent years. The degree of interdependencies observed in recent years is similar to that in the late 1990s, after a decrease in the middle of the 2000-2010 decade .16 Hence, while we find some volatility spillovers across agricultural commodities (based on the T-BEKK results), the level of volatility interdependence has not increased between 1998 and 2012, despite the so-called financialization of agricultural markets and the higher volume of agricultural futures contracts traded in major exchanges. The observed higher activity in financial agricultural markets in recent years does not seem, then, to be further stimulating co-movement in conditional volatilities between agricultural commodities.
Additional Estimations
Next, we perform additional estimations to further evaluate the robustness of our results. We first reexamine our daily results, considering the potential presence of structural breaks in the volatility of the series analyzed. Second, we test for the correct parametric specification of the conditional variancecovariance matrix of the estimated MGARCH models. Finally, we impose additional structure in the estimated models by including energy, macroeconomic, and financial indicators in the conditional mean equation.
Structural Breaks
It is worth examining whether the lack of volatility spillovers across commodities at the daily level persists after appropriately accounting for structural breaks. In particular, we want to evaluate if the absence of daily volatility interactions persists during the entire sample period, in contrast to the identified weekly and monthly volatility interactions. In addition, as noted by Van Dijk, Osborn, and Sensier (2005) , the existence of structural breakpoints (if any) may affect the estimated cross-volatility dynamics. Hence, we formally test for the presence of structural breaks in the volatility of the returns series; based on these results, we then segment our sample accordingly and derive impulse-response functions from the estimation of T-BEKK models over different sample periods to assess the changes, if any, in the daily cross-dynamics of volatility between corn, wheat, and soybean markets.
We implement the test for the presence of unknown breakpoints proposed by Lavielle and Moulines (2000) . This test is suitable for strongly dependent processes such as GARCH processes because it assumes beta-mixing conditions (Carrasco and Chen 2002) . We apply the test over the squared returns as a proxy for volatility. 17 Figure A .1 in the Appendix reports the results for each series. The break dates represent the estimated change points in each series using a minimum penalized procedure proposed by Lavielle and Moulines. 18 We find important shifts in the volatility of the three series in 2008, when the food price crisis was felt most severely. The segment with a distinct volatility in corn returns occurred between September 11, 2008, and January 16, 2009; in wheat returns, between February 22, 2008 , and January 12, 2009 and in soybeans, between September 11, 2008 , and November 6, 2008 Consequently, we divided our sample in two subperiods: January 5, 1998 , through February 21, 2008 and January 20, 2009, through October 31, 2012 . Table A .2 reports the full estimation results of the T-BEKK model for the two subperiods, while Figure A .2 presents the corresponding impulse-response functions.
The block-exogeneity tests, reported at the bottom of Table A .2, reveal that after 2008 past shocks and variance in wheat returns seem to directly affect the current conditional variance not only in corn but also in soybeans; a similar pattern is observed for corn past shocks and variance on both wheat and soybeans volatility. The impulse-response functions further reaffirm important volatility interactions across commodities in more recent years (as opposed to prior to 2008), specifically after a shock originated in both wheat and corn markets. Thus, while the daily results using the full sample do not indicate any cross-volatility spillovers, we do observe some volatility spillovers in recent years when segmenting our sample, particularly from wheat and corn to other markets, similar to the weekly and monthly results. 20 If daily interactions are likely driven by operations in financial agricultural markets, these results would suggest that the recent volatility interactions could be resulting from the higher activity in financial markets. Still, recall that the T-DCC results do not indicate any increasing trend in the conditional correlations between commodities on a daily basis.
Linear Specification of Variance-Covariance
As another robustness check, we formally test for the correct specification of the parametric variancecovariance matrix resulting from the estimated T-BEKK and T-DCC models. Parametric MGARCH models impose a specific distribution function of the error terms and assume a linear covariance matrix. While we use a Student's t density for the estimation of the models to control for the leptokurtic 17 This is in line with Benavides and Capistran (2009) and Hernandez, Ibarra, and Trupkin (2013) , who are also interested in identifying breakpoints in volatility. 18 The test searches for multiple breaks over a maximum number of predefined potential segments and uses a minimum penalized contrast to identify the number of breaks. We allowed for a maximum of three segments. 19 Shifts in means are observed earlier, around the second half of 2006. This is similar to the results of Enders and Holt (2012) when implementing the Bai-Perron test. 20 We also conducted a similar exercise using weekly data and find structural breaks in the series around the second half of 2008. However, the volatility interactions when segmenting the sample are qualitatively similar to the full sample results. Lack of sufficient observations prevents us from performing the same analysis with the monthly data (although the breakpoints are also around mid-2008). Details are available upon request. distribution of the returns, and the estimated degrees of freedom parameters confirm the appropriateness of using this distribution, nonlinear patterns in the conditional variance matrix still may not be captured with a BEKK or DCC model. For example, as noted by Serra (2011 Serra ( , 2013 , there can be periods of strong and weak correlations across time between markets as well as asymmetric responses to positive and negative shocks. 21 It is worth then examining the suitability of imposing a linear covariance matrix to further corroborate the estimation results discussed above.
We implement the test developed by Long, Su, and Ullah (2011) for the correct specification of a parametric conditional covariance model. The test is based on the semiparametric covariance estimator proposed by these authors,
is the parametric estimate of the covariance matrix, The test results are reported in Table A .3. We do not reject at conventional statistical levels the null hypothesis of correct specification of the covariance matrix for both the T-BEKK and DCC models on a daily, weekly, and monthly basis. This suggests that the estimated covariance equations (reported in Tables 4.1 and 4.3) adequately capture the correlation patterns across markets, thus providing additional support to our results.
Additional Regressors
As a final robustness exercise, we include additional regressors when modeling the relationship between price returns. Since the analysis above is based on dynamic models of conditional volatilities of the residuals obtained from the conditional mean equation, the resulting dynamic interactions could be sensitive to the specification of the mean equation. The fact that, according to the SBIC, no own-and cross-mean spillovers exist between the returns of corn, wheat, and soybeans does not prevent us to include additional explanatory variables in the mean-level equation. 23 We include variables widely used in previous studies on price co-movement (for example, Deb, Trivedi, and Varangis 1996; Ai, Chatrath, and Song 2006; Le Pen and Sévi 2010; Gilbert 2010; Natanelov et al. 2011) , conditional also on being available on a daily, weekly, and monthly basis. These include West Texas Intermediate crude oil spot prices from the Energy Information Administration; the exchange rate of US dollars to one British pound and the three-month Treasury bill interest rate from the board of governors of the Federal Reserve System; and Standard and Poor's 500 stock price index (SP500). We also include the ratio of volume to open interest in futures contracts of corn, wheat, and soybeans in the Chicago Board of Trade; following Robles, Torero, and von Braun (2009) , this ratio captures speculative activity under the assumption that the majority of speculators prefer to get in and out of the market in a short period of time in contrast to futures traders, who are not engaged in speculative activities. 24 Tables A.4 and A.5 report the estimation results of the T-BEKK and T-DCC models with the inclusion of these oil, macroeconomic, and financial or speculative indicators in the mean equation. 25 Figures A.3 and A.4, in turn, present the corresponding impulse-response functions and dynamic conditional correlations. Several of the additional variables generally have a statistically significant and expected effect on agricultural price returns, especially on a daily level as compared with a weekly or monthly level. Changes in oil prices and the US dollar depreciation seem to be positively correlated with changes in agricultural prices; the former is explained by higher input and transportation costs resulting from higher oil prices, while the latter is likely explained by the fact that a depreciation of the dollar increases the demand in the rest of the world, hence inducing an increase in commodity prices in US dollars (Dornbusch 1985) . An increase in the stock price index, which serves as a proxy of returns in financial markets, is positively associated with an increase in commodity prices. Changes in the interest rate and the proxies for speculation, in contrast, do not seem to have a significant effect on variations in agricultural prices.
More important, the resulting cross-dynamics and interdependence in conditional volatilities across markets are qualitatively similar to our base results, where we do not include additional variables in the mean equation. In particular, we still do not find volatility interactions on a daily level (see Figure  A. 3). At the weekly level, a shock in the wheat market affects the conditional volatility of returns in both corn and soybean markets, although to a lower degree (a 1 percent increase in the volatility of wheat results in a 0.5 percent initial increase in the volatility of corn and soybeans); a shock in the corn market affects in this case only the wheat market (0.4 percent initial increase), while a shock in soybeans again has a minor impact on corn (0.2 percent initial increase). At the monthly level, the volatility interactions further confirm the major role of wheat in terms of volatility spillovers to other markets. The estimated dynamic conditional correlations, shown in Figure A .4, also reveal that the level of market interdependence between corn, wheat, and soybean markets in recent years is similar to the levels observed in the late 1990s. While the frequency of our data does not permit us to account for more structural variables, like harvest and inventory levels, which are available on a lower frequency basis, this exercise provides additional support to our main results.
Overall, the additional estimations performed help to corroborate our central findings concerning the dynamics of volatility between agricultural commodities in the United States on a daily, weekly, and monthly basis; the leading role of wheat (and corn); and that the degree of interdependence between markets has not necessarily increased in recent years, although we also observe volatility spillovers on a daily basis in recent years as opposed to before 2008.
index are transformed to returns while the interest rate is included in first differences. The SBIC also indicates lack of lagged effects of these variables on agricultural price returns. The exchange rate and SP500 are excluded from the T-DCC monthly estimations due to lack of model convergence when included.
CONCLUDING REMARKS
Agricultural commodity markets are interrelated because they are generally close substitutes in demand, have similar input costs, compete for limited natural resources, and share common market information. Herd and speculative behavior in financial agricultural markets could further increase the interdependencies between crop prices. In contrast to most previous studies that focus mainly on pricelevel co-movements across commodities, this study examines the level of interdependence and volatility transmission between corn, wheat, and soybeans in the United States using an MGARCH approach. Focusing on the second moment can provide additional insights into the dynamic interrelation between markets. In our analysis we use daily, weekly, and monthly data to see whether interdependencies in volatility differ among data frequencies. This is relevant because herd and speculative behavior are associated with daily data, whereas volatility interdependencies in weekly or monthly data could signal structural causes.
The estimation results indicate that price returns in corn, wheat, and soybean markets do not seem to be related at the mean level. We do find, however, important volatility spillovers across commodities, especially on a weekly and monthly basis. In particular, wheat, and to a lesser extent corn, plays a major role in terms of volatility spillover effects; that is, shocks or innovations in wheat (corn) price returns have important cross-volatility spillovers. Our quantitative work provides the following volatility transmission estimates: (1) A shock in the wheat market has a high volatility transmission effect on corn and soybean markets, in both cases at least equal to or even much higher than the impact on its own volatility, and the evidence suggests that the transmission is somehow higher on soybeans than on corn;
(2) a shock in the corn market has an impact on the volatility in soybeans that is similar in size to the impact on its own volatility, while the impact on the wheat volatility is lower (about one-third of the impact on its own volatility); and (3) volatility transmission from soybeans to both corn and wheat is low and generally no more than half the impact on its own volatility.
For daily returns we do not find significant evidence of volatility spillovers across markets when using our full sample period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) . It might be that volatility transmission effects on a daily basis are small enough to generate significant statistical evidence. However, after we divide our sample in two subperiods, interestingly we do find volatility interactions in the period 2008-2012, especially from wheat and corn to the other markets, which is similar to the evidence found with weekly and monthly returns. If daily interactions are more likely driven by financial transactions in agricultural markets, these results might suggest that only recently financial activity has contributed to daily volatility transmission effects across agricultural markets. Yet, this evidence is not supported by our T-DCC results, which do not indicate any increasing trend in the conditional correlations between commodities on a daily basis. We also do not find an increase in the level of interdependence (correlations) across markets on a weekly and monthly basis.
Overall, despite the so-called financialization of agricultural markets in the past decade and the higher volume of agricultural futures contracts traded in major exchanges, little evidence exists to show that this has contributed in stimulating a higher co-movement in conditional returns and volatilities between agricultural commodities. The fact that we find volatility interactions only in weekly and monthly returns, but not in daily returns, suggests that the former interactions are less likely driven by herding or speculative behavior but instead could be better explained by more fundamental factors such as interdependence across input and output markets and demand substitution. Future research should further explore the underlying factors driving these volatility spillovers across commodities, which also differ when considering different time spans. 
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APPENDIX: SUPPLEMENTARY RESULTS
Wald test for block-exogeneity in variance of corn (H0: a1j=g1j=0, j=2,3 H0: a1j=g1j=0, j=2,3 H0: a2j=g2j=0, j=1,3 
Wald joint test for adjustments coefficients (H0: a=b=0) Chi-square 8,501.5 6,954.9 176.9 p-value 0.000 0.000 0.000
Ljung-Box (LM) test for autocorrelation (H 0 : no autocorrelation in squared residuals)
LB (5) Source: Author's calculations. Note: T-BEKK = Baba, Engle, Kroner and Kraft; SP500 = Standard and Poor's 500 stock price index; vol = volume; ARCH = Autoregressive Conditional Heteroskedasticity; SBIC = Schwarz's Bayesian information criterion. Standard errors reported in parentheses. Number of lags determined according to SBIC. ν is the degrees of freedom parameter. The exchange rate and SP500 are excluded from the monthly estimations due to lack of convergence in the model when included.
Figure A.1 Structural break tests on squared returns based on Lavielle and Moulines (2000)
Source: Author's calculations. Note: Structural break tests based on squared returns as a proxy of volatility. The vertical lines show the estimated break dates, which represent the estimated change-points on each corresponding series using a minimum penalized contrast. Bollerslev (1990) , with confidence bands of one standard deviation.
