We have previously derived a theoretical measure of neural complexity (CN) in an attempt to characterize functional connectivity in the brain. CN measures the amount and heterogeneity of statistical correlations within a neural system in terms of the mutual information between subsets of its units. CN was initially used to characterize the functional connectivity of a neural system isolated from the environment. In the present paper, we introduce a related statistical measure, matching complexity (CM) Previously (3), we considered a neural system X, characterized by a synaptic connectivity CON(X), that is isolated from the environment (Fig. 1A) . To thoroughly characterize its functional connectivity, all correlations among the units of the 3422
The intricate connectivity that links functionally specialized groups of neurons within and among brain areas is an outstanding characteristic of mammalian brains. Through an ongoing, recursive, and parallel process of signaling called reentry (1) , the anatomical connectivity of the brain supports a functional connectivity, a complex pattern of correlations among sets of neuronal groups (2) . In a previous paper, we introduced a measure called neural complexity (CN) that characterizes the functional connectivity of a neural system in terms of the set of statistical correlations among its units (3) . It was shown that CN is low when these units are either completely uncorrelated or completely correlated. Conversely, CN is high when a neural system displays both functional segregation and integration among its units or, equivalently, when their correlations are both strong and heterogeneous.
In deriving CN, we considered a neural system in isolation from environmental stimuli and at a given developmental time. A more complete characterization of the functional connectivity of the brain must relate it to the statistical structure of the signals sampled from the environment. Such signals activate specific neuronal populations and, as a result, synaptic connections between them are strengthened or weakened. In the course of development and experience, the fit or matching between the functional connectivity of the brain and the statistical structure of signals sampled from the environment tends to increase progressively through processes of variation and selection mediated at the level of the synapses (1) . These
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processes are particularly well demonstrated by the organization of primary visual areas. Within a visual area, the connectivity is initially organized in a uniform way. During development and experience, it undergoes a selection process such that groups of neurons responding to similar orientations become preferentially connected (4, 5) . The resulting functional connectivity, which constitutes a basis for various Gestalt criteria (6, 7) , matches the prevalence of extended colinear edges in the retinal image.
In order to characterize the fit or matching to We assume that its activity is described by a Gaussian stationary multidimensional stochastic process (8) . The MI(Xk; X-Xk) = H(Xk + H(X-X,) H(X), [1] where H(Xf) and H(X -X7) are the entropies of Xf and XXf considered independently, and H(X) is the entropy of the system considered as a whole (joint entropy). MI is zero if X7 and X -X7 are statistically independent, and it is positive otherwise.
Previously (3), we considered a neural system X, characterized by a synaptic connectivity CON(X), that is isolated from the environment (Fig. 1A) . To CM(X;S) system (one-to-many, many-to-many) must be considered. This was done by taking into account the set of all possible bipartitions of the system. The complexity CN(X) of a neural system is then defined as tions in the system (i.e., the system is integrated). Moreover, the average MI must be higher for larger subsets In this paper, we set out to evaluate how the set of correlations measured by CN(X) changes when the system samples stimuli from the environment (Fig. IB) . We assume that the system X samples a stimulus i through a sensory sheet S and a fixed extrinsic connectivity represented by a matrix CON(S; X) between S and a subset of the system units. S and CON(S; X) are not considered to be part of the system, so that we can express the MI between the system and the sensory sheet when it samples the ith stimulus as MI(X; Si). The complexity CN(X) observed when the system is isolated is called intrinsic complexity CI(X). When the system samples a stimulus through the sensory sheet we observe a total complexity CT(X). To evaluate the response of the system, the contribution to CT(X) due to the stimulus per se should be discounted. This extrinsic complexity CE(X) can be obtained by setting CON(X) = 0 (Fig. 1C) . We can now define the matching complexity CM(X; Si) between X and Si as Thus, CM(X; Si) is the change in the complexity of the system beyond that accounted for by its intrinsic complexity CN(X) and extrinsic complexity CE(X) ( -(MI'(Xj; X X)) (MIE(X; X -xk)). [4] Given that the MI over the set of all bipartitions comprises all correlations within the system, CM measures the extent to which the set of correlations intrinsic to the system are enhanced or reduced, on average, by the signals sampled from the environment.
This definition of CM in terms of changes in MI within X is precisely related to the distribution of the MI between X and Si. Since extrinsic input and intrinsic noise in X are on average uncorrelated, the MI between any subset X? and Si is equal to the total entropy of X? minus the intrinsic entropy of X' (8): [2] where the ensemble average is taken over all possible bipartitions of size k. According to Eq. 2, CN(X) measures the average MI for bipartitions of the system over all bipartition sizes. For CN(X) to be high, two conditions have to be met: the average MI between individual units and the rest of the brain must be high, indicating that there are many strong correla- [6] n CM(X; Si) = (MIT(X; Si)) -(MIE(Xj; Si)).
k=l Thus, CM also measures the change in the average MI between Si and all subsets of X, summed over all subset sizes, which is due to the connectivity of the system. Given a fixed value of MI between X and Si, matching measures how well the MI between X and Si is distributed to subsets of units of X (Fig. ID Right) .
Implementation. In order to evaluate CM(X; Si) for many sets of stimuli and for systems with many different connectivity
. [3] MIT(X; S,) = H(X) -H'(Xj). [5] By considering Eq. 4 (Fig. 2A Upper) . Assuming stationarity, each stimulus activated the eight units with a given probability. The overall statistical structure of this set of stimuli was represented by positive correlations between contiguous units with similar orientation selectivity, as well as by negative correlations between units with different orientation selectivity ( Fig.  2A Lower) .
Matching the Statistical Structure of the Input. Fig. 2 B-F shows results obtained for 50 model systems using this set of stimuli. For systems with randomly generated connectivities, (CM(X; Si)) values were near 0 (mean = 0.01 ± 0.03; Fig. 2C Upper). The connectivity matrix for one of these systems illustrates that positive and negative synaptic weights were distributed at random among all the elements (Fig. 2C Upper) giving rise to an almost flat covariance matrix (Fig. 2D Upper) . For these systems, CN(X) was also low (mean = 0.31 ± 0.07; Fig. 2F Upper) . The broad distribution of the angles between their eigenvectors indicates that COVI(X) differed from the average COIr(X) (Fig. 2F Upper) We examined the responses of the two networks whose connectivities are shown in Fig. 2C . Fig. 3 shows the responses of the two networks to the two different stimuli. The first stimulus was similar to some of those in the original stimulus set ( Fig. 2A) Fig. 3 Lower illustrates the responses of the system modified by gradient ascent on CM with the original stimulus set ( Fig. 2A) . predictions-for example, that the two active elements were likely to be part of an elongated vertical bar, and that vertical bars were rarely present simultaneously with horizontal bars. By contrast, when the system was tested with the novel stimulus (Fig. 3 (7, 12) suggest that reentry, involving ongoing recursive signaling among multiple sets of neuronal groups (1, 13) 
