Abstract-Mobile Ad hoc Network (MANET) is an autonomous system of mobile nodes connected by wireless link. It can operate without fixed infrastructure and can survive rapid changes in the network topology .They can be studied formally as graphs in which the set of parameters varies in time. The main method for evaluating the performance of MANET is simulation. This paper is subjected to how to install global mobile information system simulator in window xp and to evaluate the performance of dominating sets in Ad hoc on demand distance vector routing algorithm (AODV) that analysis packet delivery fraction and end to end delay with varying number of nodes.
I. INTRODUCTION
A Mobile Ad hoc Network (MANET) is a kind of wireless ad-hoc network and is a self-configuring network of mobile routers (and associated hosts) connected by wireless linksthe union of which forms an arbitrary topology. If there are only two nodes that want to communicate with each other and are located very closely to each other, then no specific routing protocols or routing decisions are necessary. On the other hand, if there are a number of mobile hosts wishing to communicate, then the routing protocols come into play because in this case, some critical decisions have to be made such as which is the optimal route from the source to the destination which is very important because often, the mobile nodes operate on some kind of battery power. Thus it becomes necessary to transfer the data with the minimal delay so as to waste less power [1] . One of the main difficulties in MANET (Mobile Ad hoc Network) is the routing problem, which is aggravated by frequent topology changes due to node movement, radio interference and network partitions. Many Routing protocols have been proposed in past and reported in the literature. The reactive approaches only find new routes when required like AODV.
II. DESCRIPTION OF AODV
The Ad hoc On Demand Distance Vector (AODV) routing algorithm is a routing protocol designed for Ad hoc mobile networks. AODV is capable of both unicast and multicast routing. It is an on demand algorithm, meaning that it builds routes between nodes only as desired by source nodes.
It maintains these routes as long as they are needed by the sources. Additionally, AODV forms trees which connect multicast group members. The trees are composed of the group members and the nodes needed to connect the members. AODV uses sequence numbers to ensure the freshness of routes. It is loop-free, self-starting, and scales to large numbers of mobile nodes. AODV builds routes using a route request / route reply query cycle [2] . When a source node desires a route to a destination for which it does not already have a route, it broadcasts a route request (RREQ) packet across the network. Nodes receiving this packet update their information for the source node and set up backwards pointers to the source node in the route tables. In addition to the source node's IP address, current sequence number, and broadcast ID, the RREQ also contains the most recent sequence number for the destination of which the source node is aware. A node receiving the RREQ may send a route reply (RREP) if it is either the destination or if it has a route to the destination with corresponding sequence number greater than or equal to that contained in the RREQ [3] . If this is the case, it unicast a RREP back to the source. Otherwise, it rebroadcasts the RREQ. Nodes keep track of the RREQ's source IP address and broadcast ID. If they receive a RREQ which they have already processed, they discard the RREQ and do not forward it. As the RREP propagates back to the source, nodes set up forward pointers to the destination. Once the source node receives the RREP, it may begin to forward data packets to the destination. If the source later receives a RREP containing a greater sequence number or contains the same sequence number with a smaller hop count, it may update its routing information for that destination and begin using the better route.
AODV is another variant of classical distance vector routing algorithm, based on DSDV and DSR. It shares DSR's on demand characteristics hence discovers routes whenever it is needed via a similar route discovery process. However, AODV adopts traditional routing table; one entry per destination which is in contrast to DSR that maintains multiple route cache entries for each destination. The initial design of AODV is undertaken after the experience with DSDV routing algorithm [4] . As long as the route remains active, it will continue to be maintained [5] - [7] . A route is considered active as long as there are data packets periodically traveling from the source to the destination along that path. Once the source stops sending data packets, the links will time out and eventually be deleted from the intermediate node routing tables. If a link break occurs while the route is active, the node upstream of the break propagates a route error (RERR) message to the source node to inform it of the now unreachable destination(s). After receiving the RERR, if the source node still desires the route, it can reinitiate route discovery [8] , [9] .
III. GLOMOSIM 2.03
Global Mobile Information System Simulator (GloMoSim) simulates networks with up to thousand nodes linked by a heterogeneous communications capability that includes multicast, asymmetric communications using direct satellite broadcasts, multihop wireless communications using ad-hoc networking, and traditional Internet protocols. Developers use these simulators to model the wired or wireless network design process. It is being designed using the parallel discrete-event simulation capability provided by Parsec [10] . This makes it possible to evaluate various design alterations and configurations before even deploying the actual devices and components.
Based on the outcome of the validation process, simulations once can again be attempted for optimization of the hardware performance. Most network systems are currently build using a layered approach that is similar to the OSI seven layer network architecture. The plan is to build GloMoSim using a similar layered approach. Standard APIs will be used between the different simulation layers. This will allow the rapid integration of models developed at different layers by different people. It usually made available on a standalone machine. The goal is to build a library of parallelized models that can be used for the evaluation of variety of wireless network protocols. The proposed protocols stack will include models for the channel, radio, MAC, network, transport, and higher layers. The simple approach to designing a network simulation would be to initialize each network node in the simulation as a Parsec entity. We can view different entity initializations as being separate logical processes in the system. Hence each entity initialization requires its own stack space in the runtime. In GloMoSim, we are trying to build a simulation that will scale to thousands of nodes. If we have to instantiate an entity for each node in the runtime, the memory requirements would increase dramatically. The performance of the system would also degrade rapidly. Since there are so many entities in the simulation, the runtime would need to constantly context switch among the different entities in the system. This will cause significant degradation in the performance of the simulation. Hence initializing each node as a separate entity will inherently limit the scalability and performance of the simulation [11] , [12] .
To circumvent these problems network gridding was introduced into the simulation. With network gridding, a single entity can simulate several network nodes in the system. A separate data structure representing the complete state of each node is maintained within the entity. Similarly we need to maintain the right level of abstraction. When the simulation code of a particular node is being executed it should not have access to the data structures of the other nodes in the simulation. The network gridding technique means that we can increase the number of nodes in the system while maintaining the same number of entities in the simulation. In fact, the only requirement is that we need only as many entities as the number of processors on which the simulation is being run. Hence if we are running a sequential simulation we need to initialize only one entity in the system. We also don't meet the memory or context switching problems that limit the simulation.
IV. SOFTWARE REQUIRED
GloMoSim requires the following software to run. However, you need to make sure you have enough access rights of defining the computer environmental variables. Java compiler for windows can be downloaded from the sun Microsoft site or with the software cd from software vendors.
A. Installing Glomosim 2.03
Download the glomosim2.03 software from the internet. Inside the glomosim directories which consist of two sub directories, can be found namely GloMoSim and parsec. Copy these sub directories into the c drive directly. Now set the path for environmental variables as mentioned below: 1) Install visual studio (vc++) 6.0 or above. While installation check the option Register Environment variable, (press enter) GloMoSim is now ready to use.
B. Simulate Network Using Glomosim 2.03
After successfully installing GloMoSim, a simulation can be started by executing the following command in the BIN subdirectories.
C:\glomosim\bin\glomosim config.in The inputfile contains the configuration parameters for the simulation (an example of such file is CONFIG.IN). A file called GLOMO.STAT is produced at the end of the simulation and contains all the statistics generated [13] , [14] .
V. THE VISUALIZATION TOOL
The output data of the network is generated and stored in glomo.stat file. We can use other tools to do an analysis of glomo.stat file either by Gnuplot, Qualnet and java and by making program in c by showing result in excel. 
VI. EXPERIMENTAL RESULT
The network simulation is implemented using GloMoSim 2.03 simulation tool. In this scenario, AODV routing protocols are evaluated based on the two performance metrics which are
1) Packet delivery fraction 2) End to End delay
The simulation environment for this scenario is as below: Based on the figure we analysis the performance of AODV on metric packet delivery fraction with varying no. of nodes. Based on the figure us analysis the performance of AODV on metric End to End Delay with varying no. of nodes.
B. End To End Delay

VII. CONCLUSION
The performance of all routing protocols in MANET were measured with respect to metric like packet delivery fraction, end to end delay with varying no. of nodes by using GloMoSim simulator 2.03. This paper presents a simulation library called GloMoSim whose goal is to support accurate performance prediction of large scale network model. By the help of this simulator we can analyses the performance of any routing protocols like AODV.
