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REMARKS ON THE ASYMPTOTIC BEHAVIOR OF SCALAR
AUXILIARY VARIABLE (SAV) SCHEMES
ANASS BOUCHRITI, MORGAN PIERRE, AND NOUR EDDINE ALAA
Abstract. We introduce a time semi-discretization of a damped wave
equation by a SAV scheme with second order accuracy. The energy dis-
sipation law is shown to hold without any restriction on the time step. We
prove that any sequence generated by the scheme converges to a steady state
(up to a subsequence). We notice that the steady state equation associated
to the SAV scheme is a modified version of the steady state equation associ-
ated to the damped wave equation. We show that a similar result holds for
a SAV fully discrete version of the Cahn-Hilliard equation and we compare
numerically the two steady state equations.
Keywords: gradient flow, Allen-Cahn equation, Cahn-Hilliard equation, sine-
Gordon equation, SAV schemes, BDF methods.
1. Introduction
Gradient flow equations are essential in materials science and engineering or
physically motivated problems. A gradient flow is a dynamic driven by a free
energy and a dissipation mechanism. It has the general form
∂φ
∂t
= G
δE
δφ
, (1.1)
where φ is the state variable of the system and δE
δφ
is the variational derivative
of a free energy E[φ]. The nonpositive symmetric operator G partakes in the
dissipation of the energy through
d
dt
E[φ] =
δE
δφ
∂φ
∂t
= (
δE
δφ
,G
δE
δφ
) ≤ 0.
In a large class of physical models, on which we focus here, G is a differential
operator with constant coefficients (such as −Id, ∆, . . . ) and the derivative
δE
δφ
can be written as
δE
δφ
= Lφ+ F ′(φ), (1.2)
where L is a linear symmetric nonnegative operator and the nonlinear part
F (φ) is the free energy density. In such case, the free energy reads
E[φ] =
1
2
(Lφ, φ) + (F (φ), 1).
The nonlinear term F ′(φ) can also include derivatives of order less than L
thus it (F ′(φ)) can be perceived as the variational derivative of F (φ). This
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framework includes the Cahn-Hilliard equation [6], the Allen-Cahn equation [2],
the phase field crystal equation [8], epitaxial growth models [19], . . .
Most of the solutions of gradient flows are analytically unattainable, so that
attempts to obtain concrete and reliable solutions must resort to numerical
methods. Many efforts have been put on finding numerical schemes which
preserve the dissipation mechanism (see [1, 3, 5, 12, 21, 32] and references
therein). This ensures the stability of the numerical solution on long time
scales.
Regarding the time discretization of (1.1), one of the most efficient approach
is to treat the linear term implicitly and the nonlinear term explicitly in (1.2).
However, for Cahn-Hilliard type equations, the assumptions on the nonlinearity
F (φ) and the restriction on the time step remain severe [29]. In a recent paper
of Shen et al [28], these inconveniences are avoided by introducing the so-called
scalar auxiliary variable (SAV). The variable expand the degree of freedom of
the dynamical system.
We note that the SAV approach is an enhanced version of the invariant en-
ergy quadratization (IEQ) (see section 2 for details). It has been applied to a
great variety of situations (see, e.g., [7, 28, 30]) and at every time step, only
two linear PDEs with constant coefficients need to be solved. This can be very
efficiently done with a FFT or a spectral method. The dissipation mechanism
has been proved to hold for first order and second order SAV schemes (BDF2,
Crank-Nicolson) without any restriction on the time step (unconditional sta-
bility). Convergence of the SAV method as the time step goes to 0 has been
proved in [24, 27].
In this note, we investigate the asymptotic behavior of solutions generated by
SAV schemes, as time goes to infinity. We focus on a time semi-discretization
of the damped wave equation with second order accuracy, namely the backward
differentiation formula of order 2 (SAV/BDF2).
Our damped wave equation includes the dissipative sine-Gordon equation
and the modified Allen-Cahn equation as particular cases. It is a model prob-
lem for evolution equations of the form
∂2φ
∂t2
+
∂φ
∂t
= G
δE
δφ
, (1.3)
with G and E as previously. In (1.3), the dissipation mechanism reads, assum-
ing that G is invertible,
d
dt
(
1
2
(
∂φ
∂t
, (−G)−1
∂φ
∂t
) + E[φ]
)
= (
∂2φ
∂t2
, (−G)−1
∂φ
∂t
) +
δE
δφ
∂φ
∂t
= (
∂φ
∂t
, (G)−1
∂φ
∂t
) ≤ 0.
We see here that a modified energy is nonincreasing, namely the sum of a kinetic
energy and of the free energy E[φ]. Equations such as (1.3) are sometimes called
“gradient-like flows.”
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Many schemes which were developed for gradient flows have also been adap-
ted to gradient-like flows such as (1.3) (see [1, 14] and references therein). An
IEQ approach has been proposed for the modified phase field crystal equation
in [23]. But up to now, SAV schemes do not seem to have been considered so
we explain our approach in Section 2.
Then, we prove that the SAV/BDF2 scheme for the damped wave equa-
tion satisfies an energy dissipation law where no restriction on the time step
is required (unconditional stability, cf. Proposition 3.3). Moreover, we show
that the scheme can be implemented into an efficient way by solving two lin-
ear second-order equations with constant coefficients at each time step (Sec-
tion 3.4). In Theorem 3.4, we demonstrate that any sequence generated by
the SAV scheme converges to a stationary state (up to a subsequence). To the
extent of our knowledge, this is the first asymptotic result for a second order
time semi-discretization of the damped wave equation. In contrast, for most of
second order schemes which are known to preserve the dissipation mechanism
in (1.3), obtaining the precompactness of trajectories is an issue [14]. We note
that the standard BDF2 scheme applied to the gradient-like flow (1.3) does
not preserve the dissipation, unlike what happens for the gradient flow [5].
Our analysis shows that, because of the additional scalar auxiliary variable,
the steady state equation for the SAV scheme is a modified version of the steady
state equation for (1.1). This is a drawback of the SAV method since it could
drastically modify the longtime dynamics. We make this clear by examining
several examples in Section 3.6. In the last section, we perform numerical
simulations for the Cahn-Hilliard equation using a first order SAV scheme for
the time discretization and a finite element space discretization. This allows a
comparison with the theoretical results for a model gradient flow.
2. The SAV method for gradient-like flows
2.1. The IEQ and SAV methods for gradient flows. The SAV method
in an enhanced version of the invariant energy quadratization (IEQ) method
which was introduced in the work of [33] based on a Lagrange multiplier ap-
proach [4, 15]. In these methods, a fundamental idea is to add a variable to the
gradient flow (1.1) in such a way that the dissipation mechanism is preserved.
The time continuous IEQ version of the gradient flow (1.1) associated to the
energy (1.2) reads 

∂φ
∂t
= G
(
Lφ+
q√
F (φ) + C0
F ′(φ)
)
,
∂q
∂t
=
F ′(φ)
2
√
F (φ) + C0
∂φ
∂t
,
where q(t, x) =
√
F (φ) + C0. The free energy density F (φ) is assumed to be
bounded from below as C0 is a constant large enough such that F (φ)+C0 > 0.
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For the case of SAV, the reformulated system reads

∂φ
∂t
= Gw,
w = Lφ+
r√∫
F (φ)dx+ C0
F ′(φ),
dr
dt
=
1
2
√∫
F (φ)dx+ C0
∫
F ′(φ)φtdx,
(2.1)
where the variable q(t, x) is replaced by the scalar variable
r(t) =
√∫
F (φ)dx+ C0,
with C0 large enough. The intermediate variable w(x, t), which does not change
the dynamical system since ∂w
∂t
is not involved, is costumary in Cahn-Hilliard
type problems.
We note here that only
∫
F (φ)dx is required to be bounded from below. This
allows the possibility of studying a relatively larger class of physical models
since only a few acquire the boundedness of the free energy density [28]. We
can easily obtain a modified energy dissipation law by taking the inner products
of the above equations with w, −∂φ
∂t
and 2r respectively. It reads
d
dt
(
1
2
(Lφ, φ) + r2
)
= (Gw,w) ≤ 0.
The SAV system (2.1) is then discretized in time with an explicit expression
for the nonlinear terms and an implicit expression for the linear terms. For
instance, the first order time discrete SAV scheme reads

φn+1 − φn
∆t
= Gwn+1,
wn+1 = Lφn+1 +
rn+1√∫
F (φn)dx+ C0
F ′(φn),
rn+1 − rn =
1
2
√∫
F (φn)dx+ C0
∫
F ′(φn)(φn+1 − φn)dx.
(2.2)
The discrete dissipation law is obtained by taking the inner product of the
equations in (2.2) by ∆twn+1, φn− φn+1 and 2rn+1 respectively, and using the
well-known identity 2a(a− b) = a2 − b2 + (a− b)2 ≥ a2 − b2. It reads
En+1 − En ≤ ∆t(Gwn+1, wn+1) ≤ 0,
where En = 1
2
(Lφn, φn) + (rn)2. No restriction on the time step is required.
While IEQ and SAV are very identical from a numerical analysis point of
view, taking away the space dependency of the variable makes the numerical
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solving process greatly simplified. At every time step, only two linear equa-
tions with constant coefficients need to be solved for a SAV scheme, whereas
the IEQ requires solving two equations with variable coefficients. We refer the
reader to Sections 3.4 and 4.3 for more details.
2.2. The SAV approach for gradient-like flows. In order to derive a SAV
scheme for the gradient-like flow (1.3), we write the second order equation as a
first order system and we introduce the scalar variable r(t) as previously. This
reads 

∂φ
∂t
= ψ,
∂ψ
∂t
= −ψ + Gw,
w = Lφ+
r√∫
F (φ)dx+ C0
F ′(φ),
dr
dt
=
1
2
√∫
F (φ)dx+ C0
∫
F ′(φ)φtdx.
(2.3)
In (2.3), we take the inner product of the second equation by −G−1ψ, of the
third equation by −∂φ
∂t
and of the last equation by 2r. This yield the dissipation
law
d
dt
(
1
2
(ψ, (−G)−1ψ) +
1
2
(Lφ, φ) + r2
)
= (ψ,G−1ψ) ≤ 0.
We can obtain a SAV first time semi-discrete scheme which preserves the dissi-
pation by treating the nonlinear term explicitly and the linear term implicitly,
as in (2.2). Second order schemes based on BDF2 or Crank-Nicolson can also
be derived as for the gradient flows (see Section 3.2). We note that IEQ ap-
proach has been used in a similar manner for the conservative sine-Gordon
equation in [18].
3. A second order SAV scheme for the damped wave equation
3.1. Assumptions and notation. Let Ω denote a bounded domain of Rd
(d ≥ 1) with sufficiently smooth boundary ∂Ω. We consider the following
damped wave equation,
utt + ut −∆u+ f(u) = 0 in Ω× (0,+∞), (3.1)
subject to homogeneous Dirichlet on Ω. The well-posedness and asymptotic
behavior of equation (3.1) has been thoroughly studied (see, e.g., [10, 16, 17,
31, 34]).
Let | · |0 and (·, ·) be the standard L
2(Ω) norm and scalar product. We denote
by | · |1 = |∇·|0 the Hilbertian norm of the Sobolev space H
1
0 (Ω). Recall that
−∆ : H10 (Ω) −→ (H
1
0 (Ω))
′ is an isomorphism associated to the inner product
on H10 (Ω) through
〈−∆u, v〉(H10 (Ω))′×H10 (Ω) = (∇u,∇v) ∀u, v ∈ H
1
0 (Ω).
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We assume that the nonlinearity f : R→ R is continuous on R and if d ≥ 2,
we assume that there exist a positive constant c and a nonnegative real number
p such that
(d− 2)p < 4 and |f(s)| ≤ c(1 + |s|p+1) ∀s ∈ R. (3.2)
If d = 1, no growth assumption is required on f .
We define F as the function F (s) =
∫ s
0
f(x)dx. By (3.2), we have
|F (s)| ≤ c′(1 + |s|p+2) ∀s ∈ R,
for some positive constant c′. The assumption on p yields the Sobolev imbed-
ding H10 (Ω) ⊂ L
p+2(Ω) so that for all u ∈ H10 (Ω),
∫
Ω
F (u)dx is well defined [11].
We assume furthermore that there exists a constant C0 such that∫
Ω
F (u)dx+ C0 ≥ ε > 0, ∀u ∈ H
1
0 (Ω), (3.3)
for some ε > 0 is independent of u.
The growth assumption on f implies that the functional u 7→
∫
Ω
F (u)dx is
of class C1 on H10 (Ω) and that the (nonlinear) operator
u 7→ f(u) (3.4)
is continuous from H10 (Ω) into L
(p+2)/(p+1)(Ω) [20]. Moreover, by Ho¨lder’s in-
equality, for every u, v ∈ H10 (Ω), f(u)v ∈ L
1(Ω) and so L(p+2)/(p+1)(Ω) is con-
tinuously imbedded in (H10 (Ω))
′.
Formally, by multiplying equation (3.1) with ut and integrating on Ω, one
gets
1
2
d
dt
∫
Ω
|ut|
2dx+
∫
Ω
|ut|
2dx+
d
dt
∫
Ω
1
2
|∇u|2 + F (u)dx = 0.
In particular, the functional t 7→ E˜(u(t), ut(t)) is nonincreasing in time, where
E˜(u, v) :=
∫
Ω
1
2
|∇u|2 + F (u) +
1
2
|v|2dx. (3.5)
Example 3.1. If f(s) = sin s, then equation (3.1) is known as the sine-Gordon
equation (see, e.g., [31]). We have F (s) = 1−cos s and the nonlinearity satisfies
the required assumptions (3.2)-(3.3) with p = 0 for any dimension d ≥ 1.
Example 3.2. If f(s) = s3−s, equation (3.1) is sometimes called the modified
Allen-Cahn equation. We have F (s) = s4/4−s2/2 and the nonlinearity satisfies
assumptions (3.2)-(3.3) with p = 2 for 1 ≤ d ≤ 3.
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3.2. The SAV/BDF2 time discretization. We formally rewrite (3.1) as
a first-order system and we introduce scalar auxiliary variable (SAV) r(t) =√∫
Ω
F (u)dx+ C0 where C0 is a constant which satisfies (3.3). This yields
ut = v (3.6)
vt = −v +∆u−
r√∫
Ω
F (u)dx+ C0
f(u) (3.7)
r′(t) =
1
2
√∫
Ω
F (u)dx+ C0
∫
Ω
f(u)utdx (3.8)
Note that here, in comparison with (2.3), we do not introduce the intermediate
variable w because G is simply −Id.
A second-order time semi-discretization by BDF2 reads
3un+1 − 4un + un−1
2δt
= vn+1 (3.9)
3vn+1 − 4vn + vn−1
2δt
= −vn+1 +∆un+1 −
rn+1
sn+1/2
f(un+1/2) (3.10)
3rn+1 − 4rn + rn−1 =
1
2sn+1/2
∫
Ω
f(un+1/2)(3un+1 − 4un + un−1)dx,(3.11)
where un+1/2 = 2un − un−1 and sn+1/2 =
√∫
Ω
F (un+1/2)dx+ C0.
3.3. Energy stability. We define the discrete energy functional associated to
the dynamical system
E(u, v, r) =
1
2
|u|21 +
1
2
|v|20 + r
2. (3.12)
As a shortcut, we write
En = E(un, vn, r) =
1
2
|un|21 +
1
2
|vn|20 + (r
n)2. (3.13)
In Proposition 3.3, we derive a modified discrete energy associated to equa-
tions (3.9)-(3.11), which is written explicitly as
En = En +
1
2
∣∣2un − un−1∣∣2
1
+
1
2
∣∣2vn − vn−1∣∣2
0
+ |2rn − rn−1|2.
Proposition 3.3. The scheme (3.9)-(3.11) is unconditionally stable in the
sense that
En+1 + δt
∣∣vn+1∣∣2
0
+
1
2
∣∣un+1 − 2un + un−1∣∣2
1
+
1
2
∣∣vn+1 − 2vn + vn−1∣∣2
0
+ |rn+1 − 2rn + rn−1|2 ≤ En, (3.14)
for all n ≥ 1.
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Proof. We multiply (3.10) by 3un+1−4un+un−1 = 2δtvn+1 and equation (3.11)
by 2rn+1. We integrate on Ω and sum up the two equations. The nonlinear
terms cancel, yielding the following equation,
(3vn+1 − 4vn + vn−1, vn+1) + 2δ
∣∣vn+1∣∣2
0
+
(
∇un+1,∇(3un+1 − 4un + un−1)
)
+ 2(3rn+1 − 4rn + rn−1)rn+1 = 0.
The inequality (3.14) is a direct result of the following expansion [28]:
2(xn+1, 3xn+1 − 4xn + xn−1) =
∣∣xn+1∣∣2 + ∣∣2xn+1 − xn∣∣2
− |xn|2 −
∣∣2xn − xn−1∣∣2
+
∣∣xn+1 − 2xn + xn−1∣∣2 .

3.4. An efficient solver. It is well-known that SAV schemes can be very
efficiently solved. We show that this is the case for system (3.9)-(3.11).
We assume that (un, vn, rn) and (un−1, vn−1, rn−1) are known in H10 (Ω) ×
L2(Ω)×R. By eliminating vn+1 in (3.10), thanks to (3.9), we get the following
expression:
Aun+1 = 4vn − vn−1 +
3 + 2δt
2δt
(
4un − un−1
)
− 2δt rn+1 qn, (3.15)
where
A = 2δt
(
9 + 6δt
4δt2
I−∆
)
and qn =
f(un+1/2)
sn+1/2
.
By (3.11), we know that
rn+1 =
1
3
(4rn − rn−1) +
1
6sn+1/2
(
f(un+1/2), 3un+1 − 4un + un−1
)
. (3.16)
Thus, substituting the last equation into (3.15) yields
Aun+1 + δt
(
un+1, qn
)
qn = gn, (3.17)
where
gn =
2 + 3δt
2δt
(
4un − un−1
)
+
δt
3
(
qn, 4un − un−1
)
qn
+4vn − vn−1 − 2δt(4rn − rn−1)qn.
In order to solve (3.17), the idea is first to compute the term (un+1, qn).
This can be done by applying A−1 to (3.17) and taking the inner product with
qn (we note that A is an isomorphism from H10 (Ω) into (H
1
0 (Ω))
′ and that qn
belongs to (H10 (Ω))
′ by (3.4)). We obtain(
1 + δt
(
A−1qn, qn
) )
(un+1, qn) =
(
A−1gn, qn
)
.
The numerical implementation to solve un+1 at each iteration can be resumed
as follows:
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i) Compute A−1qn and (A−1qn, qn).
“This consists in solving a linear second order equation with constant
coefficients.”
ii) Compute A−1gn and (un+1, qn) = (A−1gn, qn) /
(
1 + δt (A−1qn, qn)
)
.
“This also consists in solving another linear second order equation with
constant coefficients.”
iii) Compute un+1 = A−1gn − δt (un+1, qn)A−1qn.
“At this stage, all terms required in (3.17) are known. We can then
easily find un+1.”
Once un+1 ∈ H10 (Ω) is known, v
n+1 ∈ L2(Ω) can be explicitly computed
with (3.9) and rn+1 with (3.11).
3.5. Asymptotic behavior. In this section, we assume that (u0, v0, r0) and
(u1, v1, r1) are given in H10 (Ω)× L
2(Ω)× R. We have seen in Section 3.4 that
the SAV/BDF2 scheme (3.9)-(3.11) generates a unique sequence
(
(un, vn, rn)
)
n
in H10 (Ω) × L
2(Ω) × R. We are interested in the asymptotic behavior of this
sequence as n goes to +∞.
It is easily seen that vn → 0 in L2(Ω) (see below). Thus, we focus on the
sequence (un, rn)n and we introduce its ω-limit set
ω ((un, rn)n) =
{
(u⋆, r⋆) ∈ H10 (Ω)× R | ∃nk −→∞, u
nk −→ u⋆ in H10 (Ω)
and rnk −→ r⋆ in R
}
.
For simplicity, we denote by V˜ the space H10 (Ω) × R associated with any
standard norm (in our case, we chose ‖ . ‖V˜ = | . |1+ | . |). We have the following
result.
Theorem 3.4. Let
(
(un, vn, rn)
)
n
be a sequence in H10 (Ω) × L
2(Ω) × R gen-
erated by the SAV/BDF2 scheme (3.9)-(3.11). Then vn → 0 in L2(Ω) and
the set ω ((un, rn)n) is a compact and connected subset of V˜ on which (u, r) 7→
E(u, 0, r) is constant. Furthermore, for each (u⋆, r⋆) ∈ ω ((un, rn)n) we have
−∆u⋆ +
r⋆
s⋆
f(u⋆) = 0 in (H10 (Ω))
′, (3.18)
where s⋆ =
√∫
Ω
F (u⋆)dx+ C0.
Proof. We know from Proposition (3.3) that the sequence (En) is nonincreasing.
Since (En) is bounded from below by 0, this sequence converges to some E∗
in R. As a consequence (see (3.13)), the sequences (un), (vn) and (rn) are
respectively bounded in H10 (Ω), L
2(Ω) and R.
We claim that the sequence (un) is precompact in H10 (Ω). The idea is to
demonstrate that (un) is bounded in a Sobolev spaceW2,q(Ω) for an appropriate
value of q > 1.
By (3.10), we have the following expression
∆un+1 = g(vn+1, vn, vn−1) +
rn+1
sn+1/2
f(un+1/2), (3.19)
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where g is a linear combination of vn+1, vn and vn−1. In particular, the se-
quence g(vn+1, vn, vn−1) is bounded in L2(Ω) and therefore in Lq(Ω) for any
1 < q ≤ 2. For the nonlinear term, we discuss according to d and we eventually
demonstrate that (f(un+1/2))n is bounded in L
q(Ω) for an appropriate choice
of q > 1.
If d ≥ 3, the growth condition (3.2) on the nonlinearity implies that for any
q ∈ [1, 2],
||f(un+1/2)||Lq(Ω) ≤ C
(
||un+1/2||Lq(Ω) + ||u
n+1/2||L(p+1)q(Ω)
)
.
By the Sobolev imbedding H10 (Ω) ⊂ L
2⋆(Ω), we know that (un+1) is bounded in
L2
∗
(Ω) where 2∗ = 2d
d−2
. A sufficient condition for (f(un+1/2))n to be bounded
in Lq(Ω) is that (p + 1)q ≤ 2∗ = 2d
d−2
. The assumption on p reads p(d − 2) <
4 which implies that p + 1 < d+2
d−2
. On choosing q = min{ 2
∗
p+1
, 2}, we have
2d/(d + 2) < q ≤ 2 and (f(un+1/2))n bounded in L
q(Ω), as required. Using
elliptic regularity, we obtain that (un+1)n is bounded in W
2,q(Ω). For such a
choice of q, W2,q(Ω) is compactly imbedded in H10 (Ω) [11]. The claim follows.
If d = 1 or d = 2, we obtain from the Sobolev imbeddings that (f(un+1/2))n
is bounded in Lq(Ω), for any 1 < q < ∞, so we may choose q = 2 and we
conclude as previously.
We know that (rn) is bounded in R and so the sequence (un, rn)n is pre-
compact in V˜ . It is well-known that ω ((un, rn)n) is closed in V˜ and therefore
compact.
On summing (3.14) from n = 1 to +∞, we find that
∞∑
n=1
δt|vn+1|2 +
1
2
|∇(un+1 − 2un + un−1)|2 + |rn+1 − 2rn + rn−1|2 ≤ E1 < +∞.
In particular,
(vn) −→ 0 in L2(Ω), (3.20)(
un+1 − 2un + un−1
)
−→ 0 in H10 (Ω), (3.21)
(rn+1 − 2rn + rn−1) −→ 0 in R. (3.22)
Moreover, by (3.9),
3un+1 − 4un + un−1 = 2δtvn+1 −→ 0 in L2(Ω).
Thus,
un+1 − un =
1
2
(
(3un+1 − 4un + un−1)− (un+1 − 2un + un−1)
)
−→ 0 in L2(Ω).
In a same manner, we obtain that
rn+1 − rn −→ 0 in R. (3.23)
By precompactness of the sequence (un) in H10 (Ω), we deduce that
un+1 − un → 0 in H10 (Ω). (3.24)
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We conclude, using a standard result, that ω ((un, rn)n) is connected in V˜ (see
Lemma 3.5).
Next, we write∣∣2un − un−1∣∣2
1
=
∣∣un + (un − un−1)∣∣2
1
= |un|21 + (∇u
n,∇(un − un−1)) +
∣∣un − un−1∣∣2
1
= |un|21 + ε
n
1
where εn1 −→ 0. Similarly,
|2rn − rn−1|2 = (rn)2 + εn2
where εn2 −→ 0. Thus,
En = |un|21 + 2(r
n)2 + εn,
where εn −→ 0. This implies that
En − εn −→ E⋆ = lim
(
|un|21 + 2(r
n)2
)
,
and so (u, r) 7→ 2E(u, 0, r) = |u|21 + 2(r)
2 is a constant equal to E⋆ on the set
ω ((un, rn)n).
Let now (u⋆, r⋆) ∈ ω ((un, rn)n). There exists a subsequence (u
nk , rnk) of
(un, rn)n such that (u
nk , rnk)→ (u⋆, r⋆) in V˜ . We have (recall (3.24))
unk+1/2 = 2unk − unk−1 → u⋆ in H10 (Ω).
Thus, snk+1/2 → s⋆ in R. By letting nk tend to +∞ in (3.10) we obtain the
steady state equation (3.18). 
For the reader’s convenience, we prove the following result.
Lemma 3.5. The set ω ((un, rn)n) is connected in V˜ .
Proof. Assume that ω ((un, rn)n) is not connected in V˜ . Then we can find two
nonempty closed sets K1 and K2 in V˜ such that
ω ((un, rn)n) = K1 ∪K2 and K1 ∩K2 = ∅.
We note that K1 and K2 are compact and we define
2ε = inf
x∈K1,y∈K2
‖x− y‖V˜ = min
(x,y)∈K1×K2
‖x− y‖V˜ > 0.
For simplicity, we write wn = (un, rn). By (3.23) and (3.24), ‖wn+1 −
wn‖V˜ −→ 0, so there exists N ∈ N such that for all n ≥ N , ‖w
n+1−wn‖V˜ ≤ ε.
For i = 1, 2, we define the infinite sets Ii = {n ≥ N : d(w
n, Ki) < ε/2}
(
Ki
are nonempty subset included in ω((un, rn)n)
)
. We can always find a certain
n0 ≥ N such that n0 ∈ I1 and n0 + 1 6∈ I1. The infimum is reached and so we
write
d(wn0 , K1) = ‖w
n0 − v1‖V˜ and d(w
n0+1, K2) = ‖w
n0+1 − v2‖V˜ ,
where v1 ∈ K1 and v
2 ∈ K2. We have
wn0+1 − wn0 = (v2 − v1) + (wn0+1 − v2) + (v1 − wn0),
12 A. BOUCHRITI, M. PIERRE, AND N. E. ALAA
hence,
‖wn0+1 − wn0‖V˜ ≥ ‖v
2 − v1‖V˜ −
(
‖wn0+1 − v2‖V˜ + ‖v
1 − wn0‖V˜
)
> 2ε− ε/2− ε/2 = ε.
This is absurd. The set ω ((un, rn)n) is therefore connected in V˜ , as claimed.

Remark 3.6. Theorem 3.4 shows that the sequence generated by the SAV
scheme converges to a steady state, up to a subsequence. We did not manage
to prove that the whole sequence converges to a single equilibrium, even with
additional assumptions on f . In contrast, in [26], we proved by means of a
Lojasiewicz-Simon inequality that the sequence generated by the backward
Euler scheme applied to (3.1) converges to a single equilibrium, for analytic
nonlinearities satisfying a one-sided Lipschitz condition.
3.6. Analysis of the steady state equation for three examples. In this
section, we compare the steady state equations for the damped wave equa-
tion (3.1) and for the SAV time semi-discrete version (3.9)-(3.11).
3.6.1. The two steady state equations. A steady state u ∈ H10 (Ω) for the
damped wave equation is a solution of (3.1) which does not depend on time,
that is a solution of the elliptic PDE
−∆u+ f(u) = 0 in Ω. (3.25)
If we consider the damped wave equation (3.1) as a first order system acting
on H10 (Ω)× L
2(Ω), that is{
ut = v,
vt = −v +∆u− f(u),
(3.26)
we see that (u⋆, v⋆) ∈ H10 (Ω)×L
2(Ω) is a steady state for (3.26) (i.e. a solution
which does not depend on time) if and only if (u⋆, v⋆) = (u⋆, 0) is a critical
point of the C1 functional E˜(u, v) defined by (3.5) in H10 (Ω)× L
2(Ω).
Concerning the SAV approach, we note the following.
Definition 3.7. A triple (u⋆, v⋆, r⋆) ∈ H10 (Ω)×L
2(Ω)×R is a stationary state
for the SAV scheme (3.9)-(3.11) (that is, a constant sequence which complies
with the scheme) if and only if v⋆ = 0 and
−∆u⋆ +
r⋆
s⋆
f(u⋆) = 0 in Ω, (3.27)
where s⋆ =
√∫
Ω
F (u⋆)dx+ C0.
The functional E(u, v, r) (cf. (3.12)) has a unique critical point in H10 (Ω)×
L2(Ω)×R which is (0, 0, 0), but there are a lot more steady states than (0, 0, 0).
We have a Lyapunov functional for the dynamical system (3.9)-(3.11) which
does not drive every solution to its unique critical point (0, 0, 0) (this is also
true for the continuous-in-time SAV dynamical system (3.6)-(3.8), so it is not
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a consequence of the time discretization: it is a consequence of the additional
auxiliary variable r). However, Theorem 3.4 shows that the energy dissipation
implies that, up to a subsequence, every sequence generated by the SAV scheme
converges to a steady state which solves (3.27).
By setting α = r⋆/s⋆ in (3.27), we a led to seek the functions u ∈ H10 (Ω)
which solve
−∆u+ αf(u) = 0 in Ω, (3.28)
for some constant α ∈ R. In general α 6= 1 so that (3.28) is only a modified
version of (3.25).
3.6.2. The linear damped wave equation. We first assume that f(u) = u, in
which case (3.1) is the linear damped wave equation. Equation (3.25) reads
−∆u+ u = 0 in Ω.
This linear PDE has a unique solution in H10 (Ω), namely u = 0. In contrast,
equation (3.28) reads
−∆u+ αu = 0 in Ω. (3.29)
This is a well-known eigenvalue problem. Let 0 < λ1 ≤ λ2 ≤ · · · denote the
eigevalues of −∆ with Dirichlet boundary conditions. If α = −λi for some i,
then (3.29) has a continuum of solutions corresponding to the eigenspace for
λi. If α 6= −λi for every i, then the unique solution to (3.29) is u = 0. With
this simple example, we see that the set of steady states is drastically different
for the damped wave equation and its SAV discretization.
3.6.3. The dissipative sine-Gordon equation. Next, we assume that f(u) =
sin u and d ≥ 1 (cf. Example 3.1). If d = 1 we simply assume that Ω is an
interval. If d ≥ 2, we assume that Ω is a bounded domain with a nonnegative
mean curvature (this holds for instance if Ω is convex or star-shaped), or that
Ω is an annulus of Rd.
Equation (3.28) reads
−∆u+ α sin u = 0 in Ω, (3.30)
with α ∈ R. If α > 0 (in particular if α = 1 as in (3.25)), then the unique
solution to (3.30) is u = 0. This is a consequence of Pohozaev’s identity in case
Ω is star-shaped [20]. The other situations have been considered in [13]. The
linearized equation of (3.30) at u = 0 reads
−∆w + αw = 0 in Ω,
and we recover the previous eigenvalue problem. Using a bifurcation approach
(see, e.g., [22]), it is possible to prove that a bifurcation branch starts for (3.30)
at every singular value α = −λi where λi is an eigenvalue of −∆ as previously.
Again, the set of steady states for (3.30) is therefore very different from the
case α = 1.
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3.6.4. The modified Allen-Cahn equation. Last, we consider the case where
f(u) = u3 − βu with β > λ1(> 0) and 1 ≤ d ≤ 3 (cf. Example 3.2). Equa-
tion (3.25) reads
−∆u+ u3 − βu = 0 in Ω. (3.31)
Let Eˆ(u) =
∫
Ω
1
2
|∇u|2 + F (u)dx with F (s) =
∫ s
0
f(s)ds = s4/4 − βs2/2. A
function u ∈ H10 (Ω) solves (3.31) if and only if u is a critical point of Eˆ in
H10 (Ω). By considering a minimizing sequence, it is easily seen that E has a
global minimizer u⋆ in H10 (Ω), which is therefore a solution of (3.31). On the
other hand Eˆ is of class C2 on H10 (Ω) and its hessian at some point u reads
〈d2Eˆ(u)h, h〉 =
∫
Ω
|∇h|2 + (3u2 − β)h2dx.
Since β > λ1, we see that the critical point 0 is unstable, so that u
⋆ 6≡ 0 on
Ω. Indeed, on choosing h = e1 as an eigenvector associated to λ1, we have
〈d2Eˆ(0)e1, e1〉 =
∫
Ω
|∇e1|
2 − β|e1|
2dx = (λ1 − β)|e1|
2
0 < 0.
Thus, 0 is not a global minimizer of Eˆ in H10 (Ω).
As a consequence, the pair (u⋆, 0) ∈ H10 (Ω)×L
2(Ω) is a global minimizer in
H10 (Ω) × L
2(Ω) of the functional E˜(u, v) defined by (3.5), whereas (0, 0) is a
critical point of E˜(u, v) in H10 (Ω)× L
2(Ω) which is not a global minimizer. In
contrast, (0, 0, 0) ∈ H10 (Ω) × L
2(Ω) × R is the unique global minimizer of the
functional E(u, v, r) (cf. (3.12)) associated to the SAV time discrete scheme.
This shows that the stability of a critical point can change drastically between
the damped wave equation (3.1) and its SAV time discrete version.
In the following result, we still assume that f(s) = s3 − βs with β > λ1 and
1 ≤ d ≤ 3.
Proposition 3.8. For every α ∈ (λ1/β,+∞) \ {1}, there exists uα ∈ H
1
0 (Ω)
which solves (3.28) but not (3.25). Moreover, there exists a sequence (αk)k∈N
in (λ1/β,+∞) \ {1} such that αk → 1 and uαk → u1 in H
1
0 (Ω), where u1 is a
global minimizer of Eˆ in H10 (Ω).
Proof. We have
F (s) + β2/4 = s4/4− βs2/2 + β2/4 = (s2 − β)2/4 ≥ 0,
so F is bounded from below. For every α > 0 we define
Eˆα(u) =
∫
Ω
|∇u|2 + α(F (u) + β2/4)dx.
By considering a minimizing sequence for Eˆα in H
1
0 (Ω), we obtain a global
minimizer uα for Eˆα. In particular, uα solves (3.28). If α > λ1/β, then by the
same argument as previously, we see that 0 is unstable, so that uα 6≡ 0 on Ω.
Thus, uα cannot solve both (3.28) and (3.25) unless α = 1.
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Now let αk be a sequence in (λ1/β,+∞) \ {1} such that αk → 1. Since 1 ≤
d ≤ 3, we have the Sobolev imbedding H10 (Ω) ⊂ L
6(Ω), so that the sequence
(f(uαk))k is bounded in L
2(Ω). By elliptic regularity, (uαk)k is bounded in
H2(Ω) ∩ H10 (Ω), which is compactly imbedded in H
1
0 (Ω) [11]. Thus, up to a
subsequence, which we still denote (αk)k, we have uαk → u¯ in H
1
0 (Ω)
It remains to show that the limit u¯ is a minimizer of Eˆ1. It is easily seen, by
continuity, that Eˆαk(uαk) → Eˆ1(u¯). Moreover, if u1 is a global minimizer for
Eˆ1, we have Eˆαk(u1) → Eˆ1(u1). Since Eˆαk(u1) ≥ Eˆαk(uαk), by letting k tend
to +∞, we obtain Eˆ1(u1) ≥ Eˆ1(u¯). Thus, u¯ is also a minimizer of Eˆ1 in H
1
0 (Ω)
(and we denote u¯ = u1). 
Remark 3.9. By setting rαk = αksαk where sαk =
√∫
Ω
F (uαk)dx+ C0, we
have a a sequence of initial values (uαk , 0, rαk) which are steady states for
the SAV scheme (3.9)-(3.11) and such that uαk → u1 and rαk/sαk → 1 but
rαk/sαk 6= 1 for all k. In other words, the SAV scheme starts very close to u1
and does not end up on a steady state of the PDE (but only close to u1, i.e.
at uαk).
4. Asymptotic behavior of a fully discrete SAV scheme for the
Cahn-Hilliard equation
We have seen in the previous section that the steady state equation for the
SAV scheme is a modified version of the steady state equation associated to the
PDE. This can be easily quantified by the ratio r⋆/s⋆ in (3.18), which should
be equal to 1 in an ideal situation.
In this section, we want to check this numerically. In order to underline
that the situation is not restricted to the damped wave equation with Dirich-
let boundary conditions, we consider the Cahn-Hilliard equation with no-flux
boundary conditions (a model problem for gradient flows). For the time dis-
cretization, we use a first order SAV scheme. For the space discretization,
we use a finite element method which naturally inherits the properties of the
continuous problem. We first prove that an asymptotic result similar to The-
orem 3.4 holds for the fully discrete scheme.
4.1. First order SAV/Finite Element method. We consider the Cahn-
Hilliard equation on a bounded polyhedral domain Ω of Rd (1 ≤ d ≤ 3)
ut = ∆w x ∈ Ω, t ≥ 0, (4.1)
w = −α∆u+ f(u) x ∈ Ω, t ≥ 0, (4.2)
endowed with Neumann boundary conditions. Here α > 0 and the nonlinearity
f is a polynomial of odd degree with positive leading coefficient; if d = 3,
we assume moreover that the degree of f is 1 or 3. Thus, f and F satisfy
assumptions (3.2)-(3.3).
The Cahn-Hilliard equation is a gradient flow for the H−1 scalar prod-
uct. The first order SAV scheme for (4.1)-(4.2) (known as SAV/BDF1) reads
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(cf. (2.2))
un+1 − un
δt
= ∆wn+1 (4.3)
wn+1 = −α∆un+1 +
rn+1√∫
Ω
F (un)dx+ C0
f(un) (4.4)
rn+1 − rn =
1
2
√∫
Ω
F (un)dx+ C0
∫
Ω
f(un)(un+1 − un)dx. (4.5)
For the space discretization, we use piecewise linear continuous (P 1) finite
elements based on a conforming triangulation of Ω [9]. The finite element
space Vh is a subspace of H
1(Ω) which has finite dimension and which contains
the constants. We denote (ϕ1, . . . , ϕNh) the standard basis and we seek u
n
h =∑Nh
i=1 u
n
i ϕi and w
n
h =
∑Nh
i=1w
n
i ϕi.
The space discrete variational form of (4.3)-(4.5) reads
(
un+1h − u
n
h
δt
, ϕh) = −(∇w
n+1
h ,∇ϕh), (4.6)
(wn+1h , χh) = α(∇u
n+1
h ,∇χh) +
rn+1
sn
(f(unh), χh), (4.7)
rn+1 − rn =
1
2sn
(f(unh), (u
n+1
h − u
n
h)), (4.8)
for all ϕh, χh ∈ Vh, where s
n =
√∫
Ω
F (unh)dx+ C0 and (·, ·) stands for the
scalar product in L2(Ω).
4.2. Energy estimate and asymptotic behavior. It is well-known that
the time semi-discrete SAV scheme (4.3)-(4.5) satisfies a stability estimate.
We prove that this still holds for the fully discrete version (4.6)-(4.8).
We choose ϕh = δtwh in (4.6), χh = −(u
n+1
h −u
n
h) in (4.7), we multiply (4.8)
by 2rn+1 and we add the resulting equations. The nonlinear terms cancel and
we obtain
α(∇un+1h ,∇u
n+1
h −∇u
n
h) + 2(r
n+1 − rn)rn+1 + δt|∇wn+1h |
2
0 = 0.
Next, we use the identity 2a(a− b) = a2 − b2 + (a− b)2. This yields
E(un+1h , r
n+1)+
α
2
|∇(un+1h −u
n
h)|
2
0+(r
n+1−rn)2+δt|∇wn+1h |
2
0 = E(u
n
h, r
n), (4.9)
where
E(uh, r) =
α
2
|∇uh|
2
0 + r
2.
This is the energy estimate, which is valid for all δt > 0 (unconditional stabil-
ity). Now, we choose ϕh ≡ 1 in (4.6). We obtain that (u
n+1
h , 1) = (u
n
h, 1) for
all n, so that the mass (unh, 1) is constant, that is
(unh, 1) = (u
0
h, 1), ∀n ≥ 0. (4.10)
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A steady state for the discrete dynamical system (4.6)-(4.8) is a constant
sequence, namely a triple (u⋆h, w
⋆
h, r
⋆) ∈ Vh × Vh × R such that w
⋆
h ≡ C
⋆ is
constant on Ω and (u⋆h, r
⋆) ∈ Vh × R satisfies
α(∇u⋆h,∇χh) +
r⋆
s⋆
(f(u⋆h), χh) = (C
⋆, χh), ∀χh ∈ Vh, (4.11)
where s⋆ =
√∫
Ω
F (u⋆h)dx+ C0.
Let (u0h, w
0
h, r
0) ∈ Vh × Vh × R. Then the fully discrete scheme (4.6)-(4.8)
generates a unique sequence (unh, w
n
h , r
n)n in Vh× Vh×R (see Section 4.3). We
have the following asymptotic result.
Theorem 4.1. Any sequence (unh, w
n
h , r
n)n generated by the SAV/BDF1 scheme
(4.6)-(4.8) converges in Vh × Vh × R (up to a subsequence) to a steady state
(u⋆h, C
⋆, r⋆) which solves (4.11) and where C⋆ is constant in Ω.
Proof. The energy estimate (4.9) shows that (E(unh, r
n))n is nonincreasing, so
(|∇unh|0)n and (r
n)n are bounded. By preservation of the mass (cf. (4.10)),
(unh, 1) is constant. The Poincare´-Wirtinger inequality shows that the Hilber-
tian norm on H1(Ω) defined by
v 7→ (|∇v|20 + (v, 1)
2)1/2
is equivalent to the standard H1(Ω) norm. Thus, (unh)n is bounded in H
1(Ω)
and therefore in Vh. Since Vh has finite dimension, the Bolzano-Weierstrass
theorem implies that for a subsequence, (unkh , r
nk)→ (u⋆h, r
⋆) in Vh × R.
Next, we sum the energy estimate (4.9) from n = 0 to n = +∞. We obtain
+∞∑
n=0
α
2
|∇(un+1h − u
n
h)|
2
0 + (r
n+1 − rn)2 + δt|∇wn+1h |
2
0 ≤ E(u
0
h, r
0) < +∞.
In particular, |∇wn+1h |0 → 0 and u
n+1
h − u
n
h → 0 in Vh. On choosing χh ≡ 1
in (4.7) and using the continuity of u 7→ f(u) in H1(Ω) (cf. (3.4)), we see that
(wnkh , 1) =
rnk
snk−1
(f(unk−1h ), 1)→
r⋆
s⋆
(f(u⋆h), 1),
where s⋆ =
√∫
Ω
F (u⋆h)dx+ C0. This shows that (w
nk
h ) converges to some
constant C⋆ ∈ R. By choosing n + 1 = nk in (4.7) and letting k tend to +∞,
for an arbitrary χh ∈ Vh, we obtain the steady state equation (4.11). The proof
is complete. 
Remark 4.2. As in Theorem 3.4, the ω-limit set of (unh, r
n)n is a compact
and connected subset of Vh ×R on which E is constant and equal to the limit
E⋆ = limn→+∞E(u
n
h, r
n).
Remark 4.3. If we replace ∆w by −w in (4.1), then (4.1)-(4.2) becomes the
Allen-Cahn equation. A similar asymptotic convergence result can be obtained
in that case. However, since the mass is not conserved for the Allen-Cahn
equation, some coercivity must be added in the linear term in order to deal
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with the Neumann boundary conditions [27]. This can be done for instance by
writing equation (4.2) as
w = −α∆u+ αu+ f˜(u),
with f˜(u) = f(u)− αu.
4.3. The linear solver. It is well-known that the SAV scheme for the Cahn-
Hilliard equation requires only the resolution of two linear systems with con-
stant coefficients [28]. We show this for the fully discrete finite element ver-
sion (4.6)-(4.8).
For this purpose, we introduce the matrix version of the scheme, which reads
BUn+1 −BUn
δt
= −AW n+1, (4.12)
BW n+1 = αAUn+1 +
rn+1
sn
F n, (4.13)
rn+1 − rn =
1
2sn
〈F n, Un+1 − Un〉. (4.14)
Here, unh =
∑Nh
i=1 u
n
i ϕi is identified with the column vector (u
n
1 , . . . , u
n
Nh
)t in
R
Nh , and wnh =
∑Nh
i=1w
n
i ϕi with (w
n
1 , . . . , w
n
Nh
)t as well, where (ϕ1, . . . , ϕNh) is
the usual finite element basis of Vh. We have set
sn =
√∫
Ω
F (unh)dx+ C0,
the matrix A = (Aij)1≤i,j≤Nh with Aij = (∇ϕi,∇ϕj) is the discrete Laplacian
and B = (Bij)1≤i,j≤Nh with Bij = (ϕi, ϕj) is the mass matrix. The nonlinear
term is the column vector F n = (F n1 , . . . , F
n
Nh
)t with
F ni =
∫
Ω
f(unh(x))ϕi(x)dx. (4.15)
In (4.14) we denote 〈·, ·〉 the usual scalar product in RNh .
We first eliminate W n+1. We get
BUn+1 − BUn
δt
= −αAB−1AUn+1 −
rn+1
sn
AB−1F n, (4.16)
rn+1 − rn =
1
2sn
〈F n, Un+1 − Un〉. (4.17)
Next, by eliminating rn+1 in (4.16) thanks to (4.17), we get
AsavU
n+1 +
δt
2
〈Qn, Un+1〉AB−1Qn = Gn, (4.18)
where Asav = B + αδtAB
−1A,
Qn =
F n
sn
and Gn = BUn − δtrnAB−1Qn +
δt
2
〈Qn, Un〉AB−1Qn. (4.19)
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The idea consists in computing 〈Un+1, Qn〉. Thus, we apply the operator
A−1sav to equation (4.18) and we take the scalar product with Q
n. This yields(
1 +
δt
2
〈A−1savAB
−1Qn, Qn〉
)
〈Un+1, Qn〉 = 〈A−1savG
n, Qn〉. (4.20)
In order to compute Un+1, we proceed as follows:
(i) We first compute A−1savG
n and A−1savAB
−1Qn. These are two linear sys-
tems.
(ii) We obtain 〈Un+1, Qn〉 from (4.20) by computing two scalar products
and a division (cf. Lemma 4.4).
(iii) From (4.18), we can compute Un+1 through
Un+1 = A−1savG
n −
δt
2
〈Qn, Un+1〉A−1savAB
−1Qn.
At this stage, all the required terms are known.
Lemma 4.4. The matrix A−1savAB
−1 is symmetric and positive semi-definite.
In particular,
1 +
δt
2
〈A−1savAB
−1Qn, Qn〉 ≥ 1 > 0.
Proof. The matrix A is symmetric and positive semi-definite, but it is not
invertible, so we set Aε = A + εI which is positive definite for ε > 0. The
symmetric matrix B is also positive definite. Thus, by letting Asav,ε = B +
αδtAεB
−1Aε, we have
(A−1sav,εAεB
−1)−1 = BA−1ε Asav,ε = BA
−1
ε B + αδtAε.
This is a symmetric and positive definite matrix, so its inverse A−1sav,εAεB
−1 is
also symmetric and positive definite. By letting ε→ 0+, the claim follows. 
Remark 4.5. The steady state equation for the dynamical system (4.16)-(4.17)
reads
αAB−1AU⋆ +
r⋆
s⋆
AB−1F ⋆ = 0, (4.21)
for some r⋆ ∈ R, where s⋆ =
√∫
Ω
F (u⋆h)dx+ C0, F
⋆
i =
∫
Ω
f(u⋆h)ϕidx (1 ≤ i ≤
Nh) and u
⋆
h =
∑Nh
i=1 u
⋆
iϕi. This is the matrix version of (4.11), since the matrix
A has a kernel of dimension 1 corresponding to the constant functions in Vh.
4.4. Numerical simulations. We perform numerical simulations in one space
dimension on Ω = (0, 1) with Matlab R©. The nonlinearity is f(s) = s3 − s and
α = 0.01. We consider an initial datum u0(x) = 0.9 cos(pix).
For the space discretization with P 1 finite elements, a uniform subdivision
with a space step equal to h = 1/(M − 1) with M = 400 is applied. The
nonlinear term F ni defined by (4.15) is computed with Gauss formula of order
5, so that the calculation is exactly up to the double precision. We note that
the matrices A and B are tridiagonal, but B−1 is a full matrix. And so, the
SAV operator Asav = B − αδtAB
−1A is also a full matrix. It would be more
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efficient to use a lumped mass (diagonal) matrix as an approximation of B,
but this would lead to an additional consistency error that we prefer to avoid.
Figure 1 illustrates that the generated sequence (unh)n converges to a state of
equilibrium and that the modified energy En = E(unh, r
n) associated to (4.6)-
(4.8) is nonincreasing in time (cf. (4.9)).
Figure 1. Convergence of (unh)n (left) and of the energy (E
n)n
right).
In order to show numerically that we have no guaranty that r⋆/s⋆ = 1
in (4.21), we study the relative difference (r⋆− s⋆)/s⋆ = r⋆/s⋆− 1. The results
are shown in Table 1 for various choices of the time step δt and of the constant
C0.
C0
δt 1
100
1
200
1
400
1
1000
0.1 0.00053 0.000162 0.000032 0.000004
0.2 0.00065 0.000267 0.000106 0.000033
0.4 0.00051 0.000227 0.000099 0.000034
0.8 0.00033 0.000149 0.000067 0.000024
100 0.00000321 0.00000157 0.00000072 0.00000026
1000 0.00000033 0.00000015 0.00000007 0.00000002
Table 1. Values of r⋆/s⋆ − 1 for the SAV/Cahn-Hilliard scheme
The iterations are stopped at the final time T = 4, at which time the steady
state is considered to be numerically reached. This is confirmed in Figure 2
where the difference |Un+1 − Un|∞ = ‖u
n+1
h − u
n
h‖∞ is plotted as a function of
the iteration n. We see that the value |Un+1−Un|∞ rapidly decreases from 10
−1
to 10−10 before stabilizing around 10−10. The time step used for this particular
simulation is δt = 1
100
and the SAV constant is C0 = 0.2. The corresponding
value of r
⋆
s⋆
− 1 equals 0.00065 as shown in Table 1.
Table 1 confirms that the ratio r⋆/s⋆ is never exactly equal to 1, but only
close to 1. For a given constant C0, we observe that the relative error for r
⋆
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Figure 2. Value of |Un+1 − Un|∞.
has an order close to O(δt), especially for large constants C0. This is consistent
with the first order approximation of the SAV scheme. Note that the space
discretization does not appear here, because we work in the space Vh with h
fixed.
For a fixed time step δt, the ratio seems to grow from C0 = 0.1 to C0 = 0.2,
and then it monotonically decreases as C0 increases. This does not mean C0
should be chosen very large, because the numerical errors due to a very large
constant C0 could significantly change the numerical solution. We should rather
seek an optimal value of C0 (possibly small). An approach has been proposed
in [25].
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