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Extracting Superproperty Candidates Using Vector Embeddings 
 ABSTRACT 
Hierarchical relationships between attributes in knowledge representation can have a 
number of benefits such as automatic alignment of attributes of differing semantic granularity, 
simultaneous assertion of semantically equivalent properties defined on different levels of a 
semantic hierarchy, etc. Many knowledge representation systems lack systematic hierarchical 
alignment of attributes. Since there are few existing sources of such inventories, there exists a 
bootstrapping problem for superproperty curation. Given the large number of pre-existing 
properties that can exist in a knowledge graph, it is difficult for human curators to evaluate all of 
the possible pairings of properties that may potentially represent a superproperty relationship. 
This disclosure describes a human-in-the-loop machine learning approach to seed a pre-existing 
collection of knowledge representation schema with superproperty relations.1 
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1  All authors have contributed equally. 
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BACKGROUND 
Hierarchical relationships between categories bring numerous benefits to systems for 
knowledge representation. Similarly, hierarchical relationships between attributes can also have a 
number of benefits. For example, a benefit can be the automatic alignment of attributes of 
differing semantic granularity, e.g., a local-specific narrow property can be automatically aligned 
with a universal wider property. Another benefit is the simultaneous assertion of semantically 
equivalent properties defined on different levels of a semantic hierarchy, e.g., a narrow property 
specifying the height of buildings and a more general property specifying the height of individual 
three dimensional objects. 
Many knowledge representation systems lack systematic hierarchical alignment of 
attributes. There are few existing sources of such inventories. Thus, there exists a bootstrapping 
problem for superproperty curation. Given the large number of pre-existing properties that can 
exist in a knowledge graph, it is difficult for curators to evaluate all of the possible pairings of 
properties that may potentially represent a superproperty relationship. 
DESCRIPTION 
This disclosure describes a human-in-the-loop machine learning approach to seed a pre-
existing collection of knowledge representation schema with superproperty relations. Automated 
candidate generation using these techniques can reduce the search space and can make the 
scaling problem more tractable.  
Fig. 1 illustrates an example process for automated generation of candidate 
superproperties using machine learning with human-in-the-loop for curation of the candidates, 
per techniques of this disclosure.  
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Fig. 1: Example process for automated extraction of superproperty candidates 
Embeddings of properties in a knowledge graph are created, e.g., using the English 
names and descriptions of properties (102) (when such a knowledge graph is in English). 
Properties of semantically similar popular topics in the knowledge graph are aligned, e.g., using 
an algorithm such as k-nearest neighbors (KNN) (104). Properties that are aligned to the same 
popular topic in the knowledge graph are grouped together (106). The set of candidate 
superproperties is pruned by collapsing pairs of properties that are inverse of each other (108). 
An example of such a pair is /film/film/actor and /film/actor/film. Clusters that have less than k 
properties are filtered out (110). Human evaluation is performed on the remaining clusters (112).  
The embeddings of properties can be created using an encoder such as the Universal 
Sentence Encoder [1], which is a model for general purpose sentence embeddings, trained on 
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multiple tasks and languages. In addition to comparing for semantic similarity as described 
herein, the embeddings can be used as an input for training models for downstream tasks. For 
each object from the knowledge graph that is indexed, text descriptive of the object (e.g., names, 
descriptions, etc.) is obtained. Vectors are created using the encoder and index. The vectors can 
be queried with an approximate nearest neighbor index. 
For each schema from the knowledge graph, metadata about its structural components 
(e.g., domain and range of the properties, type hierarchies, etc.) is also indexed. The metadata 
can be used to constrain the search for candidates in a way that is aligned with the symbolic 
semantics of the ontology. For every property in the ontology, the top N results (e.g., top 3, top 
5, etc.) obtained from the ranked list of topic matches can be generated through language 
embeddings.  
From these raw results, a property clustering can be obtained by clustering properties 
with the same topic embedding. The resulting property clusters can then be filtered according to 
various criteria, e.g., simple criteria such as a cluster must contain more than k properties, 
collapsing of master/reverse property pairs, etc. After the filtering, the clusters can be sent to 
human reviewers for evaluation. The human reviewers can be provided with curation guidelines 
that describe how the property clusters are to be evaluated and how to curate superproperty 
relationships identified in them. The superproperty can sometimes be included in the cluster 
e.g.,{car/color, object/color}, or may need to be added to schema, such as {car/color, 
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CONCLUSION 
This disclosure describes a human-in-the-loop machine learning approach to seed a pre-
existing collection of knowledge representation schema with superproperty relations. 
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