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Abstract—It has been widely studied how to schedule real-
time tasks on multiprocessor platforms. Several studies find
optimal scheduling policies for implicit deadline task systems,
but it is hard to understand how each policy utilizes the two
important aspects of scheduling real-time tasks on multipro-
cessors: inter-job concurrency and job urgency. In this paper,
we introduce a new scheduling policy that considers these two
properties. We prove that the policy is optimal for the special
case when the execution time of all tasks are equally one and
deadlines are implicit, and observe that the policy is a new
concept in that it is not an instance of Pfair or ERfair. It
remains open to find a scheduliability condition for general
task systems under our scheduling policy.
I. INTRODUCTION
Real-time schedulability analysis have been studied for
achieving predictability on satisfying timing constraints. In
particular, scheduling policies for uniprocessor have been
extensively studied. EDF [1] and DM [2] are optimal
dynamic- and static-priority scheduling policies for preemp-
tive scheduling of periodic and sporadic tasks, respectively.
While uniprocessor scheduling has matured over years,
finding optimal scheduling policies for general task systems
on multiprocessor platforms is still an open problem. Some
studies (e.g., [3], [4], [5]) focused on adapting existing
uniprocessor scheduling to multiprocessor scheduling, but
they do not optimally utilize the processing capacity. This is
because uniprocessor policies are not designed to efficiently
handle concurrent executions. Several other studies (e.g.,
[6], [7], [8], [9], [10], [11]) have been introduced that
generate optimal schedules for implicit deadline task systems
on multiprocessor platforms, but some of these algorithms
suffer from high preemption overhead. Further, none of
them is able to preserve optimality for more general task
systems (such as constrained deadline task systems). We
believe this limitation in the state-of-art arises from the
fact that it is difficult to understand how existing policies
treat some of the important aspects of scheduling real-time
tasks on multiprocessor platforms. Therefore, in this paper,
we design a novel scheduling policy that clearly differs
from existing policies in this regard. That is, it explicitly
uses important aspects of scheduling like “job urgency” and
“inter-job concurrency” to prioritize jobs.
Handling the trade-off between “job urgency” and “inter-
job concurrency” is, in our opinion, the key to efficient
scheduling on multiprocessor platforms. This can be ex-
plained as follows. To maximize the number of concurrently
executing jobs, it is desirable to delay the finishing time of
jobs so that more unfinished jobs are available for schedul-
ing. For instance, a policy which gives “higher priority
to jobs with longer remaining execution time” implements
this concept. However, in order to meet hard real-time
requirements it is also important to finish jobs by their
deadlines. For instance, a policy which gives “higher priority
to jobs with earlier deadline” implements this concept.
Therefore, one approach for allowing a trade-off between
these concepts would be to simultaneously consider the
remaining execution time and deadline of jobs.
In this work, we first consider a simple and intuitive
scheduling policy based on the above discussion (called
Dynamic Density First (DDF)). The dynamic density of
a job is defined as its remaining execution time divided
by the time to deadline. Note that this parameter changes
continuously over a job’s lifetime. DDF assigns a higher
priority to a job with a larger dynamic density. However,
we observed that such a simple (and in some sense crude)
strategy does not offer a very fine-grained trade-off between
urgency and concurrency. For example, consider two jobs;
one with a higher dynamic density and a longer time to
deadline, and the other with a lower dynamic density but a
shorter time to deadline. As DDF will schedule the former
job, it could lead to a situation where the latter job misses
its deadline eventually. Therefore, it entails another more
refined scheduling strategy.
In this paper, we introduce a new scheduling policy
extending DDF. We observe and prove that DDF is an
optimal multiprocessor scheduler for implicit deadline tasks,
when their execution times are all equally one. DDF is
not optimal for general tasks with arbitrary execution times
however. Looking at how DDF fails to schedule such general
tasks, we observe that some jobs are executed earlier than
they should be. Its implication is that an optimal schedule
can be obtained from a DDF schedule if we can delay the
execution of “some” jobs. Reflecting this, we introduce a
new scheduling policy called LADD (Lagging And Dynamic
Density). A job is said to be lagging if it has a longer
remaining execution time when compared to some nominal
value (we describe this nominal value later in the paper).
In LADD, jobs are classified into two groups: a group of
lagging jobs and another group of non-lagging jobs. All jobs
in the lagging group have a higher priority than those in
the non-lagging group. Further, jobs in the same group are
scheduled using DDF policy. LADD favors lagging jobs first
and then jobs with higher dynamic density; it essentially
delays the execution of non-lagging jobs. Our goal is to
investigate the performance of LADD. In this paper, we
show that for the special case where the execution times
of all tasks are one, LADD produces the same (optimal)
schedule as the one by DDF. We are currently working on
finding a schedulability condition for general tasks systems
under LADD.
The contributions of this paper are as follows: we
introduce a new scheduling policy that considers both
concurrency and urgency; we prove the optimality of the
policy for a special task system; and we observe that the
policy is not an instance of Pfair [6] or ERfair [8].
Task Model. We assume a constrained deadline sporadic
task model [12]. In this model, a task τi is specified as
(Ti, Ci, Di), where Ti is the minimum separation, Ci is the
worst-case execution time requirement, and Di is the relative
deadline. We assume Ci ≤ Di ≤ Ti. A task τi invokes a
series of jobs, each separated from its predecessor by at
least Ti time units. We assume that a single job of a task
cannot be executed in parallel. There are m processors in
the system, and we assume that
∑
∀j
Cj
Dj
M= Dsys (named as
the system static density) is not more than m.
We use Di(t) and Ci(t) to denote the remaining time to
deadline and the remaining execution time, respectively, of
a job of τi at time t. The dynamic density of a job of τi at
t is then specified as Ci(t)Di(t) , and the system dynamic density
is
∑
j
Cj(t)
Dj(t)
M= Dsys(t). We express that a job of τi is active
at t when Ci(t) is non-zero. We denote the number of tasks
as n, and the number of active jobs at t as n(t).
We consider quantum-based (discrete) systems, and thus
the schedule is also quantum-based.
II. OPTIMALITY OF DDF FOR Ci = 1
In this section, we prove that we can schedule any task
set under the following assumptions: (A1) the task set is
scheduled by DDF; (A2) the system static density is not
more than m; and (A3) execution times of all tasks are one
(Ci = 1), and thus remaining execution times of all active
jobs are also one (Ci(t) = 1, ∀ active τi at t). First, we
prove that the system dynamic density does not increase in
case of no new arrival of jobs. Second, we prove that the
system dynamic density at any time t cannot exceed m in
spite of arrival of new jobs.
The first lemma shows that if remaining time to deadline
of all jobs are identical, then the system dynamic density
cannot increase in case of no new arrival of jobs.
Lemma 1: Assume that the following conditions: (A4) re-
maining time to deadline of all active jobs at t0 are identical
(i.e., Di(t0) = D(t0)); (A5) the system dynamic density at
t0 is not more than m; and (A6) there is no new arrival of
jobs in the interval [t0, t1). Then, Dsys(t) ≤ Dsys(t0) for
all t ∈ [t0, t1).
Proof: We use mathematical induction.
(The basis) At t0, Dsys(t0) ≤ Dsys(t0).
(The inductive step) We wish to prove the following: if
Dsys(t) ≤ m is true, then Dsys(t + 1) ≤ Dsys(t). From
(A3) and (A4), we derive Dsys(t) = n(t)D(t) implying n(t) =
Dsys(t) ·D(t). Assuming m jobs are serviced in [t, t+ 1),
we calculate n(t+1) = n(t)−m. We then have the results
below.
Dsys(t+ 1) =
n(t+ 1)
D(t+ 1)
=
Dsys(t) ·D(t)−m
D(t)− 1 ≤ Dsys(t).
Here we assumed that m jobs are scheduled in the time
interval [t, t + 1). If there are less than m active jobs at t,
then there is no active job at t+1. This means Dsys(t+1) =
0 ≤ Dsys(t), and hence this lemma is always true.
We now wish to show that the above lemma holds even
when remaining time to deadline of jobs are different.
For this purpose, we first show a system dynamic density
bounding transformation from a set of jobs with different
deadlines to a set of jobs with identical deadline (Lemma 2).
Then, in Lemma 3 we prove that Lemma 1 holds even when
job deadlines are different.
Lemma 2: Assume k · 1D =
∑
j
1
Dj
and D ≤ Dj for all
j. Then, we can derive that k · 1D−t ≥
∑
∀j
1
Dj−t for all
0 < t < D.
Proof:
k · 1
D − t = k ·
1
D
+ k · 1
D
· t
D − t =
∑
j
1
Dj
+
∑
j
1
Dj
· t
D − t
≥
∑
j
1
Dj
+
∑
j
1
Dj
· t
Dj − t =
∑
j
1
Dj − t
Lemma 3: Assume (A5) shown in Lemma 1, and suppose
there is no arrival of new jobs in [t, t + 1). Then, we can
derive that Dsys(t+ 1) ≤ Dsys(t).
Proof: Without loss of generality, we sort the index of
jobs by remaining time to deadline at t as follows.
D1(t) ≤ ... ≤ Dm(t) ≤ Dm+1(t) ≤ ... ≤ Dn(t)(t) (1)
We construct a set of new jobs satisfying the following:
(a) the system dynamic density at t of the new jobs is same
as that of the original jobs; (b) the m most urgent jobs (as
per DDF) from the new set is the same as that in the original
set; and (c) other new jobs except the m most urgent jobs
are the same as the mth urgent job in the original set. Note
that, with this transformation, the number of jobs in the new
set at time t is no more than that in the original set. Thus,
the set of new jobs can be expressed as follows.
D′1(t) ≤ ... ≤ D′m(t) = D′m+1(t) = ... = D′n′(t)(t),
where D′1(t) = D1(t), ..., D′m(t) = Dm(t)
and
n′(t)∑
j=1
1
D′j(t)
=
n(t)∑
j=1
1
Dj(t)
, n′(t) ≤ n(t) (2)
During [t, t + 1) the m most urgent jobs are serviced,
so the system dynamic density at t + 1 of the set de-
scribed in Eq. (2) is ∑n′(t)j=m+1 1D′j(t)−1 = n′(t)−mD′m+1(t)−1 . Here
we know that D′m+1(t) is equal to or less than any of
Dm+1(t), ..., Dn(t)(t). By Lemma 2, the system dynamic
density at t + 1 of the set described in Eq. (2) is not less
than that of the set described in Eq. (1).
We now define another set of new identical jobs as
follows:
D∗1(t) = ... = D
∗
m(t) = D
∗
m+1(t) = ... = D
∗
n∗(t)(t),
where
n∗(t)∑
j=1
1
D∗j (t)
=
n(t)∑
j=1
1
Dj(t)
, n∗(t) = n′(t) (3)
Note these jobs also have the system dynamic density at
t same as that of the original job set. Further, it is easy
to see that D∗m+1(t) ≤ D′m+1(t), and thus the system
dynamic density at t + 1 of the set described in Eq. (3)(∑n∗(t)
j=m+1
1
D∗j (t)−1
)
is equal to or larger than that of the
set described in Eq. (2)
(∑n′(t)
j=m+1
1
D′j(t)−1
)
. Therefore, by
Lemma 1 we get,
n(t+1)∑
j=1
1
Dj(t+ 1)
≤
n′(t+1)∑
j=1
1
D′j(t+ 1)
≤
n∗(t+1)∑
j=1
1
D∗j (t+ 1)
≤
n∗(t)∑
j=1
1
D∗j (t)
=
n(t)∑
j=1
1
Dj(t)
,
and thus we conclude that Dsys(t + 1) is not more than
Dsys(t)1. Similar to Lemma 1, it does not affect the proof
1In this lemma, the defined new jobs described in Eq. (2) and (3) may
have non-integer deadlines, which means a continuous system is allowed.
However, since the worst case of Dsys(t + 1) for both discrete and
continuous systems is not less than that for discrete systems, this lemma
holds for discrete systems.
that there can be less than m active jobs at t.
It now remains to prove that Lemma 1 holds even when
new jobs are released in the interval of interest. For this
purpose, we first prove that when the remaining time to
deadline of a job of τi becomes zero, the system dynamic
density is at most m −
(
1
Di
)
. The proof technique of the
following lemma is similar to that of Lemma 3.
Lemma 4: Assume (A5) in Lemma 1, and suppose there
is no arrival of new jobs in [t, t + D1(t)], where D1(t) is
the remaining time to deadline of the most urgent job at
t. We denote the number of most urgent jobs at t as N
(note all have deadline at t + D1(t)). Then we conclude
Dsys(t+D1(t)) ≤ Dsys(t)− ND1(t) .
Proof: Without loss of generality, we sort the index of
jobs by the remaining time to deadline at t.
D1(t) = ... = DN (t) ≤ DN+1(t) ≤ ... ≤ Dm·D1(t)(t)
≤ Dm·D1(t)+1(t) ≤ ... ≤ Dn(t)(t) (4)
We construct a set of new jobs in a similar way to
Lemma 3, as follows:
D′1(t) = ... = D
′
N (t) ≤ D′N+1(t) ≤ ... ≤ D′m·D′1(t)(t)
= D′m·D′1(t)+1(t) = ... = D
′
n′(t)(t),
where D′1(t) = D1(t), ..., D′m·D′1(t)(t) = Dm·D1(t)(t)
and
n′(t)∑
j=1
1
D′j(t)
=
n(t)∑
j=1
1
Dj(t)
, n′(t) ≤ n(t) (5)
By Lemma 2, the system dynamic density at t′ ∈ [t, t +
D1(t)] of the set described in Eq. (5) is equal to or larger
than that of the set described in Eq. (4).
We now define another set of new identical jobs similar
to Lemma 3, but in this case we do not change the N most
urgent jobs {D1(t), ..., DN (t)}.
D∗1(t) = ... = D
∗
N (t) ≤ D∗N+1(t) = ... = D∗m·D∗1 (t)(t)
= D∗m·D′1(t)+1(t) = ... = D
∗
n∗(t)(t),
where D∗1(t) = D1(t), ..., D∗N (t) = DN (t),
and
n∗(t)∑
j=1
1
D∗j (t)
=
n(t)∑
j=1
1
Dj(t)
, n∗(t) = n′(t) (6)
We can calculate the system dynamic density at t of the
set described in Eq. (6) by U∗sys(t) = ND∗1 (t) +
n∗(t)−N
D∗N+1(t)
.
During [t, t+D∗1(t)], D∗1(t) ·m jobs are serviced, and thus,
using U∗sys(t), we calculate the system dynamic density at
t+D1(t) of this set as follows.
U∗sys(t+D1(t)) =
n∗(t)−D∗1(t) ·m
D∗N+1(t)−D∗1(t)
=
n∗(t)−D∗1(t) · U∗sys(t)
n∗(t)−D∗1(t) ·m
(
U∗sys(t)− N
D1(t)
)
≤ U∗sys(t)− N
D1(t)
Using arguments identical to Lemma 3 we can conclude
that Dsys(t+D1(t)) is equal to or smaller than Dsys(t)−
N
D1(t)
.
Using the previous lemmas, we finally have the following
theorem.
Theorem 1: DDF can schedule any task set which satis-
fies (A2) and (A3).
Proof: Assume that the system dynamic density at t is
equal to or less than m. By Lemma 4, Dsys(t+D1(t)) is not
more than Dsys(t)− ND1(t) . At t+D1(t), we have enough
slack in the system dynamic density to accommodate the
arrival of a new job of task τ1. Since we assume constrained
deadline tasks, we then guarantee that the arrival of new jobs
of τ1 cannot make the system dynamic density larger than m.
Since we know the system dynamic density cannot increase
without arrival of new jobs from Lemma 3, it is enough to
look at points when remaining time to deadline of any job
becomes zero. Since the system dynamic density at the start
is not larger than m (system static density is at most m),
we then guarantee that the system dynamic density never
exceeds m.
At any time, there are at most m urgent jobs (i.e., Ci(t) =
Di(t)), and these jobs have the highest priorities. Therefore,
DDF can schedule any task set which satisfies (A2) and
(A3).
A direct corollary of the above theorem is that DDF is
optimal for implicit deadline task systems when execution
time of all tasks are equally one. As an aside, note that for
this specific task system, the schedule generated by DDF is
identical to that generated by global EDF.
III. TOWARD OPTIMALITY OF LADD
We have proved in Section II that DDF is an optimal
scheduling policy when the execution times of all tasks
are equally one and deadlines are equal to periods. But
it can be easily verified that DDF is not optimal without
such an assumption on the execution time. Consider a task
system that comprises of seven tasks as follows: τ1 = τ2 =
(14, 7, 14), τ3 = τ4 = τ5 = τ6 = τ7 = (5, 1, 5). This task
set is scheduled on a multiprocessor platform that consists
of two processors. As shown in Figure 1(a), if we apply
DDF, τ7 cannot be scheduled until its deadline t = 5. This
0      1      2     3     4     5
Deadline miss
(a) The original task set
0      1      2     3     4     5
(b) The alternative task set
Figure 1. Schedule under DDF
scheduling failure comes from early execution of τ1 and τ2.
If we substitute the original set by a new task set where
τ ′1 = τ
′
2 = (2, 1, 2) and other tasks are the same, DDF
produces a feasible schedule as shown in Figure 1(b). Since
any feasible schedule of the new task set can be used for the
original task set, we can see that DDF’s schedule becomes
a feasible schedule by postponing the execution of τ1 and
τ2.
To improve DDF, we must answer the question “when
to delay the execution of jobs and which ones.” For this
we consider a parameter called the expected remaining
execution time of task τi (denoted as CEi (t)). If a job of τi is
ideally scheduled with a rate of CiDi , its remaining execution
time at t becomes CEi (t), which means CEi (t) = CiDi ·Di(t).
A job is said to be lagging if Ci(t) is strictly larger than
CEi (t+1). The intuitive meaning of a lagging job is that if
the job is not serviced in [t, t+ 1), its remaining execution
time becomes larger than its expected remaining execution
time at t + 1. Using this concept of lagging, we now
introduce a new scheduling policy called LADD (Lagging
And Dynamic Density). In LADD, we divide jobs into two
groups: lagging jobs and non-lagging jobs. At every t, we
schedule m lagging jobs which have higher dynamic density
at t (scheduled by DDF). If there are less than m lagging
jobs, we schedule non-lagging jobs also prioritized using
DDF.
In the following theorem, we prove that a schedule of
LADD is the same as that of DDF for task sets where
execution times of all tasks are identically one2.
Theorem 2: LADD can schedule any task set, which
satisfies (A2) and (A3) shown in Section II.
Proof: Any active jobs at t satisfy the following.
CEi (t+ 1) =
Ci
Di
· (Di(t+ 1)) = 1
Di
· (Di(t)− 1) < 1 = Ci(t),
which means any active jobs are lagging. So, LADD pro-
duces the same schedule as DDF. By Theorem 1, we con-
clude that LADD can schedule any task set, which satisfies
(A2) and (A3). In other words, LADD is also optimal for
any implicit deadline task system where execution time of
all tasks are equally one.
In the following observation, we claim that LADD is a
new scheduling concept.
Observation 1: LADD is not an instance of Pfair or
ERfair.
Proof: We provide a example. Consider a task system
comprised of six tasks as follows: τ1 = (157, 66, 157), τ2 =
(667, 174, 667), τ3 = (867, 162, 867), τ4 = (132, 127, 132),
τ5 = (878, 120, 878), τ6 = (31, 1, 31). In this system, m =
2 and Dsys < 2. When we apply LADD, lag (as defined in
[6]) of τ5 at t = 8 is strictly larger than 1.0.
IV. CONCLUSION
We present a new multiprocessor scheduling policy that
offers a fine-grained trade-off between concurrency and
urgency. We prove that the proposed scheduling policy is
optimal for implicit deadline task systems where execution
time of all tasks are equally one. We also observe that our
scheduling policy is not an instance of Pfair or ERfair.
Our future work involves deriving a schedulability condi-
tion for general task systems under LADD. Another direc-
tion of our future work is to find the theoretical bound on
the number of preemptions and migrations. We also plan to
compare overhead of LADD with that of other scheduling
algorithms (e.g., EKG [9] and LLREF [7]) through simula-
tion and/or analysis.
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