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By J. Theodore Cox1 and Edwin A. Perkins2
Syracuse University and University of British Columbia
We prove a complete convergence theorem for a class of symmet-
ric voter model perturbations with annihilating duals. A special case
of interest covered by our results is the stochastic spatial Lotka–
Volterra model introduced by Neuhauser and Pacala [Ann. Appl.
Probab. 9 (1999) 1226–1259]. We also treat two additional models,
the “affine” and “geometric” voter models.
1. Introduction. In our earlier study of voter model perturbations [4–8]
we found conditions for survival, extinction and coexistence for these in-
teracting particle systems. Our goal here is to show that under additional
conditions it is possible to determine all stationary distributions and their
domains of attraction. We start by introducing the primary example of this
work, a competition model from [22].
The state of the system at time t is represented by a spin-flip process
ξt taking values in {0,1}Zd . The dynamics will in part be determined by a
fixed probability kernel p :Zd→ [0,1]. We assume throughout that
p(0) = 0, p(x) is symmetric, irreducible, and has covariance
matrix σ2I for some σ2 ∈ (0,∞).(1.1)
For most of our results we will need to assume that p(x) has exponential
tails, that is,
∃κ > 0,C <∞ such that p(x)≤Ce−κ|x| ∀x∈ Zd.(1.2)
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Here |(x1, . . . , xd)| = maxi |xi|. We define the local density fi = fi(x, ξ) of
type i near x ∈ Zd by
fi(x, ξ) =
∑
y∈Zd
p(y − x)1{ξ(y) = i}, i= 0,1.
Given p(x) satisfying (1.1) and nonnegative parameters (α0, α1), the sto-
chastic Lotka–Volterra model of [22], LV(α0, α1), is the spin-flip process ξt
with rate function cLV(x, ξ) given by
cLV(x, ξ) =
{
f1(x, ξ)(f0(x, ξ) +α0f1(x, ξ)), if ξ(x) = 0,
f0(x, ξ)(f1(x, ξ) +α1f0(x, ξ)), if ξ(x) = 1.
(1.3)
All the spin-flip rate functions we will consider, including cLV, will satisfy the
hypothesis of Theorem B.3 in [20]. By that result, for such a rate function
c(x, ξ), there is a unique {0,1}Zd -valued Feller process ξt with generator
equal to the closure of Ωf(ξ) =
∑
x∈Zd c(x, ξ)(f(ξ
x)− f(ξ)) on the space of
functions f depending on finitely many coordinates of ξ. Here ξx is ξ but
with the coordinate at x flipped.
One goal of [22] was to establish coexistence for LV(α0, α1) for some αi. If
we let |ξ|=∑x∈Zd ξ(x) and ξˆ(x) = 1− ξ(x) for all x ∈ Zd, then coexistence
for a spin-flip process ξt means that there is a stationary distribution µ for
ξt such that
µ(|ξ|= |ξ̂|=∞) = 1.(1.4)
In [22], coexistence was proved for
α= α0 = α1 ∈ [0,1)(1.5)
close enough to 0 and p(x) = 1N (x)/|N |, where
N = {x ∈ Zd : 0< |x| ≤ L}, L≥ 1,(1.6)
excluding only the case d= L= 1.
A special case of LV(α0, α1) is the voter model. If we set α0 = α1 = 1
and use f0 + f1 = 1, then cLV(x, ξ) reduces to the rate function of the voter
model,
cVM(x, ξ) = (1− ξ(x))f1(x, ξ) + ξ(x)f0(x, ξ).(1.7)
It is well known (see Chapter V of [18], Theorems V.1.8 and V.1.9 in par-
ticular) that coexistence for the voter model is dimension dependent. Let 0
(resp., 1) be the element of {0,1}Zd which is identically 0 (resp., 1), and let
δ0, δ1 be the corresponding unit point masses. If d≤ 2, then there are exactly
two extremal stationary distributions, δ0 and δ1, and hence no coexistence.
If d≥ 3, then there is a one-parameter family {Pu, u ∈ [0,1]} of translation
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invariant extremal stationary distributions, where Pu has density u, that is,
Pu(ξ(x) = 1) = u. For u 6= 0,1, each Pu satisfies (1.4), so there is coexistence.
Returning to the general Lotka–Volterra model, coexistence for LV(α0, α1)
for certain (α0, α1) near (1,1) (including α0 = α1 < 1, 1−αi small enough)
was obtained in [7] for d ≥ 3 and in [5] for d = 2. The methods used in
this work require symmetry in the dynamics between 0’s and 1’s, that is,
condition (1.5). Under this assumption, Theorem 4 of [7] and Theorem 1.2 of
[5] reduce to the following, with LV(α) denoting the Lotka–Volterra model
when (1.5) holds.
Theorem A. Assume d≥ 2 and (1.5) holds. If d= 2, assume also that∑
x∈Z2 |x|3p(x)<∞. Then there exists αc = αc(d)< 1 such that coexistence
holds for LV(α) for α ∈ (αc,1).
Given coexistence, one would like to know if there is more than one sta-
tionary distribution satisfying the coexistence condition (1.4), if so, what are
all stationary distributions and from what initial states is there weak con-
vergence to a given stationary distribution. To state our answers to these
questions for LV(α) we need some additional notation. Define the hitting
times
τ0 = inf{t≥ 0 : ξt = 0}, τ1 = inf{t≥ 0 : ξt = 1},
and the probabilities, for ξ ∈ {0,1}Zd ,
β0(ξ) = Pξ(τ0 <∞), β1(ξ) = Pξ(τ1 <∞),
β∞(ξ) = Pξ(τ0 = τ1 =∞),
where Pξ is the law of our process starting at ξ. The point masses δ0, δ1 are
clearly stationary distributions for LV(α). We write ξt⇒ µ to mean that the
law of ξt converges weakly to the probability measure µ. A law µ on {0,1}Zd
is symmetric if and only if µ(ξ ∈ ·) = µ(ξˆ ∈ ·).
We note here that for any translation invariant spin-flip system ξt satis-
fying the hypothesis (B4) of Theorem B.3 in [20],
β0(ξ) = 0 if |ξ|=∞ and β1(ξ) = 0 if |ξˆ|=∞.(1.8)
To see this for β0, assume ξ0 satisfies |ξ0| =∞. By assumption, there is a
uniform maximum flip rate M at all sites in all configurations. So for ξ0
and x such that ξ0(x) = 1, P (ξt(x) = 1) ≥ e−Mt. Since |ξ0| =∞, we may
choose An ⊂ Zd satisfying |An| = n, min{|x− y| :x, y ∈ An, x 6= y} →∞ as
n→∞, and ξ0(x) = 1 ∀x ∈An. Our hypotheses and translation invariance
allow us to apply Theorem I.4.6 of [18] and conclude that for any fixed t > 0,
E(
∏
x∈An
ξˆt(x))−
∏
x∈An
E(ξˆt(x))→ 0. It follows that for any n, there are
4 J. T. COX AND E. A. PERKINS
{εn} approaching 0 so that
P (ξt(x) = 0 ∀x ∈ ξ0)≤ P (ξt(x) = 0 ∀x ∈An)
≤ εn +
∏
x∈An
P (ξt(x) = 0)
≤ εn + (1− e−Mt)n→ 0 as n→∞.
Recall (see Corollary V.1.13 of [18]) that for the voter model itself and ξ0
translation invariant with P (ξ0(x) = 1) = u, we have ξt⇒ uδ1 + (1− u)δ0 if
d≤ 2, and ξt⇒ Pu if d≥ 3 and ξ0 is ergodic.
Theorem 1.1. Assume d≥ 2, and (1.2). There exists αc < 1 such that
for all α ∈ (αc,1), LV(α) has a unique translation invariant symmetric sta-
tionary distribution ν1/2 satisfying the coexistence property (1.4), such that
for all ξ0 ∈ {0,1}Zd ,
ξt⇒ β0(ξ0)δ0 + β∞(ξ0)ν1/2 + β1(ξ0)δ1 as t→∞.(1.9)
Theorem 1.1 is a complete convergence theorem, it gives complete answers
to the questions raised above. The first theorem of this type for infinite
particle systems was proved for the contact process in [15], where β1(ξ) = 0
for ξ 6= 1 and δ1 is not a stationary distribution. Our result is closely akin
to the complete convergence theorem proved in [17] for the threshold voter
model. (Indeed, we make use of a number of ideas from [17].) A more recent
example is Theorem 4 in [23] for the d = 1 “rebellious voter model.” For
p(x) = 1N (x)/|N |, N as in (1.6), the existence and uniqueness of ν1/2 in the
above context follows from results in [23] and Theorem A. The relationship
between Theorem 1.1 and results in [23] is discussed further in Remarks 2
and 3 below.
For LV(α), we note that if 0 < |ξ0| <∞, then 0 < β0(ξ0) < 1, where the
upper bound is valid for α close enough to 1, and if |ξ0|=∞, then β0(ξ0) = 0.
By the symmetry condition (1.5), this implies that the obvious symmetric
statements with (ξ̂0, β1) in place of (ξ0, β0) also hold by (1.5). To see the
above, note first that |ξ0|<∞ trivially implies β0 > 0 since one can prescribe
a finite sequence of flips that leads to the trap 0. The fact that β0 < 1 for
α < 1 close enough to 1 follows from the survival results in [7] for d ≥ 3
(see Theorem 1 there), and in [5] for d= 2 (see Theorem 1.4 there). Finally,
β0(ξ0) = 0 if |ξ0|=∞ holds by (1.8).
As our earlier comments on the ergodic theory of the voter model show,
the situation is quite different for α = 1 as (1.9) does not hold. Moreover,
by constructing blocks of alternating 0’s and 1’s on larger and larger annuli
one can construct an initial ξ0 ∈ {0,1}Zd for which the law of ξt does not
converge as t→∞. This suggests that the above theorem is rather delicate.
Nonetheless we make the following conjecture:
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Conjecture 1. For αi < 1, close enough to 1 and with α = (α0, α1)
in the coexistence region of Theorem 1.10 of [4], the complete convergence
theorem holds with a unique nontrivial stationary distribution να in place
of ν1/2.
If α approaches (1,1) so that 1−α11−α0 →m, then by Theorem 1.10 of [4], the
limiting particle density of να must approach u
∗(m), where u∗ is as in (1.50)
of [4]. Hence one obtains the one-parameter family of invariant laws for the
voter model in the limit along different slopes approaching (1,1).
The d ≥ 3 case of Theorem 1.1 is a special case of a general result for
certain voter model perturbations. We will define this class following the
formulation in [4] (instead of [6]), and then give the additional required
definitions needed for our general result. A voter model perturbation is a
family of spin-flip systems ξεt , 0< ε≤ ε0 for some ε0 > 0, with rate functions
cε(x, ξ) = cVM(x, ξ) + ε
2c∗ε(x, ξ)≥ 0, x ∈ Zd, ξ ∈ {0,1}Z
d
,(1.10)
where c∗ε(x, ξ) is a translation invariant, signed perturbation of the form
c∗ε(x, ξ) = (1− ξ(x))hε1(x, ξ) + ξ(x)hε0(x, ξ).(1.11)
Here we assume (1.1) and (1.2) hold, and for some finite N0 there is a law
qZ of (Z
1, . . . ,ZN0) ∈ ZdN0 , functions gεi on {0,1}N0 , i= 0,1 and ε1 ∈ (0,∞]
so that gεi ≥ 0, and for i= 0,1, ξ ∈ {0,1}Z
d
, x ∈ Zd and ε ∈ (0, ε1),
hεi (x, ξ) =−ε−21 fi(x, ξ) +EZ(gεi (ξ(x+Z1), . . . , ξ(x+ZN0))).(1.12)
Here EZ is expectation with respect to qZ . We also suppose that (decrease
κ > 0 if necessary)
P (Z∗ ≥ x)≤Ce−κx for x > 0,(1.13)
where Z∗ =max{|Z1|, . . . , |ZN0 |}, and there are limiting maps gi :{0,1}N0 →
R+ such that for some cg, r0 > 0,
‖gεi − gi‖∞ ≤ cgεr0 , i= 0,1.(1.14)
In addition, we will always assume that for 0< ε≤ ε0,
0 is a trap for ξεt , that is, cε(x,0) = 0.(1.15)
In adding (1.14) and (1.15) to the definition of voter model perturbation we
have taken some liberty with the definition in [4], but these conditions do
appear later in that work for all the results to hold.
It is easy to check that LV(α0, α1) is a voter model perturbation, as is
done in Section 1.3 of [4]. We will just note here that if αi = α
ε
i = 1 +
ε2θi, θi ∈R and hεi (x, ξ) = θ1−ifi(x, ξ)2, i= 0,1, then cLV(x, ξ) has the form
given in (1.10) and (1.11). Additional examples of voter model perturbations
are given in Section 1 of [4]. In fact, many interesting models from the
6 J. T. COX AND E. A. PERKINS
life sciences and social sciences reduce to the voter model for a specific
choice of parameters, and thus in many cases can be viewed as voter model
perturbations.
Coexistence results for voter model perturbations are given in [4] and
[7] for d ≥ 3 (and for the two-dimensional Lotka–Volterra model in [5]).
Here we will additionally require that our voter model perturbations be
cancellative processes, which we now define following Section III.4 of [18];
see also Chapter III of [16]. Let Y be the collection of finite subsets of Zd
and for x ∈ Zd, ξ ∈ {0,1}Zd and A ∈ Y , let H(ξ,A) =∏a∈A(2ξ(a)− 1) (an
empty product is 1). We will call a translation invariant flip rate function
c(x, ξ) (not necessarily a voter model perturbation) cancellative if there is a
positive constant k0 and a map q0 :Y → [0,1] such that
c(x, ξ) =
k0
2
(
1− (2ξ(x)− 1)
∑
A∈Y
q0(A− x)H(ξ,A)
)
,(1.16)
where A− x= {a− x :a ∈A}, q0(∅) = 0,∑
A∈Y
q0(A) = 1 and(1.17)
∑
A∈Y
|A|q0(A)<∞.(1.18)
This is a subclass of the corresponding processes defined in [18]. It follows
from (1.17) that c(x,1) = 0 and so 1 is a trap for ξ. The above rate will satisfy
the hypothesis of Theorem B.3 in [20] and so, as discussed above, determines
a unique {0,1}Zd -valued Feller process; see the discussion in Section III.4 of
[18] leading to (4.8) there. (One can also check easily that the same is true
of our voter model perturbations but at times we will only assume the above
cancellative property.)
Given c(x, ξ), k0, q0 as above, we can define a continuous time Markov
chain taking values in Y by the following. For F,G ∈ Y , F 6=G, define
Q(F,G) = k0
∑
x∈F
∑
A∈Y
q0(A− x)1{(F \ {x})∆A=G},(1.19)
where ∆ is the symmetric difference operator. As noted in [18], Q is the
Q-matrix of a nonexplosive Markov chain ζt taking values in Y ; see also
[16]. If we think of ζt as the set of sites occupied by a system of particles at
time t, then the interpretation of (1.19) is this. If the current state of the
chain is F , then at rate k0 for each x ∈ F :
(1) x is removed from F , and
(2) with probability q0(A− x), particles are sent from x to A, with the
proviso that a particle landing on an occupied site y annihilates itself and
the particle at y.
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Perhaps the simplest example of a cancellative/annihilative pair (ξt, ζt) is the
voter model and its dual annihilating random walk system. Here cVM(x, ξ)
satisfies (1.16) with k0 = 1, q0({y}) = p(y), q0(A) = 0 if |A| > 1; again, see
[16] and [18]. A second example, as shown in [22], is the Lotka–Volterra
process, assuming (1.5) and p(x) = 1N (x)/|N |, N satisfies (1.6) [this will be
extended to our general p(·)’s in Section 6].
The Markov chain ζt is the annihilating dual of ξt. The general duality
equation of Theorem III.4.13 of [18] (see also Theorem III.1.5 of [16]) and
[18], simplifies in the current setting to the following annihilating duality
equation:
E(H(ξt, ζ0)) =E(H(ξ0, ζt)) ∀ξ0 ∈ {0,1}Zd , ζ0 ∈ Y.(1.20)
In Section 2 we will recall from [16] and [18] several implications of this
duality equation for the ergodic theory of ξt.
Let Ye (resp., Yo) denote the set of A ∈ Y with |A| even (resp., odd). We
call ζt (or Q) parity preserving if
Q(F,G) = 0 unless F,G ∈ Ye or F,G ∈ Yo.(1.21)
Clearly ζt is parity preserving if and only if q0(A) = 0 for all A ∈ Ye. If ζt is
parity preserving we will call ζt irreducible if ζt is irreducible on Yo and also
on Ye \ {∅}, and Q(A,∅)> 0 for some A 6=∅.
One fact we need now is Corollary III.1.8 of [16]. Let µ1/2 be Bernoulli
product measure on {0,1}Zd with density 1/2. Then under (1.15) there is a
translation invariant distribution ν1/2 with density 1/2 such that
if the law of ξ0 is µ1/2 then ξt⇒ ν1/2 as t→∞;(1.22)
see (2.2) below for a proof. For a cancellative process, ν1/2 will always denote
this measure. We note that ν1/2 might be
1
2(δ0+ δ1) and hence not have the
coexistence property (1.4).
Theorem 1.15 of [4] gives conditions which guarantee coexistence for ξεt
for small positive ε. One assumption of that result, which we will need
here, requires a function f defined in terms of the voter model equilibria
Pu previously introduced. For bounded functions g on {0,1}Zd write 〈g〉u =∫
g(ξ)dPu(ξ), and note that 〈g(ξ)〉u = 〈g(ξ̂)〉1−u. As in [4], define
f(u) = 〈(1− ξ(0))c∗(0, ξ)− ξ(0)c∗(0, ξ)〉u, u ∈ [0,1],(1.23)
where c∗ is as in (1.11) but with gi in place of g
ε
i . As noted in Section 1 of
[4], f is a polynomial of degree at most N0+1, and is a cubic for LV(α0, α1).
We extend our earlier definitions of βi and τi to general spin-flip pro-
cesses ξ.
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Definition (Complete convergence). We say that the complete conver-
gence theorem holds for a given cancellative process ξt if (1.9) holds for all
initial states ξ0 ∈ {0,1}Zd , where ν1/2 is given in (1.22), and that it holds
with coexistence if, in addition, ν1/2 satisfies (1.4).
Theorem 1.2. Assume d≥ 3, cε(x, ξ) is a voter model perturbation sat-
isfying (1.2), (1.16)–(1.18) and f ′(0)> 0. Then there exists ε1 > 0 such that
if 0< ε< ε1 the complete convergence theorem with coexistence holds for ξ
ε
t .
Remark 1. As can be seen in our proof of Theorem 1.2, it is possible
to drop the exponential tail condition (1.2) if the voter model perturbations
are attractive, as is the case for LV(α); see, for example, (8.5) with C8.3 = 1
in [7] for the latter. To do this one uses the coexistence result in Section 6
of [7] rather than that in Section 6 of [4]. In particular it follows that in
Theorem 1.1 the complete convergence result holds for the Lotka–Volterra
models considered there for d ≥ 3 without the exponential tail condition
(1.2). For LV(α) with d= 2 we will have to use coexistence results in [5] to
derive the complete convergence results, and instead of (1.2) these results
only require ∑
x∈Z2
|x|3p(x)<∞.
See Remark 9 in Section 6.
Theorem 1.3 of [4] states that if the “initial rescaled approximate densities
of 1’s” approach a continuous function v in a certain sense, then the rescaled
approximate densities of ξt converge to the unique solution of the reaction
diffusion equation
∂u
∂t
=
σ2
2
∆u+ f(u), u0 = v.
Hence the condition f ′(0) > 0 means there is a positive drift for the local
density of 1’s when the density of 1’s is very small and so by symmetry a
negative drift when the density of 1’s is close to 1. In this way we see that this
condition promotes coexistence. It also excludes voter models themselves for
which the complete convergence theorem fails.
We present two additional applications of Theorem 1.2.
Example 1 (Affine voter model). Suppose
N ∈ Y is nonempty, symmetric and does not contain the origin.(1.24)
The corresponding threshold voter model rate function, introduced in [3], is
cTV(x, ξ) = 1{ξ(x+ y) 6= ξ(x) for some y ∈N}.
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See Chapter II of [20] for a general treatment of threshold voter models,
and [17] for a complete convergence theorem. The affine voter model with
parameter α ∈ [0,1], AV(α), is the spin-flip system with rate function
cAV(x, ξ) = αcVM(x, ξ) + (1− α)cTV(x, ξ),(1.25)
where cVM is as in (1.7). This model is studied in [23] with voter kernel
p(x) = 1N (x)/|N |, as an example of a competition model where locally rare
types have a competitive advantage.
Theorem 1.3. Assume d≥ 3, (1.2) holds and N satisfies (1.24). There
is an αc ∈ (0,1) so that for all α ∈ (αc,1), the complete convergence theorem
with coexistence holds for AV(α).
Remark 2. It was shown in Theorem 3(a) of [23] that, excluding the
case d= 1 and N = {−1,1}, if p(x) = 1N (x)/|N |, N as in (1.6), and coexis-
tence holds for LV(α), respectively, AV(α), for a given α < 1, then there is
a unique translation invariant stationary distribution ν1/2 satisfying (1.4).
Hence this is true for LV(α) in d≥ 2 for α < 1, and sufficiently close to 1, by
Theorem A, and for α sufficiently small by [22]. It is also true for AV(α) for
α= 0 by results in [3] and [19]. The same result in [23] also shows that if, in
addition, the dual satisfies a certain “nonstability” condition, then ξt⇒ ν1/2
if the law of ξ0 is translation invariant and satisfies (1.4). The complete
convergence results in Theorems 1.1 and 1.3 above (which are special cases
of Theorem 1.2 if d≥ 3) assert a stronger and unconditional conclusion for
both models for α near 1.
Example 2 (Geometric voter model). Let N satisfy (1.24). The geo-
metric voter model with parameter θ ∈ [0,1], GV(θ), is the spin-flip system
with rate function
cGV(x, ξ) =
1− θj
1− θ|N | if
∑
y∈N
1{ξ(x+ y) 6= ξ(x)}= j,(1.26)
where the ratio is interpreted as j/|N | if θ = 1. This geometric rate function
was introduced in [3], where it was shown to be cancellative. As θ ranges
from 0 to 1 these dynamics range from the threshold voter model to the
voter model. It turns out that the geometric voter model is a voter model
perturbation for θ near 1, and the following result is another consequence
of Theorem 1.2.
Theorem 1.4. Assume d ≥ 3 and N satisfies (1.24). There is a θc ∈
(0,1) so that for all θ ∈ (θc,1), the complete convergence theorem with coex-
istence holds for GV(θ).
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Remark 3 (Comparison with [17] and [23]). The emphasis in [23] was
on the use of the annihilating dual to study the invariant laws and the long
time behavior of cancellative systems. A general result (Theorem 6 of [23])
gave conditions on the dual to ensure the existence of a unique translation
invariant stationary law ν1/2 which satisfies the coexistence property (1.4)
and a stronger local nonsingularity property. It also gives stronger conditions
on the dual under which ξt ⇒ ν1/2 providing the initial law is translation
invariant and satisfies the above local nonsingularity condition. The general
nature of these interesting results make them potentially useful in a variety
of settings if the hypotheses can be verified.
In our work we focus on cancellative systems which are also voter per-
turbations. A non-annihilating dual particle system was constructed in [4]
to analyze the latter, and it is by using both dual processes that we are
able to obtain a complete convergence theorem in Theorem 1.2 for small
perturbations and d≥ 3 (d≥ 2 for LV in Theorem 1.1).
Theorem 1.1 of [17] gives a complete convergence theorem for the thresh-
old voter model, the spin-flip system with rate function cTV given in Exam-
ple 1 above, and a complete convergence result is established in [23] for the
one-dimensional “rebellious voter model” for a sufficiently small parameter
value. In both of these works, one fundamental step is to show that the
annihilating dual ζt grows when it survives, a result we will adapt for use
here; see Lemma 2.2 and the discussion following Remark 4 below. Both [17]
and [23] then use special properties of the particle systems being studied to
complete the proof. In Proposition 4.1 below we give general conditions un-
der which a cancellative spin-flip system will satisfy a complete convergence
theorem with coexistence. We then verify the required conditions for the
voter model perturbations arising in Theorems 1.2 and 1.1.
We conclude this section with a “flow chart” of the proof of the main
results, including an outline of the paper. First, the rather natural condition
we impose that 0 is a trap for our cancellative systems ξt will imply that ξt is
in fact symmetric with respect to interchange of 0’s and 1’s; see Lemma 2.1 in
Section 2. This helps explain the asymmetric looking condition f ′(0)> 0 in
Theorem 1.2 and the restriction of our results to LV with α1 = α2. Section 2
also reviews the ergodic theory of cancellative and annihilating systems.
As noted above, the core of our proof, Proposition 4.1, establishes a com-
plete convergence theorem for cancellative particle systems (where 0 is a
trap), assuming three conditions: (i) growth of the dual system when it sur-
vives, that is, (2.7), (ii) a condition (4.1) ensuring a large number of 0–1
pairs at locations separated by a fixed vector x0 for large t with high proba-
bility (ruling out clustering which clearly is an obstruction to any complete
convergence theorem) and (iii) a condition (4.2) which says if the initial
condition ξ0 contains a large number of 0–1 pairs with 1’s in a set A, then
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at time 1 the probability of an odd number of 1’s in A will be close to 1/2.
With these inputs, the proof of Propostion 4.1 in Section 4 is a reasonably
straightforward duality argument. This result requires no voter perturbation
assumptions and may therefore have wider applicability.
We then verify the three conditions for voter model perturbations. The
dual growth condition (2.7) is established in Lemma 2.2 and Remark 4 in
Section 2, assuming the dual is irreducible and the cancellative system itself
satisfies lim supt→∞P (ξt(0) = 1)> 0 when ξ0 = δ0. The latter condition will
be an easy by-product of our percolation arguments in Section 5. The irre-
ducibility of the annihilating dual is proved for cancellative systems which
are voter model perturbations in Section 3; see Corollary 3.3. Condition
(4.2) is verified for voter model perturbations in Lemma 4.2 of Section 4,
following ideas in [1]. In Section 5 (see Lemma 5.3) condition (4.1) is derived
for the voter model perturbations in Theorem 1.2 using a comparison with
oriented percolation which in turn relies on input from [4] (see Lemma 5.2)
and our condition f ′(0) > 0. Another key in this argument is the use of
certain irreducibility properties of voter perturbations to help set up the
appropriate block events. More specifically, with positive probability it al-
lows us to transform a 0–1 pair at a couple of input sites at one time into a
mixed configuration which has a “positive density” of both 0’s and 1’s at a
later time; see Lemma 3.4. The percolation comparison will provide a large
number of the inputs, and the mixed configuration will be chosen to ensure a
0–1 pair at sites with the prescribed separation by x0. In Section 5 we finally
prove Theorem 1.2. Theorem 1.1 is proved in Section 6, and the proofs of
Theorems 1.3 and 1.4 are given in Section 7. All of these latter results are
proved as corollaries to Theorem 1.2, except for the two-dimensional case of
Theorem 1.1, where the input for the percolation argument is derived from
[7] instead of [4].
2. Cancellative and annihilating processes: Growth of the annihilating
dual. Our main objective in this section (Lemma 2.2 below) is to show the
dual growth condition: under appropriate hypotheses, the annihilating dual
process ζt will either die out or grow without bound as t→∞.
We begin by pointing out the consequences of the assumption that 0 is a
trap for ξt. We assume here that c(x, ξ) is a translation invariant cancellative
flip rate function satisfying (1.16)–(1.18), ξt is the corresponding cancellative
process and ζt the corresponding annihilating process [the Markov chain on
Y with Q-matrix defined in (1.19)]. In part (iv) below we identify ξt with
the set of sites of type 1. Recall that H(ξ,A) =
∏
a∈A(2ξ(x)− 1).
Lemma 2.1. If ξt and ζt are as above, then the following are equivalent:
(i) 0 is a trap for ξt.
(ii) q0(A) = 0 for all A ∈ Ye, that is, ζt is parity-preserving.
12 J. T. COX AND E. A. PERKINS
(iii) ξt is symmetric, that is, c(x, ξ) = c(x, ξ̂).
(iv) The simplified duality equation holds
P (|ξt ∩ ζ0| is odd) = P (|ξ0 ∩ ζt| is odd) ∀ξ0 ∈ {0,1}Zd , ζ0 ∈ Y.(2.1)
Proof. Note that H(0,A) = (−1)|A|, which by (1.16) implies
c(0,0) =
k0
2
(
1 +
∑
A∈Y
q0(A)(−1)|A|
)
.
Thus 0 is a trap for ξt if and only if
∑
A∈Y q0(A)(−1)|A| =−1. Using (1.17),
we see that∑
A∈Y
q0(A)(−1)|A| =
∑
A∈Ye
q0(A)−
∑
A∈Yo
q0(A)≥
∑
A∈Ye
q0(A)− 1,
so (i) and (ii) are equivalent.
Using H(ξ̂,A) = (−1)|A|H(ξ,A) and (1.16), (ii) implies (iii) because
c(x, ξ̂) =
k0
2
(
1− (1− 2ξ(x))
∑
A∈Yo
q0(A− x)(−1)|A|H(ξ,A)
)
=
k0
2
(
1− (2ξ(x)− 1)
∑
A∈Y
q0(A− x)H(ξ,A)
)
= c(x, ξ).
Conversely, if c(0, ξ) = c(0, ξ̂) for all ξ, the previous calculation shows that∑
A∈Y
q0(A)H(ξ,A) =
∑
A∈Y
q0(A)(−1)|A|+1H(ξ,A).
Plug in ξ = 1 to get∑
A∈Y
q0(A) =
∑
A∈Yo
q0(A)−
∑
A∈Ye
q0(A),
which implies q0(A) = 0 if |A| is even. We now have that conditions (i)–(iii)
are equivalent.
The duality equation (1.20) is easily seen to be equivalent to
P (|ζ0| − |ξt ∩ ζ0| is odd) = P (|ζt| − |ξ0 ∩ ζt| is odd) ∀ξ0 ∈ {0,1}Zd , ζ0 ∈ Y.
If ζt is parity preserving, then this is equivalent to (iv). Conversely, if (iv)
holds, and we apply it with ξ0 = 0 and ζ0 = {x}, we get P (ξt(x) = 1) = 0 for
all t > 0. Since this holds for all x ∈ Zd, 0 must be a trap for ξt. 
We give a brief review (cf. [16, 18]) of the application of annihilating
duality to the ergodic theory of ξt. Recall that µ1/2 is Bernoulli product
measure with density 1/2 on {0,1}Zd . Let ζAt denote the Markov chain ζt
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with initial state A, and let ξ0 have law µ1/2. It is easy to see by integrating
(2.1) with respect to the law of ξ0 that
P (|ξt ∩A| is odd) = E(P (|ζAt ∩ ξ0| is odd |ζAt )1(ζAt 6=∅))
(2.2)
= 12P (ζ
A
t 6=∅) for all A ∈ Y.
The right-hand side above is monotone in t (∅ is a trap for ζt), and so the
left-hand side above converges as t→∞. By inclusion–exclusion arguments
the class of functions
{ξ→ 1(|ξ ∩A| is odd) :A ∈ Y } is a determining class,(2.3)
and hence also a convergence determining class since the state space is com-
pact. Therefore the above convergence not only implies (1.22), it character-
izes ν1/2 via: for all A ∈ Y ,
ν1/2(ξ : |ξ ∩A| is odd) = 12P (ζAt 6=∅ ∀t≥ 0).(2.4)
The measure ν1/2 is necessarily a translation invariant stationary distri-
bution for ξt with density 1/2, and a consequence of (2.4) is that ν1/2 6=
1
2 (δ0 + δ1) if and only if for some x 6= y ∈ Zd,
P (ζ
{x,y}
t 6=∅ ∀t≥ 0)> 0.(2.5)
Thus, a sufficient condition for coexistence for ξt is (2.5). Indeed, if (2.5)
holds, then ν1/2(ξ ∈ ·|ξ /∈ {0,1}) is a translation invariant stationary distri-
bution for ξt which must satisfy (1.4). (There are countably many configu-
rations ξ with |ξ|<∞, none of which can have positive probability because
there are countably many distinct translates of each one.)
Establishing (2.5) directly is a difficult problem for most annihilating
systems. [Not so for the annihilating dual of the voter model, since (2.5)
follows trivially from transience if d≥ 3 but fails if d≤ 2.] To use annihilating
duality to go beyond (1.22) requires more information about the behavior
of ζt. In particular, one needs that either |ζt| → 0 or |ζt| →∞ as t→∞; see
[1], for instance. The following general result gives a condition for this which
we can check for certain voter model perturbations. It is a key ingredient in
the proofs of Theorems 1.1 and 1.2.
We now assume that 0 is a trap for ξt, and so all the properties listed in
Lemma 2.1 will hold.
Lemma 2.2 (Handjani [17], Sturm and Swart [23]). Let ζt be a transla-
tion invariant annihilating process with Q-matrix given in (1.19) satisfying
(1.17) and (1.18). If ζt is irreducible, parity-preserving, and satisfies
lim sup
t→∞
P (0 ∈ ζ{0}t )> 0,(2.6)
then
lim
t→∞
P (0< |ζBt | ≤K) = 0 for all nonempty B ∈ Y and K ≥ 1.(2.7)
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Remark 4. If ζt has associated cancellative process ξt which has 0 as
a trap, then the parity-preserving hypothesis in the above result follows by
Lemma 2.1. If we let ξ
{0}
t denote this process with initial state ξ
{0}
0 = {0},
then by the duality equation (2.1), (2.6) is equivalent to
lim sup
t→∞
P (ξ
{0}
t (0) = 1)> 0.(2.8)
The limit (2.7) was proved in [17] (see Proposition 2.6 there) for the an-
nihilating dual of the threshold voter model. The arguments in that work
are in fact quite general, and with some work can be extended to estab-
lish Lemma 2.2 as stated above. Rather than provide the necessary details,
we appeal instead to Theorem 12 of [23], which is proved using a related
but somewhat different approach. To apply this result, and hence estab-
lish Lemma 2.2, we must do two things. The first is to show that (3.54)
in [23] [see (2.17) below] holds; the second is to show that our condition
(2.6) implies the nonstability condition in Theorem 12 of [23]. The latter
is nonpositive recurrence of ζ “modulo translations”; see the conclusion of
Lemma 2.4 below.
In preparation for these tasks we give a “graphical construction” (as in
[15] or [3]) of ζt. For x ∈ Zd, let {(Sxn,Axn, ) :n ∈ N} be the points of inde-
pendent Poisson point processes {Γx(ds, dA) :x ∈ Zd} on R+×Y with rates
k0 dsq0(dA). For R⊂Rd and 0≤ t1 ≤ t2 we let
F(R× [t1, t2]) = σ(Γx|Zd×[t1,t2] :x ∈R).
Then for Si =Ri×Ii as above (i= 1,2), F(S1) and F(S2) are independent if
S1 ∩S2 =∅. At time Sxn draw arrows from x to x+ y for each y ∈Axn \ {0}.
If 0 /∈ Axn put a δ at x (at time Sxn). For x, y ∈ Zd and s < t we say that
(x, s)→ (y, t) if there is a path from (x, s) to (y, t) that goes across arrows,
or up but not through δ’s. That is, (x, s)→ (y, t) if there are sequences
x0 = x,x1, . . . , xn = y and s0 = s < s1 < · · ·< sn < sn+1 = t such that:
(i) for 1≤m≤ n, there is an arrow from xm−1 to xm at time sm;
(ii) for 1≤m≤ n+ 1, there are no δ’s in {xm−1} × (sm−1, sm),
and no δ at (y, t). For 0≤ s < t, x, y ∈ Zd and B ∈ Y define
N
(x,s)
t (y) = the number of paths up from (x, s) to (y, t),
ζB,st =
{
y :
∑
x∈B
N
(x,s)
t (y) is odd
}
,
ζ¯B,st =
{
y :
∑
x∈B
N
(x,s)
t (y)≥ 1
}
,
and write ζBt for ζ
B,0
t and ζ¯
B
t for ζ
B,0
t .
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The process ζt is the annihilating Markov chain on Y with Q-matrix as in
(1.19). The process ζ¯t is additive, meaning ζ¯
B,s
t =
⋃
x∈B ζ¯
(x,s)
t . Both ζt and ζ¯t
are nonexplosive Markov chains on Y . Also, it is clear that for every B ∈ Y ,
ζB,st ⊂ ζ¯B,st ∀0≤ s≤ t <∞,(2.9)
and also that for any fixed t > 0,
lim
K→∞
P (ζ¯{0}u ⊂ [−K,K]d ∀0≤ u≤ t) = 1.(2.10)
Furthermore if A,B ∈ Y satisfy mina∈A,b∈B |a− b|> 2K and t > s≥ 0, then
ζA∪B,st = ζ
A,s
t ∪ ζB,st
(2.11)
on the event {ζ¯A,su ⊂A+ [−K,K]d, ζ¯B,su ⊂B + [−K,K]d ∀s≤ u≤ t}
(where A+B = {x+ y :x∈A,y ∈B}).
The following result is key to verifying condition (3.54) of [23].
Lemma 2.3. Let A ∈ Y , r ∈N and Bm = {ym1 , . . . , ymr } ∈ Y be such that
limm→∞mini |ymi |=∞. If ζA and ζBm are independent copies of ζ with the
given initial conditions, then for each t≥ 0 and n ∈N,
lim
m→∞
P (|ζA∪Bmt |= n)−P (|ζAt |+ |ζBmt |= n) = 0.
Proof. Assume (ζBt ) are constructed as above for B ∈ Y and t≥ 0. For
K ∈N define ζ˜B,(K)t as ζBt but now only count paths which are contained in
B + [−K,K]d. This implies that
ζ˜
B,(K)
t is F((B + [−K,K]d)× [0, t])-measurable.(2.12)
Fix ε > 0. By (2.10) and the additivity of ζ¯t we may choose K(ε) ∈ N so
that if K ≥K(ε), then
P (ζ¯Au ⊂A+ [−K,K]d and ζ¯Bmu ⊂Bm + [−K,K]d for all u ∈ [0, t])
(2.13)
> 1− ε for all m ∈N.
Write ζ˜Bt for ζ˜
B,(K(ε))
t . Choose m(ε) ∈N so that mina∈A,b∈Bm |a− b|> 2K(ε)
for m≥m(ε). It follows from (2.11) and (2.9) that on the set in (2.11) with
K =K(ε), for m≥m(ε),
|ζA∪Bmt |= |ζAt |+ |ζBmt |(2.14)
and
ζAt = ζ˜
A
t and ζ
Bm
t = ζ˜
Bm
t .(2.15)
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[The latter is an easy check using (2.11).] We conclude from the last two
results that
P (|ζA∪Bmt | 6= |ζ˜At |+ |ζ˜Bmt |)< ε for m≥m(ε).(2.16)
By (2.12) and the choice of m(ε) we see that ζ˜At and ζ˜
Bm
t are independent
for m≥m(ε). Using this independence and then (2.16) we conclude that∣∣∣∣∣P (|ζA∪Bmt |= n)−
(
n∑
k=0
P (|ζAt |= k)P (|ζBmt |= n− k)
)∣∣∣∣∣
≤ ε+
∣∣∣∣∣P (|ζ˜At |+ |ζ˜Bmt |= n)−
(
n∑
k=0
P (|ζAt |= k)P (|ζBmt |= n− k)
)∣∣∣∣∣
≤ ε+
∣∣∣∣∣
n∑
k=0
[P (|ζ˜At |= k)P (|ζ˜Bmt |= n− k)−P (|ζAt |= k)P (|ζBmt |= n− k)]
∣∣∣∣∣
≤ 3ε.
In the last line we have used (2.15). The result follows. 
Say that A,B ∈ Yo are equivalent if they are translates of each other, let
Y˜o denote the set of equivalence classes, and (abusing notation slightly) let
A˜ denote the equivalence class containing A ∈ Y . Since the dynamics of ζ
are translation invariant, for parity-preserving ζ we may define ζ˜t as the Y˜o-
valued Markov process obtained by taking the equivalence class of ζt. The
nonstability requirement of Theorem 12 of [23] is that ζ˜t not be positive
recurrent on Y˜o.
Lemma 2.4. If ζ is parity-preserving, irreducible and satisfies (2.6), then
ζ˜t is not positive recurrent.
Proof. We use the same arguments as in the proof of Lemma 2.4 of
[17]. First, ζt cannot be positive recurrent on Yo. To check this, we first note
that translation invariance implies
P (ζ
{x}
t = {x}) = P (ζ{0}t = {0}) for all t≥ 0, x ∈ Zd.
If ζt is positive recurrent on Yo, then the limit µ(A) = limt→∞P (ζ
B
t = A)
exists and is positive for all A,B ∈ Yo. Letting t→∞ above, this implies
µ({0}) = µ({x}) for all x which is impossible, so ζt is not positive recurrent
on Yo. A consequence of this is that for any fixed k > 0,
lim
t→∞
P (ζ
{0}
t ⊂ [−k, k]d) = 0.
Next, suppose ζ˜t is positive recurrent on Y˜o, with some stationary distri-
bution µ˜, which must satisfy
µ˜(A ∈ Y˜o : diam(A)≤ k)→ 1 as k→∞,
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where diam(A) = max{|x− y| :x, y ∈A} is well defined for A ∈ Y˜o. For any
k, t, since diam(ζ˜
{0}
t ) = diam(ζ
{0}
t ), we have
P (0 ∈ ζ{0}t )≤ P (ζ{0}t ⊂ [−k, k]d) + P (diam(ζ˜{0}t )> k).
Letting t→∞ gives
lim sup
t→∞
P (0 ∈ ζ{0}t )≤ µ˜(A ∈ Y˜o : diam(A)> k).
The right-hand side above tends to 0 as k→∞, so we have a contradiction
to the assumption (2.6). 
Proof of Lemma 2.2. Thanks to the above lemma we have verified
all the hypotheses of Theorem 12 of [23] except for their (3.54) which we
now state in our notation: for each n ∈ Z+, L≥ 1 and t > 0,
inf{P (|ζAt |= n) : |A|= n+ 2 and 0< |i− j| ≤ L for some i, j ∈A}
(2.17)
> 0.
Assume (2.17) fails. Then for some n, L and t as above, by translation
invariance and compactness of Y (with the subspace topology it inherits
from {0,1}Zd ), there are {Am} ⊂ Y so that for some integer 2 ≤ s≤ n+ 2
and x2 ∈ [−L,L]d, Am = {0, x2, . . . , xs} ∪ {xms+1, . . . , xmn+2} ≡A ∪Bm, where
limm→∞ |xmi |=∞ for each i ∈ {s+1, . . . , n+ 2} and
lim
m→∞
P (|ξAmt |= n) = 0.(2.18)
By the irreducibility of ζ , P (|ζAt |= s− 2) = p > 0. If ζAt and ζBmt are as in
Lemma 2.3, then by that result,
lim
m→∞
P (|ζAmt |= n) = limm→∞P (|ζ
A
t |+ |ζBmt |= n)
≥ P (|ζAt |= s− 2) lim infm→∞ P (|ζ
Bm
t |= |Bm|)
≥ p exp{−k0(n+ 2− s)T}> 0.
In the last line we use the fact that by its graphical construction, ζBm will
remain constant up to time t if none of the |Bm| independent rate k0 Poisson
processes attached to each of the sites in Bm fire by time t. This contradicts
(2.18) and so (2.17) must hold. We now may apply Theorem 12 of [23] to
obtain the required conclusion. 
3. Irreducibility. In addition to the explicit irreducibility requirement
for ζt in Lemma 2.2, some arguments in Section 5 will require irreducibility
type conditions for the voter model perturbations ξεt . We collect and prove
the necessary results for both processes in this section.
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Assuming
∑
y∈Zd q0({y}) > 0, define the step distribution of a random
walk associated with q0 by
q(x) = q0({x})
/∑
y∈Zd
q0({y}).
Lemma 3.1. Let ζt be a parity-preserving annihilating process with Q-
matrix given in (1.19). Assume q0(A0)> 0 for some A0 ∈ Y with |A0| ≥ 3,
and for some symmetric, irreducible random walk kernel r on Zd, q(x)> 0
whenever r(x)> 0. Then ζt is irreducible.
Proof. The proof is elementary but awkward, so we will only sketch
the argument. Note that if x ∈A and y /∈A, then
Q(A, (A \ {x})∪ {y})≥ q0({y − x}) = cq(y − x).
So by using only the q0({x}) “clocks” with r(x) > 0, ζt can with positive
probability execute exactly any finite sequence of transitions that the anni-
hilating random walk system with step distribution r can. We will refer to
“r-random walks” below in describing such transitions.
We first check that the assumptions on q0 imply that ζt can reach any set
B with |B| = |ζ0| with positive probability. To see this, we first construct
a set B′ by starting r-random walks at each site of B and then moving
them apart, one at a time, avoiding collisions, to widely separated locations,
resulting in B′. Note that by reversing this entire sequence of steps, it is
possible to move r-random walks starting at the sites of B′ to B without
collisions. This uses the symmetry of r. Now, to move r-walks from ζ0 to B
we first move walks from ζ0 to some ζ
′
0, avoiding collisions, where the sites
of ζ ′0 are widely separated. Pair off points from ζ
′
0 and B
′ and move r-walks
one at a time from ζ ′0 to B
′ without collisions. This is possible if ζ ′0 and
B′ are sufficiently spread out since r is irreducible. Finally, move the walks
from B′ to B without collisions as discussed above.
It should be clear that if ζ0 6= ∅, then ζt can reach a set B such that
|B|= |ζ0| − 2, since this is the case for annihilating random walks. Finally,
if ζ0 6=∅, then ζt can reach a set B with |B| ≥ |ζ0|+ 2. Choose x1 far from
ζ0 so that ζ0 and x1 +A0 are disjoint, and such that for some x0 ∈ ζ0, an
r-walk starting at x0 can reach x1 by a sequence of steps avoiding ζ0. Now
using the “A0 clock” at x1 we get a transition from (ζ0 \ {x0}) ∪ {x1} to
ζ ′0 = (ζ0 \ {x0})∆(x1 +A0), and |ζ ′0| ≥ |ζ0|+ 2. 
The next result will allow us to apply the above lemma to voter model
perturbations. Recall p(x) satisfies (1.1), and cVM(x, ξ) is the corresponding
voter model flip rate function.
Lemma 3.2. There is an ε2 = ε2(p(·))> 0 and R1 =R1(p(·)) such that:
(i) p(·||x|<R1) is irreducible, and
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(ii) if c(x, ξ) = cVM(x, ξ) + c˜(x, ξ) is a translation invariant, cancellative
flip rate function with 0 as a trap such that
‖c˜‖∞ < ε2,
∑
x 6=0
|c˜(0, δx)|< ε2,(3.1)
then the dual kernel q0 satisfies
q0({x})> (k03)−1p(x) for all 0< |x|<R1.(3.2)
Proof. Since p is irreducible, we may choose R1 so that p(·||x| < R1)
is also irreducible. Assume (3.1) holds for an appropriate ε2 which will be
chosen below. We will write ξˆ(B) for
∑
x∈B ξˆ(x). Also, in this proof only,
we will let A denote a random set with probability mass function q0, and
write E0(g(A)) =
∫
g dP0 for
∑
B∈Y g(B)q0(B). With this notation, by our
hypotheses we have
cVM(0, ξ) + c˜(0, ξ) =
k0
2
[1 + (−1)ξ(0)E0((−1)ξˆ(A))].(3.3)
Recall by Lemma 2.1 that P0(|A| is odd) = 1. Therefore if we set ξ = δx
for x 6= 0 in (3.3), we get
p(x) + c˜(0, δx) =
k0
2
[1 +E0((−1)|A\{x}|)] = k0P0(x ∈A),
and so
P0(x ∈A) = (p(x) + c˜(0, δx))k−10 .(3.4)
If we take ξ = δ{x0,x1} in (3.3), where x0, x1 are two distinct nonzero
points, then we get
p(x0) + p(x1) + c˜(0, δ{x0,x1}) =
k0
2
[1 +E0((−1)|A\{x0,x1}|)]
= k0P (1A(x0) 6= 1A(x1)),
and so
P0(1A(x0) 6= 1A(x1)) = (p(x0) + p(x1) + c˜(0, δ{x0,x1}))k−10 .(3.5)
For any two distinct nonzero points, x0 and x1, we have
P0(1A(x0) 6= 1A(x1)) = P0(x0 ∈A) + P0(x1 ∈A)− 2P0(x0 ∈A,x1 ∈A).
Therefore, we see that (3.4) and (3.5) imply
P0({x0, x1} ⊂A) = 12 [P0(x0 ∈A) +P0(x1 ∈A)− P0(1A(x0) 6= 1A(x1))]
= [c˜(0, δx0) + c˜(0, δx1)− c˜(0, δ{x0,x1})](2k0)−1,
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which gives the simple bound
P0({x0, x1} ⊂A)≤ 32‖c˜‖∞k−10 .
Note that if 0 6= x ∈ A but A 6= {x}, then P0-a.s. A must contain x and
another nonzero point as |A| is a.s. odd, and so for 0< |x|<R1 and R2 >R1,
P0(A= {x})
≥ P0(x ∈A)−
∑
x1 /∈{0,x}
P0({x,x1} ⊂A)
≥ k−10
[
p(x) + c˜(0, δx)− (3/2)‖c˜‖∞(2R2 +1)d −
∑
|x1|>R2
P0(x1 ∈A)
]
≥ k−10
[
p(x)− (1 + 2(2R2 + 1)d)‖c˜‖∞ −
∑
|x1|>R2
(p(x1) + c˜(0, δx1))
]
.
We have used the previous displays and (3.4) in the above. Recalling the
bounds in our assumption (3.1) on c˜, we conclude that
P0(A= {x})≥ k−10
[
p(x)−
∑
|x1|>R2
p(x1)− 2(1 + (2R2 + 1)d)ε2
]
.(3.6)
Now let
η = η(p(·)) = inf{p(x) : |x|<R1 and p(x)> 0}> 0,
choose R2 =R2(p(·))>R1 so that
∑
|x1|>R2
p(x1)< η/3 and define
ε2 =
η
6((2R1 +1)d + 1)
.
Then by (3.6)
P0(A= {x})≥ (3k0)−1p(x) for all 0< |x|<R1,
and we are done. 
For the rest of this section we assume {ξε : 0 < ε ≤ ε0} is a voter model
perturbation with rate function cε [so that (1.10)–(1.15) are valid] which is
also cancellative for each ε as above with dual kernels qε0 satisfying (1.16)–
(1.18). In particular the c˜ in Lemma 3.2 is now ε2c∗ε. By Lemma 2.1, all the
conclusions of that result hold.
Corollary 3.3. Assume that
for small enough ε, qε0(A)> 0 for some A ∈ Y with |A|> 1.(3.7)
Then there is an ε3 > 0 depending on p, ε1, {gεi } and the ε required in (3.7)
so that if 0< ε< ε3, then the annihilating dual with kernel q
ε
0 is irreducible.
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Proof. Let R1 be as in Lemma 3.2. An easy calculation shows that
‖c˜‖∞ ∨
(∑
x
|c˜(0, δx)|
)
≤ ε2
[
ε−21 +
1∨
i=0
‖gεi ‖∞
]
≤ ε2C
for some constant C, independent of ε. Therefore for ε < ε3 (ε3 as claimed)
we have the hypotheses, and hence conclusion, of Lemma 3.2. This allows us
to apply Lemma 3.1 with r(·) = p(·||x| < R1) and hence conclude that the
annihilating dual ζ is irreducible for such ε. 
Remark 5. Clearly (3.7) is a necessary condition for the conclusion to
hold. In fact if it fails, it is easy to check that cε(x, ξ) is a multiple of the
voter model rates with random walk kernel qε0({x}). Hence this condition
just eliminates voter models for which the conclusions of Corollary 3.3, as
well as Lemma 2.2 and Proposition 4.1 below, will also fail in general.
Note that if (3.7) fails, then for some εn ↓ 0,
c∗εn(0, ξ) = ε
−2
n cεn(0, ξ)− ε−2n cVM(0, ξ) = λnc˜nVM(0, ξ)− ε−2n cVM(0, ξ),
where c˜nVM(0, ξ) is the rate function for the voter model with kernel q
εn
0 ({·}).
From this it is easy to check that if 〈·〉u is expectation with respect to the
voter model equilibrium for cVM with density u, then
〈(1− ξ)c∗εn(0, ξ)− ξc∗εn(0, ξ)〉u = 0,
and so by (1.14) and (1.23), f(u)≡ 0. Therefore, the condition f ′(0)> 0 in
Theorem 1.2 implies (3.7).
Next we prove an irreducibility property for the voter model perturbations
ξεt themselves. To do so we introduce the (unscaled) graphical representation
for ξεt used in [4]. First put
c¯= sup
ε<ε0
(‖gε1‖∞ + ‖gε0‖∞ +1)<∞.
For x ∈ Zd, introduce independent Poisson point processes on R+, {T xn , n≥
1} and {T ∗,xn , n ≥ 1}, with rates 1 and ε2c¯, respectively. For x ∈ Zd and
n ≥ 1, define independent random variables Xx,n with distribution p(·),
Zx,n = (Z
1
x,n, . . . ,Z
N0
x,n) with distribution qZ(·), and Ux,n uniform on (0,1).
These random variables are independent of the Poisson processes, and all
are independent of any initial condition ξε0 ∈ {0,1}Z
d
. For all x ∈ Zd we al-
low ξεt (x) to change only at times t ∈ {T xn , T ∗,xn , n ≥ 1}. At the voter times
T xn , n ≥ 1 we draw a voter arrow from (x,T xn ) to (x + Xx,n, T xn ) and set
ξεTxn (x) = ξ
ε
Txn−
(x+Xx,n). At the times T
∗,x
n , n≥ 1 we draw “*-arrows” from
(x,T ∗,xn ) to each (x + Zix,n, T
∗,x
n ), 1 ≤ i ≤ N0, and if ξεT ∗,xn −(x) = i we set
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ξε
T ∗,x
N
(x) = 1− i if
Ux,n < g
ε
1−i(ξ
ε
T ∗,xn −
(x+Z1x,n), . . . , ξ
ε
T ∗,xn −
(x+ZN0x,n))/c¯.
As noted in Section 2 of [4], this recipe defines a pathwise unique pro-
cess ξεt whose law is specified by the flip rates in (1.10). We refer to this
as the graphical construction of ξεt . For x ∈ Zd, {(X(x,n), T xn ) :n ∈ N} and
{(Zx,n, T ∗,xn ,Ux,n) :n ∈ N} are the points of independent collections of in-
dependent Poisson point processes, (Λxw(dy, dt), x ∈ Zd) and (Λxr (dy, dt, du),
x ∈ Zd), on Zd × R+ with rate dtp(·), and on Zd × R+ × [0,1] with rate
ε2c¯ dtqZ(·)du, respectively. For R⊂Rd and 0≤ t1 ≤ t2 we let
G(R× [t1, t2]) = σ(Λxw|Zd×[t1,t2],Λx
′
r |Zd×[t1,t2]×[0,1] :x,x′ ∈R),
that is, the σ-field generated by the points of the graphical construction in
R× [t1, t2].
A coalescing branching random walk dual for ξεt is constructed in [4].
We give here only the part of that dual which we need. Using only the
Poisson processes T xn , x ∈ Zd, define a coalescing random walk system as
follows. Fix t > 0. For each y ∈ Zd define By,tu , u ∈ [0, t] by putting By,t0 = y
and then proceeding “down” in the graphical construction and using the
voter arrows to jump. More precisely, if T y1 > t put B
y,t
u = y for all u ∈ [0, t].
Otherwise, choose the largest T yj = s < t, and put B
y,t
u = y for u ∈ [0, t− s)
and By,tt−s = x+Xx,j . Continue in this fashion to complete the construction
of Byu, u ∈ [0, t]. Note that each By,tu is a rate one random walk with step
distribution p(·) and that the walks coalesce when they meet: if Bx,tu =By,tu
for some u ∈ [0, t], then Bx,ts = By,ts for all u≤ s ≤ t. On the event that no
∗-arrow is encountered along the path Bx,t· , that is, (z,T ∗,zn ) 6= (Bx,tt−u, t− u)
for all z,n and 0≤ u≤ t, then
ξεt (x) = ξ
ε
0(B
x,t
t ) ∀ξε0 ∈ {0,1}Z
d
.(3.8)
Lemma 3.4. Fix t > 0, distinct y0, y1 ∈ Zd and finite disjoint B0,B1 ⊂
Z
d. Then there exists a finite Λ=Λ(y0, y1,B0,B1)⊂ Zd and a G(Λ× [0, t])-
measurable event G=G(t, y0, y1,B0,B1) such that P (G)> 0 and on G:
(i) T ∗,z1 > t for all z ∈Λ;
(ii) Bx,tu ∈Λ for all x ∈B0 ∪B1, u ∈ [0, t];
(iii) Bx,tt = yi for all x∈Bi, i= 0,1.
If ξε0(yi) = i, i= 0,1, then on the event G, ξ
ε
t (x) = i for all x ∈Bi, i= 0,1.
Proof. We reason as in the proof of Lemma 3.1, but now working with
the dual of ξε, using the fact that the By,tu are independent, irreducible
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random walks as long as they do not meet. There are sets B′0,B
′
1 which are
far apart, each with widely separated points, such that a sequence of walk
steps can move the walks from B0 to B
′
0 and B1 to B
′
1 without collisions. If
B′0 and B
′
1 are sufficiently far apart, then by irreducibility there is a sequence
of steps resulting in the walks from B′0 coalescing at some site y
′
0, the walks
from B′1 coalescing at some site y
′
1, all without collisions between the two
collections of walks, and with y′0 and y
′
1 far apart. Now by moving one walk at
a time it is possible to prescribe a set of walk steps which take the two walks
from y0 and y1 to y
′
0 and y
′
1, respectively, without collisions between the two
walks. By reversing these steps (recall p is symmetric) we can therefore have
the above walks follow steps which will take them from y′0 and y
′
1 to y0
and y1, respectively, without collisions. In this way we can prescribe walk
steps which occur with positive probability and ensure that Bx,tt = yi for all
x ∈Bi. Let Λ be a finite set large enough to contain all the positions of the
walks in this process, and let G be the event that T ∗,x1 > t for all x ∈Λ, and
such that the T xn and Xx,n, x ∈ Λ, allow for the above prescribed sequence
of walk steps to occur by time t. Then G has the desired properties, and on
this event, ξεt (x) = ξ
ε
0(B
x,t
t ) for all x ∈B0 ∪B1 by (3.8). Now the fact that
(iii) holds on G, implies the final conclusion by the choice of yi. 
In addition to Lemma 3.4 we will need the simpler fact that for any fixed
t > 0 and z ∈ Zd,
inf
ξε0 : ξ
ε
0(0)=1
P (ξεt (z) = 1)> 0.(3.9)
This is clear because there is a sequence of random walk steps leading from 0
to z, and there is positive probability that the walk makes these steps before
time t and that no other transitions occur at any site in the sequence.
Remark 6. It is clear that the above holds equally well for voter model
perturbations in d= 2.
4. A complete convergence theorem for cancellative systems. To make
effective use of annihilating duality we will need to know that for large t, if
ξt 6= 0,1 and finite A⊂ Zd is large, then there will be many sites in ξt ∩A
which can flip values in a fixed time interval, and that the probability there
will be an odd number of these flips is close to 1/2. For x ∈ Zd and A⊂ Zd
define
A(x, ξ) = {y ∈A : ξ(y) = 1 and ξ(y + x) = 0}.
The conditions we will use are: there exists x0 ∈ Zd such that
lim
K→∞
sup
A⊂Zd
|A|≥K
lim sup
t→∞
P (|ξt|> 0 and A(x0, ξt) =∅) = 0 if |ξ̂0|=∞(4.1)
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and
lim
K→∞
sup
A∈Y,ξ0∈{0,1}Z
d :
|A(x0,ξ0)|≥K
|P (|ξ1 ∩A| is odd)− 12 |= 0.(4.2)
We will verify in Lemmas 4.2 and 5.3 below that our voter model perturba-
tions have these properties for all sufficiently small ε, but first we will show
how they are used along with (2.7) to obtain complete convergence of ξt.
Recall ν1/2 is the translation invariant stationary measure in (1.22).
Proposition 4.1. Let ξt be a translation invariant cancellative spin-flip
system with rate function c(x, ξ) satisfying (1.15)–(1.18), (4.1), and (4.2).
Let ζt be the annihilating dual with Q-matrix given in (1.19) and assume
that (2.7) holds. Then ν1/2 satisfies (1.4), and if |ξ̂0|=∞ then
ξt⇒ β0(ξ0)δ0 + (1− β0(ξ0))ν1/2 as t→∞.(4.3)
Proof. We start with some preliminary facts. First, (4.1) implies that
for any m<∞ and ξ0 ∈ {0,1}Zd with |ξ̂0|=∞,
lim
K→∞
sup
A⊂Zd
|A|≥K
lim sup
t→∞
P (|ξt|> 0 and |A(x0, ξt)|<m) = 0.(4.4)
This is because |A| ≥mK implies A can be written as the disjoint union of
sets A1, . . . ,Am with each |Ai| ≥K, and
{|ξt|> 0 and |A(x0, ξt)|<m} ⊂
m⋃
i=1
{|ξt|> 0 and |Ai(x0, ξt)|= 0}.
Applying (4.1) we obtain (4.4).
Next, we need a slight upgrade of the basic duality equation. As shown
in [16], (2.1) can be extended by applying the Markov property of ξt at a
time v < t. If the processes ξt and ζt are independent, then for all u, v ≥ 0,
P (|ξv+u ∩ ζ0| is odd ) = P (|ξv ∩ ζu| is odd ).(4.5)
Let ν1/2 be defined by (2.4). Since we are assuming |ξ̂0| =∞, we have
β1(ξ0) = 0 by (1.8). In view of (2.4) and δ0(|ξ ∩ A| is odd) = 0, to prove
(4.3) it suffices to prove [recall (2.3)] that for fixed A ∈ Y ,
lim
t→∞
P (|ξt ∩A| is odd) = 1
2
β∞(ξ0)P (ζ
A
t 6=∅ ∀t≥ 0).(4.6)
Fix ε > 0. By (4.2) there exists K1 <∞ such that if B ∈ Y and |B(x0, ξ0)| ≥
K1, then
|P (|ξ1 ∩B| is odd)− 12 |< ε.(4.7)
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Fig. 1. P (|ξs+1 ∩ ζ
A
T | is odd)≈
1
2
P (ξs 6=∅)P (ζ
A
T 6=∅).
By (4.4), there exists K2 <∞ and s0 <∞ such that if |B| ≥K2 and s≥ s0,
then
P (ξs 6=∅ and |B(x0, ξs)|<K1)< ε.(4.8)
By (2.7) we can choose T = T (A,K2)<∞ large enough so that
P (0< |ζAT | ≤K2)< ε.(4.9)
For t > 1 + T + s0 let s = t − (1 + T ) and put u = T and v = s + 1 in
(4.5). Then P (|ξt ∩A| is odd) = P (|ξs+1 ∩ ζAT | is odd), where ξt and ζAt are
independent. (At this point the reader may want to consult Figure 1 and
Remark 7 below.) Making use of the Markov property of ξt, we obtain
P (|ξt ∩A| is odd)− 1
2
P (ξs 6=∅)P (ζAT 6=∅)
=
∑
B 6=∅
P (ζAT =B)
[
P (|ξs+1 ∩B| is odd)− 1
2
P (ξs 6=∅)
]
=
∑
B 6=∅
P (ζAT =B)E
[(
Eξs(|ξ1 ∩B| is odd)−
1
2
)
1{ξs 6=∅}
]
.
By (4.9),∣∣∣∣P (|ξt ∩A| is odd)− 12Pξ(ξs 6=∅)P (ζAT 6=∅)
∣∣∣∣
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(4.10)
< ε+
∑
|B|>K2
P (ζAT =B)E
[∣∣∣∣Eξs(|ξ1 ∩B| is odd)− 12
∣∣∣∣1{ξs 6=∅}].
By (4.8), since s > s0, each expectation in the last sum is bounded above by
ε+E[|Eξs(|ξ1 ∩B| is odd)− 12 |1{B(x0, ξs)≥K1}].(4.11)
Applying the bound (4.7) in this last expression, and then combining (4.10)
and (4.11) we obtain
|P (|ξt ∩A| is odd)− 12P (ξs 6=∅)P (ζAT 6=∅)|< 3ε.
Let t (and hence s) tend to infinity, and then T tend to infinity above to
complete the proof of (4.6) and hence (4.3).
Finally, let |ξ0| = |ξ̂0| =∞. Then β0(ξ0) = 0 by (1.8), so (4.3) and (4.4)
imply that for any finite m, ν1/2(|ξ| ≥m, |ξ̂| ≥m) = 1, and this implies co-
existence. 
Remark 7. Figure 1 above gives a graphical view of the above argu-
ment. Time runs up for ξ and down for ζ . Conditional on ξs 6=∅ and ζAT 6=∅,
(2.7) guarantees that B = ζAT is large, and (4.5) guarantees B(x0, ξs) is
large. In the dashed boxes in Figure 1, the (•◦) pairs indicate the loca-
tions (x,x+x0), x ∈B(x0, ξs). Finally, (4.2) now guarantees that |ξs+1 ∩B|
will be odd with probability approximately 12 .
Verification of (4.1) for our voter model perturbations requires a compar-
ison with oriented percolation which we will save for the next section. Here
we present a proof of (4.2), based heavily on ideas from [1]. See Lemma 7 of
[23] for a purely cancellative version of this result.
Lemma 4.2. If ξε· is a voter model perturbation, then there exists ε1 > 0
and x0 ∈ Zd such that (4.2) holds for ξε· if ε < ε1.
Proof. Fix any x0 with p(x0) > 0. We will prove that if δ > 0, then
there exists K such that if |A(x0, ξ0)| ≥K, then
|P (|ξε1 ∩A| is odd)− 12 |< δ.(4.12)
Using the graphical construction of ξεt described in Section 3, we define
a version of the “almost isolated sites” of [1]. First we give the informal
definition. For x ∈ Zd, let U(x) be the indicator of the event that during
the time period [0,1], no change can occur at site x+ x0 and no change can
occur at x except possibly due to a (first) voter arrow directed from x to
x+ x0. Let V (x) be the indicator of the event that during the time period
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[0,1] no site y outside {x,x+ x0} can change due to the value at x. More
formally, for y ∈ Zd and A ∈ Y with |A| ≤N0, define
τ(y,A) = min{T yn :A= {Xy,n}, n ∈N}
∧min{T ∗,yn :A= {Z1y,n, . . . ,ZN0y,n}, n ∈N},
and τ(y) = min{τ(y,A) :A ∈ Y }. We can now define
U(x) = 1{τ(x+ x0)> 1,Xx,1 = x0, T x2 > 1 and T ∗,x1 > 1} and
V (x) = 1{τ(y,A)> 1 ∀y ∈ Zd \ {x,x+ x0} and A ∈ Y :x ∈ y +A},
and call x almost isolated if U(x)V (x) = 1.
By standard properties of Poisson processes,
τ(x,A) and τ(y,B) are independent whenever x 6= y or A 6=B.(4.13)
We also define
ν(A) = P ({X0,1}=A) +P ({Z10,1, . . . ,ZN00,1}=A),
and observe that ν(A) = 0 if |A| > N0, and
∑
A∈Y ν(A) = 2. Use the fact
that {T 0n :{X0,n} = A} are the points of a Poisson point process with rate
P ({X0,1} = A), and {T ∗,0n :{Z10,n, . . . ,ZN00,n} = A} are the points of an in-
dependent Poisson point process with rate c¯ε2P (A = {Z10,n, . . . ,ZN00,n}) to
conclude that
P (τ(y,A)> 1) = exp(−P ({X0,1}=A)− c¯ε2P ({Z10,n, . . . ,ZN00,n}=A))
(4.14)
≥ e−(1+c¯)ν(A).
For each x ∈ Zd, the variables U(x), V (x) are independent [this much is
clear from (4.13)], and we claim that u0 = E(U(x)) and v0 = E(V (x)) are
positive uniformly in ε. To check this for v0 we apply (4.14) to get
v0 ≥ exp
(
−(1 + c¯)
∑
A∈Y
∑
y∈Zd\{x}
ν(A)1{x− y ∈A}
)
≥ exp
(
−(1 + c¯)
∑
A∈Y
|A|ν(A)
)
,
which is positive, uniformly in ε≤ ε0. For u0, we have by the choice of x0,
u0 ≥ exp
{
−(1 + c¯)
∑
A∈Y
ν(A)
}
p(x0)P (T
0
2 > 1)P (T
∗,0
1 > 1)> 0.
If w0 =w0(ε) = u0v0, then we have verified that
γ =min{w0(ε) : 0< ε≤ ε0}> 0.(4.15)
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Now suppose Y = {y1, . . . , yJ} ⊂ Zd and |yi − yj|> 2|x0| for i 6= j. Then
U(y1), . . . ,U(yJ) are independent, but V (y1), . . . , V (yJ) are not. Neverthe-
less, we claim they are almost independent if all |yi − yj|, i 6= j, are large,
and hence if we let W (yi) = U(yi)V (yi), then W (y1), . . . ,W (yJ) are almost
independent. More precisely, we claim that for any J ≥ 2 and ai ∈ {0,1},
1≤ i≤ J ,
lim
n→∞
sup
Y={y1,...,yJ},
|yi−yj |≥n ∀i 6=j
∣∣∣∣∣P (W (yi) = ai ∀1≤ i≤ J)−
J∏
i=1
P (W (yi) = ai)
∣∣∣∣∣
(4.16)
= 0.
For the time being, let us suppose this fact.
Given J and Y = {y1, . . . , yJ}, let S(J,Y) =
∑
y∈YW (y). Then (4.16) im-
plies S(J,Y) is approximately binomial if the yi are well separated. That is,
if B(J,w0) is a binomial random variable with parameters J and w0, and
∆(J,Y, k) = |P (S(J,Y) = k)−P (B(J,w0) = k)|,
then (4.16) implies that for k = 0, . . . , J ,
lim
n→∞
sup
Y=(y1,...,yJ )
|yi−yj |≥n,i 6=j
∆(J,Y, k) = 0.(4.17)
Now fix δ > 0. A short calculation shows that
p0 = P (T
x
1 > 1|U(x) = 1) = P (T x1 > 1|T x2 > 1) = 12 .(4.18)
By (4.15) and (4.17), we may choose J = J(δ) such that
(1− γ)J < δ,(4.19)
and then n = n(J, δ) so that for all Y = {y1, . . . , yJ} with |yi − yj| ≥ n for
i 6= j,
∆(J,Y,0)< δ.(4.20)
Given J and n, it is easy to see that there exists K =K(J,n) such that if
B ⊂ Zd and |B| ≥K, then B must contain some Y = {y1, . . . , yJ} such that
|yi − yj| ≥ n for i 6= j.
Now suppose that |A(x0, ξε0)| ≥K and Y = {y1, . . . , yJ} ⊂ A(x0, ξε0) with
|yi − yj| ≥ n for all i 6= j. Let I be the set of yj with W (yj) = 1, so that
|I|= S(J,Y). Let G be the σ-field generated by
{1(yj ∈ I) : j = 1, . . . , J}
(4.21)
∪ {1{x ∈ Ic}(T xn , T ∗,xn ,Xx,n,Zx,n,Ux,n :x ∈ Zd, n≥ 1)}.
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If gj = 1{T yj1 > 1}, then conditional on G,
{gj :yj ∈ I} are i.i.d. Bernoulli rv’s with mean p0 = 12 ,(4.22)
and X =
∑
j 1{yj ∈ I}gj is binomial with parameters (|I|, p0 = 12). This is
easily checked by conditioning on the G-measurable set I and using (4.18).
Let h=
∑
x∈A 1{x /∈ I)ξε1(x). Then at time 1 we have the decomposition
|ξε1 ∩A|= h+X,(4.23)
where we have used the fact that for yj ∈ I , ξεs(yj) will flip from a 1 = ξε0(yj)
to a 0 = ξε0(yj +x0) during the time interval [0,1] if and only if gj = 0. Since
h is G-measurable,
P (|ξε1 ∩A| is odd | G)(ω) = P (X = 1− h(ω) mod 2 | G)(ω) = 12
a.s. on {|I|> 0},
the last by an elementary binomial calculation and the fact that conditional
on G, X is binomial with parameters (|I|, 12). Take expectations in the above
and use (4.20) and then (4.19) to conclude that
|P (|ξε1 ∩A| is odd)− 12 | ≤ P (|I|= 0)
≤ δ+ P (B(J, γ) = 0)(4.24)
≤ δ+ (1− γ)J ≤ 2δ.
This yields inequality (4.12).
It remains to verify (4.16). This is easy if p and qZ have finite support;
see Remark 8 below. In general, the idea is to write
V (yi) = V1(yi)V2(yi)V3(yi),(4.25)
where V1(y1), . . . , V1(yJ) are independent and independent of U(y1), . . . ,U(yJ),
and V2(y1), V3(y1), . . . , V2(yJ), V3(yJ) are all one with high probability if
the yi are sufficiently spread out. Let n ≥ 2|x0| and Y = {y1, . . . , yJ} be
given with |yi − yj| ≥ n, and let Y0 = {y1 + x0, . . . , yJ + x0}. Note that
y1, y1 + x0, . . . , yJ , yJ + x0 are distinct. Define
V1(yi) = 1{τ(z,A)> 1 ∀z /∈ Y ∪Y0,A ∈ Y : (z +A)∩ Y = {yi}},
V2(yi) = 1{τ(z,A)> 1 ∀z /∈ Y ∪Y0,A ∈ Y : z+A⊃ {yi, yj} for some j 6= i},
V3(yi) = 1{τ(z,A)> 1 ∀z ∈ (Y ∪ Y0) \ {yi, yi + x0},A ∈ Y :yi ∈ z +A}.
A bit of elementary logic shows that (4.25) holds. If a pair (z,A) occurs
in the definition of some V1(yi), then it cannot occur in any V1(yj), j 6=
i, and hence V1(y1), . . . , V1(yJ) are independent, and also independent of
U(y1), . . . ,U(yJ). Therefore, to prove (4.16) it suffices to prove that
lim
n→∞
sup
Y={y1,...,yJ},
|yi−yj |≥n ∀i 6=j
P (V2(yi)V3(yi) 6= 1) = 0.(4.26)
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We treat V3(yi) first. By (4.14),
P (V3(yi) = 1) ≥ exp
(
−(1 + c¯)
∑
z∈(Y∪Y0)\{yi,yi+x0}
∑
A∈Y
ν(A)1{yi ∈ z +A}
)
≥ exp
(
−2J(1 + c¯)
∑
A∈Y
ν(A)1{diam(A)> n}
)
→ 1 as n→∞.
To treat V2(yi) we note that if a pair (z,A) occurs in the definition of V2(y),
then diam(A)≥ n, so
P (V2(yi) = 1)
≥ exp
(
−(1 + c¯)
∑
B⊂Y
∑
A∈Y
∑
z 6=yi
1{yi ∈B = (z +A)∩ Y,diam(A)≥ n}ν(A)
)
.
In the sum above, given B ∋ yi there at most |A| choices for z such that
(z+A)∩Y =B. In fact, there are at most |A| choices of z such that yi ∈ z+A
as this implies z ∈ yi −A. Thus
P (V2(yi) = 1) ≥ exp
(
−(1 + c¯)
∑
B⊂Y
∑
A∈Y
1{diam(A)≥ n}|A|ν(A)
)
≥ exp
(
−(1 + c¯)2J
∑
A∈Y
1{diam(A)≥ n}|A|ν(A)
)
→ 1 as n→∞.
This proves (4.26) and hence (4.16). 
Remark 8. Note that if p(·) and qZ(·) have finite support, then the
proof simplifies somewhat because for large enough n the left-hand side of
(4.16) is zero. This is because the A’s arising in the definition of V (x) will
have uniformly bounded diameter which will show that for |yi − yj| large,
V (y1), . . . , V (yJ) will be independent.
5. Proof of Theorem 1.2. To prove Theorem 1.2 it will suffice, in view
of Proposition 4.1, Lemmas 2.2 and 4.2 and Remark 4, to prove that for
small enough ε, both conditions (2.8) and (4.1) hold for ξεt . The proof of
(4.1) is given in Lemma 5.3 below after first developing the necessary ori-
ented percolation machinery. With (4.1) in hand the proof of (2.8) is then
straightforward.
We suppose now that ξε is a voter model perturbation with rate function
cε(x, ξ) and that all the assumptions of Theorem 1.2 are in force. We also
COMPLETE CONVERGENCE THEOREM 31
assume that ξε is constructed using the Poisson processes T xn , T
∗,x
n and the
variables Xx,n,Z
i
x,n,Ux,n as in Section 3. We assume |ξˆε0| =∞, so that by
(1.8) β1(ξ
ε
0) = 0. By the results of [4] for small ε we expect that when ξ
ε
t
survives, there will be blocks in space–time, in the graphical construction,
containing both 0’s and 1’s, which dominate a super-critical oriented per-
colation. The percolation process necessarily spreads out. So if A ⊂ Zd is
large, eventually there will be many blocks containing 0’s and 1’s near the
sites of A at times just before t, allowing for many independent tries to force
|A(ξt, x0)| ≥ 1.
Let Zde be the set of x∈ Zd such that
∑
i zi is even. Let L= {(x,n)⊂ Zd×
Z
+ :
∑
i xi + n is even}. We equip L with edges from (x,n) to (x+ e,n+1)
and (x−e,n+1) for all e ∈ {e1, . . . , ed}, where ei is the ith unit basis vector.
Given a family of Bernoulli random variables θ(x,n), (x,n) ∈ L, we define
open paths in L using the θ(y,n) and the edges in L in the usual way. That
is, a sequence of points z0, . . . , zn in L is an open path from z0 to zn if and
only if there is an edge from zi to zi+1 and θ(zi) = 1 (in which case we say
site zi is open) for i= 0, . . . , n− 1. We will write (x,n)→ (y,m) to indicate
there is an open path in L from (x,n) to (y,m). Define the open cluster
starting at (x,n) ∈ L,
C(x,n) = {(y,m) ∈ L :m≥ n and (x,n)→ (y,m) in L}.
For (x,n) ∈ L let W (x,n)m = {y : (x,n)→ (y,m)}, m ≥ n. We will write W 0n
for W
(0,0)
n . For k = 1, . . . , d, say that (x,n)→k (y,m) if there is an open
path from (x,n) to (y,m) using only edges of the form (x,n)→ (x+ ek, n+
1) or (x,n)→ (x− ek, n+ 1). We define the corresponding “slab” clusters
Ck(x,n) and processes W (x,n)k,m using these paths. Clearly Ck(x,n) ⊂ C(x,n)
and W
(x,n)
k,m ⊂W (x,n)m . If W0 ⊂ Zd, let Wm =
⋃
x∈W0
W
(x,0)
m .
Lemma 5.1. Suppose the {θ(z,n)} are i.i.d., and 1 − γ = P (θ(x,n) =
1)≥ 1− 6−4. Then
ρ∞ = P (|C1(0,0)|=∞)> 0(5.1)
and
lim
K→∞
sup
A⊂2Zd
|A|≥K
lim sup
n→∞
P (W 02n 6=∅ and W 02n ∩A=∅) = 0.(5.2)
Proof. For (5.1), see Theorem A.1 (with M = 0) in [10]. The limit
(5.2) is known for d= 1, while the d > 1 case is an immediate consequence
of the “shape theorem” for W 02n, the discrete time analogue of the shape
theorem for the contact process in [11]. Since this discrete time result does
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not appear in the literature, we will give a direct proof of (5.2), but for
the sake of simplicity will restrict ourselves to the d= 2 case. We need the
following d= 1 results, which we state using our “slab” notation,
∃ρ1 > 0 such that lim inf
n→∞
P ((x,0) ∈W 01,2n)≥ ρ1 for all x ∈ 2Z,(5.3)
and for fixed K0 ∈N,
lim
K→∞
sup
A⊂2Z×{0},|A|≥K
lim sup
n→∞
P (W 01,2n 6=∅, |W 01,2n ∩A|<K0) = 0.(5.4)
These facts are easily derived using the methods in [9]; see also Lemma 3.5
in [13], the Appendix in [12] and Section 2 of [2].
The idea of the proof of the d = 2 case of (5.2) is the following. If n
is large, then on the event W 02n 6= ∅ we can find, with high probability, a
point z ∈W 02k for some small k such that W (z,2k)1,2m 6=∅ for some large m<n.
With high probability W
(z,2k)
1,2m will contain many points z
′ from which we
can start independent “e2” slab processes W
(z′,2m)
2,2n . Many of these will be
large, providing many independent chances for W
(z′,2m)
2,2n ∩ A 6= ∅, forcing
W 02n ∩A 6=∅.
Here are the details. We may assume without loss of generality that all
sets A considered here are finite. Fix δ > 0, and choose positive integers
J0,K0 satisfying (1− ρ∞)J0 < δ and (1− ρ1)K0 < δ. By (5.4) we can choose
a positive integer K1 such that for all A⊂ 2Z×{0}, |A| ≥K1,
lim sup
n→∞
P (W 01,2n 6=∅, |W 01,2n ∩A|<K0)< δ.(5.5)
For x= (x1, x2) ∈ Z2 and A⊂ Z2 let π1x= (x1,0), π2x= (0, x2) and πiA=
{πia :a∈A}, i= 1,2. Observe that at least one of the |πiA| ≥
√|A|. We now
fix any A ⊂ 2Z2 with |A| ≥K21 , and suppose |π1A| ≥K1. For convenience
later in the argument, fix any A′ ⊂A such that π1A′ = π1A and π1 is one-
to-one on A′. By (5.5) we may choose a positive integer n1 = n1(A) such
that
P (W 01,2n 6=∅, |W 01,2n ∩ π1A′|<K0)< δ for all n≥ n1.(5.6)
We may increase n1 if necessary so that P (|C1(0,0)| <∞,W 01,2n1 6=∅)< δ,
which implies that
P (W 01,2n1 6=∅,W 01,2n =∅)< δ for all n≥ n1.(5.7)
Letm(j) = 2(j−1)n1, j = 1,2, . . . , and define a random sequence of points
z1, z2, . . . as follows. If W
0
m(j) 6=∅, let zj be the point in W 0m(j) closest to the
origin, with some convention in the case of ties. If W 0m(j) = ∅, put zj = 0.
Define
N = inf{j : zj ∈W 0m(j) and W (zj ,m(j))1,m(j+1) 6=∅}.
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Since P (W 01,2n1 =∅)≤ 1− ρ∞, the Markov property implies
P (W 0m(j) 6=∅,N > j) = P (W 0m(j) 6=∅,N > j − 1,W (zj ,m(j))1,m(j+1) =∅)
≤ (1− ρ∞)P (W 0m(j) 6=∅,N > j − 1).
The above is at most (1− ρ∞)P (W 0m(j−1) 6=∅,N > j − 1), so iterating this,
we get
P (W 0m(j) 6=∅,N > j)≤ (1− ρ∞)j ,(5.8)
and if n > J0n1, then
P (W 02n 6=∅,N > J0)≤ P (W 0m(J0) 6=∅,N > J0)≤ (1− ρ∞)J0 < δ.(5.9)
We need a final preparatory inequality. Using (5.6) and the Markov prop-
erty, for n > n1 we have
P (W 01,2n 6=∅,W 02n ∩A=∅)
≤ δ +
∑
B⊂A′,|B|≥K0
P (W 01,2n1 ∩ π1A′ = π1B)P (x /∈W
(pi1x,2n1)
2,2n ∀x∈B)
≤ δ +
∑
B⊂A′,|B|≥K0
P (W 01,2n1 ∩ π1A′ = π1B)
∏
x∈B
P (x /∈W (pi1x,2n1)2,2n ),
the last step by independence of the slab processes. Thus, employing (5.3),
lim sup
n→∞
P (W 01,2n 6=∅,W 02n ∩A=∅)≤ δ+ (1− ρ1)K0 < 2δ.(5.10)
We are ready for the final steps. For each j ≤ J0 and n ≥ J0n1, by the
Markov property and (5.7),
P (W 02n 6=∅,W 02n ∩A=∅,N = j)
≤ P (W 0m(j) 6=∅,N > j − 1,W (zj ,m(j))1,m(j+1) 6=∅,W
(zj ,m(j))
2n ∩A=∅)
=
∑
z
P (W 0m(j) 6=∅,N > j − 1, zj = z)
×P (W (z,m(j))1,m(j+1) 6=∅,W
(z,m(j))
2n ∩A=∅)
≤
∑
z
P (W 0m(j) 6=∅,N > j − 1, zj = z)
× (δ+ P (W (z,m(j))1,2n 6=∅,W (z,m(j))2n ∩A=∅)).
Applying (5.10) and then (5.8), we obtain
lim sup
n→∞
P (W 02n 6=∅,W 02n ∩A=∅,N = j)≤ 3δP (W 0m(j) 6=∅,N > j − 1)
≤ 3δ(1− ρ∞)j−1.
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It follows that
lim sup
n→∞
P (W 02n 6=∅,W 02n ∩A=∅)
≤ lim sup
n→∞
P (W 02n 6=∅,N > J0) + 3δ
J0∑
j=1
(1− ρ∞)j−1
≤ δ +3δ/ρ∞
by using (5.9) and summing the series. This completes the proof. 
Now we follow [10] and Section 6 of [4] in describing a setup which connects
our spin-flip systems with the percolation process defined above. Let K,L,T
be finite positive constants with K,L ∈N, let r = 116d , Qε = [0, ⌈εr−1⌉]d ∩Zd
and Q(L) = [−L,L]d. We define a set H of configurations in {0,1}Zd to be
an unscaled version of the set of configurations in {0,1}εZd of the same name
in Section 6 of [4], that is,
H =
{
ξ ∈ {0,1}Zd : |Qε|−1
∑
y∈Qε
ξ(x+ y) ∈ I∗
for all x∈Q(L)∩ ([0, ⌈εr−1⌉]d ∩Zd)
}
.
Here I∗ is a particular closed subinterval of (0,1); it is I∗η in the notation of
Section 6 in [4]. The key property we will need of H is
for each ξ ∈H there are y0, y1 ∈Q(L)∩Zd s.t. ξ(yi) = i for i= 0,1.(5.11)
This is immediate from the definition and the fact that I∗ is a closed subin-
terval of (0,1). For z ∈ Zd, let σz :{0,1}Zd → {0,1}Zd be the translation
map, σz(ξ)(x) = ξ(x+ z), and let 0< γ
′ < 1. Recall from Section 3 that for
R⊂Rd, G(R× [0, T ]) is the σ-field generated by the points of the graphical
construction in the space–time region R × [0, T ]. For each ξ ∈ H , Gξ will
denote an event such that:
(i) Gξ is G([−KL,KL]d × [0, T ])-measurable;
(ii) if ξ0 = ξ ∈H , then on Gξ , ξT ∈ σLeH for all e ∈ {e1,−e1, . . . , ed,−ed};
(iii) P (Gξ)≥ 1− γ′ for all ξ ∈H .
We are now in a position to quote the facts we need from Section 6 of
[4], which depend heavily on our assumption f ′(0) > 0 [and by symmetry
f ′(1) = f ′(0)> 0]. This allows us to use Proposition 1.6 of [4] to show that
Assumption 1 of that reference is in force and so by a minor modification of
Lemma 6.3 of [4] we have the following.
COMPLETE CONVERGENCE THEOREM 35
Lemma 5.2. For any γ′ ∈ (0,1) there exists ε1 > 0 and finite K ∈ N
such that for all 0< ε< ε1 there exist L,T,{Gξ, ξ ∈H}, all depending on ε,
satisfying the basic setup given above.
Lemma 6.3 of [4] deals with a rescaled process on the scaled lattice εZd
but here we have absorbed the scaling parameters into our constants T and
L and then shifted L slightly so that it is a natural number. In fact L will
be of the form ⌈cε−1 log(1/ε)⌉.
Given ξ = ξ0 ∈ {0,1}Zd we define
Vn = {x : (x,n)∈ L and σ−LxξnT ∈H}.(5.12)
Note that Vn = ∅ and Vn+1 6= ∅ is possible. Theorem A.4 of [10] and its
proof imply that there are {0,1}-valued random variables {θ′(z,n) : (z,n) ∈
L} so that if {W ′m(x,n) :m ∈ Z+, (x,n) ∈ L} and {C′(z,n) : (z,n) ∈ L} are
constructed from {θ′(z,n)} as above, then
if x ∈ Vn, then W ′m(x,n) ⊂ Vm for all m≥ n,(5.13)
and {W ′n} is a 2K-dependent oriented percolation process, that is,
P (θ′(zk, nk) = 1 | θ′(zj , nj), j < k)≥ 1− γ′(5.14)
whenever (zj , nj),1≤ j ≤ k, satisfy nj < nk, or nj = nk and |z′j − z′k|> 2K,
for all j < k. The Markov property of ξε allows us to only require nj < nk
as opposed to nk − nj > 2K in the above, as in Section 6 of [4].
Let ∆= (2K +1)d+1. By Theorem B26 of [20], modified as in Lemma 5.1
of [4], if γ′ (in Lemma 5.1) is taken small enough so that 1 − γ = (1 −
(γ′)1/∆)2 ≥ 1/4, then the θ′(z,n) can be coupled with i.i.d. Bernoulli vari-
ables θ(z,n) such that
θ(z,n)≤ θ′(z,n) for all (z,n) ∈ L and
(5.15)
P (θ(z,n) = 1) = 1− γ.
(The simpler condition on γ and γ′ in Theorem B26 of [20] and above in fact
follows from that in [21] and Lemma 5.1 of [4] by some arithmetic, and the
explicit value of ∆ comes from the fact that we are now working on Zd.) If
the coupling part of (5.15) holds, then Wn ⊂ Vn for all n, and (5.13) implies
x ∈ Vn implies W (x,n)m ⊂ Vm for all m≥ n.(5.16)
Now choose γ′ small enough in Lemma 5.2 so that
1− γ = (1− (γ′)1/∆)2 > 1− 6−4.(5.17)
We can now verify condition (4.1).
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Lemma 5.3. If ξε is a voter model perturbation satisfying the hypotheses
of Theorem 1.2, then there exists ε1 > 0 and x0 ∈ Zd such that (4.1) holds
for ξε if ε < ε1.
Proof. For γ′ as above, let ε1 be as in Lemma 5.2, so that for 0< ε < ε1
all the conclusions of that lemma hold, as well as the setup (5.11)–(5.16),
with ρ∞ > 0. There are two main steps in the proof. In the first, we show that
if A⊂ 2Zd is large, then for all large n, ξε2nT 6=∅ will imply V2n ∩A is also
large; see (5.28) below. To do this, we argue that there is a uniform positive
lower bound on Pξ(∃z ∈ V2 with W (z,2)m 6= ∅ ∀m ≥ 2), ξ /∈ {0,1}. Iteration
leads to (5.28). In the second step, we consider A⊂ Zd large, and for a ∈A
choose points ℓ(a) ∈ Zd such that a ∈ 2Lℓ(a) + Q(L). If A is sufficiently
large, there will be many points ai ∈A which are widely separated. By the
first step, for large n, there will be many points 2ℓ(ai) ∈ V2n, and for each of
these there will be points y0i , y
1
i ∈ 2Lℓ(ai)+Q(L) such that ξε2nT (y0i ) = 0 and
ξε2nT (y
1
i ) = 1. Given these points, it will follow from Lemma 3.4 that there is
a uniform positive lower bound on the probabilities of independent events on
which ξεt (ai) = 1 and ξ
ε
t (ai+ x0) = 0 for all t ∈ [(2n+1)T, (2n+3)T ]. Many
of these events will occur, forcing A(ξt, x0) to be large; see (5.30) below.
Condition (4.1) now follows easily.
It is convenient to start with two estimates which depend only on the
process ξε (and not on the percolation construction). We claim that by
Lemma 3.4 with t= 2T ,
min
x∈Q(L),k=1,...,d
inf
ξ∈{0,1}Zd :
ξ(x)=1,ξ(x+ek)=0
Pξ(ξ
ε
2T ∈H)> 0.(5.18)
To see this, note that for small ε, ξ ∈H depends only on the coordinates ξ(x),
x ∈Q(L+ 1). This means there are disjoint sets B0,B1 ⊂Q(L+ 1) so that
ξε2T (x) = i for all x∈Bi, i= 0,1, implies ξε2T ∈H . If G(2T, y0, y1,B0,B1) and
Λ(y0, y1,B0,B1) are as in Lemma 3.4 with (y0, y1) = (x+ ek, x), then for x ∈
Q(L) the above infimum is bounded below by P (G(2T,x+ek, x,B0,B1))> 0.
If ξ /∈ {0,1}, there must exist k ∈ {1, . . . , d} and x, z ∈ Zd with x ∈ 2Lz +
Q(L) and ξ(x) = 1, ξ(x+ ek) = 0. It now follows from translation invariance
that
ρ1 = inf
ξ /∈{0,1}
Pξ(∃z ∈ Zd such that ξε2T ◦ σ2Lz ∈H)> 0.(5.19)
Let ρ2 = ρ1ρ∞ > 0.
Next, suppose y0, y1, y ∈Q(L), B1 = {y}, B0 = {y + x0} and G(T, y0, y1,
B0,B1) be as in Lemma 3.4. To also require that ξ
ε
u be constant at y, y+x0
for u ∈ [T,3T ], we let G˜(T, y0, y1,B0,B1) be the event
G(T, y0, y1,B0,B1)∩ {T zm, T ∗,zm /∈ [T,3T ] for z = y, y+ x0 and all m≥ 1}.
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Note that each G˜ is an intersection of two independent events each with pos-
itive probability, and so P (G˜)> 0. Making use of the notation of Lemma 3.4,
choose M˜ <∞ such that
Λ =
⋃
y0,y1,y∈Q(L)
Λ(y0, y1,B0,B1)⊂ [−M˜, M˜ ]d,
and put
δ˜ = min
y0,y1,y∈Q(L)
P (G˜(T, y0, y1,B0,B1))> 0.(5.20)
If ξε0(yi) = i, i= 0,1, then
G˜(T, y0, y1,B0,B1) implies ξ
ε
t (y) = 1, ξ
ε
t (y + x0) = 0 for
all t ∈ [T,3T ].
(5.21)
We now start the proof of
lim
K→∞
sup
A⊂2Zd
|A|≥K
lim
n→∞
Pξ(ξ
ε
2nT 6=∅ and V2n ∩A=∅) = 0.(5.22)
Fix δ > 0. By (5.2) there exists K1 =K1(δ)<∞ such that if A⊂ 2Zd with
|A| ≥K1, then there exists n1 = n1(A)<∞ such that
P (W 02n 6=∅,W 02n ∩A=∅)< δ for all n≥ n1.(5.23)
We may increase n1 if necessary so that P (|C(0,0)| <∞,W 02n1 6= ∅) < δ,
which implies that
P (W 02n1 6=∅,W 02n =∅)< δ for all n≥ n1.(5.24)
For j = 1,2, . . . , let m(j) = (j−1)(2n1+2), and define a random sequence
of sites zj , as follows. If Vm(j)+2 =∅, put zj = 0. If not, choose z ∈ Vm(j)+2
with minimal norm (with some convention for ties), and put zj = z. By the
Markov property and (5.19),
inf
ξ /∈{0,1}
Pξ(z1 ∈ V2, |C(z1,2)|=∞)≥ ρ2.(5.25)
Let
N = inf{j : zj ∈ Vm(j)+2 and W zj ,m(j)+2m(j+1) 6=∅}
and Fn be the σ-algebra generated by G(Rd × [0, nT ]) and the θ(z, k) for
z ∈ Zd, k < n. It follows from our construction and (5.25) that almost surely
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on the event {ξεm(j)T 6=∅},
Pξ(zj ∈ Vm(j)+2 and W (zj ,m(j)+2)m(j+1) =∅ | Fm(j))
= Pξε
m(j)T
(z1 ∈ V2 and W (z1,2)2n1+2 =∅)
≤ Pξε
m(j)T
(z1 ∈ V2, |C(z1,2)|<∞)
≤ 1− ρ2.
In the last line note that by (5.11) if the initial state is 1, the probability is
zero as 1 is a trap. Since the event on the LHS is Fm(j+1)-measurable, we
may iterate this inequality to obtain
Pξ(ξ
ε
m(j)T 6=∅,N > j)≤ (1− ρ2)j .(5.26)
Taking J0 > 2 large enough so that (1− ρ2)J0 < δ, and then 2n >m(J0+1),
Pξ(ξ
ε
2nT 6=∅, V2n ∩A=∅)
(5.27)
≤ δ +
J0∑
j=1
Pξ(ξ
ε
m(j)T 6=∅, V2n ∩A=∅,N = j).
For j ≤ J0, almost surely on the event {ξεm(j)T 6=∅,N > j − 1},
Pξ(zj ∈ Vm(j)+2,W (zj ,m(j)+2)m(j+1) 6=∅, V2n ∩A=∅ | Fm(j))
= Pξε
m(j)
(z1 ∈ V2,W (z1,2)2n1 6=∅, V2n−2n1 ∩A=∅)
≤ Pξε
m(j)
(z1 ∈ V2,W (z1,2)2n1 6=∅,W
(z1,2)
2n−2n1
∩A=∅)
≤ δ+Pξε
m(j)
(z1 ∈ V2,W (z1,2)2n−2n1 6=∅,W
(z1,2)
2n−2n1
∩A=∅)
≤ 2δ,
where the last three inequalities follow from (5.16), (5.24), (5.23) and the
fact that n ≥ 2n1 by our choice of n above. Combining this bound with
(5.27) and then using (5.26), we obtain
Pξ(ξ
ε
2nT 6=∅, V2n ∩A=∅)≤ δ+ 2δ
J0∑
j=1
Pξ(ξ
ε
m(j)T 6=∅,N > j − 1)
≤ δ+ 2δ
J0∑
j=1
(1− ρ2)j−1
≤ δ+ 2δ/ρ2.
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This establishes (5.22), which along with the argument proving (4.4), implies
that for any K0 <∞,
lim
K→∞
sup
A⊂2Zd
|A|≥K
lim sup
n→∞
Pξ(ξ
ε
2nT 6=∅, |V2n ∩A| ≤K0) = 0.(5.28)
Now fix K0 <∞ so that (1 − δ˜)K0 < δ. By (5.28) there exists K1 <∞
such that for A′ ⊂ 2Zd satisfying |A′| ≥K1, there exists n1(A′) so that
Pξ(ξ
ε
2nT 6=∅ and |V2n ∩A′| ≤K0)< δ if n≥ n1(A′).(5.29)
For a ∈ Zd let ℓ(a) be the minimal point in some ordering of Zd such that
a ∈ 2Lℓ(a) + Q(L). For A ⊂ Zd let ℓ(A) = {ℓ(a), a ∈ A}. With K0,K1 as
above, choose K2 <∞ so that if A⊂ Zd and |A| ≥K2, then ℓ(A) contains
K1 points, ℓ(a1), . . . , ℓ(aK1), such that |ℓ(ai)− ℓ(aj)|2L≥ 4M˜ for i 6= j. The
regions 2Lℓ(a1)+ [−M˜, M˜ ]d, . . . ,2Lℓ(aK1)+ [−M˜ , M˜ ]d are pairwise disjoint.
Let A′ = {2ℓ(a1), . . . ,2ℓ(aK1)} ⊂ 2Zd.
Now suppose t ∈ [(2n + 1)T, (2n + 3)T ] for some integer n ≥ n1(A′).
By (5.29), on the event {|ξε2nT |> 0}, except for a set of probability at most δ,
V2n will contain at least K0 points of A
′. If 2ℓ(ai) is such a point, then by the
definitions of V2n and H , there will exist points y
i
0, y
i
1 ∈ 2Lℓ(ai)+Q(L) such
that ξε2nT (y
i
0) = 0, ξ
ε
2nT (y
i
1) = 1. Conditional on this, by (5.20) and (5.21),
the probability that ξεt (ai) = 1, ξ
ε
t (ai+x0) = 0 is at least δ˜. By independence
of the Poisson point process on disjoint space–time regions, it follows that
P (ξε2nT 6=∅ and A(x0, ξεt ) =∅)< δ+ (1− δ˜)K0 ,(5.30)
and therefore since t > 2nT ,
P (ξεt 6=∅ and A(x0, ξεt ) =∅)< δ + (1− δ˜)K0 < 2δ,
the last by our choice of K0. This proves (4.1).
Finally, (5.25) implies by (5.16), (5.11), the definition of Vn and the fact
that 1 is a trap by Lemma 2.1, that
inf
ξ 6=0
Pξ(ξ
ε
t 6=∅ ∀t≥ 0)≥ ρ2.(5.31)
This will be used below. 
Proof of Theorem 1.2. We verify the assumptions of Proposition 4.1.
It follows from Lemma 2.1 and (1.15) that cε(x, ξ) is symmetric and ζ
ε
t , the
annihilating dual of ξεt , is parity preserving. By Corollary 3.3 (which applies
by Remark 5) there exists ε3 > 0 such that if 0< ε < ε3, then ζ
ε
t is irreducible.
By Lemmas 4.2 and 5.3 (and the proof of the latter), there exists 0< ε4 < ε3
such that if 0< ε< ε4, then (4.1), (4.2) and (5.31) hold for ξ
ε
t .
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Assume now that 0 < ε < ε4. It remains to check that the dual growth
condition (2.7) (the conclusion of Lemma 2.2) holds, and to do this it suffices
by Remark 4 to show that (2.8) for ξε holds. By (4.1) and (5.31), there is a
δ1 > 0, t0 <∞ and A ∈ Y so that for all t≥ t0 (with ξε0 = 1{0}),
P (ξεt (a) = 1 for some a ∈A)≥ P (A(x0, ξεt ) 6=∅)≥ δ1.
Next apply (3.9), translation invariance and the Markov property to con-
clude that for t as above,
P (ξεt+1(0) = 1)≥ E(1(ξεt (a) = 1 for some a ∈A)Pξεt (ξε1(0) = 1))
≥ δ1min
a∈A
inf
ξε0 : ξ
ε
0(0)=1
Pξε0(ξ
ε
1(−a) = 1)≥ δ2 > 0.
This proves (2.8), and all the assumptions of Proposition 4.1 have now been
verified for ξεt if 0< ε< ε4, and thus the weak limit (4.3) also holds. Finally,
by (1.8) this result implies the full complete convergence theorem with co-
existence if |ξˆε0|=∞. If |ξˆε0|<∞, then |ξε0|=∞, and the result now follows
by the symmetry of ξε; recall Lemma 2.1. 
6. Proof of Theorem 1.1. Let us check that LV(α), α ∈ (0,1), is cancella-
tive. (This was done in [22] for the case p(x) = 1N (x)/|N | for N satisfying
(1.24).) For the more general setting here, we assume p(x) satisfies (1.1),
and allow any d≥ 1. We first observe that if c(x, ξ) has the form given in
(1.16), then it follows from (1.17) that
c(0, ξ) = k0
∑
A∈Y
q0(A)
1
2
[1− (2ξ(0)− 1)H(ξ,A)].
From this it is clear that the sum of two positive multiples of cancellative
rate functions is cancellative. It follows from a bit of arithmetic that if (1.5)
holds, then LV(α) with ε2 = 1− α> 0 has flip rates
cLV(x, ξ) = αcVM(x, ξ) + ε
2f0f1(x, ξ).
We have already noted that cVM is cancellative, and so by the above we
need only check that c∗(x, ξ) = f0(x, ξ)f1(x, ξ) is cancellative.
To do this we let p(2)(0) =
∑
x∈Zd(p(x))
2, k0 = (1− p(2)(0))/2, q0(A) = 0
if |A| 6= 3 and
q0({0, x, y}) = k−10 p(x)p(y) if 0, x, y are distinct.
Note that
∑
A∈Y q0(A) = 1 because [recall that p(0) = 0]∑
{x,y}
q0({0, x, y}) = 1
2k0
∑
x 6=y
p(x)p(y) =
1
2k0
(1− p(2)(0)) = 1.
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Also, for 0, x, y distinct,
1
2 [1− (2ξ(0)− 1)H(ξ,{0, x, y})] = 1{ξ(x) 6= ξ(y)}.
With these facts it is easy to see that
k0
∑
A∈Y
q0(A)
1
2
[1− (2ξ(0)− 1)H(ξ,A)]
=
∑
x,y
p(x)p(y)1{ξ(x) 6= ξ(y)}= f0(0, ξ)f1(0, ξ),
proving c∗(x, ξ) = f0(x, ξ)f1(x, ξ) is cancellative and hence so is LV(α).
Although we won’t need it, we calculate the parameters of the branching
annihilating dual. Adding in the voter model, we see that they are
k0 = α+ (1− α)1− p
2(0)
2
, q0({y}) = α
k0
p(y),
q0({0, y, z}) = 1− α
k0
p(y)p(z),
and q0(A) = 0 otherwise. One can see from this that ζt, the dual of LV(α),
describes a system of particles evolving according to the following rules: (i)
a particle at x jumps to y at rate αp(y − x); (ii) a particle at x creates
two particles and sends them to y, z at rate (1 − α)p(y − x)p(z − x); (iii)
if a particle attempts to land on another particle, then the two particles
annihilate each other.
Assume d≥ 3. The function f(u) as shown in Section 1.3 of [4] is a cubic,
and under the assumption (1.5) reduces to f(u) = 2p3(1−α)u(1−u)(1−2u),
where p3 is a certain (positive) coalescing random walk probability. Thus
f ′(0)> 0, so the complete convergence theorem with coexistence for LV(α)
for α sufficiently close to one follows from Theorem 1.2.
Now suppose d= 2. It suffices to prove an analogue of Lemma 5.2 as the
above results will then allow us to apply the proof of Theorem 1.2 in the
previous section to give the result. As the results of [4] do not apply, we will
use results from [5] instead and proceed as in Section 4 of [7]. Instead of
(1.2), we only require (as was the case in [5])∑
x∈Z2
|x|3p(x)<∞.(6.1)
We will need some notation from [5]. For N > 1, let ξ(N) be the LV(αN )
process where
αN = 1− (logN)
3
N
,
and consider the rescaled process, ξNt (x) = ξ
(N)
Nt (x
√
N), for x ∈ SN = Z2/
√
N .
The associated process taking values inMF (R
2) (the space of finite measures
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on the plane with the weak topology) is
XNt =
logN
N
∑
x∈SN
ξNt (x)δx.(6.2)
For parameters K,L′ ∈ N, K > 2 and L′ > 3, which will be chosen below,
we let ξN
t
(x)≤ ξNt (x), x ∈ SN be a coupled particle system where particles
are “killed” when they exit (−KL′,KL′)2, as described in Proposition 2.1
of [7]. (Here a particle corresponds to a 1.) In particular ξN
t
(x) = 0 for all
|x| ≥KL′. XNt is defined as in (6.2) with ξN in place of ξN .
We will need to keep track of some of the dependencies in the constant
C8.1 in Lemma 8.1 of [5]. As in that result, B
N is a rate NαN = N −
(logN)3 random walk on SN with step distribution pN (x) = p(x
√
N), x ∈
SN , starting at the origin.
Lemma 6.1. There are positive constants c0 and δ0 and a nondecreasing
function C0(·), so that if t > 0, K,L′ ∈N, K > 2 and L′ > 3, and XN0 =XN0
is supported on [−L′,L′]2, then
E(XNt (1)−XNt (1))
≤XN0 (1)
[
c0e
c0tP
(
sup
s≤t
|BNs |> (K − 1)L′ − 3
)
(6.3)
+C0(t)(1∨XN0 (1))(logN)−δ0
]
.
Proof. This is a simple matter of keeping track of the t-dependency in
some of the constants arising in the proof of Lemma 8.1 in [5]. 
Recall from Theorem 1.5 of [5] that if XN0 →X0 in MF (R2), then {XN}
converges weakly in D(R+,MF (R
2)) to a two-dimensional super-Brownian
motion, X , with branching rate 4πσ2, diffusion coefficient σ2 and drift η > 0
[write X is SBM(4πσ2, σ2, η)], where η is the constant K in (6) of [5] (not
to be confused with our parameter K). See (MP) in Section 1 of [5] for a
precise definition of SBM. The important point for us is that the positivity
of η will mean that the supercritical X will survive with positive probability,
and on this set will grow exponentially fast.
We next prove a version of Proposition 4.2 of [7] which when symmetrized
is essentially a scaled version of the required Lemma 5.2. To be able to choose
γ′ as in (5.17), so that we may apply Lemma 5.1 of [4], we will have to be
more careful with the selection of constants in the proof of Proposition 4.2
in the above reference. We start by choosing c1 > 0 so that
(1− e−c1)2 > 1− 6−4,(6.4)
and then setting
γ′K = e
−c1(2K+1)3 .
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Lemma 6.2. There are T ′ > 1, L′,K,J ′ ∈ N with K > 2, L′ > 3, and
ε1 ∈ (0, 12 ) such that if 0< 1−α < ε1, N > 1 is chosen so that α= 1− (logN)
3
N ,
and I±ei =±2L′ei + [−L′,L′]2, then
XN0 ([−L′,L′]2)≥ J ′ implies P (XNT ′(I±ei)≥ J ′ for i= 1,2)≥ 1− γ′K .
Proof. By the monotonicity of XN in its initial condition (Proposi-
tion 2.1(b) of [7] and the monotonicity of LV(α) discussed, e.g., in Section
1 of [7]), we may assume that XN0 (R
2 \ [−L′,L′]2) = 0 and XN0 ([−L′,L′]2) ∈
[J ′,2J ′], where L′ and J ′ are chosen below.
We will choose a number of constants which depend on an integer K > 2
and will then choose K large enough near the end of the proof. Assume
B = (B1,B2) is a 2-dimensional Brownian motion with diffusion parameter
σ2, starting at x under Px and fix p >
1
2 . Set
T ′ = c2K
2p,(6.5)
where a short calculation shows that if c2 is chosen large enough, depending
on σ2 and η, then for any K > 2,
eηT
′/2 inf
|x|≤Kp
Px(B1 ∈ [Kp,3Kp]2)≥ 5.(6.6)
Now put L′ =Kp
√
T ′, increasing c2 slightly so that L
′ ∈N. If I = [−L′,L′]2
and X is the limiting super-Brownian motion described above, then as in
Lemma 12.1(b) of [14], there is a c3(K) so that
∀J ′ ∈N and i≤ 2, if X0(I)≥ J ′, then P (XT ′(I±ei)< 4J ′)≤ c3/J ′.(6.7)
Next choose J ′ = J ′(K) ∈N so that
c3
J ′
≤ γ
′
K
100
.
As in Lemma 4.4 of [7], the weak convergence of XN to X and (6.7) show
that for N ≥N1(K),
∀i≤ 2 if XN0 (I)≥ J ′, then P (XNT ′(I±ei)< 4J ′)≤
γ′K
50
.(6.8)
Next use Lemma 6.1, the fact that XNT ′ −XNT ′ is a nonnegative measure
and Donsker’s theorem to see that there is a c4 > 0 and an εN = εN (K)→ 0
as N →∞, so that for any i≤ 2,
P (XNT ′(I±ei)−XNT ′(I±ei)≥ 2J ′)
≤ X
N
0 (1)
2J ′
[
c0e
c0T ′
(
P0
(
sup
s≤T ′
|Bs|> (K − 1)L′ − 3
)
+ εN
)
+C0(T
′)(1∨XN0 (1))(logN)−δ0
]
≤ [c′0ec0T
′
(exp(−c4K2+2p) + εN ) +C0(T ′)2J ′(logN)−δ0 ],
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where the fact that XN0 (1)≤ 2J ′ and the definition of L′ are used in the last
line. It follows that for K ≥K0 and N ≥N2(K), the above is bounded by
2c′0e
c0T ′ exp(−c4K2+2p)≤ 2c′0ec5K
2p−c4K2+2p ≤ γ
′
K
50
.(6.9)
The fact that p > 12 is used in the last inequality. We finally choose K ∈N>2,
K ≥K0. Therefore the bounds in (6.8) and (6.9) show that for N ≥N1(K)∨
N2(K) and i≤ 2,
P (XNT ′(I±ei)< 2J
′)≤ P (XNT ′(I±ei)≤ 4J ′) +P (XNT ′(I±ei)−XNT ′(I±ei)≥ 2J ′)
≤ γ
′
K
25
.
Sum over the 4 choices of ±ei to prove the required result because the
condition on N is implied by taking 1−α= (logN)3/N small enough. 
Completion of proof of Theorem 1.1. By symmetry we have an
analogue of the above lemma with 0’s in place of 1’s. Let α and N be
as in Lemma 6.2. Now undo the scaling and set L =
√
NL′, J = NlogN J
′
and T = T ′N . Slightly abusing our earlier notation we let ξ
t
≤ ξ(N)t be the
unscaled coupled particle system where particles are killed upon exiting
(−KL,KL)2 and let I˜±ei =±eiL+ [−L,L]2. We define
Gξ = {ξT (I˜±ei)≥ J, ξˆT (I˜±ei)≥ J for i= 1,2},
where ξ
0
= ξ. Lemma 6.2 gives the conclusion of Lemma 5.2 with ε= 1−α,
γ′ = γ′K and now with
H = {ξ ∈ {0,1}Zd : ξ([−L,L]d)≥ J, ξˆ([−L,L]d)≥ J}.
Note that by (6.4) and the definition of γ′K , we have 1−γ > 1−6−4 where γ is
as in (5.17). The definition of ξ gives the required measurability of Gξ . Note
that H depends only on {ξ(x) :x ∈ [−L,L]d}, and ξ ∈ H implies ξ(x) = 1
and ξ(x′) = 0 for some x,x′ ∈ [−L,L]d. These are the only properties of H
used in the previous proof. Finally it is easy to adjust the parameters so
that L ∈ N as in Lemma 5.2. One way to do this is to modify (6.7) so the
conclusion of Lemma 6.2 becomes
XN0 (I
′)≥ J ′ implies P (XNT (I ′±ei)≥ J ′ for i= 1,2)≥ 1− γ′K ,
where I ′ = [−L′− 1,L′+1]2 and I ′±ei =±2L′ei+[−L′+1,L′− 1]2. Then for
N large (in addition to the constraints above, N ≥ 9 will do) one can easily
check that the above argument is valid with L = ⌊√NL′⌋ ∈ N. Therefore,
with the conclusion of this version of Lemma 5.2 in hand, the result for
d= 2 now follows as in the proof of Theorem 1.2. 
COMPLETE CONVERGENCE THEOREM 45
Remark 9. The above argument works equally well for LV(α) for d≥ 3
even without assuming (6.1). Only a few constants need to be altered, for
example, p= (d− 1)/2 and γ′K = ec1(2K+1)
d+1
. More generally the argument
is easily adjusted to give the result for the general voter model perturbations
in Theorem 1.2 (for d ≥ 3) without assuming (1.2), provided the particle
systems are also attractive. This last condition is needed to use the results
in [7].
7. Proofs of Theorems 1.3 and 1.4.
Proof of Theorem 1.3. Let ξt be the affine voter model with param-
eter α ∈ (0,1), and d≥ 3. If ε2 = 1− α, then the rate function of ξ is of the
form in (1.10) and (1.11) where
hi(x, ξ) =−fi(x, ξ) + 1(ξ(y) = i for some y ∈N ).(7.1)
Taking Z1, . . . ,ZN0 to be the distinct points inN we see that AV(α) is a voter
model perturbation. The fact that cTV(x, ξ) is cancellative was established
in Section 2 of [3], and so, as for LV(α), we may conclude that AV(α) is a
cancellative process. It is easy to check that cAV(x, ξ) is not a pure voter
model rate function, so the only remaining condition of Theorem 1.2 to check
is f ′(0)> 0.
To compute f(u), let {Bxu , u≥ 0, x ∈ Zd} be a system of coalescing random
walks with step distribution p(x), and put AFt = {Bxt , x ∈ F}, F ∈ Y . The
slight abuse of notation |AF∞|= limt→∞ |AFt | is convenient. If ξ0(x) are i.i.d.
Bernoulli with E(ξ0(x)) = u, and F0, F1 ∈ Y are disjoint, then (see (1.26)
in [4])
〈ξ(y) = 0 ∀y ∈ F0, ξ(x) = 1 ∀x∈ F1〉u
(7.2)
=
∑
i,j
(1− u)iujP (|AF0∞ |= i, |AF1∞ |= j, |AF0∪F1∞ |= i+ j).
From (1.23) and (7.1) we have f(u) =G0(u)−G1(u), where
G0(u) = 〈1{ξ(0) = 0}(−f1(0, ξ) + 1{ξ(y) 6= 0 for some y ∈N})〉u,
G1(u) = 〈1{ξ(0) = 1}(−f0(0, ξ) + 1{ξ(y) 6= 1 for some y ∈N})〉u.
If c0 =
∑
e p(e)P (|A{0,e}∞ | = 2), then the assumption that 0 /∈ N and (7.2)
imply
G0(u) =−c0u(1− u) + 〈1{ξ(0) = 0}〉u − 〈1{ξ(0) = ξ(y) = 0 for all y ∈N}〉u
=−c0u(1− u) + 1− u−
|N |+1∑
j=1
(1− u)jP (|AN∪{0}∞ |= j).
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Similarly,
G1(u) =−c0u(1− u) + u−
|N |+1∑
j=1
ujP (|AN∪{0}∞ |= j).
Therefore if A= |AN∪{0}∞ |, we obtain
f ′(0) =G′0(0)−G′1(0) =−1 +
|N |+1∑
j=1
jP (A= j)− 1 +P (A= 1)
= E(A− 1− 1(A> 1)).
Note that since A is N-valued, we have A− 1− 1(A> 1)≥ 0 with equality
holding if and only if A ∈ {1,2}. Hence to show f ′(0)> 0 it suffices to estab-
lish that P (A> 2)> 0. But since |N ∪{0}| ≥ 3 by the symmetry assumption
on N , the required inequality is easy to see by the transience of the random
walks Bxu . The complete convergence theorem with coexistence holds if ε > 0
is small enough, depending on N , by Theorem 1.2. 
Proof of Theorem 1.4. Let ηθt be the geometric voter model with rate
function given in (1.26). Then ηθt is cancellative for all θ ∈ [0,1] (see Section 2
of [3]), and it is clear that ηθt is not a pure voter model for θ < 1. [The latter
follows from the fact that q0(A) > 0 for any odd subset of N ∪ {0}.] The
next step is to check that ηθt is a voter model perturbation. Clearly 0 is a
trap. If we set ε2 = 1− θ and aj = c(0, ξ) for ξ(0) = 0 and
∑
x∈N ξ(x) = j,
then
aj =
[
j∑
k=1
(
j
k
)
(−ε2)k
]/[ |N |∑
k=1
( |N |
k
)
(−ε2)k
]
=
jε2 − (j2)ε4 +O(ε6)
|N |ε2 − (|N |2 )ε4 +O(ε6) ,
where
(j
2
)
= 0 if j = 1. A straightforward calculation [we emphasize that cVM
and f0, f1 are defined using p(x) = 1N (x)/|N | which satisfies (1.1) and (1.2)]
now shows that
cGV(x, ξ) = cVM(x, ξ) + ε
2 |N |
2
f0(x, ξ)f1(x, ξ) +O(ε
4) as ε→ 0,(7.3)
where the O(ε4) term is uniform in ξ and may be written as a function of
f1(0, ξ). It follows from Proposition 1.1 of [4] and symmetry that ξ
ε is a
voter model perturbation.
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To apply Theorem 1.2 it only remains to check that f ′(0)> 0, where
f(u) = 〈(1− 2ξ(0))f1(0, ξ)f0(0, ξ)〉u
=
∑
x,y
p(x)p(y)〈(1− 2ξ(0))ξ(x)(1− ξ(y))〉u.
Using (7.2) it is easy to see that for x, y,0 distinct,
〈ξ(x)(1− ξ(y))〉u = u(1− u)P (|A{x,y}∞ |= 2),
〈ξ(0)ξ(x)(1− ξ(y))〉u = u(1− u)P (|A{0,x}∞ |= 1, |A{0,x,y}∞ |= 2)
+ u2(1− u)P (|A{0,x,y}∞ |= 3).
If we plug the decomposition (x, y,0 still distinct)
P (|A{x,y}∞ |= 2) = P (|A{0,x}∞ |= 1, |A{x,y}∞ |= 2)
+P (|A{0,y}∞ |= 1, |A{x,y}∞ |= 2) + P (|A{0,x,y}∞ |= 3)
into the above we find that
f(u) = u(1− u)(1− 2u)
∑
x,y
p(x)p(y)P (|A{0,x,y}∞ |= 3),
and thus f ′(0) =
∑
x,y p(x)p(y)P (|A{0,x,y}∞ |= 3)> 0 as required. 
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