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Résumé 
Génération multi-sites de variables météorologiques 
horaires en zone alpine 
Application à la simulation de scénarios de crues du Rhône supérieur 
Suisse 
Une gestion appropriée des ressources en eau et des risques hydrologiques repose, dans 
une large mesure, sur la capacité à générer des scénarios de crues pertinents, que ce soit 
dans les conditions climatiques actuelles ou futures. En milieux alpins caractérisés par une 
topographie complexe, la disponibilité de données de débits est généralement très limitée et 
le régime hydrologique des bassins versants est fréquemment perturbé par les aménage-
ments hydro-électriques. La prédétermination des crues s’avère donc être un exercice diffi-
cile que les méthodes classiques, mal adaptées à un tel contexte, peinent à solutionner. 
Le présent travail propose un concept global reposant sur la définition de scénarios mé-
téorologiques qui sont transformés par la suite en scénarios de crues au moyen d’un modèle 
Pluie-Débit. Les scénarios météorologiques sont obtenus par simulation au moyen d’un 
générateur stochastique conditionné par des indices de circulation atmosphérique et des 
variables météorologiques de surface. Les indices de circulation atmosphérique sont dérivés 
de séries de données d’observations réanalysées sur l’ensemble du globe par le NCEP (Na-
tional Centre for Environmental Prediction en anglais) pour la période 1982-2001. De 
nombreuses combinaisons de jeux d’indices indépendants pouvant être considérés, les plus 
appropriés sont identifiés au moyen d'une analyse de sensibilité.  
Le générateur stochastique développé dans cette étude repose sur la combinaison de 
deux approches largement utilisées ces dernières années pour des objectifs de prédiction. 
La première approche fait appel à une série de modèles linéaires généralisés – extension des 
modèles linéaires classiques – pour expliquer les variables météorologiques régionales de 
surface à partir du jeu d’indice retenu. La deuxième approche se base sur la méthode des 
plus proches voisins qui supposent que des situations causales similaires ont des consé-
quences similaires, pour désagréger les variables météorologiques régionales journalières en 
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variables horaires. La simulation des variables météorologiques de surface repose sur 
l’application des structures spatiales et temporelles déduites de la situation causale retenue 
comme analogue. 
La méthodologie présentée ci-dessus a été appliquée au bassin alpin du Rhône à l’amont 
du Léman (Suisse) pour générer sur l’ensemble des sites de mesures (48 stations pluviomé-
triques et 11 stations thermométriques) une série de scénarios météorologiques horaires 
(précipitations, températures et gradients de température). 
La capacité du générateur stochastique à reproduire les statistiques des variables hydro-
météorologiques considérées et des évènements extrêmes a été analysée à plusieurs échelles 
spatiales (100 à 5500 km2) et temporelles (3 h à 3 jours). Ces statistiques concernent la 
moyenne, l’écart type et l’autocorrélation, et cela pour les précipitations liquides, les précipi-
tations totales et les températures. D’autres variables associées ont été étudiées telles que 
l’altitude de l’isotherme pluie-neige. En général, les statistiques d’évaluation issues des scé-
narios météorologiques simulés présentent une très bonne cohérence avec celles issues des 
observations. 
Pour les évènements extrêmes, les résultats témoignent également d'une relativement 
bonne reproduction des distributions des précipitations annuelles maximales et des distri-
butions saisonnières des températures minimales et maximales. Les résultats obtenus aux 
échelles locales et horaires sont moins bons – tout en restant satisfaisants – que ceux rela-
tifs aux échelles régionales et journalières, ce qui n'est guère surprenant puisque c'est à ces 
dernières échelles qu'a été effectué le calage des différents modèles. 
Les scénarios météorologiques ont été utilisés pour simuler 20 ans de débits horaires aux 
stations de mesures situées dans le bassin versant du Rhône. Le bassin versant a été divisé 
en bandes d’altitude de sorte à pouvoir prendre en compte la variation de la température 
avec l’altitude, facteur particulièrement pertinent dans les zones de forte déclivité et présen-
tant une topographie très accidentée, ce qui est généralement le cas en milieu alpin. Les 
statistiques de ces scénarios témoignent également d'une cohérence satisfaisante avec les 
observations, en particulier pour les crues extrêmes. Finalement un ensemble de scénarios 
de crues a été extrait des séries de débits horaires simulés et peut être utilisé pour analyser 
le comportement hydrologique pour des sollicitations météorologiques diverses. 
 
Mots clés : Multi-sites, scénarios de crue, précipitation horaire, température horaire, ré-
gions de montagne, descente d’échelle statistique, désagrégation, générateur stochastique, 
réanalyses NCEP, indices de circulation atmosphérique. 
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Abstract 
Multi-site generation of hourly weather variables for 
the simulation of hydrological scenarios in alpine zone 
Application to the upper Rhone catchment – Switzerland 
Water resources management and hydrological risks are based, to a large extent, on our 
competence to generate relevant hydrological scenarios under present and future climatic 
situations. In alpine areas, characterized by highly complex topography, the availability of 
discharge data is generally very limited and the hydrological regime is frequently affected by 
hydraulic infrastructures (e.g. dams for hydro-power production). Flood scenario estima-
tion is thus a complicated task; classical methods are badly adapted to such a context. 
The present work proposes a global concept based on the simulation of meteorological 
weather variables transformed subsequently in flood scenarios using a rainfall-runoff mo-
del. The meteorological scenarios are obtained from simulation using a stochastic weather 
generator conditioned by both atmospheric circulation indices and meteorological varia-
bles. Atmospheric circulation indices are derived from reanalysis data set provided by the 
National Centre for Environmental Prediction (NCEP) for the period 1982-2001. Appro-
priate circulation indices and meteorological series were selected by means of sensitivity 
analysis. 
The stochastic generator developed within the framework of this research combines two 
approaches widely used in recent prediction purposes. The first uses a set of generalized 
linear models – that extend the classical linear models – to explain regional and daily me-
teorological variables using the appropriate set of predictors. The second uses nearest 
neighbor method, based on the hypothesis that similar synoptic situations will produce 
similar meteorological situations, to disaggregate daily regional meteorological variables into 
hourly and locally distributed variables. 
The generation process was applied to the Upper Rhone River basin, an alpine cat-
chment located in the Valais canton – Switzerland (upstream to Lake Leman) to generate a 
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series of hourly meteorological scenarios (precipitation, temperature and lapse rate tempe-
rature) at multiple sites (48 raingauges and 11 thermal stations).  
The ability of the stochastic generator to reproduce statistics of key hydrological varia-
bles and extreme weather events was evaluated at multiple spatial (ranging from 100 to 
5500 km2) and temporal (ranging from 3 h to 3 days) scales. These statistics are classical 
mean, standard deviation and lag-1 correlation coefficient for total and liquid precipitation, 
as well as temperature. Other associated variables, such as the snow/rain line altitude have 
been studied. In general, statistics related to meteorological scenarios show moderate to 
very good agreement between simulations and observations. For extreme events, distribu-
tions of annual maxima precipitations and of seasonal maximum and minimum temperatu-
res are also well reproduced, even if results obtained at both hourly and locally scales show 
less good – but still satisfactory – performance than those obtained at both daily and regio-
nal scales. This is definitely not surprising since the calibration of the different model pa-
rameters has been performed at those latter scales. 
The meteorological scenarios are next used to simulate 20-year discharge time series at a 
number of discharge stations throughout the Rhône watershed using an appropriate rain-
fall-runoff model. The catchment was divided into elevation bands in order to be able to 
take into account the variation of temperature with altitude; this is of high importance, 
especially in areas showing highly complex topographical features, which is usually the case 
of the alpine watersheds. Here again, statistical properties of the hydrological scenarios 
show good accordance with observations, especially for flood events. Finally, a number of 
flood scenarios, corresponding either to floods localized in some specific sub-basins or to 
floods generalized over the whole basin, were extracted from the simulated discharge time 
series; they can be used to study the hydrological behavior of the basins submitted to va-
rious meteorological solicitations. 
 
Keywords: Multi-sites, flood scenarios, hourly rainfall, hourly temperature, mountainous 
regions, statistical downscaling, disaggregation, weather generator, nearest neighbors, reana-
lysis data, atmospheric circulation indices 
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 Chapitre 1 
1 Introduction  
1.1 Problématique 
En général, la gestion des risques liés aux inondations et le dimensionnement des ouvra-
ges hydrauliques sont basés sur la prédétermination d’une crue de projet reposant sur des 
études hydrologiques plus ou moins complexes. Les méthodes d’analyse basées sur la simu-
lation de scénarios de crue au moyen d’un modèle hydrologique alimenté par des scénarios 
météorologiques, font l'objet d'un intérêt croissant grâce à leur large domaine d’application. 
Les scénarios météorologiques sont généralement fournis par des générateurs stochastiques 
(Hingray, 2003).  
Parmi les générateurs proposés récemment, les méthodes de descente d’échelle stochas-
tiques sont particulièrement intéressantes puisqu’elles permettent de déduire la situation 
météorologique à l’échelle régionale ou locale, à partir de données relatives à la circulation 
atmosphérique à l’échelle synoptique (Fowler et al., 2005). 
Plusieurs études réalisées récemment par le Groupe d’experts Intergouvernemental sur 
l’Evolution du Climat (GIEC) ont mis en évidence un lien de causalité entre la circulation 
atmosphérique à l’échelle synoptique et les variables météorologiques à une échelle plus 
fine. Les processus physiques associés à la dynamique de la circulation synoptique ont été 
largement documentés (IPCC, 2001; GIEC, 2007). Les méthodes dynamiques de descente 
d’échelle, basées sur la paramétrisation de ces processus, nécessitent toutefois une formula-
tion mathématique très complexe, ce qui les rend moins attractifs que les méthodes statisti-
ques de descente d’échelle plus simples à mettre en œuvre et moins gourmandes en temps 
de calcul. Ces méthodes sont adaptées aussi bien aux simulations en climat actuel qu’aux 
simulations relatives à un climat modifié. Dans le premier cas, elles sont basées sur des ré-
analyses synoptiques qui permettent de dériver certaines variables atmosphériques qui sont, 
par la suite, reliées aux variables météorologiques d’intérêt, à l’échelle régionale ou locale. 
Dans le second cas, les réanalyses synoptiques sont remplacées par des variables atmosphé-
riques dérivées des modèles climatiques globaux ou régionaux, à partir desquelles 
l’évolution du climat peut être simulée sur une longue période. 
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1.2 Contexte 
Cette étude de recherche s’intègre dans le cadre du projet intitulé CONcept de SECurité 
contre les CRUes (acronyme CONSECRU), projet initié par le Conseil d'Etat du Canton 
du Valais suite aux inondations catastrophiques des années 1987 et 1993 dans le Haut-
Valais, dont le but principal était la prévention et l'évaluation des conséquences de crues 
extrêmes du Rhône valaisan.  
Consuegra et al. (1998) ont proposé une méthodologie basée sur une approche multi-
événementielle pour simuler des scénarios de crues extrêmes du Rhône à l’amont de Marti-
gny. L’approche développée (Fig. 1-1) repose sur la simulation d’un scénario pluviométri-
que à l’aide d’un générateur stochastique de type Neymann-Scott à pulse rectangulaire 
(NSRPM en anglais) (Favre et al., 2002). La précipitation générée est ensuite distribuée spa-
tialement à l’aide d’un schéma spécifique, la proportion tombant sous forme liquide étant 
déterminée en fonction de l’altitude de l’isotherme 0°C qui est tirée aléatoirement d’une 
distribution empirique appropriée. Les débits de base provenant des parties glaciaires et 
non glaciaires font également l’objet d’un tirage aléatoire au sein de distributions empiri-
ques. Finalement, la réponse du bassin est simulée à l’aide d’un modèle hydrologique qui 
intègre la contribution des glaciers. 
En l’an 2000, suite à de crues d’une ampleur exceptionnelle de l’évènement du 14 octo-
bre, le Canton du Valais a souhaité le développement d’une nouvelle méthodologie permet-
tant de générer un catalogue de scénarios de crues et d’estimer les débits correspondants en 
plusieurs stations situées le long du Rhône à l’amont du Léman. La méthodologie devait 
bénéficier des développements les plus récents réalisés dans les domaines de la modélisa-
tion hydrologique, d’une part, et de la simulation de scénarios météorologiques, d’autre 
part, pour améliorer la fiabilité des prédictions obtenues par la méthode développée par 
Consuegra et al. (1998) qui présentait quelques faiblesses, liées notamment (i) au recours à 
un nombre limité de schémas d'abattement spatial, incapables de reproduire toutes les 
structures spatiales observées et, (ii) à la difficulté à prendre en compte un contexte de cli-
mat modifié caractérisé par une non-stationnarité des fonctions de répartition cumulée de 
l’altitude de l’isotherme pluie-neige et du débit de base. 
1.3 Objectifs et méthodologie 
Le présent mémoire a pour objectif de développer une méthodologie susceptible de dé-
river des scénarios météorologiques à partir de scénarios atmosphériques, aux échelles de 
temps et d’espace requises pour la simulation de scénarios hydrologiques pertinents. 
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La génération des variables météorologiques est basée sur le principe général «Mêmes 
causes - Mêmes effets» qui exprime l'interaction qui existe, d’une part, entre les situations 
atmosphériques à l’échelle synoptique et les conditions météorologiques régionales ou loca-
les et, d’autre part, entre les similarités des effets provenant de deux situations météorolo-
giques équivalentes.  
 
 
Fig. 1-1 Illustration de l'approche multi-événementielle pour la génération de scénarios de crues 
de projet proposée par Consuegra et al. (1998) 
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Etant donné que la circulation atmosphérique n’explique pas totalement les phénomè-
nes météorologiques, la partie non explicable est considérée comme une composante aléa-
toire qui motive le recours à des processus stochastiques basés sur les distributions statisti-
ques des variables considérées pour simuler les scénarios météorologiques.  
Le processus de génération des variables météorologiques se base sur la combinaison 
d’une méthode de descente d’échelle statistique et d’une méthode analogique pour dériver 
des chroniques de précipitations et de températures horaires en différents sites du réseau de 
mesures climatologiques du bassin versant considéré. La première étape consiste à générer 
ces variables à une échelle régionale (totalité du bassin) et à un pas de temps journalier en 
les conditionnant à certains indices caractérisant la circulation atmosphérique du jour 
considéré dérivés des champs de diverses variables atmosphériques réanalysées par le Cen-
tre Américain pour la Prédiction Environnementale (CAPE / NCEP en anglais). La 
deuxième étape vise à désagréger les variables régionales journalières aux échelles locale et 
horaire; cette désagrégation est basée sur une recherche dans l'historique météorologique de 
situations proches de celle générée dans la première étape. Après tirage aléatoire de l’une de 
ces situations, sa structure spatio-temporelle est utilisée pour effectuer la désagrégation. Le 
processus de génération fait intervenir des variables aléatoires pouvant donner lieu à de 
multiples réalisations partageant les mêmes caractéristiques statistiques que celles obser-
vées. Il en résulte un ensemble de scénarios météorologiques qui sont par la suite transfor-
més en scénarios de crues au moyen d’un modèle Pluie-Débit. Dés lors, il est possible 
d’effectuer des études comparatives et d’évaluer la sensibilité des ouvrages hydrauliques 
soumis à différentes sollicitations. 
1.4 Organisation du mémoire 
Le deuxième chapitre se focalise sur la méthodologie de génération de scénarios météo-
rologiques. Après une présentation des différents modèles utilisés pour générer les variables 
météorologiques, les techniques de simulation retenues dans le cadre de cette étude sont 
passées en revue; ces techniques sont basées sur l’association de modèles linéaires générali-
sés et d’un modèle des Plus Proches Voisins (PPV) pour simuler les précipitations et tem-
pératures à pas de temps horaires simultanément en plusieurs sites. 
Le troisième chapitre présente les caractéristiques dominantes de la zone d’étude (bassin 
versant du Rhône à l’amont du Léman) en mettant l’accent sur les principaux facteurs et 
contraintes qui conditionnent la genèse des crues en milieux alpins. Les principes de la mo-
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délisation hydrologique à laquelle il a été fait appel, ainsi que les données météorologiques 
et synoptiques utilisées font également l’objet d’une description détaillée. 
Une analyse exhaustive de la sensibilité des modèles linéaires généralisés retenus est ef-
fectuée au chapitre 4. L'analyse porte sur différentes combinaisons de jeux de prédicteurs et 
sur l'échelle spatiale la mieux adaptée au jeu d'indice retenu, à la suite de quoi le couple pré-
dicteurs/échelle spatiale le plus performant est défini.  
Le chapitre 5 est consacré à l’application au bassin versant du Rhône à l’amont du Lé-
man et à l'évaluation de la méthodologie développée dans le cadre de cette étude. Sont étu-
diées successivement les performances du processus de génération des variables météoro-
logiques à l’échelle journalière pour la totalité du bassin, puis à des échelles spatiales et 
temporelles plus fines. Par la suite, l’aptitude du processus à reproduire les statistiques des 
valeurs maximales des précipitations est également évaluée. Enfin, un ensemble de scéna-
rios météorologiques est identifié donnant lieu à un catalogue de crues. 
Le dernier chapitre présente les conclusions générales ainsi qu’un certain nombre de 
perspectives pour des travaux futurs.  
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 Chapitre 2 
2 Modèles de génération des variables météorologiques 
2.1 Introduction 
Les variables météorologiques telles que les précipitations et les températures sont sou-
vent d'une grande utilité pour les études d'impact sur les caractéristiques hydrologiques d'un 
bassin versant, y compris celles liées aux changements climatiques. Les modèles météorolo-
giques ou climatiques sont des outils incontournables pour la génération de scénarios mé-
téorologiques. Cependant leurs résultats sont mal adaptés pour les variables météorologi-
ques requises pour les analyses hydrologiques. Les générateurs stochastiques de temps 
(Weather generators en anglais) ont été développés par les hydro-météorologues à cet effet. 
Ils s'avèrent être de puissants outils de génération de séries de variables météorologiques 
sur de longues, voire de très longues périodes. Les principales approches qui sous-tendent 
ces modèles multiples et variés sont évoquées ci-après. 
2.2 Principaux modèles existants 
Il existe une grande variété de modèles pour la génération stochastique de scénarios mé-
téorologiques et pluviométrique. Ils peuvent être rattachés à plusieurs grandes classes : les 
modèles paramétriques, non paramétriques, conditionnés,  non conditionnés, mono-site, 
multi-sites, journaliers, horaires, les modèles de générations des précipitations et les modè-
les de générations multi-variés. 
2.2.1 Modèles paramétriques vs non-paramétriques 
Parmi les différents modèles paramétriques, les modèles basés sur des cellules pluvieuses 
proposés par Bras et Rodríguez-Iturbe (1976a) et les modèles basés sur des chaînes de 
Markov cachées proposés par Richardson (1981) sont les plus utilisés.  
Pour les modèles basés sur des cellules pluvieuses, la génération de séries de précipita-
tions est effectuée par la génération et l’agrégation au sein d’averses distinctes décrites par 
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un certain nombre de pulses rectangulaires sensés représenter autant de cellules pluvieuses. 
Les cellules pluvieuses, supposées indépendantes, sont superposées pour produire à chaque 
instant l’intensité précipitée. L’espacement entre les averses de même que les caractéristi-
ques statistiques des cellules (position, durée et intensité de la cellule au sein de l’averse, 
etc.) sont générées au moyen de lois statistiques appropriées. Les modèles de ce type les 
plus répandus sont les modèles de Neyman-Scott (acronyme NSRPM) et de Bartlett-Lewis 
(acronymes BLRPM). 
Les modèles basés sur des chaînes de Markov définissent une autre famille de généra-
teurs de précipitations. Ils utilisent un processus de génération stochastique en deux étapes. 
La première consiste à simuler une suite d’évènements pluvieux ou secs. Cette simulation 
utilise une chaîne de Markov qui, lorsqu’elle est du premier ordre, permet de simuler un 
évènement se produisant au temps t  en prenant en compte l'évènement au temps 1t − , et 
uniquement cet évènement. Une matrice de transition, qui permet de définir la loi de pas-
sage d’un état à un autre, est utilisée à cet effet. La seconde étape du processus de généra-
tion consiste à générer pour chaque événement pluvieux son intensité. Cette génération est 
effectuée sur la base d’une loi statistique dérivée des observations pour caractériser, dans le 
cas d’un état pluvieux, l’intensité des précipitations.  
Les générateurs de précipitations évoqués ci-dessus nécessitent l’estimation d’un nom-
bre souvent important de paramètres (Richardson, 1981; Hughes and Guttorp, 1994; Kout-
soyiannis et al., 2003). Par ailleurs, l'utilisation de ces générateurs dans un contexte de cli-
mat modifié soulève le problème de l’estimation de leurs paramètres pour ce contexte mo-
difié (Overney et al., 1997). De ce fait, les modèles linéaires généralisés (MLGs) tels que 
proposés par Coe et Stern (1982) représentent une bonne alternative pour réduire le nom-
bre de paramètres et simplifier leur estimation. Seuls les paramètres de la régression sont 
nécessaires pour simuler les séries de variables météorologiques. L’utilisation de tels modè-
les pour la génération de scénarios météorologiques connaît un essor considérable depuis 
quelques années. Différents auteurs ont utilisé ce genre de modèles pour produire des scé-
narios de précipitations à partir de divers indices de la circulation atmosphérique et/ou de 
l’état de l’atmosphère à l’échelle synoptique (Conway et al., 1996). De tels modèles ont été 
également utilisés pour dériver d'autres variables hydrométéorologiques telles que la tempé-
rature (Brandsma and Buishand, 1997; Furrer and Katz, 2007) la vitesse du vent (Yan et al., 
2006) ou l’évaporation potentielle (Yang et al., 2005). Le principe de ces modèles est préci-
sé dans la section 2.4. 
Les modèles non paramétriques relèvent d’une autre approche. Ils utilisent des séquen-
ces météorologiques observées comme scénarios pour le pas de temps de génération consi-
déré. Les modèles des k Plus Proches Voisins (k-PPV) ou les modèles des analogues ( 1k = ) 
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sont les plus utilisés. Ces modèles sont utilisés pour générer des scénarios de diverses va-
riables météorologiques. Brandsma et Buishand (1998) ont utilisé la méthode des k-PPV 
pour simuler des séries de précipitations et de températures journalières en différentes sta-
tions du bassin du Rhin en Allemagne. Zorita et von Storch (1999) ont fait appel au modèle 
des analogues pour simuler des séries de précipitations journalières. Ils ont obtenu des ré-
sultats comparables, voire même meilleurs qu’avec d’autres modèles paramétriques plus 
compliqués. 
2.2.2 Modèles conditionnés vs non-conditionnés 
Le conditionnement d’un modèle peut prendre différentes formes. Dans le cas des mo-
dèles paramétriques, les paramètres de la modélisation peuvent, par exemple, être détermi-
nés de façon distincte pour les différentes périodes calendaires d’une année. Le condition-
nement peut aussi être réalisé sur la base d’une information liée à la circulation atmosphéri-
que, correspondant généralement à l’échelle synoptique, et/ou d’une information liée à la 
situation météorologique et correspondant généralement à l’échelle régionale. Dans les 
deux cas, la situation atmosphérique ou météorologique peut être caractérisée par des indi-
ces (Jones et al., 1993; Wilby, 1998; Rajagopalan and Lall, 1999; Beckmann and Buishand, 
2002), des champs (Hughes et al., 1999; Bontron, 2004), ou encore des types de temps 
(Bardossy and Plate, 1992; Wheater et al., 2000). Lorsque le conditionnement est lié à la 
circulation atmosphérique, les modèles sont dits de descente d’échelle. De nombreux mo-
dèles utilisant les MLGs ou la méthode des k-PPV sont des modèles de ce type. Ils appar-
tiennent plus précisément à la famille des modèles de descente d’échelle statistique. Ces 
modèles sont  particulièrement appropriés pour les applications liées aux impacts dus aux 
changements climatiques (Qian et al., 2002; Fowler et al., 2005). Ils permettent par ailleurs 
d’expliquer une partie de la variabilité des précipitations sur la base de variables atmosphé-
riques de grande échelle, ce qui n’est pas le cas des familles de modèles NSRPM et autres. 
2.2.3 Modèles mono-site vs multi-sites 
Les modèles de génération des variables météorologiques peuvent être également classés 
en modèles mono-site ou multi-sites. Dans le cas des modèles mono-site, l'implémentation 
d'un modèle de génération est faite au niveau d'une unique station météorologique. 
L’estimation des paramètres de ces modèles ne pose généralement pas de problèmes parti-
culiers (Rodriguez-Iturbe et al., 1998; Favre, 2000). Ces modèles sont souvent utilisés pour 
des applications simples. Les modèles multi-sites ont pour objectif de générer simultané-
ment des chroniques de précipitations en différentes stations de la région d’intérêt. Leur 
implémentation nécessite une adaptation afin de tenir compte des corrélations spatiales 
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existant entre les variables météorologiques observées aux différentes stations météorologi-
ques concernées. Pour la plupart des études hydrologiques, les modèles multi-sites tendent 
à remplacer les modèles mono-site. Ils sont plus pertinents dès lors que la variabilité spa-
tiale des variables météorologiques est importante (e.g. grands bassins, bassins à topogra-
phie contrastée induisant une forte hétérogénéité spatiale des variables, etc.). 
Les modèles multi-sites sont souvent dérivés des modèles mono-site. Par commodité, la 
génération est souvent mono-site et une certaine forme de dépendance spatiale est intro-
duite et appliquée sur chaque site de façon à prendre en compte de l’hétérogénéité spatiale 
des variables météorologiques d’intérêt. Citons par exemple, dans le cas des modèles de 
générations des précipitations, l’extension du modèle de Richardson (1981) par Wilks et 
Wilby (1999), du modèle de Bras et Rodríguez-Iturbe (1976b) par Favre et al. (2002) en bi-
sites et récemment par Fowler et al. (2005) en multi-sites et l’extension du modèle de Coe 
et Stern (1982) par Yang et al. (2005). Cependant, ces modèles déjà exigeants en paramétri-
sation mono-site, deviennent de plus en plus complexes en multi-sites et l’estimation de 
leurs paramètres devient non triviale. Pour certains modèles, cette estimation doit être ef-
fectuée par le biais d’une procédure test-erreur relativement coûteuse en temps de calculs. 
Les modèles non paramétriques tels les k-PPV représentent une bonne alternative pour la 
génération multi-sites des variables météorologiques, tout en préservant les interactions 
existantes entre les différents sites étudiés (Rajagopalan and Lall, 1999; Buishand and 
Brandsma, 2001). 
2.2.4 Modèles journaliers vs horaires 
La plupart des modèles mono ou multi-sites ont été utilisés pour générer des séries de 
variables météorologiques à un pas de temps égal ou supérieur à la journée (e.g. Beckmann 
and Buishand, 2002) alors que dans certains cas  (e.g. milieux montagneux), la génération 
de variables météorologiques à des pas de temps inférieurs (e.g. 1 heure) est nécessaire. 
Plusieurs techniques de désagrégation temporelles ont été proposées (Koutsoyiannis and 
Manetas, 1996; Hingray and Ben Haha, 2005) encore qu’une plus faible attention ait été 
accordée au développement d’outils de désagrégation multi-sites. Ces approches ne permet-
tent pas de tenir compte de la grande variabilité des structures temporelles caractéristiques 
des régions montagneuses influencées par la topographie très accidentée qui influence 
considérablement, en particulier, la dynamique des masses d’air. Dans sa forme la plus ba-
sique, la désagrégation multi-sites repose sur l'application de la structure infra-journalière 
d’un site pilote aux autres sites du réseau de mesures (Schnorbus and Alila, 2004; Segond et 
al., 2006). 
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2.2.5 Modèles de précipitation vs modèles multi-variés 
La grande majorité des modèles évoqués ci-dessus ont été développés pour la seule gé-
nération de scénarios de précipitations. La génération d’autres variables météorologiques 
peut s’avérer indispensable pour certaines applications hydrologiques. Ceci est particuliè-
rement le cas dans les milieux alpins où, par exemple, la température de l’air est une varia-
ble (parmi d’autres) qui peut avoir potentiellement autant d’influence sur la réponse hydro-
logique des bassins versants que la variable précipitation. Vu que la plupart des approches 
visant à produire des scénarios de plusieurs variables considèrent ces dernières comme in-
dépendantes (Wilks and Wilby, 1999), la principale difficulté, pour un modèle multi-varié, 
consiste alors à reproduire l’interdépendance spatiale et temporelle entre ces différentes 
variables hydrométéorologiques (Buishand and Brandsma, 2001). 
2.3 Modèles choisis 
Parmi les différentes approches évoquées précédemment, deux types d’approche ont été 
privilégiées pour la génération multi-site de scénarios météorologiques adaptés aux 
contraintes de notre problématique (cf. Chapitre 3) qui sont :  
- Les modèles linéaires généralisés (MLGs) 
- Le modèle des k-plus proches voisins (k-PPV). 
Les principaux avantages et inconvénients de ces deux méthodes pour la génération des 
variables météorologiques, en particulier les précipitations et les températures sont précisés 
ci-dessous, tout comme les raisons qui justifient le choix d’une approche combinant ces 
deux méthodes. Dans un deuxième temps les principaux éléments théoriques relatifs à cha-
cune de ces deux approches sont présentés (sections 2.4 et 2.5). Finalement, sont évoqués 
les éléments spécifiques de l’approche combinée retenue pour notre cas d’étude (section 
2.6). 
Les modèles linéaires généralisés peuvent être utilisés pour produire des séries de varia-
bles météorologiques relatives au climat actuel et futur. Pour le climat actuel, les prédicteurs 
sont dérivés des champs de variables issus des réanalyses atmosphériques du passé (Jones 
et al., 1993). Pour un contexte modifié, les prédicteurs sont dérivés des champs de variables 
issues des données de sortie des modèles climatiques pour ce contexte modifié (Beckmann 
and Buishand, 2002). Les MLGs peuvent être également utilisés pour la prévision météoro-
logique, auquel cas, les prédicteurs sont issus de modèles numériques de prévisions météo-
rologiques (Gangopadhyay et al., 2004). 
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Les MLGs nécessitent de supposer qu’il existe une fonction de lien simple entre 
l’espérance de la variable d’intérêt et les diverses variables supposées pouvoir expliquer sa 
variabilité et qu’il est, dès lors, possible de modéliser sa variabilité résiduelle par une loi 
statistique dépendant de la fonction de lien précédemment évoquée (cf. § 2.4.2). Ces hypo-
thèses peuvent constituer une limitation pour certaines variables aux distributions statisti-
ques non standards. 
La plupart des MLGs sont utilisés pour produire une variable donnée en un site donné. 
La simulation simultanée de plusieurs variables météorologiques (multi-variée) sur plusieurs 
sites (multi-sites) est moins fréquente. La difficulté à prendre en compte la variabilité spa-
tiale inter-variable ou inter-site a été mentionnée précédemment. Une certaine forme de 
corrélation spatiale est déjà induite par le fait que la génération est conditionnée à différents 
prédicteurs atmosphériques; elle est cependant généralement insuffisante pour reproduire 
les corrélations observées (Yang et al., 2005). La principale difficulté consiste alors à trou-
ver la structure de dépendance à incorporer dans le processus de génération des différentes 
variables. Dans ce contexte, le recours à une variable Normale multi-variée pour piloter le 
processus de génération stochastique est une stratégie possible (Wilks, 1998). Par concep-
tion et en moyenne statistique, la corrélation globale entre les sites est alors préservée. Ceci 
ne garantit cependant pas que la corrélation spatiale observée entre stations pour certains 
types d’événements météorologiques soit correctement reproduite. Cette limitation est po-
tentiellement critique, en particulier dans le cas des événements météorologiques qui 
conduisent aux événements hydrologiques majeurs (Katz et al., 2002). 
Les modèles des k-PPV ont été largement utilisés ces dernières années, comme alterna-
tives aux différents modèles paramétriques, pour la génération de scénarios météorologi-
ques. Ces modèles sont basés sur les techniques de ré-échantillonnage développées par 
Lorenz (1969). Des situations météorologiques similaires à une situation cible sont recher-
chées dans une base d’archives météorologiques ou atmosphériques. Ici également, ces 
modèles peuvent être utilisés pour le climat actuel (Buishand and Brandsma, 2001), modifié 
(Sharif and Burn, 2006) et en prévision (Obled et al., 2002; Gangopadhyay et al., 2005).  
Le principal avantage des techniques basées sur les k-PPV est qu’elles ne font pas 
d’hypothèses restrictives concernant la distribution statistique des différentes variables mé-
téorologiques d’intérêt. Vu que ces dernières sont ré-échantillonnées simultanément par 
remplacement à partir des données observées, les corrélations inter-variables et intersites 
sont parfaitement reproduites pour chacun des pas de temps de la génération (Mehrotra 
and Sharma, 2007). Cependant, ces techniques présentent deux inconvénients majeurs; 
d'une part, elles sont incapables de produire des situations météorologiques non-observées 
car elles sont basées sur des observations et, d'autre part, l’archive météorologique doit être 
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riche en évènements similaires à la situation d’intérêt (série de longue durée). Cette limita-
tion est particulièrement sensible lorsqu’il s’agit de trouver des scénarios pour des situations 
extrêmes puisque leur probabilité d'occurrence au cours de la période d’observation est 
d’autant plus faible que la période est limitée (Bontron, 2004). 
Le choix principal de cette combinaison porte sur la complémentarité de ces deux ap-
proches. En effet, les MLGs permettent de générer des scénarios météorologiques perti-
nents à l’échelle journalière et régionale sur la base de différents indices atmosphériques et 
météorologiques choisis mais peinent à reproduire les dépendances spatiales au sein d’un 
réseau de mesures. Les k-PPV sont capables de reproduire parfaitement la dépendance 
spatiale mais peinent à simuler des scénarios qui n’ont pas été observés dans le passé. 
2.4 Modèles linéaires généralisés 
2.4.1 Historique 
La notion de la famille exponentielle a permis de regrouper toutes les lois statistiques 
dans une nouvelle classe de modèles – les modèles linéaires généralisés MLGs (en anglais 
Generalized Linear Models ou GLMs). Ces modèles ont été introduits par Nelder et Wed-
derburn (1972). Il s’agit d’une généralisation des modèles linéaires classiques en termes de 
loi de probabilité d’une part, et de lien à la linéarité, d’autre part. Ces modèles permettent 
l'analyse de données discrètes et continues (cf. McCullagh and Nelder, 1989). 
Hastie and Tibshirani (1990) ont présenté de façon exhaustive l’extension des MLGs par 
les Modèles Additifs Généralisés (MAG / GAMs en anglais de Generalized Additive Mo-
dels). Cette classe de modèles consiste à remplacer les coefficients de la relation linéaire 
entre prédicteurs et prédictants par des fonctions d’ajustement (fonctions non paramétri-
ques ajustées sur les données), en prenant en compte, simultanément, l’influence des pré-
dicteurs sur les prédictants. La performance de ces modèles est généralement meilleure que 
celle obtenue avec les MLGs. Les MAG nécessitent cependant des temps de calcul beau-
coup plus importants, ce qui peut se révéler un handicap majeur, notamment dans le cas 
des études de sensibilité des modèles. 
2.4.2 Notations et hypothèses 
Notons 1( ,..., )
T
ny y y=  le vecteur correspondant à n variables à expliquer et 
( )1,..., TnY Y Y=  le vecteur des variables aléatoires qui lui est associé. Les composantes 
1,..., nY Y  sont supposées indépendantes et distribuées selon une loi statistique de moyenne 
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( )1,..., Tnµ µ µ=  telle que ( )E Yµ = . Soit { }1  ; 1ij i n j pX x ≤ ≤ ≤ ≤=  une matrice constituée de p 
variables explicatives dont la composante ijx  correspond à l’ i
ème réalisation de la j ème va-
riable explicative sensée expliquer l’ i ème réalisation de la variable y . Notons 
( )1,..., TpA a a= le vecteur des p  paramètres associés aux p  variables explicatives. Finale-
ment, notons ( )1,..., Tne e e=  le vecteur d’erreurs constitué de n variables aléatoires suppo-
sées indépendantes et identiquement distribuées de moyenne eµ ( 0eµ = ) et de variance 2eσ . 
Pour simplifier les équations, l’indice i  de l’ i ème réalisation sera omis par la suite. 
Les modèles linéaires généralisés reposent sur trois hypothèses de base: 
- distribution de la variable – la variable à expliquer Y  doit être distribuée selon une 
loi appartenant à la famille exponentielle, au sens de Nelder et Wedderburn (1972) (Sec-
tion 2.4.3), 
- linéarité – l'expression de la linéarité entre les éléments de la matrice X  des varia-
bles explicatives définissant un prédicteur linéaire η  est donné par 
XAη =  (2-1) 
- fonction de lien – la fonction de lien g lie le prédicteur linéaire η  à l’espérance de 
la variable à expliquer µ  par la relation 
( )gη µ= . (2-2) 
Les deux dernières hypothèses permettent de déduire directement la relation entre 
l’espérance µ  et la matrice A  des variables explicatives X  donnée par 
( )g XAµ =  (2-3) 
ou encore 
( ) 0
1
p
j j
j
g a a xµ
=
= + ∑ , (2-4) 
qui constitue l’équation de base des modèles linéaires généralisés. Ces derniers sont com-
plètement déterminés par la connaissance de la fonction de lien canonique g  propre à 
chaque loi de distribution. 
2.4.3 Famille exponentielle 
Une fonction de distribution unique regroupe la plupart des lois statistiques usuelles à 
un ou deux paramètres (loi Binomiale, loi Normale, loi Gamma, etc.) dans une famille de 
lois appelée « Famille Exponentielle » (Nelder and Wedderburn, 1972). Cela signifie que la 
fonction de distribution de la variable aléatoire Y  peut être réécrite sous la forme 
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( ){ }2 1 3( ; , ) exp ( ) ( ) ( , )Yf y y f f f yθ φ θ θ φ φ= − + , (2-5) 
dans laquelle θ  est un paramètre canonique, φ  un paramètre de dispersion, 1f  une fonc-
tion qui peut s’écrire pour toutes les lois statistiques : 1( ) /f φ φ ω=  (ω  représente un poids 
associé à chaque réalisation) et 2f  et 3f  des fonctions spécifiques à la distribution. 
2.4.4 Vraisemblance 
La fonction log-vraisemblance, notée ? , est définie comme une fonction des paramètres 
θ  et φ  pour une valeur donnée de y dont les composantes 1,..., NY Y  du vecteur aléatoire qui 
lui est associé sont distribuées selon une loi appartenant à la famille exponentielle, par 
( , ; ) ln ( ; , )Yy f yθ φ θ φ=? , (2-6) 
soit, en introduisant l’équation (2-5)  
( )2 1 3( , ; ) ( ) ( ) ( , )y y f f f yθ φ θ θ φ φ= − +? . (2-7) 
On peut ainsi dériver, la moyenne et la variance de la variable Y , en vérifiant les condi-
tions de régularité pour les lois issues de structures exponentielles (Knight, 2000; Capkun, 
2001), au moyen du système d’équations 
22
2
0,
0.
lE
l lE E
θ
θ θ
⎧ ∂⎛ ⎞ =⎜ ⎟⎪ ∂⎝ ⎠⎪⎨ ⎛ ⎞∂ ∂⎛ ⎞⎪ + =⎜ ⎟ ⎜ ⎟⎪ ∂ ∂⎝ ⎠⎝ ⎠⎩
 (2-8) 
A partir de l’équation (2-6), nous obtenons les dérivées première et seconde de la fonc-
tion log-vraisemblance données par le système d’équations 
( )
( )
( )
( )
2
1
2
2
2
1
,
.
y f
f
f
f
θ
θ φ
θ
θ φ
⎧ ′−∂⎪ =∂⎪⎨ ′′∂⎪ = −⎪∂⎩
?
?
 (2-9)
En associant les systèmes d’équations (2-8) et (2-9) nous obtenons le système d’équation 
( )
( ) ( )21 2
( ),
var ( ) ,
E Y f
Y f f
µ θ
φ θ
⎧ ′⎪ = =⎨ ′′=⎪⎩
 (2-10)
soit 
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( )12fθ µ−′= , (2-11) 
et finalement  
( ) ( )( ) ( ) ( )1 11 2 2 1 2 2 1var ( ) ( ) ( )Y f f f f f f f Vφ µ φ µ φ µ− −′ ′′′ ′′= = =? . (2-12) 
La fonction définie par 12 2V f f
−′′ ′= ?  est appelée fonction de variance. Ainsi, dans un 
modèle linéaire généralisé, la variance des observations est liée à l’espérance, ce qui n’est 
pas le cas des modèles linéaires classiques. Le Tab. 2-1 donne l’expression de la moyenne et 
de la variance pour les lois Normale, Binomiale et Gamma, lois statistiques usuelles appar-
tenant à la famille exponentielle. 
Tab. 2-1  Moyenne et variance des lois classiques de la famille exponentielle 
  Moyenne Fonction de variance 
Loi  ( )E Y  ( )2f θ′  V  
Normale 2( , )N µ σ   µ  2 2θ  1  
Binomiale ( , ) /B n nπ   π  ( )ln 1 eθ+  (1 )π π−  
Gamma ( , )G κ ν   κ ν⋅  1 θ  2κ  
 
2.4.5 Estimation des paramètres 
Les paramètres { }
1
ˆ j j pa ≤ ≤ de l’équation (2-4) sont estimés par maximisation de la fonction 
log-vraisemblance ? , définie par l’équation (2-6), par rapport à chaque élément ja  de A . 
Ceci revient à résoudre les équations de log-vraisemblance suivantes 
1
0 ;  1,...,
n
i
i j
j p
a=
∂ = =∂∑ ? . (2-13) 
En dérivant ?  par rapport aux diverses composantes et en faisant abstraction de l’indice 
i  nous obtenons 
 ;  0
j j
j p
a a
θ µ η
θ µ η
∂ ∂ ∂ ∂ ∂= ≤ ≤∂ ∂ ∂ ∂ ∂
? ? . (2-14) 
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Le terme θ∂ ∂?  est donné par l’équation (2-9), =Vµ θ∂ ∂ à partir des équations (2-10) 
et (2-11), et j ja xη∂ ∂ =  à partir de 
1
p
j j
j
a xη
=
= ∑ . L’équation (2-14) devient donc 
( ) ( )1
1  ;  1,...,j
j
Y x j p
a f V
µ µ
φ µ η
⎛ ⎞⎛ ⎞⎛ ⎞∂ − ∂= =⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠⎝ ⎠
?
(2-15)
et les équations du maximum de log-vraisemblance (2-13), appelées aussi ‘Equations des 
Scores’ pour a  s’écrivent 
( )1
1
var( ) 0 ; 1,...,
n
i
ij i i i
i i
x Y y j pµ µη
−
=
⎛ ⎞∂ − = =⎜ ⎟∂⎝ ⎠∑  , (2-16)
ou encore  
( )( )1 0XW g y
a
µ µ−∂ ′= − =∂
? , (2-17)
W  représente la matrice poids définie par ( )diag iW w=  dans laquelle ( ) ( )2 vari i iw g Yµ′= . 
Le système d’équations n’est pas linéaire en a , qui intervient dans les µ  puisque ( )1 0 1pi j ijjg a a xµ − == + ∑ . La résolution de ce système d’équations peut se faire à l’aide de 
l’algorithme des Scores de Fisher, qui utilise un développement de Taylor de premier ordre.  
L’algorithme des Scores de Fisher repose sur les étapes suivantes (Hastie and Tibshirani, 
1990) 
1) Initialiser ( 0k = ) les paramètres a  par ( )0a g y=  où 1n iiy y n== ∑  ; 
1 2 ... 0pa a a= = = =  et calculer les valeurs des [ ]0 0 1
p
i j ijj
a a xη == + ∑  et [ ] [ ]( )0 01i igµ η−=  
ainsi que la déviance [ ]0D  correspondante (cf. section 4.2.3 pour le calcul de la dé-
viance). 
2) Déterminer, à partir des [ ]ka , [ ]kη  et [ ]kµ , calculés pour l’itération k , la variable 
ajustée z  telle que [ ]( ) [ ]( ) [ ]( )k k kz g g yµ µ µ′= + − . Ceci revient à réécrire cette équa-
tion en remplaçant les différents termes de la partie de droite sous la forme 
[ ] [ ]( ) [ ]( )k k kz yη η µ µ= + ∂ ∂ − . Le tableau Tab. 2-2 présente les variables z  et les 
poids w  pour les lois Normale, Binomiale et Gamma. Finalement, les nouveaux pa-
ramètres [ ]1ka +  sont déterminés par régression pondérée des variables z  sur les X  
en utilisant les poids W tels que [ ] ( ) [ ]1 1/2min kk
a
a W z XA+ = −  et la nouvelle déviance 
[ ]1kD +  est calculée. 
3) Répéter l’étape 2) jusqu’à ce que le changement dans la déviance [ ] [ ]1k kD D+∆ = −  
soit inférieure à 310− . 
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Tab. 2-2  Variable ajustée et poids pour  les lois Normale, Binomiale et Gamma 
Loi Fonction de lien g  Variable ajustée z  Poids w  
Normale 2( , )N µ σ  identité y  1  
Binomiale ( , ) /B n nπ  logit ( ) ( )1y nη π π π+ − −  (1 )nπ π−  
Gamma ( , )G µ ν  log ( )yη µ µ+ −  2µ  
2.5 Modèles des k-Plus Proches Voisins  
Les modèles des k-Plus Proches Voisins (k-PPV) conduisent au développement de mo-
dèles non-paramétriques faciles à mettre en œuvre. Ils ont été récemment redécouverts par 
la communauté des hydro-météorologues qui les avaient délaissés, à quelques exceptions 
notables près, pour s’intéresser à des approches plus « physiques », considérées comme 
davantage dignes d’intérêt car supposées « scientifiquement plus correctes ». Ces modèles 
sont cependant désormais reconnus comme capables d'offrir des performances compara-
bles, voire meilleures, que celles obtenues avec d’autres modèles plus sophistiqués, comme 
en témoignent le nombre de publications récentes qui utilisent cette approche pour la géné-
ration de divers types de scénarios météorologiques (Zorita and von Storch, 1999; Buis-
hand and Brandsma, 2001; Duband, 2002; Obled et al., 2002; Wojcik and Buishand, 2003; 
Bontron, 2004; Boé et al., 2007). 
2.5.1 Hypothèses et principes de base 
Hypothèses 
Le modèle des k-PPV a été utilisé dans de nombreux contextes et sous différentes for-
mes (section 2.3). Dans tous les cas, la philosophie de la méthode de génération est basée 
sur le concept « mêmes causes, mêmes effets ». En d’autres termes, deux situations « causa-
les » similaires sont supposées conduire à des situations « induites » similaires. L’application 
concrète de cette hypothèse dans le contexte particulier de la génération de scénarios mé-
téorologiques est la suivante : si les causes sont connues pour le pas de temps courant de la 
génération, il est possible d’estimer les effets correspondants en identifiant dans l’historique 
les k  situations similaires observées.  La situation causale est ici définie par la situation 
atmosphérique à l’échelle synoptique et/ou par la situation météorologique à l’échelle ré-
gionale. Les effets à quantifier pour le pas de temps de génération sont les valeurs des va-
riables météorologiques d’un scénario possible pouvant être par exemple les observations 
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de ces effets pour l’une des situations similaires à la situation causale observée pour ce 
même pas de temps de génération. 
Principes de base 
La génération pour les différents jours d’une période donnée se fait progressivement se-
lon le principe décrit ci-après. Supposons que le processus de génération ait été appliqué de 
façon à générer, au pas de temps journalier, un scénario à l’échelle locale pour les N  pre-
miers jours d’une période de génération donnée. Supposons que les données nécessaires à 
la description de la situation causale du 1N + ème jour soient disponibles. Le processus de 
génération consiste alors, 1) à identifier parmi les situations causales possibles de 
l’historique k  situations causales potentiellement satisfaisantes (en pratique les k  situations 
causales les plus proches), 2) à affecter une probabilité d’occurrence à chacune de ces situa-
tions potentielles, cette probabilité étant par exemple déterminée par une fonction décrois-
sante de sa proximité avec le 1N + ème jour et, 3) à sélectionner, par tirage aléatoire, l’une de 
ces k  situations potentielles. Toutes les variables locales de la situation causale ainsi sélec-
tionnée sont finalement utilisées comme scénario des effets à quantifier pour ce 1N + ème 
jour. 
La caractérisation de la situation causale nécessite 1) l’identification d’un vecteur d’état 
(constitué de variables ou prédicteurs) permettant sa description, 2) la définition d’un cri-
tère d’analogie, i.e. une mesure de proximité afin de la comparer avec d’autres situations et, 
3) le choix d’une fonction permettant la sélection d’un analogue, i.e. un tirage aléatoire 
d’une situation parmi les k  situations causales les plus proches vis à vis des effets visés 
identifiés dans l’étape précédente. Ces différents points sont abordés de façon plus détaillée 
ci-après. 
2.5.2 Prédicteurs et vecteur d’état 
Prédicteurs 
La situation causale est supposée être définie par la situation atmosphérique à l’échelle 
synoptique et/ou par la situation météorologique à l’échelle régionale.  
L’identification de situations causales similaires à la situation causale courante nécessite 
de pouvoir les comparer. A cet effet, les situations causales sont supposées pouvoir être 
caractérisées par différents prédicteurs. Ces prédicteurs sont des variables décrivant la cir-
culation atmosphérique ou l’état de l’atmosphère à l’échelle synoptique ou régionale et/ou 
des variables décrivant la situation météorologique régionale. 
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Dans le premier cas, les prédicteurs peuvent être définis par divers indices synthétiques 
décrivant les composantes dynamiques (pression au niveau de la mer, composantes zonales 
et méridiennes des vents géostrophiques à un certain niveau de géopotentiel, vorticité, etc.), 
thermodynamiques (température, baroclinicité, etc.) et hygrométriques (humidité spécifique 
ou relative, etc.) de l’état de l’atmosphère à un moment donné (e.g. Bontron, 2004). Les 
champs de certaines variables atmosphériques telles que l’altitude à certains niveaux de 
géopotentiels peuvent être, également, utilisés à cet effet. 
Pour décrire la situation météorologique à l’échelle régionale, les prédicteurs peuvent 
aussi être définis par diverses variables synthétiques exprimant par exemple certaines carac-
téristiques clés des variables météorologiques à cette échelle (e.g. température et précipita-
tion régionales moyennes, proportion de sites couverts par les précipitations). 
Dans les deux cas, les prédicteurs peuvent correspondre au pas de temps courant de la 
génération et/ou à différents pas de temps précédant le pas de temps courant. Par exemple, 
les précipitations sous-régionales obtenues pour le jour précédent peuvent aussi servir de 
prédicteurs. 
Vecteur d’état 
Les diverses variables ou prédicteurs nécessaires pour décrire les situations causales 
permettent de constituer un vecteur d’état. De ce fait, la situation météorologique pour une 
journée donnée i  peut être caractérisée par le vecteur d’état 1 2, ,...,i i i iqD v v v⎡ ⎤= ⎣ ⎦  où les q  
prédicteurs { }
1 ;1ij i n j q
v ≤ ≤ ≤ ≤  sont soit des variables atmosphériques (synthétiques ou sous la 
forme de champs), soit des variables météorologiques régionales. 
Standardisation 
Les variables d’état mentionnées ci-dessus sont diverses et non homogènes; elles peu-
vent avoir en particulier des plages de variation très différentes. Pour pouvoir être considé-
rées avec la même importance dans le calcul de la distance entre situations causales, elles 
doivent être préalablement standardisées. Ce n’est pas le vecteur d’état mais bien le calcul 
de la distance entre les variables de nature différente qui pose problème. La procédure de 
standardisation permettant de transformer les variables d’état, au temps t  en variables ho-
mogènes est décrite ci-après. 
La précipitation tP  est standardisée à partir de l’équation 
t t jcP P m=? , (2-18) 
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,jc wm  est une estimation de la moyenne des jours pluvieux du jour calendaire jc  donné par 
( )1 mod365 1jc t= − + . 
La température et les variables ou indices atmosphériques tx  sont dessaisonnalisée à 
partir de la formule  
( )t t jc jcx x m s= −? , (2-19)
jcm  et jcs  représentent respectivement des estimations de la moyenne et de l’écart-type de 
l’échantillon constitué par les variable jcx  de toutes les années de mesures. 
Une alternative pour éviter la phase de standardisation consiste à effectuer la recherche 
de situations analogues de façon séquentielle et hiérarchique (Bontron, 2004). En pratique, 
il s’agit de faire une première sélection de situations analogues vis à vis d’une variable prin-
cipale, puis de classer les résultats obtenus par rapport à une variable considérée comme 
secondaire, avant de renouveler l’opération pour la variable tertiaire, etc. Ce type de recher-
che se traduit par une augmentation considérable des temps de calcul. 
2.5.3 Domaine et critères d’analogie 
Les variables contenues dans le vecteur d’état sont, dans la plupart des cas, rattachées à 
un domaine spatial et temporel spécifique, appelé domaine d’analogie. Une fois le domaine 
d’analogie défini, la recherche de situations causales similaires nécessite la définition ou le 
choix d’une mesure permettant d’estimer le degré de similarité entre deux situations causa-
les données. 
Domaine d’analogie 
Le domaine d’analogie concerne à la fois la fenêtre temporelle et l’extension spatiale de 
la région sur lesquelles les variables d’état seront comparées. Il s’agit par exemple de préci-
ser pour chaque variable d’analogie la taille du domaine d’analogie et si la région d’analogie 
est centrée ou décalée par rapport à la région d’étude. De même, il faut définir si les varia-
bles d’état à considérées sont décalées ou synchronisées avec la variable à étudier. Le do-
maine d’analogie est à priori variable suivant les prédicteurs considérés. Il peut être égale-
ment défini comme statique ou dynamique. Le lecteur peut se référer à Bontron (2004) 
pour plus de détails. 
Critères d’analogie 
L’identification de situations causales analogues repose sur une mesure permettant 
d’estimer la distance entre les vecteurs d’état caractérisant les différentes situations. Les 
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critères d’analogie à considérer pour comparer deux situations causales sont de nature dif-
férente si la description des situations causales est effectuée à l’aide des champs des varia-
bles explicatives considérées ou si elle est effectuée à l’aide de descripteurs synthétiques de 
ces champs. 
La mesure de proximité est généralement effectuée sur la base des prédicteurs consti-
tuant le vecteur d’état D à l’aide d’une distance Euclidienne pondérée Eδ  définie par 
( ) ( ) 1 22
1
,
q
E t u j tj uj
j
D D w v vδ
=
⎛ ⎞= −⎜ ⎟⎝ ⎠∑ , (2.20) 
tv  et uv  sont respectivement les composantes des vecteurs d’état correspondant aux jours 
t  et u , et jw  représentent les poids correspondants (Buishand and Brandsma, 2001). 
Une alternative plus intéressante permettant d’éviter l’utilisation des poids de pondéra-
tion jw  dans l’équation (2.20) est basée sur la distance « Mahalanobis » Mδ  définie par 
( ) ( ) ( )1,  ;  1,...,TM t u t u t t uD D v v S v v u cδ −⎡ ⎤= − − =⎣ ⎦  (2.21) 
où les poids sont remplacés par la matrice de covariance tS  calculée sur la base de la ma-
trice carrée de dimension c q×  des candidats possibles et T est la transposée de la matrice 
(Yates et al., 2003). 
Dans le cas de comparaisons entre deux champs, les distances euclidiennes pondérées et 
celles de « Mahalanobis » ne sont plus appropriées. Teweless et Wobus ont introduit en 
1954 un score basé sur une analogie de forme pour identifier des champs météorologiques 
similaires. Obled et al. (2002) et Bontron (2004) fournissent plus de détails sur l’utilisation 
de ce critère. 
2.5.4 Sélection d’un analogue 
Les analogues sont identifiés dans l’archive météorologique à partir d’un jeu réduit de 
jours appelés candidats possibles. Parmi ceux-ci, les k  candidats les plus proches (proximi-
té en termes de distance – cf. section précédente) sont retenus comme candidats potentiels. 
Finalement, parmi ces candidats potentiels, une situation est finalement sélectionnée aléa-
toirement pour constituer le scénario cherché pour la situation étudiée. Ces différentes éta-
pes sont précisées ci-après. 
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Candidats possibles  
Tous les jours constituant la base de données historiques ne fournissent pas forcément 
des situations analogues pertinentes. En particulier, du fait des variabilités saisonnières im-
portantes des variables hydrométéorologiques, les analogies les plus pertinentes provien-
draient des journées observées au cours d’une même période de l’année. De ce point de 
vue, les journées analogues doivent être recherchées parmi un ensemble restreint de jour-
nées candidates. Cet ensemble est constitué de toutes les journées situées, pour chacune des 
anN  années couvertes par l’archive, au sein d’une fenêtre temporelle de largeur w +1 cen-
trée sur le jour calendaire correspondant à la journée courante, i.e. à la journée pour laquelle 
un analogue est recherché. La largeur de cette fenêtre et la longueur de l’archive à disposi-
tion définissent le nombre total de jours des candidats possibles égal à ( )1 anc w N= + ×  où 
anN  est le nombre d’années dans la série de mesures. 
Identification des plus proches voisins 
Une fois que les c  candidats possibles sont extraits, la mesure de proximité (équation 
(2.21)) permet d’identifier les k  plus proches voisins (k-PPV) de la journée courante cor-
respondant aux distances Mδ  les plus faibles. 
La sélection d’une journée analogue parmi les k plus proches voisins est basée sur les 
probabilités d’occurrence ip  affectées aux différents PPV qui sont ici supposées inverse-
ment proportionnelles au rang attribué à chacun d’eux sur la base de leur distance au jour 
courant calculée dans la phase précédente. Dans la présente étude, la probabilité ip  pour 
que l’ i ème plus proche voisin soit sélectionné est donnée par 
1
1 1  ;  1,...,ki ip i i i k== =∑ . (2.22)
La probabilité ip  pour qu’un jour soit sélectionné dépend de son rang et du nombre de 
k-PPV retenu comme candidats potentiels. La fonction de probabilité cumulée est présen-
tée à la Fig. 2-1 pour différentes valeurs de k  ( k = 5, 20, 50 et 100). La pente de la courbe 
diminue lorsque les valeurs de k augmentent. La probabilité pour qu’un jour candidat soit 
sélectionné est donc très différente suivant la valeur de k . Par exemple le fait de passer de 
la courbe relative à k = 5 à celle relative à k = 20, montre que la 5ème valeur aura ~5 % plus 
de chance d’être tirée dans le premier cas que dans le second (pour k = 5 la probabilité avec 
laquelle le 5ème analogue est retenu, est ~10 %, elle est de ~5 % pour k = 20). Cette diffé-
rence diminue lorsque le nombre d’analogues k  augmente. 
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Choix du nombre d’analogues 
Le nombre k  des plus proches voisins à retenir pour la sélection d’un analogue est un 
paramètre important de la méthode. Il influence fortement sa capacité à reproduire les ca-
ractéristiques statistiques clés des variables à générer. Le choix de la valeur à lui affecter 
n’est pas trivial.  
Une méthode d’estimation a été proposée par Rajagopalan et Lall (1999) qui s’appuie sur 
la minimisation d’un score basé sur une fonction de validation croisée généralisée (Genera-
lized Cross validation Score function en anglais). Cette méthode, développée dans un 
contexte de prévision, est relativement complexe à mettre en place. Elle n’est par ailleurs 
pas adaptée lorsque l’intérêt se porte sur la génération de séries temporelles sur une longue 
période. 
L’estimation de k  est le plus souvent effectuée de façon empirique. Certains auteurs 
suggèrent d’estimer le nombre d’analogues k  à partir du nombre de candidats possibles c  
par ( ) 1 21k c w N= = ⎡ + × ⎤⎣ ⎦  (Yates et al., 2003), ce qui conduit à un nombre k  relativement 
grand. Brandsma et Buishand (1998) ont montré que le fait de ne considérer que les 20 plus 
proches voisins constitue un choix raisonnable pour la reproduction des caractéristiques 
statistiques des valeurs maximales des précipitations. Beersma et Buishand (2003) ont ré-
duit le nombre d’analogues à k = 5 et ont montré que ce choix est suffisant pour extraire les 
candidats potentiels à la journée en question. 
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Fig. 2-1 Fonction de probabilité cumulée pour différentes valeurs du nombre d’analogues k  (5, 
20, 50 et 100) 
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Effet de sélection 
Il faut noter qu’un jour figurant parmi les k  plus proches voisins n’est pas forcément 
analogue au jour courant. Par suite, plus le nombre de plus proches voisins considérés k  
est grand, plus le risque de sélectionner un plus proche voisin très éloigné du jour courant 
t  est fort. Ce risque est d’autant plus élevé que la taille de la base de données historiques 
est petite ou que l’on s’intéresse aux situations les moins fréquentes et donc comportant 
dans l’absolu peu de situations véritablement analogues. L’effet de sélection prend égale-
ment de l’importance lorsque la dimension du vecteur d’état est grande (Buishand and 
Brandsma, 2001). 
Dans la section suivante est présentée la méthodologie ‘originale’ qui a été adoptée dans 
cette étude, basée sur la combinaison des MLGs et des k-PPV pour générer des scénarios 
météorologiques horaires. 
2.6 Génération de scénarios météorologiques horaires 
Rappelons que l’objectif principal de cette étude est la génération des variables météoro-
logiques horaires localement au niveau d’un réseau de mesures au sol. A cet effet, nous 
avons démontré l’intérêt de l’utilisation des modèles statistiques passés en revue précé-
demment. Ces modèles proposés initialement pour des objectifs spécifiques peuvent être 
combinés pour atteindre les objectifs liés au contexte particulier d’une application donnée. 
L’association d’un modèle de précipitations journalières à un modèle de désagrégation tem-
porelle pour obtenir les précipitations horaires utiles aux études hydrologiques en est un 
exemple. 
La méthodologie développée dans le présent travail de recherche est basée sur la combi-
naison de plusieurs MLGs (un pour chaque variable météorologique) et d’un modèle des k-
PPV utilisé pour la génération des variables météorologiques à différents pas de temps ho-
raires. Les MLGs conditionnés à la circulation atmosphérique journalière permettent de 
produire les variables météorologiques à l’échelle régionale et au pas de temps journalier 
(échelle du bassin versant). Le modèle des k-PPV est utilisé pour désagréger les variables 
régionales journalières en variables locales et horaires par l’application simultanément des 
structures spatiales et temporelles d’une journée régionale analogue à la journée courante de 
la génération. 
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2.6.1 Modélisation et génération des variables régionales journalières 
La modélisation et la génération des variables hydrométéorologiques fait intervenir les 
étapes suivantes : 
- Analyse des données – Comme indiqué dans la section précédente les séries de me-
sures ont été traitées et analysées afin de comprendre les phénomènes qui les régissent et 
afin d’éliminer tout biais qui pourrait être causé par exemple par la saisonnalité dans les 
séries de mesures observées. 
- Extraction des propriétés statistiques des données – L’extraction des caractéristi-
ques statistiques consiste à identifier la distribution statistique la plus appropriée aux 
données de mesures et extraire les propriétés statistiques que nous chercherons à repro-
duire lors de la phase de simulation. 
- Modélisation des variables météorologiques – La modélisation consiste à détermi-
ner les paramètres du modèle appropriés à la moyenne de chaque variable hydrométéo-
rologique et à étudier ensuite ses performances. Cependant les modèles n’arrivent géné-
ralement pas à expliquer la totalité de la variabilité des séries de mesures. 
- Génération des variables météorologiques – La génération consiste à introduire un 
bruit ou une variabilité supplémentaire pour expliquer la part de la variabilité qui n’a pas 
été prise en compte lors de l’étape de modélisation. La distribution de cette erreur aléa-
toire dépend de celle de la variable étudiée. 
- Analyses de sensibilité et évaluation – La modélisation et la génération sont éva-
luées par rapport à leur capacité à reproduire les propriétés physiques et statistiques des 
variables hydrométéorologiques. Cependant le choix d’un modèle unique n’est pas tri-
vial. L’évaluation doit être réalisée parallèlement à une analyse de sensibilité des modèles 
vu que plusieurs combinaisons de variables explicatives indépendantes et plusieurs 
échelles spatiales peuvent être envisagées. 
Dans cette étude, seules les principales variables utiles pour la modélisation hydrologi-
que retenue dans le cadre du projet CONSECRU2 (Hingray et al., 2006), à savoir la préci-
pitation et la température, ont été considérées. Sachant que la distribution statistique diffère 
d’une variable à l’autre, différents modèles linéaires généralisés ont été développés pour 
chacune d’entre-elles. Ces modèles, hypothèses et formulation, sont décrits dans les sec-
tions suivantes. 
La modélisation retenue pour les précipitations journalières se base, d’une part, sur un 
modèle de probabilité d’occurrence de précipitations journalières et, d’autre part, sur un 
modèle de hauteur précipitée, dans le cas où le jour considéré est pluvieux. Nous faisons 
par ailleurs les hypothèses suivantes : 
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- Modélisation de la probabilité d’occurrence – La probabilité d’occurrence des jours 
pluvieux suit une loi de distribution Binomiale appartenant à la famille de lois Exponen-
tielles (section 2.4.3). Dans ce cas, un premier modèle linéaire généralisé est utilisé. 
- Modélisation de la hauteur des précipitations – Pour les jours pluvieux, la distribu-
tion de la hauteur des précipitations journalières suit une loi de distribution Gamma (cf. 
§ hauteur moyenne ci-dessous) appartenant également à la famille de lois Exponentielles 
(section 2.4.3), ce qui justifie l’utilisation d’un deuxième modèle linéaire généralisé (diffé-
rent du précédent). 
La modélisation retenue pour les températures se base sur un modèle de régression li-
néaire multi-varié. 
Les différents modèles évoqués ci-dessus sont précisés dans les paragraphes suivants. 
Probabilité d’occurrence des jours pluvieux 
L’occurrence d’une journée courante t  est définie par la série des précipitations trans-
formée en série binaire comme suit 
01 0  si      ;   ;    1,...,1  si      ;  
t
t
t
y seuil sans précipitationy t ny seuil avec précipitation
≤⎧= =⎨ >⎩ , (2-23) 
seuil représente une valeur limite qui correspond généralement à l’erreur liée aux instru-
ments de mesures (précision de l’appareil). Dans notre cas, seuil = 0.1mm. 
En notant π  la probabilité d’occurrence d’avoir un jour pluvieux, la valeur 1 π−  corres-
pond à la probabilité d’occurrence des jours non pluvieux et la série binaire 01y  définie par 
l’équation (2-23) suit une loi Binomiale de paramètres π  et n où n est le nombre de jours 
dans la série de mesures. Dans ce cas, la probabilité d’occurrence des jours pluvieux cor-
respond à l’espérance de cette loi Binomiale. La fonction densité de probabilité de la loi 
Binomiale s’écrit 
( ) ( ) ( )( ; , ) 1 ;  ! ! !n nyn ny nY ny nyf y n C C ny n ny nπ π π −= − = − . (2-24) 
En réécrivant cette fonction sous la forme 
( )( ) ( )( ) ( ) ( )( ; , ) exp log 1 log 1 1 log  nY nyf y n y n Cπ π π π⎡ ⎤= − − − +⎣ ⎦ , (2-25) 
on peut aisément identifier les différents termes de l’équation (2-5) et montrer que la fonc-
tion de distribution de la loi de Binomiale appartient à la famille de lois Exponentielles de 
paramètres ( ) ( )log 1 logitθ π π π= ⎡ − ⎤ =⎣ ⎦  et 1φ =  (paramètre de dispersion). Le paramètre 
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canonique θ  définit la fonction « logit » comme fonction de lien canonique. Cette fonction 
assure que les valeurs de la probabilité d’occurrence π  restent comprises entre 0 et 1. Les 
fonctions 1f , 2f  et 3f  s’écrivent respectivement : 1( ) 1f nφ =  ; ( )2 ( ) log 1f eθθ = +  et ( )3 ( , ) log nnyf y Cφ = .  
La fonction de lien canonique ‘logit’ permet d’écrire l’équation de base du modèle 
d’occurrence et l’équation (2-4) devient 
( ) 0
1
logit( ) log 1
p
i i
i
xπ π π α α
=
= − = + ∑ . (2-26) 
La probabilité d’occurrence tπ  des précipitations journalières est obtenue par inversion 
de la fonction ‘logit’ dans l’équation précédente et est donnée par 
1
0 ,
1
1 exp
p
t i i t
i
xπ α α
−
=
⎛ ⎞⎛ ⎞= + − −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑ , (2-27) 
{ } 0,...,i i pα =  sont les 1p +  paramètres du modèles estimés par maximisation de la vraisem-
blance (section 2.4.5), ,i tx  sont les prédicteurs utilisés pour expliquer l’occurrence des pré-
cipitations de la journée courante t . 
Finalement, l’occurrence des précipitations régionales journalières est générée à l’aide 
d’un processus basé sur l’hypothèse qu’un nombre aléatoire tu , tiré d’une distribution uni-
forme [ ]0,1 , permet d’identifier l’état du jour courant t  en question comme suit 
01 1  :        
0  :   
t t
t
t t
si u jour pluvieux
Y
si u jour non pluvieux
π
π
<⎧= ⎨ ≥⎩
 (2-28) 
tπ  est la probabilité d’occurrence d’avoir t  comme jour pluvieux, déterminée préalable-
ment à partir de l’équation (2-27). 
Hauteur moyenne de précipitations 
Pour une journée courante t  pluvieuse (occurrence égale à 1), la hauteur moyenne jour-
nalière est définie par le cumul de quantité de précipitation tombée sous forme liquide 
et/ou solide durant 24 heures consécutives, pour autant qu’elle soit supérieure à la valeur 
du seuil définie dans la section précédente. 
Plusieurs fonctions de densité de probabilité ont été utilisées pour décrire la distribution 
de la hauteur des précipitations journalières, en particulier les distributions Exponentielle, 
Exponentielle mixte et Gamma qui s’appliquent à des données positives, ce qui est bien le 
cas. Richardson (1981) a montré que pour ses données la distribution Gamma était la 
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mieux adaptée. La distribution Gamma est aussi utilisée dans la présente étude. La fonction 
densité de probabilité de cette loi s’écrit 
( ) ( )( ) ( ) ( )1 10( ; , ) exp  ;  tYf y y y y t e dtν νµ ν ν µ ν µ ν ν ∞− − −= − Γ Γ = ∫ , (2-29) 
ou encore 
( )( )( ) ( ) ( ) ( )1 1 1( ; , ) exp log log log logYf y y y yµ ν µ µ ν ν ν ν− − −⎡ ⎤= − − − + − − Γ⎢ ⎥⎣ ⎦ . (2-30) 
Par identification avec l’équation (2-5), la fonction de distribution de la loi de Gamma 
appartient à la famille exponentielle avec 1θ µ −= −  (paramètre canonique définissant la 
fonction réciproque comme fonction de lien), 1φ ν −=  (paramètre de dispersion), 1ω = , 
1( )f φ φ= , ( )2 ( ) logf θ θ= − −  et ( )13 ( , ) log( ) log log ( )f y y yφ φ φ φ −= − − Γ . 
La modélisation de la hauteur des précipitations journalières est basée également sur les 
modèles linéaires généralisés en utilisant la loi statistique Gamma comme fonction de dis-
tribution, en supposant que le coefficient de variation reste constant et en choisissant la 
fonction logarithmique comme fonction de lien canonique (cette fonction assure des va-
leurs toujours positives). L’équation (2-4) devient alors 
( ) 0
1
log
p
i i
i
P xβ β
=
= + ∑ . (2-31) 
L’espérance de la précipitation tP  de la journée courante t  est déduite à partir de 
l’équation précédente par 
0 ,
1
exp
p
t i i t
i
P xβ β
=
⎛ ⎞= +⎜ ⎟⎝ ⎠∑ , (2-32) 
{ } 0,...,i i pβ =  sont les 1p +  paramètres du modèles estimés par maximisation de la vraisem-
blance (section 2.4.5), ,i tx  sont les prédicteurs utilisés pour expliquer les précipitations de la 
journée courante t . 
Un deuxième nombre aléatoire est introduit pour perturber l’espérance de la hauteur de 
la précipitation tP  (équation (2-32)) selon l’équation (Buishand and Brandsma, 2001) 
tˆ t tP Pω= ⋅ , (2-33) 
ω  est une variable aléatoire, positive et de moyenne unitaire, définie par 
1 ( , )Gamω κ κ ν−= × . ( , )Gam κ ν  est une variable aléatoire issue de la loi Gamma standard de 
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paramètres de forme 2CVκ = ( CV  correspond au coefficient de variation estimé à partir 
des hauteurs moyennes observées) et de dispersion 1ν = .  
Température moyenne  
Par définition, la température moyenne journalière correspond à la moyenne des tempé-
ratures enregistrées toutes les heures d’une journée donnée (de 00h UTC à 24h UTC).  
Dans la plupart des cas, la distribution de la température moyenne journalière suit une 
loi Normale. La fonction de densité de probabilité d’une loi Normale s’écrit 
( ) ( )22 2 2( ; , ) 1 2 exp 2Yf y yµ σ πσ µ σ⎡ ⎤= ⋅ − −⎣ ⎦  (2-34) 
µ  et 2σ  représente respectivement la moyenne et la variance de la variable aléatoire Y . 
En écrivant l’équation (2-34) sous la forme 
( ) ( )2 2 2 2 2 2( ; , ) exp 2 2 1 2log 2Yf y y yµ σ µ µ σ σ πσ⎡ ⎤= ⋅ − − −⎣ ⎦  (2-35) 
et par identification avec l’équation (2-5), la fonction de distribution de la loi Normale ap-
partient également à la famille exponentielle, θ µ=  étant le paramètre canonique définis-
sant la fonction identité comme fonction de lien canonique, 2φ σ=  le paramètre de disper-
sion et les autres termes valent respectivement 1ω = , 21( )f φ φ= , 22 ( ) 2f θ θ=  et 
( ) ( )2 23 ( , ) 2 1 2 log 2f y yφ φ πφ= − − . 
La modélisation de la température journalière est basée sur les modèles linéaires généra-
lisés en utilisant la loi Normale (cf. 3.4.2) comme fonction de distribution et en choisissant 
la fonction identité comme fonction de lien canonique. Une approche similaire à celle utili-
sée pour la modélisation de la précipitation journalière a été retenue. L’espérance de la tem-
pérature journalière est donnée par l’équation ci-dessous dérivée de l’équation (2-4) 
0
1
p
i i
i
T xγ γ
=
= + ∑ , (2-36) 
{ } 0,...,i i pγ =  sont les 1p +  paramètres du modèles estimés itérativement par la méthode du 
maximum de vraisemblance et ix  sont les prédicteurs utilisés dans le modèle pour expli-
quer la température journalière. 
Finalement, la génération de la température pour une journée courante t  consiste à per-
turber l’espérance de la température T  obtenue à partir de l’équation (2-36) par un bruit ε  
qui suit une loi Normale de moyenne zéro et de variance 2εσ  selon l’équation 
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tˆ t tT T ε= + , (2-37) 
2
εσ  est la variance des résidus estimés sur la base de la différence ( ),t obs tT T−  entre les tem-
pératures tT  estimées à partir de l’équation (2-36) et les températures observées ,obs tT  de la 
même journée courante t . 
2.6.2 Désagrégation des variables météorologiques au pas de temps horaire et à l’échelle 
locale 
Principe 
La série de MLGs présentés dans la section précédente permet de générer les séries 
temporelles de précipitations et de températures régionales à pas de temps journaliers. La 
méthode des analogues décrite précédemment permet la désagrégation multi-sites et à pas 
de temps horaire de ces variables journalières régionales. 
La désagrégation spatiale et temporelle de ces variables journalières régionales consiste à 
leur appliquer la structure spatiale et temporelle observée pour la journée analogue notée 
a . Cette structure est par hypothèse sensée être similaire à celle qui aurait pu être observée 
pour la journée dont les précipitations et températures régionales sont à désagréger.  
Plus concrètement, cette désagrégation est effectuée selon les modalités décrites ci-
après. Soit ,a a aD P T⎡ ⎤= ⎣ ⎦
? ?
 le vecteur d’état de la journée analogue a  sélectionnée par tirage 
aléatoire parmi les k-PPV de la journée courante t  de la génération (section 2.5.4). Les 
structures spatiales et temporelles de cette journée analogue observée dans le passé sont 
extraites et appliquées à la journée en question t  pour désagréger simultanément aux échel-
les locale et horaire les précipitations et les températures régionales journalières obtenues 
en utilisant les différents MLGs développés précédemment (section 2.6). Les équations 
suivantes sont utilisées pour cette désagrégation :  
( ), ,ˆ ˆ ˆ  ;  1 24 ;1h ht i t a a i iP P P P h i N= ⋅ ≤ ≤ ≤ ≤ , (2-38)
( ), ,ˆ ˆ ˆ  ;  1 24 ;  1h ht j a j t a jT T T T h j N= + − ≤ ≤ ≤ ≤ , (2-39)
,
ˆ h
t iP  (resp. ,ˆ
h
t jT ) est la précipitation horaire désagrégée pour l’heure h  du jour t  et pour l’ èmei  
station pluviométrique (resp. èmej  station thermométrique), ,ˆ
h
a iP  (resp. ,ˆ
h
a jT ) est la précipita-
tion horaire observée pour l’heure h  du jour analogue a  et de l’ èmei  station pluviométrique 
(resp. èmej  station thermométrique), tˆP  (resp. tˆT ) est la précipitation (resp. température) 
régionale générée à partir des MLGs pour le jour courant t , aˆP  (resp. aˆT ) est la précipita-
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tion régionale du jour analogue a  et iN  et jN  sont le nombre des stations pluviométriques 
et thermométriques. 
Propriétés 
Cette désagrégation est effectuée simultanément au niveau des différentes stations de 
mesures de la région. Elle ne permet de générer des scénarios de précipitations et de tem-
pératures horaires que sur les sites instrumentés sur lesquels des observations sont disponi-
bles. Elle n’a pas la prétention de générer des scénarios en tous points de la zone d’étude 
considérée. La génération de scénarios météorologiques adaptés aux contraintes de la mo-
délisation hydrologique nécessite d’appliquer ensuite une méthode de spatialisation à ces 
données multi-sites. Pour des questions d’homogénéité, la méthode de spatialisation rete-
nue est identique à celle utilisée pour le développement du modèle hydrologique.  
Le fait que la désagrégation soit effectuée de façon simultanée aux différents sites de la 
région offre un avantage déterminant par rapport à de nombreuses autres méthodes de 
désagrégation (en particulier la classe de méthodes paramétriques), à savoir de préserver, au 
sein de chacune des journées de la période de génération, la dépendance spatiale et tempo-
relle des variables entre stations et ceci sans nécessiter la moindre paramétrisation. 
Il est intéressant de noter aussi que toutes les variables hydrométéorologiques de la si-
tuation météorologique analogue, qu’elles concernent les précipitations, les températures ou 
d’autres variables météorologiques, peuvent être extraites simultanément et utilisées pour 
produire un scénario météorologique complet pour la journée courante. Parmi les variables 
à disposition sur le bassin du Rhône, nous avons extrait pour chaque heure de la journée 
analogue le gradient altimétrique de la température régionale. La série temporelle des gra-
dients horaires qui en résulte a permis de spatialiser ensuite sur l’ensemble du bassin du 
Rhône les températures générées aux différentes stations thermométriques par le processus 
de génération/désagrégation présenté précédemment. 
2.7 Conclusions 
Depuis leur généralisation par Nelder et Wedderburn (1972), les modèles linéaires géné-
ralisés ont montré un remarquable potentiel pour la modélisation de variables hydrométéo-
rologiques telles que les précipitations et les températures journalières conditionnées par la 
circulation atmosphérique (Coe and Stern, 1982). De plus, leur faculté d’adaptation et la 
simplicité de leur formulation, basée sur l’identification de la distribution de chaque variable 
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à expliquer et un nombre réduit de paramètres à estimer les a rendus très attractifs et lar-
gement utilisés par les modélisateurs. 
A côté des MLGs, les modèles des k-PPV ou la méthode des analogues ont également 
été fort utilisés ces dernières années vu qu’ils permettent de tenir compte des caractéristi-
ques physiques des phénomènes météorologiques étudiés. 
Ces deux modèles ont été retenus parce qu’ils ont montré un potentiel intéressant pour 
la génération des variables hydrométéorologiques. Un autre aspect intéressant à souligner 
est leur complémentarité. En effet, les MLGs permettent de générer des scénarios météoro-
logiques pertinents à l’échelle journalière et régionale sur la base de différents indices at-
mosphériques et météorologiques. Ils peuvent aussi être utilisés en interpolation et extrapo-
lation pour générer des scénarios de variables régionales journalières non observées dans 
l’archive des données à disposition. Par ailleurs, les k-PPV ont été utilisés dans cette étude 
sous une forme ‘originale’ puisque seules les structures spatiales et temporelles de la jour-
née analogue sélectionnée sont retenues. A ce titre, ils permettent de reproduire les corréla-
tions spatiales et temporelles entre sites et variables. Ils permettent plus encore de générer 
des structures spatiale et temporelle pertinentes pour les situations météorologiques régio-
nales générées dans la première étape, ces structures étant extraites de celles observées pour 
une situation analogue contenue dans l’archive. L’association de ces deux types de modèles 
pour la génération de scénarios météorologiques horaires constitue la principale originalité 
de cette étude de recherche. Enfin, il est intéressant de noter que l’approche est une mé-
thode de descente d’échelle statistique ; à ce titre elle est tout à fait adaptée pour la généra-
tion de scénarios météorologiques, non seulement dans un cadre de prévisions hydromé-
téorologiques mais aussi dans un contexte de climat modifié. 
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 Chapitre 3 
3 Contexte de la zone d’étude et contraintes associées 
3.1 Introduction 
Le développement d’un générateur de scénarios est fortement conditionné par l’objectif 
visé par les analyses hydrologiques et par les caractéristiques de l’hydrosystème considéré. 
Le but de la présente étude est de proposer une méthodologie de production de scénarios 
de crues pour le bassin du Rhône à l’amont du Léman qui soient pertinents, à la fois dans le 
contexte climatique actuel et dans un contexte de climat modifié. Ce chapitre présente les 
caractéristiques dominantes du bassin versant, les principales contraintes liées à la généra-
tion des crues en milieux montagneux, les principes de la modélisation hydrologique rete-
nue et les données utilisées pour cette étude. 
3.2 Caractéristiques générales du bassin versant 
3.2.1 Aspects géographiques 
Le bassin du Rhône à l’amont du Léman est situé au sud-ouest des Alpes Suisses, plus 
précisément dans le Canton du Valais (Fig. 3-1) et couvre une surface de ~5500 km2. Le 
Rhône prend naissance au glacier du même nom, situé à l’extrémité nord-est du Canton. Il 
traverse la vallée de Conches jusqu’à Brigue, puis suit le fonds de la vallée sur une distance 
totale de l’ordre de 150 km. Il décrit un coude brusque à Martigny et s’engage dans un 
étroit défilé avant de retrouver la plaine et de se jeter dans le Léman. 
Le Rhône reçoit de nombreux torrents descendus des vallées latérales durant sa traver-
sée du Valais. Les principaux affluents sont, d'amont en aval, la Massa alimentée par le gla-
cier d'Aletsch, la Lonza qui coule dans la vallée du Lötschental, la Dala qui débouche à 
Susten et la Grande Eau qui rejoint le Rhône près d’Aigle, en rive droite, et la Visp qui se 
jette dans le Rhône à Viège, la Navizence en provenance du Val d’Anniviers, la Borgne 
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issue du Val d'Hérens, ainsi que la Dranse et la Vièze qui rejoignent le Rhône près de Mar-
tigny et Monthey, respectivement, en rive gauche. 
3.2.2 Crues exceptionnelles récentes du Rhône 
Le Valais a été frappé par plusieurs évènements hydrologiques exceptionnels récents, 
dont les plus importants se sont produits les 24-25 Août 1987, le 24 septembre 1993 et le 
14 Octobre 2000.  
- Crue du 24–25 Août 1987. Une pluie très intense s’étant abattue sur toute la partie 
Sud de la Suisse fut à l’origine de l’une des catastrophes naturelles les plus dévastatrices 
dans les Alpes. Les dommages ont été estimés à plus de 800 million de francs suisses 
dont 115 millions pour le Valais. 
- Crue du 24 Septembre 1993. Le Valais fut à nouveau touché par une crue excep-
tionnelle dans la région de Brigue. Après plusieurs jours de fortes pluies, la rivière Salti-
na a débordé et inondé toute la région. Deux personnes ont trouvé la mort et les dom-
mages ont été estimés à plus de 650 million de francs suisses. 
- Crue du 14 Octobre 2000. Cet évènement a été d’une ampleur exceptionnelle. Le 
 
Fig. 3-1 Localisation géographique du Rhône à l’amont du Léman ; la surface teintée représente 
le bassin versant du cours d’eau 
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Rhône a inondé près de mille hectares dans la plaine et la situation a été critique prati-
quement tout au long de son cours. Plusieurs personnes ont trouvé la mort suite à une 
montée brutale des eaux. Toutefois, la région de la Viège a été épargnée suite à une 
chute brutale de température, ce qui a réduit sensiblement les débits de pointe du 
Rhône. 
3.2.3 Pluviométrie et température 
La présence des Alpes et leur orientation déterminent différents types de conditions mé-
téorologiques. Au contact des Alpes, les masses d’air chaud et humide en provenance du 
sud sont contraintes de s’élever, ce qui peut occasionner des précipitations très intenses à 
caractère fortement convectif ou orageux. Les crues importantes sont la conséquence di-
recte de ce type de situation météorologique qui se présente assez fréquemment en au-
tomne et au printemps et s’accompagne de précipitations pouvant durer plusieurs jours. A 
titre d’exemple, la figure Fig. 3-2 montre l’origine et la répartition spatiale des valeurs 
maximales des précipitations observées dans le Haut-Valais pour l’évènement du 24 sep-
tembre 1993. 
 
Fig. 3-2 Origine (a) et répartition spatiales (b) des valeurs maximales des précipitations centrées 
sur le Haut-Valais lors de l’évènement du 24 septembre 1993 (Tirée de l’Atlas hydrologi-
que Suisse) 
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Les valeurs maximales des précipitations, à l’origine des crues les plus importantes, sont 
souvent concentrées dans la région Binn/Simplon située en rive gauche et particulièrement 
arrosée par les pluies du secteur sud-ouest/sud-est. D’autres situations météorologiques 
types ont été décrites par le GIETHZ (Geographisches Institut ETHZ) dont celle dite Sé-
pey/Diablerets soumise aux influences des pluies du secteur ouest/sud-ouest à nord-ouest. 
Le nombre limité de situations météorologiques concernées par ces classifications ne per-
met pas de considérer tous les cas de figures pouvant conduire à des crues importantes car 
certaines situations présentent des caractéristiques très particulières, notamment en termes 
de répartition spatiale. 
Les crues évoquées précédemment sont généralement rendues possibles du fait aussi de 
températures particulièrement élevées associées aux précipitations extrêmes. La tempéra-
ture influence directement l’altitude de la limite pluie-neige qui joue un rôle hydrologique 
important dans les processus d’accumulation et de fonte de neige. L’influence de la tempé-
rature est parfaitement illustrée par l’exemple de la crue du 14 octobre 2000. Au début de 
l’évènement (10 octobre), les températures étaient proches de la normale saisonnière. Par la 
suite, elles ont augmenté, ce qui a fait passer la limite des chutes de neige, initialement à 
1500 m, à près de 3000 m en quelques jours. Ces températures très élevées pour la saison 
ont provoqué, en plus des pluies, la fonte de la couche de neige déjà présente en cette pé-
riode de l’année. Ceci ne fut pas le cas pour les bassins versants de la Viège et de la Drance 
dans lesquels un refroidissement inattendu a conduit à des précipitations neigeuses qui 
n’ont donc pas contribué à la crue. A l’évidence, durant cet événement, l’évolution de la 
limite des chutes de neige était très hétérogène (OFEG, 2002). 
3.2.4 Aménagements hydroélectriques  
Certains bassins versants sont caractérisés par la présence d’aménagements hydrauliques 
(barrages, dérivations, pompages, etc.) qui exercent une grande influence sur le régime hy-
drologique et peuvent réduire fortement les risques d’inondations.  
La capacité de stockage totale des barrages de production hydroélectrique a pratique-
ment doublé depuis les années soixante. Les deux tiers du stockage disponible en 2005 
correspondent à des barrages mis en service entre 1955 et 1957 (Grande Dixence, Mauvoi-
sin, Moiry, Tseuzier et Émosson). Ces ouvrages modifient considérablement le fonction-
nement de l’hydrosystème (Fig. 3-3) et sont à l’origine d’une non-homogénéité des séries de 
débits. La reconstitution de débits non influencés par les ouvrages s’avère complexe car les 
données des barragistes sont difficiles d’accès, ce qui complique, en particulier, le calage des 
paramètres des modèles hydrologiques. 
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Fig. 3-3  Evolution des volumes d’eau stockée dans les aménagements hydroélectriques (a), in-
fluence sur le régime hydrologique (b et c) et sur les débits extrêmes (d) du bassin du
Rhône (Hingray et al., 2008) 
3.3 Contraintes associées au bassin versant 
La génération de scénarios météorologiques se heurte à de nombreuses contraintes de 
nature opérationnelle, hydrologique et autres, en particulier celles liées au souhait de pou-
voir produire des scénarios dans un contexte de changement climatique. 
3.3.1 Contraintes opérationnelles 
Le souhait du Canton du Valais est de disposer de scénarios de crue pour dimensionner 
les ouvrages hydrauliques et analyser diverses stratégies de gestion. Pour simuler les scéna-
rios de crues en différents endroits, il est nécessaire de simuler le comportement hydrologi-
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que des différents bassins versants situés à l’amont des points d’estimation et de simuler 
ensuite l’acheminement des débits provenant de ces bassins le long du réseau hydrographi-
que principal jusqu’aux points de contrôle situés plus à l’aval. 
Le découpage hydrologique du bassin versant du Rhône à l’amont du Léman a été fait 
sur la base de ces contraintes opérationnelles et de façon à conserver une certaine homogé-
néité de taille entre les différentes unités spatiales retenues pour la discrétisation. 
3.3.2 Contraintes hydrologiques 
Dans notre cas d’étude, l’état initial d’humidité du sol et du stock neigeux, joue un rôle 
particulièrement important dans la genèse des crues. Les crues peuvent être plus importan-
tes lorsque les précipitations tombent sur une surface proche de la saturation ou est recou-
verte d’un manteau neigeux, situation où l’eau de fonte déjà accumulée à l’intérieur est rapi-
dement mobilisée. Le recours à des simulations en continu sur une longue période permet 
de définir des conditions initiales plus ou moins réalistes avant chaque évènement pluvieux. 
La simulation continue requière de disposer de séries temporelles continues pour les varia-
bles météorologiques nécessaires en entrée du modèle hydrologique. 
3.3.3 Contraintes liées à la topographie 
En montagne, une faible variation de température peut avoir une influence directe sur 
les processus d’accumulation et de fonte. Ces processus sont respectivement conditionnés 
par l’altitude de la limite des chutes de neige – proche en première approximation de 
l’altitude de l’isotherme 1 °C, et par la limite de fonte – proche de l’altitude de l’isotherme 0 
°C. La première détermine en particulier la part des bassins versants sur laquelle les précipi-
tations tombent sous forme liquide et celle sur laquelle elles tombent sous forme solide. La 
seconde influence fortement les volumes de fonte. Les scénarios météorologiques doivent 
permettre d’estimer, à tout instant et pour chaque unité spatiale du modèle hydrologique, 
l’altitude de ces isothermes. 
Les bassins versants montagneux présentent un comportement non linéaire, si bien 
qu’une même sollicitation météorologique peut engendrer des réponses hydrologiques dif-
férentes, selon sa distribution dans l’espace et dans le temps. Le temps de réponse aux sol-
licitations pluviométriques est très rapide vu la pente fréquemment élevée qui accentue 
considérablement la rapidité du ruissellement. Le temps de montée des crues majeures est 
de l’ordre de quelques heures à l’exutoire de tout le bassin (Porte-du–Scex). 
De ce fait et pour bien représenter la dynamique des crues, le pas de temps auquel le 
comportement hydrologique des bassins versants doit être modélisé est également de 
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l’ordre de l’heure. Les sollicitations météorologiques doivent par suite également être décri-
tes à cette résolution temporelle. 
3.3.4 Contraintes liées aux données 
Comme déjà indiqué, le régime hydrologique de nombreux bassins versants est perturbé 
par des aménagements hydrauliques, si bien que les débits mesurés récemment ne peuvent 
pas être utilisés pour la calibration du modèle. Le recours à des données de débits mesurés 
antérieurement à la construction des ouvrages ou à des débits reconstitués est indispensable  
Le Tab. 3-1 donne l’inventaire des données historiques non perturbées par les ouvrages 
hydrauliques et reconstituées pour les évènements de crues majeures pour les différents 
points d’estimation débimétrique localisé sur la Fig. 3-5. 
Tab. 3-1  Données de débits disponibles antérieures à la période de construction des ouvrages dans 
la zone d’étude et crues reconstituées (OFEG, 2000) utilisées pour la calibration du mo-
dèle hydrologique 
Points de mesure Données historiques Crues reconstituées 
Viège à Viège  1922 - 1963 1987, 1993, 2000 
Rhône à Brigue  -                  - 
Rhône à Sion 1941 -1956 1987, 1993, 2000 
Rhône à Branson 1941 -1956 1987, 1993, 2000 
Rhône à Porte-du-Scex 1941 -1956 1987, 1993, 2000 
 
L’estimation des champs de variables météorologiques (distribution spatiale et tempo-
relle), soulève par ailleurs la question de la spatialisation à partir de données ponctuelles en 
provenance d’un nombre limité de stations de mesures situées à des altitudes différentes. 
Toutes ces contraintes influencent le choix de la stratégie de modélisation devant per-
mettre de définir des scénarios météorologiques pertinents, stratégie qui fera appel à des 
générateurs multi-sites de variables météorologiques. 
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3.4 Modélisation hydrologique 
3.4.1 Concept et modèle 
Le modèle hydrologique GSM-SOCONT est utilisé dans le cadre de cette étude pour la 
simulation continue de débits horaires en différents endroits du bassin versant du Rhône. 
Ce modèle est constitué de deux modules : le module hydrologique de base SOCONT dé-
veloppé par Bérod (1995) – modèle conceptuel à base de réservoirs non linéaires – utilisé 
 
Fig. 3-4  Schéma conceptuel simplifié du modèle hydrologique GSM-SOCONT tel qu’adapté pour 
le projet CONSECRU pour un sous-bassin donné (le routage n’est pas représenté).  
P , Pl , N  et T  sont les précipitations totales, liquides, sous forme de neige et les tempé-
ratures, eqP , infP , netP  sont les précipitations équivalentes, infiltrées, nettes ; gM  et ET  
sont la fonte de glace et l’évapotranspiration ; nq , gq , lq , rq  sont les débits produits pour 
chaque unité spatiale du sous-bassin considéré par la fonte de neige, la fonte de glace, la 
vidange des réserves d’eau infiltrée et le ruissellement rapide. totq , le débit total simulé à 
l’exutoire du bassin, est la somme des contributions produites par ses différentes unités 
spatiales. Les indices i  et i  représentent, respectivement, la i ème bande d’altitude de la 
partie glaciaire et la j ème bande d’altitude de la partie non glaciaire du bassin. nK , gK , lK , 
β  et A  sont 5 des 8 paramètres du modèle (Hingray et al., 2008) 
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pour simuler les débits provenant des pluies liquides et des eaux de fonte produites par les 
parties non glaciaires et le module complémentaire GSM (Glacier and SnowMelt en anglais) 
qui permet de prendre en compte les débits provenant des zones glaciaires (Schaefli et al., 
2005).  
Le modèle GSM-SOCONT a été initialement développé pour fonctionner au pas de 
temps journalier et de façon globale à l’échelle d’un bassin. Il a ensuite fait l’objet 
d’adaptations au contexte spécifique de l’étude : le module de fonte a été modifié pour 
permettre une simulation au pas de temps horaire, le bassin est discrétisé en sous-bassins 
pour permettre l’estimation des débits en différents points du réseau hydrographique et un 
module de routage de type Muskingum a été introduit pour simuler la propagation des ap-
ports successifs des différentes unités hydrologiques (Hamdi et al., 2005; Hingray et al., 
2006). 
Le modèle hydrologique utilise, d’une part, les variables météorologiques (précipitations, 
températures, gradient altitudinal de température, évapotranspiration potentielle, etc.) 
comme variables d’entrées et, d’autre part, une paramétrisation appropriée (Schaefli et al., 
2005; Hingray et al., 2006). La figure Fig. 3-4 présente le schéma conceptuel du modèle. 
3.4.2 Discrétisation spatiale 
Le bassin versant du Rhône à l’amont du Léman a été découpé en 35 unités élémentaires 
présentant des surfaces allant de 40 à 300 km2 pour différentes applications hydrologiques 
indépendantes de celle concernée par la présente étude (Grebner, 1998). A partir de ces 
unités élémentaires, deux discrétisations distinctes ont été élaborées pour cette étude, l’une 
pour les besoins de la simulation hydrologique, l’autre pour la simulation météorologique. 
Les 35 unités élémentaires mentionnées précédemment ont été utilisées comme support 
à la discrétisation hydrologique. Elles définissent les 35 sous-bassins versant de la modélisa-
tion sur lesquels le modèle GSM-SOCONT a été appliqué. Chacun de ces sous-bassins a 
été découpé en différentes bandes d’altitude éventuellement différenciées lorsque le bassin 
comporte une partie englacée. La discrétisation hydrologique comporte in fine 299 bandes 
d’altitudes pour l’ensemble du Rhône à l’amont du Léman. Le découpage hydrologique fait 
aussi intervenir 6 sous-bassins hydrologiques qui regroupent plusieurs des 35 unités élé-
mentaires et à l’exutoire desquels les scénarios de crue ont été produits (Fig. 3-5).  
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Fig. 3-5  Délimitation des unités élémentaires (trait fin), des 6 sous-bassins hydrologiques (surfaces 
teintées) et localisation des points de mesures des débits du Rhône utilisées dans l’étude 
(Rhône à Brigue, Viège à Viège, Rhône à Sion, Rhône à Branson, Rhône après Drance et 
Rhône à Porte-du-Scex) 
 
Fig. 3-6  Délimitation des unités élémentaires (trait fin) et des 6 sous unités spatiales utilisées dans 
l’étude à des fins d’évaluations météorologiques (surfaces teintées) 
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La discrétisation à fin météorologique prend en compte les spécificités météorologiques 
régionales (Fig. 3-6). Il en résulte non pas des bassins météorologiques au sens strict mais 
des unités spatiales sur lesquelles seront évaluées les performances du processus de généra-
tion météorologique. Cette distinction permet en particulier de tenir compte dans 
l’évaluation du générateur, des situations météorologiques parfois très différentes entre rive 
gauche et rive droite du Rhône par exemple. L’évaluation de la performance a aussi été 
effectuée sur quelques sous-bassins – appelés ultérieurement sous-bassins tests – de 
l’échelle des 35 unités élémentaires. 
3.4.3 Topographie  
L’altitude du bassin versant global varie de 360 m à l’embouchure du Rhône dans le 
Léman, à environ 4600 m au sommet de la pointe Dufour située dans le sous-bassin de la 
Viège. L’altitude médiane de la totalité du bassin versant du Rhône – appelée également 
altitude de référence – est de 2150 m. 
La Fig. 3-7 présente les courbes hypsométriques de l’ensemble du bassin et des 6 unités 
spatiales météorologiques identifiées à la section précédente. 
 
Fig. 3-7  Courbes hypsométriques pour l’ensemble du bassin versant du Rhône (traits forts), les 6 
unités spatiales (traits fins) et les 3 sous-bassins tests (en traitillé) 
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Les courbes hypsométriques de trois sous-bassins de la discrétisation hydrologique sont 
aussi présentées. Cette figure fait ressortir clairement les bassins typiquement montagneux 
(Brigue, Viège, Rhône-I2 et Drance) et les bassins ou sous régions mixtes caractérisés par 
un mélange plaines-montagnes (Rhône-I1 et Porte-du-Scex). Le bassin de la Viège présente 
les altitudes les plus élevées tandis que la sous-région située à l’aval du bassin du Rhône 
(Porte-du-Scex) présente les altitudes les plus faibles. 
Les surfaces et caractéristiques topographiques principales de ces unités spatiales et 
sous-bassins tests sont précisées dans le Tab. 3-2. 
Tab. 3-2  Caractéristiques topographiques de l’ensemble du bassin du Rhône ainsi que de ses diffé-
rents bassins et sous-régions 
Bassin Acronyme Altitude (m) Surface (km2) 
  min méd. max  
B-Rhône* B-Rhône 349 2146 4617 5381 
6 unités spatiales      
Brigue SR1 669 2378 4225 905 
Viège SR2 641 2731 4617 786 
Rhône-I1 SR3 445 1792 3896 1393 
Rhône-I2 SR4 491 2495 4435 749 
Drance SR5 451 2297 4202 673 
Porte-du-Scex SR6 349 1459 3530 875 
3 sous-bassins tests      
50040* SbT1 944 2271 3268 115 
50100* SbT2 846 2575 4530 262 
50250* SbT3 718 2578 4178 297 
* B-Rhône : totalité du bassin versant du Rhône à l’amont du Léman. Les numéros des trois sous-bassins 
tests sont ceux utilisés dans l’atlas hydrologique Suisse pour le calcul du bilan hydrique. 
3.5 Données utilisées dans l’étude 
3.5.1 Réseaux de mesures 
Pour cette étude, nous avons utilisé les données à pas de temps journalier relatives à 48 
stations pluviométriques (stations ISIM) et à pas de temps horaire de 11 stations pluviomé-
triques et thermométriques (stations ANETZ) (Fig. 3-8), toutes localisées dans ou à proxi-
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mité du bassin du Rhône, pour la période 1982-2001 (période durant laquelle des données 
horaires sont disponibles), soit 20 ans de mesures.  
 
 
Fig. 3-8  Localisation des stations IMIS (étoiles), ANETZ (cercles), des 6 unités spatiales (délimi-
tées par un trait fort) et des 3 sous-bassins tests (surfaces hachurées) 
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Nous avons également fait appel aux données de 3 stations françaises et de 3 stations 
italiennes, situées respectivement à l’ouest et à l’est du bassin versant du Rhône. 
Pour les stations journalières, les précipitations (liquides ou leur équivalent en eau de la 
neige fraîche) sont mesurées chaque matin à 6h30 UTC. Les températures journalières sont 
moyennées sur la journée à partir des mesures horaires. 
3.5.2 Spatialisation des variables météorologiques 
Les variables météorologiques (précipitation et température) sont représentées par des 
mesures ponctuelles. Une spatialisation est donc nécessaire pour transformer ces valeurs 
ponctuelles en valeurs surfaciques susceptibles d’alimenter le modèle hydrologique. A noter 
que les stations externes au bassin permettent de réduire les effets de bord. Pour chaque 
variable et unité spatiale considérées, la variable moyenne surfacique est calculée sur la base 
d’une pondération de Thiessen à partir des valeurs observées aux stations voisines. 
La procédure de spatialisation des températures fait intervenir un gradient altimétrique 
pour l’ensemble du bassin, estimé pour chaque pas de temps. Le gradient est directement 
dérivé des températures horaires dans le cas où une relation linéaire entre altitudes et tem-
pératures est jugée significative (i.e. 2R > 0.6 où 2R  est le coefficient de détermination rela-
tif à la linéarité). Dans le cas contraire, le gradient correspond au gradient climatologique 
estimé pour ce pas de temps sur la base des 20 années d’observations. Le gradient estimé 
pour chaque pas de temps permet de corriger les températures mesurées à des stations si-
tuées à différentes altitudes pour en définir la valeur relative à une station fictive de réfé-
rence placée à l’altitude médiane de l’unité spatiale considérée. Ces données sont par la suite 
utilisées, d’une part, comme données d’entrée du modèle hydrologique et, d’autre part, 
pour le développement du processus de génération stochastique des variables météorologi-
ques. 
3.6 Données synoptiques 
3.6.1 Variables atmosphériques 
La pression atmosphérique est l’une des variables atmosphériques clés : la structure spa-
tiale des champs de pression détermine le déplacement des masses d’air. Un champ atmos-
phérique est défini par des lignes isobares (lignes d’égale pression) qui font apparaitre des 
zones à basse pression (B) et des zones à haute pression (H). Dès lors, les vents sont essen-
tiellement le résultat du déplacement des masses d’air induits par l’effet conjoint des diffé-
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rentiels de pression entre ces zones et de la force de Coriolis. Les zones (B) sont responsa-
bles de précipitations frontales couvrant une grande étendue, de longue durée et générale-
ment de faible intensité. 
Durant la dernière décennie, les réanalyses des variables atmosphériques observées sont 
devenues un élément incontournable pour la plupart des études relatives aux processus 
atmosphériques et océaniques, ainsi que pour les analyses hydrométéorologiques. 
Les réanalyses utilisées dans cette étude sont celles fournies le centre national américain 
pour la prévision environnementale (NCEP), en collaboration avec le centre américain 
pour la recherche atmosphérique (NCAR), qui s’est chargé depuis 1991, à ré-analyser pour 
les décennies passées l’évolution temporelle de la circulation atmosphérique sur l’ensemble 
du globe (Kalnay et al., 1996). L’objectif principal de ces réanalyses est de créer une base de 
données atmosphériques complète et homogène sur toute la période ré-analysée et qui soit 
exploitable par la communauté scientifique. Toutes les données météorologiques existantes, 
obtenues à partir de mesures au sol, de radiosondages, de mesures effectuées sur des ba-
teaux ou des aéronefs, d’images satellitaires, etc. sont intégrées à l’aide d’un modèle numé-
rique pour produire une vision globale et cohérente de l’atmosphère. L’intégration est basée 
sur une technique variationnelle à 3D qui permet d’interpoler les données sur une grille de 
maille régulière en respectant certaines contraintes liées aux lois de la physique régissant le 
comportement de l’atmosphère. 
Les réanalyses NCEP couvrent l’ensemble du globe avec une résolution horizontale de 
2.5 ° × 2.5 ° qui équivaut, pour l’Europe, à 210 km × 210 km. Elles sont également défi-
nies à différents niveaux géopotentiels disponibles à 00 h et 12 h UTC. Les résolutions 
temporelles supérieures à la journée (mensuelle ou annuelle) peuvent être obtenues par 
agrégation au pas de temps souhaité. 
Les produits finaux des réanalyses sont archivés sur la base d’une discrétisation régulière 
multi-couches de l’atmosphère et concernent la période allant de 1948 jusqu’au dernier 
mois complet de l’année en cours. 
Il a été fait appel, dans cette étude, aux réanalyses aux réanalyses NCEP pour la période 
1982-2001. 
3.6.2 Qualité et fiabilité des réanalyses 
La qualité et la fiabilité des produits fournis par les réanalyses sont tributaires de la dis-
ponibilité des données observées utilisées. Les variables directement liées aux observations 
sont très fiables (e.g. champs géopotentiels). Par contre, les variables atmosphériques qui 
font intervenir à la fois des observations et un modèle météorologique le sont nettement 
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moins (e.g. humidité de l’air). Finalement, celles qui résultent directement de la modélisa-
tion (e.g. précipitations) doivent être utilisées avec prudence car elles sont très peu fiables 
(Kalnay et al., 1996). 
Les caractéristiques et la fiabilité présumée des principales données NCEP auxquelles 
nous avons fait appel sont décrites dans le Tab. 3-3. 
Tab. 3-3  Caractéristiques générales des principales variables produites par les réanalyses NCEP 
utilisées dans cette étude 
Variable Code Unité Type   Niveaux de pression 
Altitude du géopotentiel Hgt  m fiable   700  
Température de l'air AirT  °K fiable  850 700 500 
Humidité relative Rh  % peu fiable   700  
Humidité spécifique Sh  kg/kg peu fiable   700  
Pression moyenne au niveau de la 
mer Mslp  Pa fiable     
Eau précipitable Pr wtr kg/m2 peu fiable Cumul sur la colonne d'air 
Variables dérivées des précédentes Code Unité Type   Niveaux de pression 
Résultante du d’air  F  m/s fiable  700 
Flux d’air d’ouest U  m/s fiable  700 
Flux d’air du sud V  m/s fiable  700 
Direction du flux d’air D  rad fiable  700 
Vorticité Z  kHz fiable  700 
Baroclinicité b  °K/km fiable  700 
Epaisseur entre les géopotentiels 
850 hPa et 500 hPa Thick  m fiable  - 
 
3.6.3 Indices de circulation atmosphérique  
L’atmosphère peut être caractérisée soit par des champs de variables qui sont continus 
dans l’espace et dans le temps, soit par des indices qui résument les caractéristiques des 
champs au sein d’unités spatiales prédéterminées (maillage régulier par exemple). Les varia-
bles et indices atmosphériques utilisés dans cette étude sont présentés dans le Tab. 3-3. 
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Plusieurs études développées récemment ont démontré l’intérêt de ces indices pour ex-
pliquer la situation météorologique régionale d’une journée donnée (Jones et al., 1993; 
Buishand and Brandsma, 2001; Beckmann and Buishand, 2002; Mezghani, 2003b) qui peu-
vent, par ailleurs, être utilisés pour estimer une partie de la variabilité régionale de variables 
météorologiques telles que les précipitations ou les températures. 
Ces indices ont été déterminés pour la période 1982-2001 et calculés à pas de temps 
journalier au moyen des expressions inspirées de celui de Jones et al. (1993), proposées par 
Mezghani (2003a) et rappelées en Annexe A. 
3.7 Conclusions 
L’importance des précipitations et des températures, ainsi que leurs structures spatiales 
et temporelles, jouent un rôle déterminant dans la genèse des crues, notamment en zones 
montagneuses, ce qui est le cas du bassin du Rhône à l’amont du Léman. 
Les situations météorologiques et atmosphériques conditionnent largement les volumes 
d'eau précipitée et leur répartition spatiale. Ces situations sont souvent caractérisées par des 
variables ou indices qui seront reliés aux variables météorologiques. 
Les modèles linéaires généralisées, présentés dans le chapitre précédent, sont utilisés 
pour relier les précipitations et températures (prédictants) à des indices issus des réanalyses 
NCEP et caractérisant la circulation atmosphérique du jour courant ou la situation météo-
rologique des jours précédents (prédicteurs). La robustesse d’une telle relation, appliquée au 
contexte du bassin du Rhône à l’amont du Léman sera  analysée dans le chapitre suivant. 
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 Chapitre 4 
4 Analyse de sensibilité par rapport aux indices de circula-
tion atmosphérique 
4.1 Introduction 
Dans le chapitre 2, différents modèles linéaires généralisés (MLGs) ont été retenus pour 
modéliser les précipitations (occurrence et hauteur) et les températures journalières. 
L’ajustement du modèle associé à chacune de ces variables hydrométéorologiques né-
cessite l’identification d’un jeu de variables explicatives – les prédicteurs – ainsi que 
l’estimation des paramètres qui leurs sont associés. 
Mezghani (2003b) a montré que différents modèles basés sur diverses combinaisons de 
prédicteurs indépendants peuvent être potentiellement intéressants pour expliquer les va-
riables hydrométéorologiques observées à la station climatique de Mauvoisin, située dans la 
région considérée dans la présente étude. Ces modèles – une vingtaine pour les hauteurs 
précipitées et les températures, une dizaine pour l’occurrence des précipitations – ont été 
repris dans le cadre de cette étude. Le faible nombre de modèles d’occurrence identifiés 
provient du fait que l’occurrence est corrélée avec un nombre réduit de prédicteurs. 
La comparaison des performances des modèles évaluées avec différents critères décrits 
plus loin permet de sélectionner le meilleur d’entre eux pour chaque variable à expliquer, en 
suivant la méthodologie proposée par Mezghani (2003b). 
Les MLGs, et plus généralement les divers générateurs de temps, sont souvent utilisés 
pour prédire les variables météorologiques observées en un site donné. A priori, il n’y a pas 
de contre-indication à leur utilisation pour expliquer la valeur moyenne de ces variables à 
l’échelle d’un bassin versant ou de toute une région. 
La performance d’un modèle donné, pour un jeu de prédicteurs, dépend de l’échelle 
spatiale retenue. Le choix de l’échelle optimale repose sur la comparaison du pouvoir expli-
catif du modèle pour différentes échelles, ce qui nécessite une analyse de sensibilité com-
plémentaire. Dans la présente étude, trois échelles spatiales ont été considérées : l’échelle 
54 4 Analyse de sensibilité par rapport aux indices de circulation atmosphérique 
 
régionale (totalité du bassin du Rhône à l’amont du Léman présentant une surface de 
~5500 km2), l’échelle sous régionale (sous-bassins dont la surface varie de ~700 km2 à 
~1400 km2) et l’échelle locale (stations de mesures) (cf. Tab. 3-1). Le nombre d’entités spa-
tiales pouvant être considéré pour chacune de ces échelles est d’autant plus grand que la 
taille des entités est petite. Par souci de simplification, nous avons considéré une seule enti-
té spatiale pour l’échelle régionale, six entités pour l’échelle sous-régionale et 48 entités 
(respectivement 11) pour l’échelle locale qui correspondent aux 48 stations pluviométriques 
(respectivement aux 11 stations de température) présentes à l'intérieur et au voisinage du 
bassin complet. 
Pour une combinaison de prédicteurs donnée, un MLG peut être ajusté pour chacune 
de ces unités spatiales. La comparaison de la performance des modèles obtenue pour ces 
différentes échelles spatiales permet d’identifier l’échelle la plus appropriée. Pour chacune 
des 3 variables hydrométéorologiques considérées, à savoir l’occurrence des précipitations, 
la hauteur des précipitations et les températures journalières, l’identification de la modélisa-
tion la plus intéressante nécessite donc d’estimer, pour l’ensemble des unités spatiales évo-
quées ci-dessus, la performance des modèles obtenue avec différents jeux de prédicteurs. 
Une analyse exhaustive de la sensibilité des modèles par rapport à ces deux facteurs (jeux 
de prédicteurs et échelle spatiale) impliquerait de considérer un nombre considérable de 
modèles (Tab. 4-1).  
Tab. 4-1  Nombre de combinaisons possibles en fonction des différents jeux de prédicteurs et des 
différentes échelles spatiales considérées pour les variables hydrométéorologiques étu-
diées 
Nombre de jeux de prédicteurs Nombre d’entités 
 Echelle régionale 
Echelle 
sous-régionale 
Echelle locale 
 1 6 48 * 11* 
Occurrence des précipitations 8 8 48 384 - 
Hauteur des précipitations 21 21 126 1008 - 
Température 21 21 126 - 231 
* Les nombres 48 et 11 font référence respectivement aux 48 stations pluviométriques et aux 11 stations 
thermométriques. 
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Cette étude fastidieux, très exigeant en temps de calcul, n’a pas été réalisé dans cette 
étude. Le choix du modèle le plus performant a été effectué, pour chaque variable hydro-
météorologique considérée, selon les deux étapes suivantes 
- Analyse de la sensibilité de la performance aux jeux de prédicteurs – Cette étape est 
effectuée avec les variables hydrométéorologiques journalières estimées à l’échelle régio-
nale. Elle consiste à estimer, pour chacune des variables, la performance du MLG 
considéré pour différents jeux de prédicteurs. Différents critères de performance sont 
utilisés à cet effet. De cette analyse de sensibilité résulte le choix du jeu de prédicteurs le 
plus intéressant. 
- Analyse de la sensibilité de la performance à différentes échelles spatiales – Cette 
étape est effectuée avec le jeu de prédicteurs retenu précédemment. Elle consiste à esti-
mer, pour chaque variable hydrométéorologique journalière étudiée, l’influence de 
l’échelle spatiale sur les performances du MLG. 
4.2 Critères d’évaluation de la performance des modèles 
Les modèles sont évalués par rapport à leur capacité à reproduire certaines caractéristi-
ques statistiques des séries observées. Différents critères ont été proposés à cet effet. La 
variance expliquée est le critère le plus utilisé. 
La corrélation temporelle des résidus e  définis par ( )ˆe y y= −  où yˆ  est un estimateur 
de la variable à expliquer y est également un critère fréquemment retenu. Un autre critère 
largement utilisé dans le cas des modèles linéaires généralisés est le critère d’information 
d’Akaike. Ces différents critères sont présentés ci-après. 
4.2.1 Variance expliquée 
Comme son nom l’indique, ce critère exprime, pour une variable observée donnée, le 
pourcentage ou la part de variabilité expliquée par les prédicteurs.  
La variance expliquée (VE ), exprimée en pourcentage, est calculée à partir de la formule 
( ) ( )( )2 21 1ˆ(%) 100 1 N Ni i ii iVE y y y y= =⎡ ⎤= × − − −⎢ ⎥⎣ ⎦∑ ∑  (4-1)
iy  est la variable à expliquer de l’ i
ème observation, ˆiy est un estimateur de cette variable, 
y est la moyenne de toutes les observations et N  est la taille de l’échantillon. Le modèle est 
d’autant plus performant que sa variance expliquée est élevée (Beckmann and Buishand, 
2002). 
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4.2.2 Auto-corrélation des résidus 
Ce critère de performance est basé sur une comparaison du degré de dépendance des ré-
sidus ( )ˆe y y= −  entre les valeurs observées et celles estimées. Plus l’autocorrélation est 
faible, meilleure est l’estimation fournie par le modèle. 
4.2.3 Critère d’information d’Akaike 
Le critère d’information d’Akaike (Meylan et al., 2008) se base sur la valeur de la dé-
viance D définie par la différence, pour un modèle linéaire généralisé donné, entre les fonc-
tions log-vraisemblance ( ; )yµ?  (cf. section 2.4.4) du modèle saturé max( ; )yµ?  et du modèle 
étudié ˆ( ; )yµ? , donnée par 
{ }max ˆ2 ( ; ) ( ; )D y yµ µ= − −? ? , (4-2) 
où µˆ  est une estimation de l’espérance µ  de la variable y  et maxµ est la valeur du paramè-
tre qui maximise, par rapport à µ , la fonction log-vraisemblance ( ; )yµ? . La déviance est 
équivalente à la somme du carré des résidus et peut être utilisée comme critère d’évaluation 
et de comparaison des modèles. 
Le critère d’information d’Akaike est donné par la formule (Akaike, 1974) 
2AIC D m= + , (4-3) 
D  est la déviance définie précédemment et m  le nombre de paramètres du modèle. Ici 
également, plus la valeur d’ AIC  est faible, meilleure est la performance du modèle.  
Un critère similaire a été développé par Schwarz (1978), le critère d’information bayésien 
(en anglais Bayesian Information Criterion – BIC). Ce critère est surtout utilisé pour com-
parer des modèles basés sur des séries de longueurs différentes. Il s'obtient par la formule  
ln( )BIC D m N= + , (4-4) 
D  est la déviance, m  le nombre de paramètres du modèle et N  le nombre d’observations. 
Vu que, dans notre cas, la longueur des séries est identique pour tous les modèles étudiés, 
nous ne ferons pas appel à ce critère. 
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4.3 Sensibilité des modèles au jeu de prédicteurs 
Cette analyse de sensibilité a été effectuée pour les variables hydrométéorologiques à 
l’échelle régionale. Toutes les combinaisons de prédicteurs identifiées comme potentielle-
ment intéressantes par Mezghani (2003b) ont été considérées ci-après.  
Tab. 4-2  Identification des prédicteurs intervenant dans les différents modèles (Mezghani, 2003b) 
 Variables atmosphériques de circulation générale**  Identifiant  
du modèle F  D  V  D  Z  b  Rh Sh Slp  Thick  Pr w  AirT
M1*  - -   - -   -   
M2  - -   - -    -  
M3*  - -   - -     - 
M4*   -  - - -   -   
M5   -  - - -    -  
M6*   -  - - -     - 
M7* -   - - - -   -   
M8 -   - - - -    -  
M9* -   - - - -     - 
M10  - -   -  - -    
M11*  - -   -   - -   
M12  - -   -   -  -  
M13*  - -   -   -   - 
M14 -   - - -  - -    
M15* -   - - -   - -   
M16 -   - - -   -  -  
M17* -   - - -   -   - 
M18   -  - -  - -    
M19*   -  - -   - -   
M20   -  - -   -  -  
M21*   -  - -   -   - 
*  Modèle non testé dans le cas de l’occurrence des précipitations journalières 
** Variables atmosphériques de circulation générale: force ( F ) et direction ( D ) du flux d’air ; flux d’air 
d’ouest ( U ) et du sud (V ) ; vorticité ( Z ) ; baroclinicité ( b ) ; humidité relative ( Rh ) et spécifique ( Sh ) à un 
niveau géopotentiel égal à 700hPa ; pression au niveau de la mer ( Slp ), largeur entre les géopotentiels 500 
hPa et 850 hPa ( Thick ), eau précipitable ( Pr w ), température de l’air à 700 hPa ( AirT ). 
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Ces combinaisons sont issues d’un regroupement préalable des prédicteurs, basé princi-
palement sur l’interdépendance entre les indices de circulation atmosphérique; elles débou-
chent sur trois groupes distincts liés respectivement au flux d’air, à l’état de l’air (e.g. humi-
dité) et à la baroclinicité. Les différents modèles correspondant aux diverses combinaisons 
possibles de variables indépendantes sont présentés dans le Tab. 4-2. 
Vu que la différence d’altitude entre les géopotentiels 500 hPa et 850 hPa (Thick ) et la 
température de l’air à l’altitude géopotentielle 700hPa ( AirT ) ne sont pas corrélées avec 
l’occurrence des précipitations journalières (Mezghani, 2003a), le nombre des modèles 
d’occurrence des précipitations journalières a été réduit à 9. La performance de ces modèles 
est étudiée dans les sections qui suivent. Dans certains cas, un ou plusieurs prédicteurs se 
sont révélés n’avoir aucune influence sur la performance du modèle, si bien qu'ils ont été 
exclus de la liste finale. 
Les prédicteurs retenus sont triés par ordre croissant selon leur capacité à expliquer la 
variable hydrométéorologique évaluée avec le critère AIC . La procédure comporte diffé-
rentes étapes :  
- calcul du critère d’Akaike ( 0AIC ) sur la base de la liste des variables explicatives du 
modèle évalué  
- exclusion de la èmek  variable de la liste, calcul du critère de performance ( kAIC ) et 
détermination de kAIC∆  à partir de la formule  
 0-   ;  1,...,k k kAIC AIC AIC k N∆ = = , (4-5) 
kN  représente le nombre de variables explicatives considérées initialement (Tab. 4-2). 
- répétition des étapes précédentes pour toutes les variables du modèle.  
Finalement, ces variables sont triées par ordre croissant en fonction de la valeur de 
AIC∆ , la plus basse ayant le plus grand pouvoir explicatif et la plus élevée le pouvoir expli-
catif le plus faible (bien que significatif à un seuil de 5%). 
4.3.1 Modèles des précipitations journalières régionales 
Les tableaux Tab. 4-3 et présentent les valeurs de la variance expliquée (VE ) et de 
l’autocorrélation des résidus ( ACR ) pour tous les modèles des précipitations régionales 
journalières étudiés. Rappelons que le modèle le plus performant est celui qui présente à la 
fois une valeur élevée de VE  (idéalement 100 %) et des valeurs de ACR  aussi faibles que 
possible. Ce dernier critère est d’autant meilleur que la déviance du modèle est faible et que 
le nombre de prédicteurs pris en compte est petit. 
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Modèle d’occurrence des précipitations journalières 
Pour les modèles d’occurrence, la VE  varie de 36 % pour le modèle le moins perfor-
mant (MOP-9) à 46 % pour le modèle le plus performant (MOP-1) (Tab. 4-3).  
Tab. 4-3  Valeurs de la variance expliquée (VE ) et de l’autocorrélation des résidus ( ACR ) pour les 
différents modèles d’occurrence des précipitations journalières retenus. Les modèles sont 
classés par rapport au prédicteur dominant 
Modèles Identifiant du Tab. 4-2 Jeux de prédicteurs* VE  [%] ACR  [-] 
MOP-1 M2 Rh , U , 1tπ − , b  46 0.03 
MOP-2 M5 Rh , 1tπ − , b , Z , V  44 0.03 
MOP-3 M8 Rh , F , 1tπ − , Pr w , b  45 0.03 
MOP-4 M10 Slp , 1tπ − , U , Sh  40 0.06 
MOP-5 M12 Slp , 1tπ − , U , Pr w , V  38 0.04 
MOP-6 M14 Slp , F , Sh , 1tπ − , Z , b  42 0.06 
MOP-7 M16 Slp , F , 1tπ − , Pr w , b , Z  40 0.06 
MOP-8 M18 Slp , 1tπ − , Sh , b , V  38 0.06 
MOP-9 M20 Slp , F , 1tπ − , V , Pr w , b  36 0.05 
 
On distingue deux grandes catégories de modèles dominées respectivement par 
l’humidité relative ( Rh ) et par la pression au niveau de la mer ( Slp ). Les modèles apparte-
nant à la première catégorie présentent de meilleures performances (VE  systématiquement 
plus élevée et ACR  plus faible). 
La deuxième colonne du tableau Tab. 4-3 présente la correspondance de nomenclature 
avec les modèles identifiés par Mezghani (2003b) mentionnés dans le Tab. 4-2. Du fait de la 
présence d’une forte dépendance temporelle dans la série des occurrences, les MLGs ont 
été complétés par l’introduction d’un prédicteur supplémentaire, à savoir l’occurrence du 
jour précédent ( 1tπ − ). Les prédicteurs retenus pour chaque modèle sont classés par ordre 
d’importance, le premier ayant le pouvoir explicatif le plus important et le dernier le plus 
faible, tout en étant statistiquement significatif. De ce fait, pour certains modèles, un ou 
plusieurs prédicteurs peuvent avoir été écartés de la liste initiale. 
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Le modèle MOP-1 qui présente la meilleure variance expliquée (VE = 46 %) et une faible 
autocorrélation des résidus ( ACR = 0.03) a été retenu pour modéliser l’occurrence de la 
précipitation journalière régionale. Il considère 4 prédicteurs, soit, par ordre d’importance : 
l’humidité relative ( Rh ), le flux d’air d’ouest (U ), l’occurrence du jour précédent ( 1tπ − ) et la 
baroclinicité (b ). 
Il n'est guère étonnant de constater que l’humidité relative, qui s’exprime par le rapport 
entre la pression de vapeur actuelle et la pression de vapeur à saturation, soit la principale 
variable explicative du modèle dans la mesure où elle renseigne sur le taux de saturation de 
l’air en vapeur d’eau qui est un bon indice d'apparition des précipitations. A noter que, bien 
que la VE  soit relativement modeste dans tous les cas de figures, elle est cependant 
- du même ordre de grandeur que celles obtenues par Beckmann et Buishand (2002) 
au niveau de 11 stations pluviométriques localisées en Europe, dont 3 en Suisse pour les-
quelles la VE  était de 47 % pour Berne, 46 % pour Neuchâtel et 44 % pour Payerne 
- meilleure que celle obtenue par Mezghani (2003b) au niveau de la station de Mau-
voisin (VE = 35 %) située dans la partie sud-est du bassin du Rhône à l’amont du Léman. 
Ceci s’explique en particulier par le fait que la précipitation régionale qui a été prise en 
considération est mieux expliquée que la précipitation locale (Section 4.4). 
Modèle de hauteur des précipitations journalières 
Le Tab. 4-4 présente la performance des différents modèles retenus pour modéliser la 
hauteur des précipitations journalières. Cinq classes ont été mises en évidence, chacune 
représentée par une variable dominante, à savoir, l’humidité relative ( Rh ), la force du flux 
d’air ( F ), la pression au niveau de la mer ( Slp ), l’eau précipitable ( Pr w ) et l’humidité spé-
cifique ( Sh ). Les modèles du groupe dominés par la force du flux d’air et l’humidité relative 
présentent la VE  la plus forte (28 à 29 %). Ceux dominés par la pression au niveau de la 
mer présente la VE  la plus faible (14 à 21 %). Les modèles des autres groupes sont caracté-
risés par une variance expliquée intermédiaire. Au sein d’un même groupe, la VE  peut va-
rier significativement selon la nature des prédicteurs de seconde importance. De façon gé-
nérale, les modèles les plus performants sont ceux qui font intervenir la force du flux d’air 
( F ), l’humidité de l’air ( Rh  ou Sh ) et l’eau précipitable ( Pr w ). C’est finalement, le modèle 
MHP-8 qui fait appel à la force du flux d’air ( F ), l’humidité relative ( Rh ), l’eau précipitable 
( Pr w ), la baroclinicité (b ) et la vorticité ( Z ) qui a été retenu pour modéliser la hauteur des 
précipitations journalières. Bontron (2004) a également montré que ces variables consti-
tuent de bons indicateurs pour caractériser les phénomènes liés aux précipitations. En effet, 
alors que l’eau précipitable indique la quantité d’eau disponible dans l’air, le flux d’humidité 
– défini par le produit de l’humidité relative et de la force du flux d’air – indique si l’air est 
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proche de la saturation et renseigne sur la dynamique du système. Notons que bien que la 
valeur de VE  soit faible (29 %), elle est du même ordre de grandeur que celles obtenues par 
Beckmann et Buishand (2002) à 3 stations pluviométriques localisées en Suisse, à savoir 23 
% pour Berne, 26 % pour Neuchâtel et 22 % pour Payerne ou que celle obtenue par 
Mezghani (2003b) au niveau de la station de Mauvoisin (VE =  22 %). 
Tab. 4-4 Valeurs de la variance expliquée (VE ) et de l’autocorrélation des résidus ( ACR ) pour les 
différents modèles de hauteur des précipitations journalières 
Modèle Identifiant du Tab. 4-2 Jeux de prédicteurs VE  [%] ACR  [-] 
MHP-1 M1 Rh , U , b , Thick  23 0.19 
MHP-2 M2 Rh , U , b , Pr w  24 0.20 
MHP-3 M3 Rh , U , b , AirT  24 0.19 
MHP-4 M4 Rh , b , Z , Thick  20 0.21 
MHP-5 M5 Rh , b , Z , Pr w  21 0.22 
MHP-6 M6 Rh , b , Z , AirT  20 0.21 
MHP-7 M7 F , Rh , Thick , b , Z  28 0.17 
MHP-8 M8 F , Rh , Pr w , b , Z  29 0.17 
MHP-9 M9 F , Rh , AirT , b , Z  28 0.17 
MHP-10 M15 F , Thick , Z , b , D  21 0.15 
MHP-11 M17 F , AirT , Z , b , D  21 0.15 
MHP-12 M11 Slp , Thick , b , U  14 0.18 
MHP-13 M13 Slp , AirT , b , U  14 0.18 
MHP-14 M18 Slp , Sh , b , V  21 0.19 
MHP-15 M19 Slp , b , Thick  14 0.18 
MHP-16 M20 Slp , Pr w , b , V  19 0.19 
MHP-17 M21 Slp , b , AirT  14 0.18 
MHP-18 M12 Pr w , Slp , b , U , V  19 0.19 
MHP-19 M16 Pr w , F , Z , b  26 0.16 
MHP-20 M10 Sh , Slp , b , V  21 0.19 
MHP-21 M21 Sh , F , b , Z  27 0.17 
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La comparaison des performances des deux modèles retenus débouche sur de meilleurs 
résultats pour les modèles d’occurrence que pour ceux de la hauteur des précipitations ré-
gionales journalières. 
Tab. 4-5 Valeurs de la variance expliquée (VE ) et de l’autocorrélation des résidus ( ACR ) pour les 
différents modèles de température journalière 
Modèle Identifiant du Tab. 4-2 Jeux de prédicteurs VE  [%] ACR  [-] 
MT-1 M1 1tT − , Thick , Rh , b , V , U 96 0.34 
MT-2 M4 1tT − , Thick , Rh , b , V , Z  96 0.33 
MT-3 M7 1tT − , Thick , Rh , Z , F , b , D 96 0.33 
MT-4 M11 1tT − , Thick , Slp , b , V , U 96 0.35 
MT-5 M15 1tT − , Thick , Slp , b , Z , F , D 96 0.35 
MT-6 M19 1tT − , Thick , Slp , b , Z , V  96 0.35 
MT-7 M3 1tT − , AirT , Rh , b , V , U 96 0.33 
MT-8 M6 1tT − , AirT , Rh , b , V , Z  96 0.33 
MT-9 M9 1tT − , AirT , Rh , Z , F , D , b 96 0.32 
MT-10 M13 1tT − , AirT , Slp , b , V , U 96 0.34 
MT-11 M17 1tT − , AirT , Slp , b , Z , D , F 96 0.34 
MT12 M21 1tT − , AirT , Slp , b , Z , V  96 0.34 
MT-13 M5 1tT − , Pr w , Rh , Z , b , V  95 0.26 
MT-14 M2 1tT − , Pr w , Rh , b , U , V  95 0.26 
MT-15 M8 1tT − , Pr w , Rh , Z , D , b , F  95 0.25 
MT-16 M12 1tT − , Pr w , Slp , b , U , V  94 0.20 
MT-17 M16 1tT − , Pr w , Z , D , F , Slp , b  95 0.21 
MT-18 M20 1tT − , Pr w , Z , b , Slp , V  94 0.22 
MT-19 M10 1tT − , Sh , b , Slp , U , V  93 0.17 
MT-20 M14 1tT − , Z , Sh , D , F , b , Slp  94 0.19 
MT-21 M18 1tT − , Z , b , Sh , Slp , V  94 0.19 
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4.3.2 Modèles des températures journalières régionales 
A l’inverse des précipitations, la température (Tab. 4-5) est une variable continue dans 
l’espace et le temps. Elle présente une dépendance temporelle prononcée. 
La température du jour précédent, qui constitue à l'évidence le prédicteur dominant, a 
été utilisée pour tous les modèles, en plus des indices de circulation évoqués plus haut. 
 Les résultats, regroupés par rapport à la deuxième variable de prédiction, font apparaî-
tre cinq classes de modèles, tous très performants puisque la VE  varie entre 93 % et 96 %. 
Cela étant, le choix final a été effectué sur la base de la valeur de l’ ACR . 
Le modèle retenu est le MT-19 qui fait intervenir, par ordre d’importance : la tempéra-
ture du jour précédent ( 1tT − ), l’humidité spécifique ( Sh ), la baroclinicité ( b ), la pression au 
niveau de la mer ( Slp ), ainsi que les flux d’air d’ouest (U ) et du sud (V ). 
4.3.3 Conclusion 
Les modèles retenus pour les trois variables hydrométéorologiques étudiées, ainsi que 
leurs performances, sont résumés dans le Tab. 4-6. 
Il apparaît que la variabilité de la température est la mieux expliquée. Les performances 
des modèles linéaires généralisés pour les précipitations, phénomènes aléatoires très varia-
bles dans le temps, sont moins bonnes. Toutefois, le fait d’expliquer 46 % de la variabilité 
pour l’occurrence et 29 % pour la hauteur des précipitations constitue un résultat satisfai-
sant, par rapport aux résultats généralement rapportés pour des travaux similaires. 
Tab. 4-6 Performances des modèles retenus pour les variables hydrométéorologiques étudiées 
Modèle Jeu de prédicteurs retenu VE  [%] ACR  [-] 
Précipitation / Occurrence MOP-1 Rh , U , 1tπ − , b 46 0.03 
Précipitation / Hauteur MHP-8 F , Rh , Pr w , b , Z  29 0.17 
Température MT-19 1tT − , Sh , b , Slp , U , V  93 0.17 
4.4 Sensibilité du modèle à l’échelle spatiale 
L’analyse de sensibilité des performances à différentes échelles spatiales est effectuée, 
pour chacune des variables à expliquer, avec les modèles retenus précédemment. Pour les 
échelles sous-régionale et locale, les paramètres du modèle régional sont ré-estimés selon 
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une procédure d’estimation identique à celle retenue pour l’estimation du modèle régional. 
Pour une variable à expliquer donnée, le jeu de prédicteurs utilisé ne dépend donc plus de 
l’échelle spatiale, puisqu’il est identique à celui retenu à l’échelle régionale. 
L’analyse de sensibilité de la performance du modèle à l’échelle spatiale repose sur le 
seul critère de variance expliquée (VE ). Pour une échelle spatiale donnée, la performance 
du modèle varie d’une région à une autre et d’une entité spatiale à une autre, si bien que 
pour faciliter l’interprétation des résultats et la comparaison des performances, les résultats 
sont présentés graphiquement. Les graphiques fournissent, pour chacune des 3 échelles 
spatiales considérées, la distribution empirique de la VE  déterminée en trois étapes : 
- tri par ordre croissant des valeurs des VE  obtenues pour les différentes unités spa-
tiales de l’échelle considérée,  
- attribution d’un rang i à chaque valeur de VE , 
- calcul des fréquences empiriques pour chaque valeur au moyen de la formule de 
« Hazen » donnée par  
 ( )0.5  ;  1,...,iF i N i N= − = , (4-6) 
N  est le nombre d’entités spatiales pour chaque échelle. 
Les graphiques résultant présentent les couples ( iF , iVE ) pour chacune des échelles spa-
tiales étudiées. Il faut noter que pour l’échelle régionale, la distribution des variances expli-
quées est représentée par un seul point ayant une fréquence empirique d’apparition égale à 
50 % (fréquence médiane) puisque la taille de l’échantillon est égale à l’unité. La perfor-
mance des modèles est par la suite principalement estimée par rapport à la valeur moyenne 
de la distribution; plus cette dernière est décalée vers la droite, plus grande est la variance 
expliquée et donc meilleure est la performance moyenne de la modélisation. 
 Etant donné que les précipitations et les températures journalières sont des variables 
saisonnières, l’influence de l’échelle spatiale sur la performance des MLGs a été également 
analysée pour trois types de paramétrisation : un jeu de paramètres unique pour l’année 
complète, un jeu de paramètres pour chaque saison (DJF, MAM, JJA, SON) et un jeu de 
paramètres pour chaque mois. Seuls les résultats obtenus pour la paramétrisation annuelle 
et saisonnière sont présentés par la suite ; les résultats relatifs à la paramétrisation mensuelle 
sont fournis à l’annexe B. 
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4.4.1 Performances annuelles 
Modèles d’occurrence et hauteur des précipitations 
Que ce soit pour l’occurrence des précipitations ou pour la hauteur précipitée, la per-
formance des modèles est la meilleure lorsque les variables régionales sont modélisées avec 
respectivement VE  = 46 % pour l’occurrence et 29 % pour la hauteur précipitée (Fig. 4-1). 
Ce résultat était attendu puisque l’agrégation spatiale des données observées ponctuelle-
ment aux différentes stations pluviométriques réduit fortement la variabilité temporelle 
initialement présente dans les séries des données brutes. L’agrégation permet de mieux ex-
pliquer la réponse moyenne – en termes de précipitations – à partir de la circulation atmos-
phérique à l’échelle synoptique. 
 
Fig. 4-1 Distribution des variances expliquées par les modèles d’occurrence (gauche) et de la 
hauteur des précipitations journalières (droite). 
 
La performance des modèles est légèrement moins bonne, en moyenne, à l’échelle sous 
régionale avec une variance expliquée médiane qui avoisine les 42 % pour l’occurrence et 
les 26 % pour la hauteur. Elle est encore moins bonne en moyenne à l’échelle locale avec 
des variances expliquées médianes de l'ordre de 35 % et 18 %, respectivement. 
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A noter également que la performance des modèles à l’échelle régionale est équivalente, 
voire supérieure, à la meilleure performance obtenue à l’échelle sous-régionale, ainsi qu’à la 
meilleure performance obtenue à l’échelle locale. Ceci confirme que les prédicteurs consi-
dérés sont plus appropriés pour décrire les situations météorologiques moyennes à l’échelle 
régionale qu’aux échelles plus fines, ces dernières étant fortement influencées par des fac-
teurs locaux tels que le relief. 
Modèle des températures journalières 
Comme déjà indiqué, seules 11 stations de mesure de température sont disponibles sur 
le bassin du Rhône à l’amont du Léman, si bien que l’analyse de sensibilité ne porte que sur 
11 valeurs. Ici également, la performance du GLM est meilleure à l’échelle régionale 
(VE = 93 %), qu’à l’échelle sous régionale (VE = 92 %) et, plus encore, qu’à l’échelle locale 
(86 % VE< < 93 % avec une médiane de 90 %).  
Cependant, dans tous les cas, la variance expliquée par le modèle reste très élevée. Les 
faibles écarts de performance entre échelles spatiales s’expliquent par la faible variabilité 
spatiale des températures observées. 
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Fig. 4-2 Distribution des variances expliquées par le modèle des températures journalières pour 
différentes échelles spatiales 
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4.4.2 Performances saisonnières 
Sachant que les variables hydrométéorologiques présentent une forte saisonnalité, une 
analyse identique à celle présentée précédemment a été effectuée pour les quatre saisons de 
l’année : hiver (DJF), printemps (MAM), été (JJA) et automne (SON). 
Modèle d’occurrence des précipitations journalières 
La meilleure performance saisonnière est observée pour les saisons d’automne (SON) et 
d’hiver (DJF) avec des variances expliquées proches de 50 %. Au printemps, les perfor-
mances sont proches de celles obtenues pour les valeurs annuelles (42 %). 
Fig. 4-3 Distribution des variances expliquées par le modèle d’occurrence des précipitations 
journalières pour les 4 saisons et différentes échelles spatiales 
Fr
éq
u
e
n
c
e
 c
u
m
u
lé
e 
em
pi
riq
u
e
 
Variance Expliquée 
Précipitation régionale
Précipitation sous régionale
Précipitation locale
 
Fr
éq
u
e
n
c
e
 c
u
m
u
lé
e
 
em
pi
riq
u
e
 
Variance Expliquée 
 
Fr
éq
u
en
c
e
 c
u
m
u
lé
e
 
e
m
pi
riq
u
e
 
Variance Expliquée 
Fr
éq
u
e
n
c
e 
c
u
m
u
lé
e 
em
pi
riq
u
e
 
Variance Expliquée 
68 4 Analyse de sensibilité par rapport aux indices de circulation atmosphérique 
 
En été, les valeurs sont plus faibles, de l’ordre de 32 % (Fig. 4-3) ; ceci est sans doute lié 
à la nature essentiellement convective des précipitations pendant cette période caractérisée 
par de fréquents orages, souvent très localisés; il en résulte que les précipitations estivales, 
fortement conditionnées par des facteurs locaux, sont moins influencées par la circulation 
atmosphérique à l’échelle synoptique que durant les autres saisons. 
Entre échelles spatiales, le comportement saisonnier de la distribution des variances ex-
pliquées est similaire à celui observé pour l’évaluation annuelle. Les performances régiona-
les sont meilleures que celles obtenues, en moyenne, à l’échelle sous-régionale, qui sont à 
leur tour meilleures que celles obtenues, en moyenne, à l’échelle locale. 
Pour la saison d’été, l’écart de performance entre les échelles spatiales est plus modeste, 
ce qui s’explique probablement par la nature convective des précipitations caractéristique 
de cette saison ; contrairement aux autres saisons, l’occurrence des précipitations ne bénéfi-
cie guère de l’intégration d’informations à des échelles spatiales plus grossières et reste dif-
ficile à expliquer, quelque soit l’échelle considérée, ce qui témoigne d’une absence de com-
portement régional marqué. Pour les autres saisons par contre, l’information synoptique 
joue un rôle important et permet de détecter des différences de comportement entre les 
sous régions. 
Modèle de hauteur des précipitations journalières 
Les variances expliquées par le modèle de hauteur des précipitations journalières sont 
présentées dans les graphiques de la Fig. 4-4. Il se confirme que les performances du mo-
dèle à l’échelle régionale sont meilleures que celles obtenues à l’échelle sous-régionale et, 
plus encore, à l’échelle locale.  
 Par ailleurs, la différence de performance moyenne entre échelles spatiales suit un com-
portement saisonnier différent de celui identifié pour l’occurrence. C’est en effet la saison 
d’été qui présente la plus large différence (de l’ordre de 15 %.) entre les valeurs médianes de 
la distribution aux échelles régionale et locale. Cette différence est plus faible pour les au-
tres saisons (10 % pour l’hiver, 8 % pour le printemps et 6 % pour l’automne). Ceci est 
sans doute de nouveau imputable à la nature différente des précipitations selon les saisons. 
Cela peut aussi résulter du fait que la performance locale est nettement moins bonne pour 
la saison estivale que pour les autres saisons. Comme la performance régionale est a contra-
rio plutôt similaire pour les 4 saisons, le gain de performance important obtenu en été tra-
duit le potentiel de rattrapage plus important pour cette saison que pour les autres. 
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Une analyse similaire effectuée à l’échelle mensuelle confirme les résultats obtenus à 
l’échelle saisonnière et les différences marquées entre saisons ; les résultats de cette analyse 
sont présentés de façon succincte à l’annexe B. 
 
Fig. 4-4 Distribution des variances expliquées par le modèle de hauteur des précipitations jour-
nalières pour les 4 saisons et différentes échelles spatiales 
Modèle des températures journalières 
La température journalière présente une variabilité saisonnière très prononcée. Par suite, 
et pour chacune des trois échelles spatiales, les VE  ont été calculées et représentées graphi-
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quement pour chacune des 4 saisons considérées précédemment (Fig. 4-5). La meilleure 
performance est obtenue pour les saisons de printemps (MAM) et d’automne (SON). A 
l’échelle régionale, la VE  est proche de 85 % pour MAM et de 87 % pour SON. La VE  est 
nettement plus faible pour les deux autres saisons (70 % pour l’été et 67 % pour l’hiver). La 
VE  est, pour toutes les saisons, inférieure à la VE  expliquée à l’échelle annuelle, ce qui 
s’explique par la cyclicité très marquée des températures sur l’année. 
 
Fig. 4-5 Distribution des variances expliquées par le modèle des températures journalières pour 
les 4 saisons et différentes échelles spatiales 
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Les distributions des variances expliquées à l’échelle régionale, sous régionale et locale 
sont relativement proches, ce qui n’est pas le cas des précipitations. Les écarts les plus im-
portants sont obtenus pour la saison hivernale (de l'ordre de 5 % entre échelles régionale et 
sous régionale et 4 % entre échelles sous régionale et locale). 
4.5 Conclusion 
Les performances des différents modèles considérés au moyen d'analyses de sensibilité 
ont été estimées sur la base de 3 critères: la variance expliquée par le modèle (VE ), 
l’autocorrélation des résidus ( ACR ) et le critère d’information d’Akaike ( AIC ). Ce dernier 
a été utilisé principalement pour trier les prédicteurs par ordre d’importance. 
Une première analyse de sensibilité a permis d’identifier, pour chaque variable hydromé-
téorologique considérée, le jeu de prédicteurs débouchant sur la meilleure performance. 
Pour l’occurrence des précipitations, le modèle retenu repose, par ordre d’importance, sur 
l’humidité relative estimée à 700hpa ( Rh ), le flux d’air d’ouest (U ) estimé sur la base des 
géopotentiels à 700 hPa, l’occurrence du jour précédent et la baroclinicité (b ) calculée sur 
la base de la température de l’air à 700 hPa. Pour la hauteur des précipitations journalières, 
c’est la force de flux ( F ) qui est la variable dominante, suivie par l’humidité relative ( Rh ), 
l’eau précipitable ( Pr w ), la baroclinicité (b ) et la vorticité ( Z ) calculée sur la base des va-
riables atmosphériques à 700 hPa. Pour la température journalière, c’est la température 
journalière du jour précédent qui constitue le prédicteur principal, suivi par l’humidité spé-
cifique ( Sh ), la baroclinicité ( b ), la pression au niveau de la mer ( Slp ) et les flux d’air 
d’ouest (U ) et du sud (V ). 
Une seconde analyse de sensibilité a permis de mettre en évidence l’effet de l’échelle 
spatiale sur les performances des différents modèles et prédicteurs retenus précédemment. 
Il apparaît que la performance des modèles augmente avec l’échelle spatiale. Ce résultat 
n'est pas surprenant dans la mesure où l’information surfacique aux échelles sous-régionale 
et régionale est obtenue en moyennant spatialement l’information ponctuelle locale. Par 
ailleurs,  le lien entre la circulation atmosphérique à grande échelle et les variables météoro-
logiques peut être plus marqué en considérant le signal moyen sur la région d’étude que le 
signal observé à une station donnée ; dans ce dernier cas, le signal est fortement condition-
né par des facteurs locaux (e.g. topographie). 
Par ailleurs, l’échelle régionale est plus intéressante que l’échelle locale pour les raisons 
ci-après : 
- Réduction de la taille de la base de données – La moyenne régionale permet de syn-
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thétiser considérablement les données météorologiques. Les données des 48 stations du 
réseau pluviométrique et des 11 stations du réseau de température, sont synthétisées en 
un seul couple ( régP , régT ) contenant l’information régionale. 
- Réduction de la variabilité des séries de mesures – Moyennée sur un certain nombre 
de stations, l’information régionale est nettement moins variable que les informations 
ponctuelles, ce qui permet de mieux l’expliquer avec les indices de circulation atmosphé-
rique qui présentent généralement une faible variabilité. 
Il apparaît donc que lorsque la modélisation repose sur l’utilisation de l’information sy-
noptique basée sur les modèles linéaires généralisés, la transformation des variables hydro-
météorologiques locales en variables régionales est parfaitement justifiée. 
Une analyse de sensibilité supplémentaire aurait été intéressante pour identifier la résolu-
tion temporelle (journalière, infra-journalière) à laquelle les différents MLGs sont les plus 
performants. Cette analyse n’a pas pu être réalisée étant donné le manque de données dis-
ponibles à des résolutions temporelles inférieures à la journée. Une analyse de ce type a été 
effectuée par Gangopadhyay et al. (2005) sur le Haut Bassin de la Rivière Colorado. Les 
auteurs ont montré que la performance de leur méthode de descente d’échelle était nette-
ment meilleure pour expliquer les précipitations journalières que pour expliquer les précipi-
tations cumulées sur 6 heures. Wojcik et al. (2003) qui ont utilisé un modèle basé sur les 
plus proches voisins (PPV) ont abouti une à conclusion similaire. Les résultats de ces étu-
des confortent notre choix de travailler, dans une première étape, au pas de temps journa-
lier.
Chapitre 5 
Performances du processus de génération 
 
 Chapitre 5 
5 Performances du processus de génération  
5.1 Introduction 
La méthodologie adoptée pour la génération des variables hydrométéorologiques (préci-
pitations et températures) a été présentée au deuxième chapitre. Rappelons que le processus 
de génération se fait en deux étapes. La première consiste à générer les variables régionales 
journalières à partir d’un jeu d’indices approprié et la deuxième à les désagréger en variables 
multi-sites horaires. Le processus de génération fait intervenir des variables aléatoires pou-
vant donner lieu à de multiples réalisations. Il en résulte, un ensemble de scénarios pour les 
diverses variables météorologiques considérées. Les réalisations de ces variables présentent 
a priori des caractéristiques statistiques similaires puisqu’elles sont produites sur la base du 
même signal explicatif et puisque les variables aléatoires sont générées sur la base des mê-
mes distributions statistiques. 
Pratiquement, 50 réalisations de variables hydrométéorologiques horaires ont été pro-
duites pour le bassin versant du Rhône à l’amont du Léman. Elles s’étendent sur la période 
1982-2001. Cette période est celle pour laquelle il est possible de considérer l’homogénéité 
des réanalyses NCEP, réanalyses desquelles ont été extraites les séries temporelles des indi-
ces atmosphériques utilisées en entrée du générateur. Chaque réalisation comprend 48 sé-
ries de précipitations (nombre de stations pluviométriques) et 11 séries de températures 
horaires (nombre de stations thermométriques). A chacune de ces réalisations est associée 
une série de gradients altimétriques horaires de température. Ces scénarios météorologiques 
sont transformés ensuite en simulations hydrologiques à l’aide du modèle GSM-SOCONT. 
A signaler que, dans un tel contexte, l’analyse des résultats obtenus pour chaque station 
donne peu d’information sur la capacité du générateur à produire des scénarios pertinents 
aux échelles spatiales et temporelles requises pour la simulation du comportement hydrolo-
gique de l’hydrosystème considéré. Cette analyse ponctuelle n’a donc pas été effectuée dans 
cette étude. Les différentes échelles temporelles (3 h, 6 h, 24 h et 72 h) et spatiales (régio-
nale, sous régionale et locale) considérées pour l’analyse de performance sont présentées 
dans la section 3.4.3. Pour certaines variables, les résultats obtenus pour d’autres durées 
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d’agrégation (5 jours et 10 jours) ont été également considérés. Pour tenir compte de la 
forte saisonnalité affectant les variables météorologiques et hydrologiques, des évaluations 
annuelles, saisonnières et mensuelles ont aussi été conduites. La finalité de ces analyses est 
de tester la capacité des modèles à reproduire les statistiques des précipitations et tempéra-
tures observées et d’évaluer leur capacité à générer des valeurs maximales des précipitations 
à l’échelle des sous-bassins pour des durées critiques proches de leur temps de concentra-
tion (de quelques heures à quelques jours en fonction des caractéristiques du sous-bassin 
considéré). 
Cette analyse multi-échelles a également été effectuée pour certaines variables associées 
aux précipitations et températures et qui sont aussi importantes pour la genèse des crues, 
telles que la précipitation liquide et l’altitude de la limite pluie-neige.  
Les résultats les plus importants sont présentés dans les sections suivantes. Les autres 
résultats sont présentés en annexe. Les précipitations et leurs valeurs maximales en particu-
lier, font l’objet d’une attention spéciale du fait de leur influence déterminante sur la pro-
duction des événements de crues. 
5.2 Procédure d’évaluation 
La nature aléatoire des séries générées rend non pertinente l’évaluation de la perfor-
mance du générateur sur la base des statistiques issues de la génération d’une seule série. 
L’évaluation repose donc sur un grand nombre de séries et porte sur l’estimation de la ca-
pacité du générateur à reproduire globalement les caractéristiques statistiques des séries 
observées. Les scénarios à disposition permettent de caractériser l’incertitude associée à 
chaque statistique pour la variable considérée. 
Les statistiques utilisées pour estimer la performance du modèle sont décrites ci-après. 
L’évaluation portera sur les écarts entre les statistiques estimées pour les séries générées et 
celles estimées pour les séries observées correspondantes. 
5.2.1 Statistiques standards 
La capacité du modèle à reproduire les caractéristiques statistiques d’une variable don-
née peut être évaluée au moyen de paramètres classiques tels que la moyenne, l’écart type 
ou la variance, la corrélation ou l’autocorrélation, le coefficient de variation ou encore les 
valeurs minimales et maximales. Ces statistiques permettent d’avoir une première idée sur 
les performances des différents modèles qui, dans la plupart des cas, sont capables de les 
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reproduire plus ou moins correctement (Wilby, 1998; Beckmann and Buishand, 2002; Woj-
cik and Buishand, 2003). 
Idéalement, toutes les statistiques calculées à partir des séries simulées devraient être 
identiques à celles issues des séries d’observation. Ceci est loin d’être le cas, vu l’incertitude 
importante liée aux relations de descente d’échelle et vu l’importance de la composante 
stochastique dans le processus de génération. L’évaluation des écarts se basera soit sur une 
différence relative exprimée en pourcentage, donnée par 
( ) 100%rel sim obs obsS S S∆ = − × , (5.1)
soit sur une différence absolue exprimée par 
( )abs sim obsS S∆ = − , (5.2)
simS  et obsS  représentent les valeurs de la statistique S  faisant l’objet de l’analyse calculées à 
partir des séries simulées et observées, respectivement.  
Le choix de la différence relative ou de la différence absolue dépend de la variable hy-
drométéorologique et de la statistique considérée. La différence relative par exemple est 
souvent utilisée pour estimer la capacité des modèles à reproduire la moyenne et la variabi-
lité (coefficient de variation) de la précipitation journalière, mensuelle ou annuelle 
(Buishand and Brandsma, 2001; Schnorbus and Alila, 2004). 
5.2.2 Statistiques liées aux champs de variables 
La reproduction des dépendances spatiales et temporelles entre les générations multi-
sites pour une variable donnée ou entre diverses variables affecte de façon déterminante la 
qualité des scénarios hydrologiques. La capacité d’un générateur à reproduire ces dépen-
dances est souvent estimée graphiquement par un diagramme où les coordonnées de cha-
cun des points ,i jM  sont les coefficients de corrélation temporelle ( ),obsi j tρ ∆  et ( ),simi j tρ ∆ , 
( ),obsi j tρ ∆  étant le coefficient de corrélation estimé sur la base des séries temporelles obser-
vées à deux stations de mesures i  et j  et ( ),simi j tρ ∆  est le coefficient de corrélation moyen 
obtenu sur la base des séries générées aux mêmes stations i  et j  pour les scenN  scénarios 
générés. t∆  est le pas de temps des séries temporelles considérées. Ces diagrammes sont 
utilisés en général pour les précipitations mais peuvent l’être aussi pour différentes autres 
variables. Ils peuvent aussi être produits pour différents pas de temps t∆ . Une bonne per-
formance du générateur pour la reproduction de ces coefficients de corrélation se traduit 
par l’alignement des points ,i jM  sur la bissectrice (Mezghani and Hingray, 2008). 
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Des diagrammes similaires ont été proposés pour estimer la capacité des générateurs à 
reproduire d’autres types de corrélation. Par exemple, pour la dépendance spatiale sur les 
occurrences des précipitations journalières, Mehrotra et Sharma (2005) ont utilisé, au lieu 
du coefficient de corrélation temporelle, le critère « log-odds-ratio » donné par 
( )00 11 10 01log ij ij ij ijijlr p p p p=  (5.3) 
00
ijp , 11
ijp , 10
ijp  et 01
ijp  représentent respectivement les probabilités d’avoir zéro-pluie/ zéro-
pluie, pluie/pluie, pluie/zéro-pluie, zéro-pluie/pluie aux stations i  et j ,  i j∀ ≠ .  
Pour la corrélation spatiale des structures des hauteurs des précipitations journalières, 
Wilks (1998) a utilisé le « continuity ratio » qui exprime le rapport entre la moyenne de la 
quantité des précipitations enregistrée à une station i , sachant qu’il n’a pas plu à la station 
j , et la moyenne de la précipitation enregistrée à la station i , sachant qu’il a plu à la station 
j , soit 
[ ] [ ] ( ) | ( ) 0, ( ) 0 ( ) | ( ) 0, ( ) 0continuity ratio E Y i Y i Y j E Y i Y i Y j= > = > > . (5.4) 
Il faut préciser que ces différents diagrammes n’informent que sur la capacité du modèle 
à reproduire, en moyenne, les structures de corrélation spatiale ou temporelle qui peuvent 
exister, pour la variable et le critère considérés, entre les stations de la région d’étude. Cette 
évaluation est insuffisante. Les structures de corrélation peuvent en fait varier suivant la 
nature et l’importance des événements. Une bonne performance du générateur vis-à-vis des 
critères évoqués ci dessus ne garantit pas qu’il soit capable de reproduire, en particulier, les 
structures spatiales des occurrences et des hauteurs précipitées lors d’événements pluvieux 
spécifiques. Ceci est particulièrement le cas pour les valeurs maximales des précipitations et 
constitue la limitation majeure de toutes les méthodes d’évaluation proposées dans la litté-
rature, y compris celles évoquées ci-dessus. 
Il est par exemple notoire que les précipitations majeures observées sur le bassin du 
Rhône à l’amont du Léman présentent des structures type dont la structure dite de Binn-
Simplon qui correspond à une situation courante en automne où des masses d’air en pro-
venance du sud débordent la barrière montagneuse délimitant le sud du bassin après s’être 
chargées fortement en humidité au dessus de la Méditerranée. Les précipitations observées 
lors de ce type d’événements sont les plus importantes en rive gauche de la partie amont du 
bassin. Le fait qu’un générateur reproduise correctement les corrélations évoquées plus 
haut n’interdit aucunement l’éventualité que le générateur produise des structures de préci-
pitations en contradiction avec celles observées pour les mêmes événements.  
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Nous avons donc été amenés à proposer une approche différente qui consiste à étudier 
les statistiques des variables évaluées pour chacune des différentes échelles spatiales. La 
possibilité de reproduire à différentes échelles de temps et d’espace, pour les différentes 
unités spatiales du bassin complet, les caractéristiques statistiques des diverses variables 
météorologiques nous semble être un premier indicateur pertinent de la capacité du généra-
teur à reproduire 1) les corrélations spatiales et temporelles évoquées plus haut et 2) des 
structures spatiales et temporelles pertinentes de ces variables.  
5.2.3 Distribution des valeurs extrêmes 
La finalité du générateur étant de permettre la simulation de scénarios de crues, une at-
tention particulière a été portée à sa capacité à reproduire la distribution statistique des va-
leurs extrêmes de précipitations. Statistiquement, les extrêmes sont définis comme des évè-
nements rares dont les valeurs sont supérieures au quantile 90% de leur distribution 
(Harpham and Wilby, 2005). 
Pour cette évaluation, la série de hauteurs des valeurs maximales des précipitations an-
nuelles est extraite de chaque série considérée (observée ou générée). Ces valeurs sont en-
suite classées par ordre croissant et une fréquence d’apparition est calculée en utilisant la 
formule de Hazen (Meylan et al., 2008). Les maximas annuels sont ensuite ajustés à une loi 
de Gumbel après transformation des fréquences empiriques en variables réduite u en utili-
sant la formule 
( )( )log logu F= − − . (5.5) 
On peut en déduire les valeurs correspondant à différents temps de retour rT  par 
( )1 1rT F= − . (5.6) 
Une procédure similaire est appliquée au cumul des précipitations sur kN  jours consécu-
tifs. La reproduction de ces statistiques est étroitement liée à l’autocorrélation d’ordre k  
(Brandsma and Buishand, 1998). 
5.2.4 Evaluation d’ensemble 
La simulation d’ensemble – i.e. ensemble des 50 réalisations – permet d’identifier, pour 
chaque critère ou statistique considéré, la distribution statistique correspondante. Par 
commodité, nous nous limiterons à présenter quelques quantiles (quantiles 5 %, 25 %, 50 
%, 75 %, 95 %), ainsi que les valeurs maximales et minimales de ces distributions. Dans 
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certains cas, les distributions sont décrites par un intervalle de variation autour d’une série 
médiane obtenue sur la base des séries simulées. A noter que les intervalles de variation ne 
correspondent pas aux intervalles de confiance classiquement utilisés en statistique. Ils re-
présentent la gamme de variation des réalisations générées par les modèles. 
Par la suite, il a été fait appel principalement à deux types de graphiques :  
- l’un présente les performances, mois par mois, du générateur pour la reproduction 
d’une variable donnée (cf. à titre d’exemple la Fig. 5-1 (gauche) qui illustre les moyennes 
mensuelles des précipitations journalières régionales), 
- le second présente, pour l’ensemble de l’année ou pour une période donnée de 
l’année, la capacité du générateur à reproduire la distribution statistique d’une variable. Il 
s’agit par exemple de la distribution statistique des durées des périodes de temps sec. Il 
peut s’agir aussi de la distribution statistique des valeurs maximales des précipitations 
(cf. à titre d’exemple la Fig. 5-1 (droite) qui présente le diagramme de Gumbel pour les 
précipitations journalières maximales annuelles). 
Certains résultats seront présentés également sous forme numérique (tableaux). 
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Fig. 5-1 Statistiques mensuelles de la moyenne (gauche) et des maximas annuels des 
précipitations régionales journalières observées (trait foncé) et simulées (médiane des 50 
simulations – en traitillé). Les surfaces teintées correspondent aux quantiles 0 %, 5 %, 
25 %, 50 %, 75 %, 95 % et 100 % issus de la distribution des séries simulées. La variable 
réduite  de Gumbel u  est calculée à partir de l’équation (5.5) 
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5.3 Performances régionales journalières 
L'évaluation du processus de génération porte tout d'abord sur sa capacité à reproduire 
les différentes statistiques des variables hydrométéorologiques régionales cumulées (dans le 
cas des précipitations) et moyennées (dans le cas des températures) sur la journée. Les va-
riables régionales évaluées ci-après sont les températures (températures journalières 
moyennes, minimales et maximales), l’altitude de la limite pluie-neige, les précipitations 
(totales et liquides) et les statistiques relatives aux séquences des jours définis comme secs 
et pluvieux à l’échelle du bassin. La procédure d’évaluation développée précédemment est 
appliquée à toutes ces variables. 
Pour les précipitations totales et les températures moyennes régionales, l’évaluation ne 
concerne en fait que la première étape du processus de génération, soit celle qui se base sur 
différents modèles linéaires généralisés et sur les diverses variables aléatoires associées. 
Pour les précipitations liquides, l’altitude de la limite pluie-neige, les températures minima-
les et maximales, l’évaluation concerne en revanche tout le processus de génération. 
5.3.1 Température 
La température joue un rôle important lors des épisodes pluvieux et des crues puis-
qu’elle conditionne la limite pluie-neige d’une part, et les volumes de fonte de neige et de 
glace d’autre part. Cette section présente la performance du générateur pour la simulation 
des températures journalières à l’échelle de l’ensemble du bassin du Rhône (échelle régio-
nale) et de l’altitude de l’isotherme pluie-neige. 
La température régionale à l’altitude de référence (2150 m) du bassin versant du Rhône  
varie en moyenne de – 6 °C pour le mois de janvier à + 10 °C pour le mois de juillet. La 
période allant de mai à octobre correspond à des températures moyennes positives, celle 
allant de novembre à avril correspondant à des températures moyennes négatives (Fig. 5-2). 
En général, à l’échelle du bassin versant, les températures moyennes observées sont par-
faitement reproduites par le processus de génération (Fig. 5-2). Ce résultat n'est pas surpre-
nant puisque la variance expliquée par le modèle des températures régionales journalières 
est de 93 % (cf. chapitre 4), ce qui limite considérablement l’erreur liée à la phase de modé-
lisation et se traduit par des réalisations qui sont quasiment confondues avec les observa-
tions. Bien que la variation saisonnière de l’écart-type de la température journalière soit bien 
reproduite, sa valeur absolue est sous-estimée pour la période de mai à octobre, en particu-
lier pour le mois de juillet. Par contre, elle est surestimée pour le mois de février. Les tem-
pératures minimales et maximales sont également assez bien reproduites. La valeur médiane 
des 50 séries générées est pratiquement confondue avec le signal de la série observée, à 
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l'exception de la période hivernale (décembre – avril). L'écart absolu le plus important, de 
l’ordre de 2 °C (écart relatif de 11 %), s'observe en janvier et février, pour la température 
minimale et en février pour la température maximale. Des températures simulées plus fai-
bles que celles observées peuvent engendrer un accroissement théorique de l’étendue du 
manteau neigeux. A l’inverse, des températures maximales élevées peuvent favoriser la 
fonte du stock de glace et la diminution de la surface enneigée. 
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Fig. 5-2 Statistiques mensuelles de 1) la moyenne, 2) l’écart-type, 3) le minimum et 4) le maxi-
mum des températures régionales journalières observées (trait continu) et simulées 
(médiane des 50 simulations en traitillé). Les surfaces teintées correspondent aux quan-
tiles 0 %, 5 %, 25 %, 50 %, 75 %, 95 % et 100 % issus de la distribution des séries si-
mulées 
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5.3.2 Altitude de la limite pluie-neige 
L’altitude de la limite pluie-neige est définie par l’altitude de l’isotherme à partir de la-
quelle les précipitations tombent sous forme neigeuse et sont stockées à la surface du bas-
sin versant. Elle conditionne donc aussi directement la superficie des surfaces sur lesquelles 
les précipitations tombent sous forme liquide et donc les surfaces potentiellement produc-
trices de ruissellement. Pour le bassin du Rhône à l’amont du Léman, la nature des précipi-
tations a été observée trois fois par jour (à 7h30, 13h30 et 19h30) en différentes stations 
climatologiques depuis plus de vingt années. L’analyse statistique de ces observations a 
conduit à considérer que l’altitude de la limite pluie-neige correspond généralement à 
l’altitude de l’isotherme 1 °C (Hingray et al., 2006).  
Par ailleurs, pour un pas de temps donné, l’altitude de l’isotherme 1°C  ( 1 CZ ° ) n’est pas 
très éloignée de l’altitude de l’isotherme 0°C. Cette dernière définit en première approxima-
tion la limite altimétrique des surfaces du bassin versant sur lesquelles il est possible 
d’observer une fonte des stocks de neige ou de glace éventuellement présents sur le bassin 
versant considéré. 
L’altitude 1 CZ °  est donc un indicateur important pour caractériser les différents volumes 
d’eau (précipitations liquides, fonte) pouvant contribuer aux débits à l’exutoire du bassin 
considéré. La capacité du générateur à reproduire pour chaque mois de l’année la distribu-
tion statistique de 1 CZ °  a donc été analysée. 
L’altitude 1 CZ °  de la limite pluie-neige est calculée à partir de la formule 
( ) ( )1 C réf réfZ T Z T T T° = + − ∇???? , (5.7) 
T  est la température correspondant à l’isotherme considérée (T = 1 °C), réfZ  est l’altitude 
de référence (en m) qui correspond à l’altitude médiane du bassin versant, réfT  est la tempé-
rature régionale moyenne (en °C) calculée à l’altitude réfZ  et T∇
????
 le gradient altimétrique de 
température (°C/m). La fonction de répartition de cette altitude est présentée à la Fig. 5-3 
pour la période juillet – octobre qui montre que les distributions relatives aux différents 
mois diffèrent sensiblement (en termes de position et d’étalement). 
Les caractéristiques topographiques des bassins et sous-bassins (cf. chapitre 3) font que 
les surfaces potentiellement productrices de ruissellement peuvent différer sensiblement 
d’un mois à l’autre. Pour cette raison, la capacité du générateur à reproduire la distribution 
statistique de cette variable a été testée pour chaque mois de l’année. Pour les mois de juil-
let et août, connus pour être les mois les plus chauds, l’altitude de l’isotherme ne descend 
presque jamais en dessous de 2000 m et peut dépasser l’altitude maximale du bassin ver-
sant. Dans ce cas, les précipitations tombent exclusivement sous forme liquide; s'y ajoutent 
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les apports de la fonte des glaciers, si bien que toute la surface du bassin versant, y compris 
les surfaces glaciaires, contribuent à la production des ruissellements. Un comportement 
similaire, bien que moins prononcé, est observé en septembre. Les figures relatives aux 
autres mois sont fournies à l’annexe B. 
 
Fig. 5-3 Distributions statistiques de l’altitude de l’isotherme 1 °C observée (trait continu) et 
simulée (médiane des 50 simulations en traitillé) pour les mois de juillet à octobre. La 
surface teintée représente l’enveloppe des 50 séries générées 
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A partir du mois d’octobre, la fonction de répartition est décalée vers les faibles altitudes 
avec une limite pluie-neige qui peut descendre jusque dans les vallées. Dans cette situation, 
de vastes surfaces peuvent ne pas contribuer au ruissellement. 
Pour toute la période de juillet à octobre, la Fig. 5-3 montre clairement que l’altitude de 
l’isotherme 1 °C est parfaitement reproduite par le processus de génération puisque les 
fonctions de répartition cumulée simulées et observées sont pratiquement confondues et 
que la variabilité des séries générées autour de la médiane est très faible. 
5.3.3 Précipitations 
Les précipitations englobent aussi bien les apports sous forme liquide que solide. Les 
précipitations liquides alimentent directement le ruissellement et l’infiltration. Les précipita-
tions solides s’accumulent à la surface du bassin versant, pour autant que les températures 
soient négatives ou proches de zéro. Pour simplifier et pour pouvoir estimer en tout point 
du bassin versant la nature des précipitations, nous avons considéré que celles-ci ne dépen-
daient que de la température de l’air en surface du bassin (température qu’il est possible 
d’estimer en tout point par une méthode d’interpolation spatiale standard). Le modèle rete-
nu à cet effet est le suivant : les précipitations tombent entièrement sous forme solide lors-
que la température est inférieure à une température seuil 1cT = 0°C et sous forme liquide 
lorsque la température excède une température seuil 2cT = 2°C. Plus précisément, les préci-
pitations liquides peuvent être calculées à partir de l’expression suivante 
( )1 2 2 1 1 2
  ,
0  ;  1   et  1 /    ,
liquide totale
c c c c c c
P r P
r si T T r si T T r T T si T T T
=
= ≤ = ≥ = − ≤ ≤   (5.8) 
r  est la fraction des précipitations totales tombant sous forme liquide. Les précipitations 
tombant sous forme solide se déduisent simplement par l’expression: ( )1solide totaleP r P= − .  
Nous évaluons par la suite la capacité du générateur à reproduire la moyenne, l’écart 
type, la probabilité d’occurrence et l’autocorrélation d’ordre 1 des précipitations régionales 
journalières totales et liquides, calculées sur la base des jours pluvieux et pour tous les mois 
de l’année (Fig. 5-4).  
Les précipitations régionales mensuelles les plus élevées sont observées en hiver avec un 
pic en octobre (env. 6 mm/j), mois le plus pluvieux et donc le plus favorable à l’apparition 
des crues (Fig. 5-4). 
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Certaines faiblesses de la génération sont cependant à relever et concernent : 
- une légère surestimation de la moyenne des précipitations totales est obtenue pour 
la saison hivernale (DJF / Fig. 5-4), 
- une légère surestimation / sous-estimation de la moyenne des précipitations liqui-
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Fig. 5-4 Statistiques mensuelles de la moyenne et l’écart-type des précipitations totales et liquides 
régionales journalières observées (trait continu) et simulées (médiane des 50 simulations 
en traitillé). Les surfaces teintées correspondent aux quantiles 0%, 5%, 25%, 50%, 75%, 
95% et 100% issus de la distribution des séries simulées 
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des est constatée en octobre / septembre (Fig. 5-4), 
- une large surestimation de l’écart-type des précipitations journalières totales, est 
produite en février, pour certaines générations (Fig. 5-4) ; ce qui pourrait provoquer la 
production de volumes de crues plus importants que ceux observés pour ce mois. Ceci 
n’est cependant pas le cas du fait des températures faibles pour cette saison. Par suite la 
variabilité  des précipitations liquides n’est pas affectée pour ce mois, 
- la variabilité inter-génération est, toutefois, plus faible dans le cas des précipitations 
liquides que totales. Cette amélioration est sans doute rendue possible grâce à la très 
bonne reproduction des caractéristiques statistiques de la température et de la limite 
pluie-neige, variables qui conditionnent fortement la nature des précipitations (solides 
ou liquides). 
Tout comme la probabilité d’occurrence des jours pluvieux, l’autocorrélation d’ordre 1 
varie sensiblement d’un mois à l’autre (Fig. 5-5). Rappelons que cette statistique exprime le 
degré de dépendance temporelle entre deux journées consécutives. Il n’est donc pas sur-
prenant de trouver les valeurs d’autocorrélation les plus fortes en hiver (ONDJF) et les plus 
faibles en été (JAS). 
Les valeurs hivernales traduisent la prédominance d’événements pluviométriques plutôt 
frontaux caractérisés par des durées dépassant souvent la journée, alors que les valeurs esti-
vales reflètent davantage des événements convectifs, moins dépendants de la circulation 
atmosphérique à large échelle et donc moins persistants. Rappelons que la corrélation 
d’ordre 1 calculée à partir des séries générées a été contrainte par des variables de forçage 
introduites dans le processus de génération dans l’objectif de reproduire favorablement les 
observations. 
En général, et que ce soit pour les précipitations régionales journalières totales ou liqui-
des, la capacité du processus de génération à reproduire les différentes statistiques, en ter-
mes de moyenne, de variabilité (écart type) mais aussi d’occurrence et de dépendance tem-
porelle (autocorrélation d’ordre 1) (Fig. 5-5) est très bonne. Dans les deux cas, le signal 
médian est pratiquement confondu avec celui observé.  
Par ailleurs, la très forte saisonnalité des différentes statistiques considérées est très bien 
reproduite par le générateur. C’est en particulier le cas des précipitations liquides. Ceci té-
moigne en particulier de la pertinence de la méthodologie retenue pour la génération simul-
tanée de températures et des précipitations. 
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Fig. 5-5 Statistiques mensuelles de la probabilité d’occurrence des précipitations totales et liqui-
des et de l’autocorrélation d’ordre 1 des précipitations totales et liquides régionales 
journalières observées (trait continu) et simulées (médiane des 50 simulations en traitil-
lé). Légende identique à celle de la Fig. 5-4 
5.3.4 Distribution statistique des jours pluvieux 
La fonction de répartition empirique de la hauteur des précipitations journalières régio-
nales a été déterminée pour les mois de juillet et octobre, mois durant lesquels le bassin 
versant du Rhône est potentiellement générateur de crues importantes vu que les tempéra-
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tures – et donc les altitudes de la limite pluie-neige - sont élevées et que les précipitations à 
forte intensité sont fréquentes. 
La figure Fig. 5-6 montre que, pour ces deux mois, la distribution statistique des valeurs 
observées est bien encadrée par les distributions des 50 séries générées avec une médiane 
qui est presque confondue avec les observations. Ceci est également le cas pour tous les 
autres mois de l’année (Annexe B). 
Fig. 5-6 Fonction de répartition cumulée de la hauteur des précipitations régionales journalières 
1) totales et 2) liquides observées (trait continu) et simulée (médiane des 50 simulations 
en traitillé) pour les mois de juillet et octobre. La surface teintée représente l’enveloppe 
formée par les simulations 
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Ce résultat est lié au choix de la fonction de lien g (v. section 2.4.3) qui modélise la fonc-
tion de répartition des hauteurs des jours pluvieux en se basant sur la loi Gamma. 
L’aptitude du processus de génération à reproduire la répartition des précipitations liquides 
est très bonne pour le mois de juillet. Pour le mois d’octobre, le modèle est moins perfor-
mant. 
Les périodes sèches et pluvieuses, caractérisées par la distribution statistique de leurs du-
rée (Mehrotra et al., 2006), doivent aussi être correctement reproduites par le générateur. 
Elles ont en effet une influence déterminante sur l’état initial d’humidité des sols, et par 
suite sur la capacité du bassin à produire de fortes crues. 
Pour mémoire, l’état pluvieux/non-pluvieux du jour précédent a été inclus comme va-
riable explicative pour modéliser la probabilité d’occurrence des jours pluvieux. A noter 
que l’identification des périodes pluvieuses et sèches est tributaire d’un seuil préalablement 
défini, à partir duquel la nature de la journée est déterminée comme pluvieuse ou sèche. Ce 
seuil journalier est de 0.1 mm pour les précipitations régionales. 
Ici également, nous nous limiterons à la présentation des résultats des simulations relati-
ves aux mois de juillet et octobre (Fig. 5-7), pour les précipitations totales et liquides.  
Pour juillet, les distributions des périodes sèches et pluvieuses sont bien reproduites, et 
cela autant pour les précipitations totales que liquides. Cependant, une légère surestimation 
de la fréquence des séquences sèches de longueur comprise entre 5 et 7 jours est observée.  
Pour octobre, par contre, les résultats sont légèrement moins bons, avec des écarts plus 
prononcés, surtout pour les précipitations totales (Fig. 5-8). Les durées des périodes plu-
vieuses et sèches sont dans les deux cas relativement sous-estimées, ce qui suggère que 
l’autocorrélation générée par le modèle sur les occurrences de pluie-non pluie est, pour ce 
mois, insuffisante. Finalement, les performances sont, en général, meilleures pour les préci-
pitations liquides que pour les précipitations totales.  
Des performances similaires sont obtenues pour les autres mois de l’année (Annexe B). 
Il est de ce fait intéressant de noter que le générateur est capable de reproduire la saisonna-
lité marquée observée pour ces différentes statistiques. 
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Fig. 5-7  Statistiques des périodes sèches entre les précipitations 1) totales et 2) liquides et plu-
vieuses des précipitations 3) totales et 4) liquides régionales journalières observées (trait 
continu) et simulées (médiane des50 simulations en traitillé) pour le mois de juillet. Lé-
gende identique à celle de la figure précédente 
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Fig. 5-8  Statistiques des périodes sèches entre des précipitations 1) totales et 2) liquides et pé-
riodes pluvieuses des précipitations 3) totales et 4) liquides régionales journalières ob-
servées (trait continu) et simulées (médiane des 50 simulations en traitillé) pour le mois 
d’octobre. Légende identique à celle de la figure précédente 
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5.4 Evaluations sous régionales 
Dans cette section, le générateur est évalué par rapport à ses capacités à reproduire les 
caractéristiques statistiques des variables météorologiques journalières des différentes sous-
régions et différents sous-bassins tests. Ces capacités dépendent en particulier de la per-
formance de la deuxième étape du processus de génération qui consiste à désagréger simul-
tanément, sur l’ensemble des stations climatologiques (désagrégation multi-sites), les varia-
bles météorologiques (précipitations et températures) régionales journalières en variables 
locales. 
Pour cette évaluation, les précipitations et températures horaires moyennes sont esti-
mées pour chaque sous-région (6 au total) ou bassin test (3 au total), à partir des variables 
générées localement (selon une spatialisation de Thiessen). Les températures sont estimées 
à l’altitude médiane des unités spatiales considérées en recourant aux gradients altimétri-
ques de température régionales, ré-échantillonnés pour chaque pas de temps par le modèle 
analogique. 
Les statistiques et variables utilisées pour l’évaluation de la performance du processus de 
génération sont identiques à celles utilisées pour les variables régionales journalières. 
Il faut noter que la performance du générateur évaluée dans cette section est condition-
née, non seulement par la performance de la méthode de désagrégation, mais aussi par celle 
du processus de génération et des différents MLGs utilisés dans la première étape. Il n’est 
donc pas surprenant de retrouver les grandes lignes des résultats déjà mis en évidence dans 
les sections précédentes. 
5.4.1 Températures journalières 
D’une manière générale, la température journalière est plus variable dans le temps que 
dans l’espace. Bien que les variations spatiales pour les différentes sous régions soient fai-
bles, il est important de les analyser puisqu’elles permettent de faire la distinction entre les 
surfaces d’accumulation et les surfaces contributives au ruissellement et à l’infiltration. Une 
variation de quelques degrés centigrades suffit pour provoquer un déplacement de la limite 
pluie-neige de plusieurs centaines de mètres. 
La capacité du modèle à reproduire certaines statistiques des températures journalières 
(températures annuelles moyennes, écart type des températures journalières, autocorrélation 
du premier ordre des températures journalières) est présentée dans le tableau Tab. 5-1 pour 
les différentes unités spatiales étudiées. Elle est présentée pour les mois de juillet à octobre 
et pour l’ensemble de l’année par le biais des écarts (relatifs ou absolus) obtenus en 
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moyenne entre les statistiques calculées sur la base des 50 générations et celles calculées sur 
la base des observations. 
Tab. 5-1 Statistiques (moyenne ( M ), écart type ( SD ) et autocorrélation d’ordre 1 ( 1r )) des tempé-
ratures sous régionales journalières pour les mois de juillet à octobre et pour l’année 
Unité   Juil.    Août   Sep.   Oct.    Ann.  
spatiale  M  SD  1r   M  SD  1r  M SD 1r  M SD 1r   M  SD  1r  
P TURR ∆  0.0 -5% -0.019  0.0 -4% -0.004 0.0 -2% -0.014 0.0 -2% -0.045  0.0 0% -0.005 
  Obs 10.0 3.1 0.787  9.7 2.9 0.748 6.0 3.1 0.799 2.2 3.1 0.808  0.8 7.0 0.960 
                   
SR1 ∆  -0.1 -3% -0.023  -0.2 1% -0.009 -0.2 1% -0.017 0.4 2% -0.058  0.2 -4% -0.015 
  Obs 8.3 3.0 0.766  8.0 2.8 0.723 4.3 3.0 0.772 0.3 3.1 0.791  -1.5 7.6 0.957 
SR2 ∆  0.1 -8% -0.030  0.2 -7% -0.011 0.2 -4% -0.019 0.2 -5% -0.047  0.0 0% 0.001 
  Obs 7.0 3.2 0.777  6.7 3.0 0.725 3.1 3.3 0.786 -0.4 3.4 0.784  -1.9 6.9 0.943 
SR3 ∆  0.1 -3% -0.013  0.1 -3% -0.018 -0.1 2% -0.022 0.1 -1% -0.060  0.1 0% -0.010 
  Obs 12.5 3.0 0.776  12.1 2.9 0.748 8.3 3.0 0.787 4.2 3.1 0.810  3.2 7.1 0.962 
SR4 ∆  0.0 -8% -0.018  0.1 -8% -0.005 0.1 -5% -0.011 0.1 -5% -0.044  0.0 0% 0.000 
  Obs 8.3 3.2 0.780  8.1 3.0 0.740 4.4 3.3 0.792 0.7 3.3 0.799  -0.7 6.9 0.951 
SR5 ∆  -0.4 -12% -0.042  -0.3 -11% -0.045 -0.2 -9% -0.060 -0.5 -9% -0.082  -0.4 0% -0.005 
  Obs 9.1 3.4 0.767  9.1 3.2 0.736 5.4 3.5 0.795 1.8 3.4 0.788  0.4 6.8 0.941 
SR6 ∆  0.3 2% -0.063  0.0 8% -0.054 -0.2 8% -0.074 -0.4 8% -0.134  0.0 1% -0.027 
  Obs 13.0 2.9 0.802  12.8 2.7 0.761 9.0 2.9 0.800 5.1 2.8 0.776  4.1 6.7 0.964 
                   
SBT1 ∆  -0.1 -3% -0.032  -0.2 3% -0.025 -0.2 2% -0.028 0.3 4% -0.071  0.2 -4% -0.020 
  Obs 8.9 3.0 0.765  8.5 2.8 0.717 4.8 3.0 0.767 0.7 3.1 0.787  -1.3 7.9 0.957 
SBT2 ∆  0.2 -6% -0.029  0.2 -5% -0.012 0.2 -3% -0.019 0.2 -5% -0.046  0.0 0% 0.000 
  Obs 7.9 3.2 0.778  7.6 3.0 0.729 4.0 3.3 0.787 0.3 3.4 0.788  -1.1 6.9 0.947 
SBT3 ∆  -0.4 -12% -0.038  -0.3 -11% -0.038 -0.1 -9% -0.048 -0.3 -8% -0.062  -0.3 -1% -0.003 
  Obs 7.5 3.4 0.765  7.4 3.2 0.733 3.8 3.5 0.790 0.2 3.4 0.789  -1.3 6.8 0.941 
*  Le calcul de la différence ∆  est donné dans la section 5.2.1. La différence absolue est utilisée dans le cas de 
la moyenne (°C) et de l’autocorrélation d’ordre 1 (-); la différence relative est utilisée pour l’écart type (%). 
Obs. fait référence à observation, SR à sous région et SBT à sous-bassin test. 
 
A l’échelle annuelle, la température moyenne des sous-régions varie de -1.9 °C pour le 
bassin versant de la Viège (SR2) à 3.2 °C pour la sous région du Rhône-I1 (SR3) située dans 
la partie centrale, en rive droite du Rhône. Cette variation est principalement liée à la diffé-
rence entre les altitudes médianes de ces régions (2731 m et 1792 m, respectivement). Les 
variations spatiales de température sont pratiquement inexistantes entre les 3 bassins tests 
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(SBT1, SBT2 et SBT3) qui présentent approximativement la même altitude médiane. En 
général, quelque soit l’unité spatiale considérée, les statistiques des températures sont par-
faitement reproduites par le processus de génération. 
A l’échelle mensuelle, les statistiques et en particulier la saisonnalité marquée sont éga-
lement bien reproduites. Les écarts entre statistiques observées et simulées peuvent cepen-
dant être plus importants qu’à l’échelle annuelle. Ce constat, déjà mentionné au niveau ré-
gional, est sans doute lié au fait que le calage du modèle de température est effectué à une 
échelle annuelle. Un calage mensuel des paramètres, le recours à des indices supplémentai-
res ou encore l’introduction de variables de forçage équivalentes à celles utilisées pour les 
précipitations, devraient permettre d’améliorer les simulations. 
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Fig. 5-9  Fonction de répartition des températures (°C) sous-régionales journalières observées (trait 
continu) et simulées (50 distributions en grisé, médiane des 50 distributions simulées en 
traitillé) pour les mois de 1) juillet et 2) octobre et différentes unités spatiales.  Légende 
identique à celle de la figure précédente 
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La Fig. 5-9 qui présente les fonctions de répartition de la température journalière pour 
les mois de juillet et octobre et pour différentes unités spatiales (Brigue, Drance et Porte-
du-Scex), atteste d’une parfaite cohérence entre générations et observations. Ceci confirme 
que le gradient altimétrique qui intervient dans le calcul des températures à différentes 
échelles spatiales est bien simulé par le processus de génération. 
L’excellente concordance entre valeurs observées et simulées s’observe également sur les 
bassins tests, quelque soit le mois de l’année considéré.  
5.4.2 Précipitations journalières 
Contrairement à la température, les précipitations journalières présentent une forte hété-
rogénéité spatiale, que ce soit pour leurs probabilités d’occurrence ou pour les hauteurs 
précipitées. En termes de valeurs absolues mensuelles par exemple, les probabilités 
d’occurrence observées sont les plus fortes pour le sous-bassin de Brigue, les plus faibles 
pour le bassin de la Viège, même si ces bassins sont géographiquement proches. La saison-
nalité des hauteurs précipitées et des probabilités d’occurrence est aussi très marquée.  
La Fig. 5-10 présente la capacité du générateur à reproduire la probabilité d’occurrence 
mensuelle des précipitations journalières pour différentes unités spatiales.  
 
Fig. 5-10 Statistiques mensuelles des occurrences des précipitations sous-régionales journalières 
observées (trait continu) et simulées (médiane des simulations en traitillé). Légende identi-
que à celle de la Fig. 5-4 
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En général, l’aptitude du processus de génération à reproduire les probabilités 
d’occurrence des précipitations est satisfaisante puisque le signal observé est toujours à 
l’intérieur de l’enveloppe des générations. La forte saisonnalité observée à toutes les sta-
tions est aussi bien rendue par les générations. Enfin, le générateur permet de simuler une 
certaine hétérogénéité spatiale des probabilités d’occurrence. Cependant, celle-ci n’est pas 
suffisante pour capter l’hétérogénéité observée : le signal mensuel observé est surestimé sur 
les unités spatiales situées dans la partie centrale du bassin (Viège, Rhône-I1 et Rhône-I2) et 
sous-estimé sur le sous-bassin de Brigue, tous mois confondus. Les résultats (non présen-
tés) obtenus à l’échelle des sous-bassins tests est à l’image de ceux obtenus pour les sous-
régions. Ces résultats mettent en exergue les limites de la méthode de désagrégation. Les 
variables explicatives utilisées dans la recherche d’analogues semblent être insuffisantes 
pour expliquer la nature de la répartition spatiale de l’occurrence des précipitations sur tou-
tes les unités spatiales. L’introduction, par exemple, de la fraction des stations ayant reçu 
des précipitations pourrait peut-être permettre de distinguer entre les évènements convec-
tifs, frontaux et les orages d’été, événements pour lesquels les structures spatiales 
d’occurrence des précipitations sont généralement très différentes (Buishand and Brand-
sma, 1997 ; Mezghani, 2003).  
Les Fig. 5-11 et Fig. 5-12 présentent la performance du générateur vis-à-vis de la repro-
duction des statistiques mensuelles de la hauteur des précipitations totales et liquides, ob-
servées et simulées, pour différentes unités spatiales. En général, l’aptitude du processus de 
génération à reproduire les statistiques de la hauteur des précipitations totales et liquides 
(en termes d’occurrence et de hauteur) est moyenne pour l’autocorrélation d’ordre 1, satis-
faisante pour l’écart-type, et très bonne pour la moyenne et la fonction de répartition 
cumulée. Pour la précipitation totale moyenne, le signal mensuel observé est toujours situé, 
quelle que soit l’unité spatiale considérée, à l’intérieur de l’enveloppe délimitée par les quan-
tiles extrêmes  et dans la plupart des cas, le signal médian est proche du signal observé. 
L’hétérogénéité spatiale marquée des précipitations moyennes est également assez bien 
reproduite par le générateur, et ceci quel que soit le mois considéré. A titre d’exemple, le 
générateur permet de simuler le gradient marqué de précipitation observé entre les sous-
régions Rhône-I2, Drance et Porte-du-Scex pour tous les mois de l’année. Pour les mois de 
Septembre et Octobre, le générateur permet aussi de reproduire les forts cumuls mensuels 
observés sur la sous-région de la Viège. La saisonnalité et l’hétérogénéité spatiale des préci-
pitations liquides sont beaucoup plus marquées que celles observées pour les précipitations 
totales. Malgré ce fait, la performance du générateur pour la reproduction des caractéristi-
ques statistiques de cette variable est meilleure que pour les précipitations totales. Ceci est 
valable quelles que soient les unités et les échelles spatiales considérées. 
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Fig. 5-11 Statistiques mensuelles de la hauteur des précipitations (mm) journalières totales observées 
(trait continu) et simulées (médiane des simulations en traitillé) pour différentes unités spa-
tiales. Légende identique à celle de la Fig. 5-4 
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Fig. 5-12  Statistiques mensuelles de la hauteur des précipitations sous-régionales journalières liqui-
des (mm) observées (trait continu) et simulées (traitillé) pour les trois sous-bassins tests du 
bassin versant du Rhône. Légende identique à celle de la Fig. 5-4 
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On notera enfin que l’écart entre les générations est plus important pour les bassins tests 
que pour les sous-régions. Ceci traduit le fait que l’effet de lissage induit par la procédure de 
spatialisation des variables locales est d’autant plus important que la surface sur laquelle les 
pluies sont moyennées est grande. 
Il est cependant intéressant de constater que la méthode de désagrégation spatiale pré-
serve presque toutes les propriétés statistiques des hauteurs précipitées pour des échelles 
spatiales plus petites que celle de l’ensemble du bassin du Rhône. 
5.5 Evaluations infra-journalières 
Dans cette section, le générateur est évalué par rapport à ses capacités à reproduire les 
caractéristiques statistiques des variables météorologiques infra-journalières – i.e. des pas de 
temps plus petits que la journée - des différentes sous-régions et bassins tests considérés. 
Ces capacités dépendent à nouveau de la performance de la méthode de descente d’échelle 
statistique et de la performance de la méthode de désagrégation utilisée pour produire au 
pas de temps horaire et sur l’ensemble des stations climatologiques, les variables météoro-
logiques (précipitations et températures) locales. 
Pour cette évaluation, les séries des précipitations et températures moyennes sur t∆  
sont déterminées à partir des variables générées localement au pas de temps horaire. Cette 
évaluation est effectuée pour diverses résolutions temporelles t∆  et pour chaque sous-
région et bassin test considéré. 
Les statistiques et variables utilisées pour évaluer, aux différentes résolutions temporel-
les, la performance du processus de génération sont les mêmes que précédemment. 
Le Tab. 5-2 présente la capacité du générateur à reproduire certaines statistiques des 
précipitations totales et liquides et des températures agrégées sur un pas de temps de 6 heu-
res. Les résultats sont présentés pour les différentes unités spatiales étudiées et pour la pé-
riode de juillet à octobre. On notera que la capacité du générateur à reproduire les valeurs 
moyennes ne dépend pas de la résolution temporelle considérée. Les résultats correspon-
dants ne sont donc pas mentionnés dans le tableau. 
En général, le processus de génération permet de reproduire correctement la variance 
des variables cumulées ( totP , liqP ) ou moyennées (T ) sur un pas de temps de 6 h. 
Pour l’autocorrélation d’ordre 1 ( 1r ) des variables et pour un pas de temps de 6 h, la per-
formance varie selon les variables ( totP ,T , liqP ) et les unités spatiales. Pour les précipitations 
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totales par exemple, elle est très bonne sauf pour les sous-régions SR3 et SR4 où 1r  est si-
gnificativement sous-estimée. 
Tab. 5-2  Statistiques (écart type (SD), autocorrélation d’ordre 1 ( 1r ) et 2 ( 2r ) et probabilité 
d’occurrence wP ) des précipitations totales ( totP  en mm), des températures (T  en °C) et 
précipitations liquides ( liqP  en mm) agrégées ou moyennées au pas de temps 6 heures 
pour les différentes unités spatiales et pour la période de juillet à octobre 
Unité   SD     1r   2r      wP  
Spatiale   totP T   liqP   totP T  liqP totP T   liqP    totP   liqP  
Rhône ∆   -2% 4%  0%   -0.065 -0.068 0.010 0.039 -0.030 0.017   0.0%  37% 
 Obs  5.8 3.1  1.6   0.259 0.691 0.086 0.030 0.453 0.015   0.56  0.37 
               
SR1 ∆   -2% 4%  2%   -0.093 -0.073 -0.009 0.028 -0.028 0.007   -2.9%  36% 
 Obs  5.8 3.2  1.5   0.272 0.667 0.097 0.037 0.432 0.022   0.56  0.35 
SR2 ∆   -2% 3%  -2.8%   -0.029 -0.066 0.031 0.047 -0.036 0.027   4.8%  23% 
 Obs  6.6 3.1  2.1   0.224 0.711 0.058 0.021 0.474 0.004   0.513  0.331 
SR3 ∆   -3% 6%  1%   -0.205 -0.103 -0.074 -0.014 -0.040 -0.022   -7.0%  13% 
 Obs  8.0 3.3  1.9   0.346 0.639 0.149 0.070 0.402 0.047   0.56  0.35 
SR4 ∆   -5.0% 1%  11%   -0.171 -0.059 -0.061 0.006 -0.020 -0.007   5.3%  50% 
 Obs  6.0 3.3  1.1   0.295 0.663 0.122 0.043 0.431 0.026   0.46  0.23 
SR5 ∆   -1% 4%  -2%   -0.017 -0.079 0.039 0.042 -0.033 0.023   4.0%  39% 
 Obs  5.5 3.2  1.8   0.205 0.657 0.041 0.022 0.426 0.004   0.51  0.32 
SR6 ∆   -3% 2%  3%   -0.004 -0.062 0.026 0.058 -0.025 0.024   6.6%  39% 
 Obs  5.5 3.2  1.5   0.181 0.677 0.053 0.004 0.444 -0.001   0.45  0.27 
               
SBT1 ∆   -2% -5%  1%   -0.037 -0.060 0.005 0.049 -0.016 0.023   5.4%  20% 
 Obs  6.3 3.5  1.7   0.218 0.709 0.080 0.015 0.462 0.005   0.47  0.28 
SBT2 ∆   -2% 9%  -3%   -0.032 -0.109 0.034 0.036 -0.069 0.022   5.5%  24% 
 Obs  7.2 3.0  2.7   0.215 0.668 0.044 0.029 0.442 0.006   0.50  0.31 
SBT3 ∆   -9% 6%  -10%   -0.306 -0.108 -0.138 -0.051 -0.044 -0.040   -5.5%  3% 
  Obs  11.4 3.4  3.1   0.404 0.631 0.190 0.093 0.396 0.059   0.50  0.28 
* Le calcul de la différence ∆  est donné dans la section 5.2.1. La différence absolue est utilisée dans le cas de 
la moyenne (°C) et de l’autocorrélation d’ordre 1 (-); la différence relative est utilisée pour l’écart type (%). 
Obs. fait référence à observation, SR à sous région et SBT à sous-bassin test. 
 
Pour les précipitations liquides, l’autocorrélation observée est relativement mal repro-
duite. Elle l’est en revanche presque parfaitement pour les températures. L’autocorrélation 
d’ordre 2 n’est bien reproduite que pour les températures. Enfin, le générateur reproduit 
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plutôt bien la probabilité d’occurrence des précipitations totales tombées en 6 h. En revan-
che, il surestime fortement la proportion des précipitations liquides (jusqu’à + 50% pour la 
sous-région SR4). Les écarts relatifs entre les simulations et les observations sont significa-
tifs pour toutes les unités spatiales. Ces écarts sont plus importants que ceux obtenus à 
l’échelle journalière. 
Les résultats relatifs aux autres pas de temps d’agrégation inférieurs à la journée présen-
tent les mêmes caractéristiques que ceux évoqués pour le pas de temps 6 h. Pour les autres 
saisons de l’année ainsi qu’à l’échelle mensuelle, les résultats obtenus suivent également les 
mêmes tendances. La saisonnalité des caractéristiques statistiques considérées est donc dans 
l’ensemble bien reproduite. 
5.6 Précipitations maximales 
La finalité du générateur étant de permettre la simulation de scénarios de crues, une at-
tention particulière a été portée à sa capacité à reproduire la distribution statistique des va-
leurs maximales des précipitations. Pour cette évaluation, nous avons porté sur un même 
graphique de Gumbel la distribution empirique des valeurs maximales observées et les 
courbes enveloppes correspondant à différents quantiles des distributions simulées (cf. 
détails  § 4.2.3).  
Cette évaluation graphique a été effectuée pour les précipitations journalières maximales. 
Elle a aussi été effectuée pour les précipitations moyennes maximales observées sur diffé-
rentes autres durées d’agrégation (des précipitations sur 6 h aux cumuls de précipitations 
sur kN  jours consécutifs). 
Pour les valeurs régionales journalières, la capacité du générateur à reproduire la distri-
bution des valeurs maximales est uniquement liée aux modèles de descente d’échelle rete-
nus pour générer les hauteurs journalières (cf. chapitre 2). Pour les cumuls sur plusieurs 
jours, elle dépend de plus de la capacité du processus de génération à reproduire 
l’autocorrélation d’ordre k  des précipitations journalières (Brandsma and Buishand, 1998). 
Pour les durées inférieures à la journée, elle est fortement dépendante de la pertinence de la 
méthode de désagrégation. 
La Fig. 5-13 présente les distributions des valeurs maximales annuelles des précipitations 
totales et liquides cumulées sur 6 heures, 1 jour et 2 jours. 
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De façon générale, la performance du modèle à reproduire les statistiques des valeurs 
maximales des précipitations annuelles observées est très satisfaisante pour les différentes 
durées et unités spatiales considérées. Elle est, dans la plupart des cas, très bonne pour les 
valeurs maximales fréquentes (i.e. les variables réduites u  de Gumbel inférieures à 2 qui 
correspondent à une période de retour inférieure à 10 ans).  
Pour les valeurs maximales moins fréquentes (valeurs maximales correspondant à des 
périodes de retour supérieures à 10 ans), la performance varie selon les cas mais reste tou-
jours très satisfaisante au vu de la difficulté de l’exercice de simulation hydrométéorologi-
que. 
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Fig. 5-13 Distribution des valeurs maximales des précipitations annuelles totales (en haut) et liquides 
(en bas) régionales journalières observées (trait continu) et simulées (médiane des 50 simu-
lations en trait interrompu) cumulées sur 6 heures, 1 jour et 2 jours (de gauche à droite). 
Légende identique à celle de la Fig. 5-4 
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A noter que l’évolution des valeurs maximales observées est parfois marquée par la pré-
sence de paliers qui ne sont pas reproduits en moyenne par les simulations ; la médiane des 
distributions, de même que les courbes enveloppe correspondant aux différents quantiles 
montrent une évolution plus continue.  
Enfin, la variabilité inter-générations augmente considérablement pour les périodes de 
retour et pour les précipitations cumulées de durée élevées. Cette variabilité est toutefois 
réduite pour les précipitations liquides. 
A une échelle régionale et pour toute l’année, la capacité du processus de génération à 
reproduire la distribution des valeurs maximales annuelles des précipitations totales cumu-
lées sur la journée est quasi parfaite. La distribution observée et la courbe correspondant 
aux valeurs médianes des distributions simulées sont pratiquement confondues. Pour les 
précipitations totales cumulées sur 2 jours, la valeur maximale la plus forte de la distribu-
tion médiane est confondue à celle de la distribution observée (Fig. 5-13). Pour les précipi-
tations liquides cumulées sur 1 jour, la performance du modèle est très bonne pour la re-
production des valeurs maximales les plus fréquentes. Elle est légèrement moins bonne 
pour les valeurs plus élevées. Les résultats obtenus pour les durées inférieures à 6 heures (1 
h et 3 h) et supérieurs à 2 jours (3, 5 et 10 jours) sont présentés dans Mezghani et Hingray 
(2008). Ils sont très similaires à ceux évoqués ci-dessus.  
A une échelle sous-régionale et pour toute l’année, l’aptitude du processus de génération 
à reproduire les valeurs maximales annuelles des précipitations totales cumulées sur diffé-
rentes durées est très satisfaisante. Pour toutes les durées et unités spatiales considérées 
(Fig. 5-14), le signal observé est pratiquement toujours encadré par les quantiles extrêmes 
des simulations. La queue de la distribution des valeurs maximales est souvent bien repro-
duite. Les valeurs les plus fréquentes sont également bien reproduites sauf pour les bassins 
aval (Brigue et Viège), qui montrent une moins bonne concordance entre les simulations et 
les observations. La capacité à reproduire les valeurs les plus élevées est aussi bonne. Il est 
intéressant de noter que le processus de génération permet de reproduire correctement les 
différences spatiales observées dans les valeurs maximales des précipitations. Les valeurs 
élevées, simulées dans la partie Sud-est du bassin du Rhône et les valeurs faibles simulées 
dans la partie centrale (Rhône-I2) montrent que le processus de génération est apte à repré-
senter ces différences.  
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Fig. 5-14 Distributions des valeurs maximales des précipitations annuelles totales sous régionales 
observées (trait continu) et simulées (traitillé) cumulées sur 1 jour. Légende identique à 
celle de la Fig. 5-4 
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De façon générale, l’aptitude du processus de génération à reproduire les valeurs maxi-
males des précipitations totales et liquides est légèrement moins bonne à l’échelle sous ré-
gionale qu’à l’échelle régionale. Cette dégradation est sensiblement plus importante si l’on 
considère les sous-bassins tests mais les résultats restent dans l’ensemble très satisfaisants. 
La forte hétérogénéité spatiale observée à cette échelle spatiale entre les bassins est de nou-
veau plutôt bien captée par le générateur (Fig. 5-14). 
A l’échelle mensuelle, les résultats sont similaires et de nouveau satisfaisants quelques 
soient les unités spatiales et les résolutions temporelles considérées. Ces résultats sont pré-
sentés en annexe C. En général, le processus de génération réussit plutôt bien à reproduire 
la variabilité, d’un mois à un autre, des valeurs annuelles maximales. Par contre, on remar-
que quelques difficultés au niveau des queues de ces distributions pour certains mois. 
5.7 Pertinence hydrologique 
La capacité du générateur à reproduire les différentes statistiques des variables météoro-
logiques considérées précédemment ne garantit aucunement la production de scénarios 
météorologiques pertinents. La pertinence est en partie obtenue par une bonne reproduc-
tion des dépendances spatiale et temporelle qui existent entre, d’une part, les stations de 
mesures et, d’autre part, les variables météorologiques elles-mêmes (cf. section 3.2.3). Le 
générateur ne garantit notamment pas que les structures spatiales générées soient cohéren-
tes et représentent la diversité des structures observées. Bien que le générateur soit perfor-
mant en vue de la reproduction des caractéristiques statistiques des variables météorologi-
ques générées, il peut produire des scénarios physiquement non réalistes. L’évaluation hy-
drologique permet d’aller plus loin dans l’évaluation de la performance du générateur puis-
qu’elle intègre les corrélations spatiales et temporelles entre variables météorologiques et 
entre stations, l’effet des structures spatiales ou temporelles, l’effet de la persistance de cer-
taines situations de temps sec ou de précipitation intenses, etc. Les simulations ont été en-
treprises dans le cadre du projet ‘CONSECRU 2’ pour la période allant de 1961 à 2001, 
donc plus longue que la période de simulation couverte dans le cadre de cette étude. 
5.7.1 Evaluation hydrologique 
L’évaluation hydrologique concerne les 5 points d’estimation présentés dans la section 
3.5.1, pour mémoire : le Rhône à Brigue, la Viège à Viège, le Rhône à Branson et finale-
ment le Rhône à la Porte-du-Scex. Pour chaque point d’estimation, des diagrammes de type 
Gumbel et des diagrammes de type Débit-Durée-Fréquence des débits caractéristiques 
5.7 Pertinence hydrologique 105 
 
correspondant à différentes périodes de retour ont été analysés. Un catalogue de crues a été 
élaboré en extrayant des séries de débits générées les événements de crue présentant certai-
nes caractéristiques statistiques. Certaines de ces crues ont été retenues à titre d’illustration. 
Le modèle météorologique a été appliqué à l’ensemble de la période allant de 1961 à 
2001 pour obtenir 50 scénarios météorologiques qui associent 41 années de précipitations 
horaires par station pluviométrique, de températures horaires par station thermométrique 
et de gradients altimétriques de température horaire pour toute la région. Pour chacun de 
ces scénarios météorologiques, les séries de débits horaires ont été simulées à chaque point 
d’estimation à l’aide du modèle hydrologique GSM-SOCONT (Section 3.4). La première 
année de simulation a servi uniquement à initialiser le système (conditions initiales de stock 
de neige et de glace). Pour chaque point d’estimation, différentes analyses ont été réalisées 
sur la base de 50 séries de débits horaires maximums annuels obtenus pour les 40 années 
de simulation restantes. Ces analyses ont été également réalisées sur les valeurs maximales 
des débits moyens horaires annuels pour différentes durées ∆t (débits moyens estimés sur 
une durée allant d’une heure à 120 h). 
L’évaluation hydrologique présentée ci-après, est basée sur une analyse fréquentielle 
classique (Meylan et al., 2008) qui consiste à vérifier que la distribution statistique des va-
leurs maximales annuelles des débits horaires générés soit identique à celle issue des obser-
vations pour l’ensemble des stations de mesures de débit sur le Rhône. Les valeurs maxi-
males des débits de crue observés sont constituées de débits de crue historiques observés 
sur la période des mesures non perturbées par les aménagements et, reconstitués pour cer-
taines stations (évènements d’Août 1987, Septembre 1993 et Octobre 2000). La Fig. 5-15 
illustre les résultats de cette analyse pour les différents points d’estimation tout au long du 
Rhône. 
Pour le Rhône à Sion, Branson et Porte du Scex, les 50 réalisations hydrologiques mon-
trent une bonne cohérence entre les statistiques de crues observées et simulées. Pour le 
Rhône à Brigue et pour les temps de retour inférieurs à 5 ans, la médiane des simulations 
est pratiquement confondue avec celle issue des observations. En revanche, les valeurs 
maximales des débits horaires générés correspondant à des temps de retour élevés sous 
estiment fortement les valeurs maximales des débits horaires reconstitués. Pour le Rhône à 
Viège, les simulations sous-estiment les valeurs maximales des débits horaires annuels, 
quelque soit le temps de retour. 
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5.7.2 Exploitation des résultats 
Les scénarios hydrologiques validés précédemment, ont permis de constituer un catalo-
gue de scénarios de crues. La procédure suivie à cet effet est décrite ci-après.  
Fig. 5-15 Distribution empirique des débits ho-
raires maximums pour chacun des 50 
scénarios simulés (médiane en traitillé) 
obtenus en Août, Septembre et Octo-
bre pour le Rhône à Brigue, la Viège à 
Viège, le Rhône à Sion, à Branson et à 
la Porte-du-Scex (Hingray et al., 2006) 
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- Pour chaque série de débits horaires, la série des 40 valeurs maximales de débits 
moyens annuels correspondant à la durée t∆  choisie a été extraite. Un ajustement fré-
quentiel, sur ces valeurs a permis d’estimer, pour le scénario considéré, les débits de crue 
( )
rT
Q t∆  correspondant à différentes périodes de retour rT . Sur la base de ces analyses, il 
a par suite été possible, pour chaque scénario, de déterminer la courbe Débits-Durée-
Fréquence correspondant à l’une ou l’autre de ces périodes de retour. 
- Le résultat des 50 analyses fréquentielles a par ailleurs permis d’estimer la distribu-
tion de chacun des débits de crue ( )
rT
Q t∆ . Différents quantiles (5 %, 10 %, 50 %, 90 % 
et 95 %) des 50 valeurs de débits ( )
rT
Q t∆  obtenues respectivement pour les 50 scéna-
rios ont été déterminés pour caractériser cette distribution. Ces quantiles permettent 
d’en déduire la valeur médiane de ( )
rT
Q t∆ . 
- Pour chaque point d’estimation et pour chaque période de retour, il a été aussi pos-
sible d’identifier, parmi toutes les crues générées (tous scénarios confondus), celles dont 
les valeurs maximales du débit horaire étaient proches de la valeur médiane du débit ho-
raire de crue ( )1 h
rT
Q t∆ =  résultant de l’analyse statistique précédente. Un catalogue de 
crues a été constitué sur la base de ces crues. 
5.7.3 Courbes Débit-Durée-Fréquence 
Pour chaque point d’estimation et pour chacun des 50 scénarios, les ajustements fré-
quentiels ont été réalisés sur les débits moyens maximums annuels calculés sur différentes 
durées t∆ . Pour chaque durée t∆  considérée, les débits de crue ( )
rT
Q t∆  correspondant 
aux périodes de retour rT = 30, 100 et 1000 ans ont été déterminés. Par suite, il a été possi-
ble, pour chaque scénario, de déterminer la courbe Débit-Durée-Fréquence (QDF) corres-
pondant à l’une ou l’autre de ces périodes de retour. Les courbes QDFs moyennes obte-
nues pour le Rhône à la Porte-du-Scex sont présentées à la Fig. 5-16. 
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5.7.4 Catalogues de crues 
Pour chacun des 5 points d’estimation et sur la base de toutes les crues générées pen-
dant les mois d’Août, Septembre et Octobre, une collection d’hydrogrammes de crue a été 
constituée pour chacun des débits de crue caractéristiques suivants : 
- médiane du débit horaire maximum de période de retour 30 ans, 
- médiane du débit horaire maximum de période de retour 100 ans,  
- médiane du débit horaire maximum de période de retour 1000 ans. 
Pour chacun de ces débits, l’ensemble des évènements ayant un débit de pointe équiva-
lent à ce débit caractéristique a été retenu. Pour une période de retour rT  et en se basant 
sur le débit caractéristique correspondant, ont été retenu toutes les crues dont la valeur 
maximale du débit est compris entre 0.9 
rT
Q  et 1.1 
rT
Q . 
La Fig. 5-17 montre, à titre d’exemple, une sélection de scénarios de crues pour les dé-
bits caractéristiques 30Q  (73 au total), 100Q  (35 au total) et 1000Q  (18 au total) simulés à la 
Porte-du-Scex. Les hydrogrammes diffèrent au niveau des formes et des volumes pour un 
même temps de retour ou pour des temps de retour différents. Ce catalogue de crues peut 
être utilisé par les gestionnaires afin d’étudier le fonctionnement des différents ouvrages 
hydrauliques sous diverses sollicitations (Jordan, 2007). 
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Fig. 5-16 Courbes Débit-Durée-Fréquence obtenues pour le Rhône à la Porte-du-Scex sur la 
base des 50 scénarios pour la période Août-Septembre-Octobre pour différentes pé-
riodes de retour. Pour des raisons de lisibilité, seuls les quantiles 25 %, 50 % et 75 % 
sont représentés 
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Fig. 5-17 Exemples d’hydrogrammes extraits de la collection d’hydrogrammes de crues pour la 
Porte-du-Scex. Ces hydrogrammes ont un débit de pointe proche de la médiane des 
30Q  (courbes numéros 4 et 66), des 100Q  (courbes numéros 14 et 18) et des 1000Q  
(courbes numéros 2 et 10) 
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5.8 Conclusion 
D’une manière générale, l’aptitude du processus de génération à reproduire la hauteur 
(moyenne, écart type et distribution), en termes d’amplitude et de cycle saisonnier, des pré-
cipitations totales et liquides pour différentes durées (6 h, 1 jour et 2 jours) et pour les dif-
férentes sous régions du bassin du Rhône varie de satisfaisante à très satisfaisante. Les per-
formances se dégradent légèrement mais reste toutefois satisfaisantes pour les résultats 
obtenus à l’échelle des bassins versants utilisés comme support à la modélisation hydrolo-
gique du système complet. 
Par ailleurs, le processus de génération fournit de bons résultats concernant les valeurs 
maximales des précipitations annuelles totales et liquides et cela pour les différentes échel-
les spatiales et temporelles considérées. Pour les résolutions temporelles supérieures à la 
journée, cette bonne performance est en particulier liée aux variables de forçage auto-
corrélées introduites au niveau régional dans le processus de génération (Mezghani and 
Hingray, 2008). 
La reproduction de l’hétérogénéité spatiale des caractéristiques statistiques des précipita-
tions par le biais de générateurs stochastiques est généralement considérée comme étant un 
exercice difficile. Il l’est d’autant plus en milieu montagneux où l’hétérogénéité spatiale des 
précipitations est très marquée, vu le relief accidenté. La stratégie souvent adoptée consiste 
à considérer que la hauteur des précipitations est une fonction de l’altitude. Cette approche 
est peu adaptée à la génération de scénarios spatialisés pertinents, à commencer par la re-
production de l’hétérogénéité spatiale des précipitations annuelles ou mensuelles moyennes. 
La stratégie retenue dans cette étude – qui consiste à ré-échantillonner des structures spatia-
les observées pour des journées analogues au jour courant de la génération, s’avère perti-
nente puisqu’elle permet de reproduire, avec satisfaction, la structure spatiale des précipita-
tions à différentes échelles spatiales et temporelles. 
La capacité de cette approche à reproduire des scénarios de crues pertinents conforte 
l’intérêt de la stratégie retenue pour la génération de scénarios météorologiques. 
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 Chapitre 6 
6 Conclusions générales et perspectives  
6.1 Conclusions générales 
Cette étude propose une méthodologie simple et novatrice pour simuler des scénarios 
de crues à partir de scénarios météorologiques en milieux montagneux. Ces derniers sont 
obtenus par un processus de génération stochastique qui associe deux techniques potentiel-
lement intéressantes pour la génération de variables météorologiques, à savoir les méthodes 
statistiques de changement d’échelle, d’une part, et les méthodes des analogues, d’autre 
part. 
La technique de changement d’échelle retenue dans cette étude fait appel à des modèles 
linéaires généralisés dont l’explication des précipitations et des températures en les condi-
tionnant à la circulation atmosphérique à l’échelle synoptique a été remarquable. Les don-
nées synoptiques réanalysées sur 20 ans (1982-2001) par le centre américain de prédiction 
environnementale (NCEP en anglais) ont été utilisées pour dériver des indices pouvant 
décrire la circulation atmosphérique. Ces indices ont servi par la suite à expliquer la situa-
tion météorologique en termes de précipitations et de températures à l’échelle de la région 
et sur la journée. 
La situation météorologique précédemment obtenue (échelle régionale journalière) a été 
ensuite désagrégée en situations météorologiques locales et horaires (pour chaque station 
du réseau de mesure) au moyen de la méthode des k-PPV. 
L’originalité de l’approche proposée repose, d’une part, sur  la simplicité des modèles 
utilisés et, d’autre part, sur la préservation des structures spatiales et temporelles des situa-
tions météorologiques. 
La méthodologie a été appliquée au bassin versant du Rhône à l’amont du Léman carac-
térisé par une topographie complexe typique des milieux alpins. Il en a résulté 50 réalisa-
tions de variables météorologiques à pas de temps horaire sur la période 1982-2001, pé-
riode au cours de laquelle les données nécessaires étaient disponibles. Chaque réalisation 
comprend 48 séries de précipitations correspondant au nombre de stations pluviométriques 
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et 11 séries de températures horaires correspondant au nombre de stations thermométri-
ques.  
La capacité du processus de génération à reproduire les caractéristiques statistiques des 
séries observées a été évaluée au moyen d’une analyse multi-échelles (spatiales et temporel-
les). Une attention particulière a été portée à l’aptitude du générateur à simuler les précipita-
tions extrêmes. Des évaluations ont également été effectuées sur d’autres variables qui 
jouent un rôle important sur la production des crues, telles que la limite pluie-neige et la 
proportion des précipitations totales tombant sous forme liquide. 
D’une manière générale, l’aptitude du processus de génération à reproduire les statisti-
ques (moyenne, écart type, distribution) des précipitations totales et liquides, pour différen-
tes durées (6 h, 1 jour et 2 jours) et différentes unités spatiales (100 à 5500 km2), se révèle 
très satisfaisante, voire excellente dans certains cas. Toutefois, les performances se dégra-
dent un peu lorsque la taille des unités diminue. Les hétérogénéités spatiales des caractéris-
tiques statistiques des précipitations et des températures sont également bien reproduites. 
Les scénarios météorologiques simulés par le processus de génération ont été introduits 
dans le modèle hydrologique GSM-SOCONT  pour la simulation continue de débits horai-
res en différents endroits du bassin versant du Rhône. 50 réalisations de séries de débits 
horaires ont ainsi été obtenues pour la période de 1961-2001. L’aptitude du modèle hydro-
logique à reproduire les débits, qui correspondant aux évènements de crues extrêmes (1987, 
1993 et 2000) en particulier, est très satisfaisante.  
Finalement, un ajustement fréquentiel sur les valeurs maximales des débits annuels au 
moyen d’une loi de Gumbel a permis d’estimer la valeur médiane et la plage de variation de 
débits caractéristiques correspondant à différentes périodes de retour (30 ans, 100 ans et 
1000 ans) et d’en extraire un catalogue de scénarios de crues. 
6.2 Perspectives 
De nombreuses pistes de nature à améliorer la méthodologie proposée restent à explo-
rer en particulier celles énumérées ci-après. 
- Améliorations du processus de génération. L’introduction d’indices atmosphériques 
complémentaires permettrait une meilleure description de la circulation atmosphérique à 
l’échelle synoptique. Par ailleurs, la méthode analogique étant basée uniquement sur un 
vecteur d’état régional, l’introduction d’indices météorologiques supplémentaires pour-
rait favoriser une meilleure prise en compte des différences régionales. Finalement, 
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l’introduction de stations de mesures situées au sud du bassin, permettrait d’améliorer la 
spatialisation des variables météorologiques.  
- Transposabilité de la méthodologie à d’autres sites. Le processus de génération est 
basé sur les données réanalysées sur tout le globe. On peut donc penser raisonnable-
ment que la méthodologie est transposable à d’autres bassins versants, moyennant cer-
taines adaptations, comme il a été démontré dans le cadre d’une application au bassin de 
l’Alzette au Luxembourg (Mezghani and Hingray, 2007).  
- Utilisation du processus de génération pour un climat modifié. Dans cette perspec-
tive, les réanalyses – données d’entrée du processus de génération – peuvent être rem-
placées par les sorties de modèles climatiques globaux ou régionaux basés sur des scéna-
rios d’émission de gaz à effet de serre et capables de simuler l’évolution du climat sur 
une longue période. L’utilisation de tels scénarios permettrait d’estimer les effets de pos-
sibles changements climatiques sur le comportement hydrologique du bassin du Rhône 
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A Annexe A  
Définition et calcul des indices de circulation générale 
Les variables et indices synoptiques utilisés dans cette étude sont définis dans la présente 
annexe. Les indices ont été déterminés à l’aide d’un schéma numérique de calculs adapté de 
celui de Jones et al. (1993). 
La grille couvrant le bassin versant du Rhône a été extraite et les différents nœuds qui 
ont servi à l’extraction et au calcul des variables atmosphériques à partir des altitudes géo-
potentielles ( Hgt ) ont été numérotés de 1 à 16 (Fig. A-1). Les valeurs numériques des va-
riables atmosphériques de circulation générale ont été fournies par le centre américain pour 
la prédiction environnementale (en anglais the National Center for Environmental Predic-
tion – NCEP). Il s’agit d’un ensemble de données météorologiques mondiales quadrillé 
d’une résolution horizontale de 210 km environ, avec 17 niveaux de pression, s’étendant de 
1000hPa à 10hPa pour l’ensemble du quartier hémisphérique nord Eurasia et pour la pé-
riode de 1948 à nos jours (Kalnay et al., 1996).  
Dans cette étude, seules les données réanalysées sur la période 1982-2001 et pour les ni-
veaux de pressions 500 hPa, 700 hPa et 850 hPa ont été utilisées. 
A.1 Définition des variables et indices synoptiques 
A.1.1 Altitude géopotentielle 
L’altitude géopotentielle (geopotential height en anglais), exprimée en mètre (m), est 
l’altitude au-dessus du niveau de la mer pour un certain niveau de pression.  
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A.1.2 Humidité relative 
L’humidité relative, exprimée en pourcentage (%), est définie comme étant le rapport 
entre la pression de vapeur actuelle et la pression de vapeur à saturation pour une tempéra-
ture donnée et pour une altitude géopotentielle donnée. 
A.1.3 Humidité spécifique 
L’humidité spécifique, exprimée en gramme d’eau par kilogramme d’air humide (g/kg), 
est le rapport de la masse volumique de la vapeur d’eau sur la masse de l’air humide pour 
une altitude géopotentielle donnée. 
A.1.4 Flux d’air 
Le flux d’air F , exprimés en m/s, est la quantité d’air traversant une section donnée 
pendant une durée donnée. Il est entièrement déterminé par la connaissance de ses deux 
composantes : le flux d’air d’ouest U  (m/s) et le flux d’air du sud V  (m/s), ainsi que la 
direction D  (°) selon laquelle le vent se déplace. 
A.1.5 Vorticité 
La vorticité Z , exprimée en kHz ou rad/s, est définie comme étant la vitesse de rotation 
de l’air dans un plan horizontal. 
A.1.6 Baroclinicité 
La baroclinicité b , exprimée en degré Kelvin par kilomètre (K/km), est définie comme 
étant la valeur absolue du gradient de la température. 
A.1.7 Pression au niveau de la mer 
La pression au niveau de la mer, exprimée en hecto Pascal (hPa), est une correction de la 
pression mesurée au niveau d’une station au sol par rapport au niveau de la mer. Cette cor-
rection prend en compte la variation de la pression avec l’altitude ainsi que l’influence de la 
température sur la pression. Il faut noter que la température utilisée pour la correction est la 
moyenne sur 12 heures, après élimination des effets diurnes. 
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A.1.8 Epaisseur entre les géopotentiels 
L’épaisseur entre les altitudes des géopotentiels, exprimée en m, est la différence entre 
les altitudes des géopotentiels 500 hPa et 850 hPa. 
A.1.9 Eau précipitable 
L'eau précipitable est une mesure de la quantité totale de vapeur d'eau (kg/m2) dans une 
colonne d'air ; elle peut être employée pour la détermination des quantités de précipitations.  
A.2 Calcul des variables de circulation atmosphérique 
Les variables atmosphériques, telles que l’humidité relative et spécifique et l’eau précipi-
table au niveau de pression de 700 hPa, la pression au niveau de la mer, l’épaisseur entre 
l’altitude des géopotentiels sont calculées en prenant la moyenne de leurs valeurs respecti-
vement aux nœuds 6 et 11. 
Les indices de circulation nécessitent un développement plus détaillés et sont présentés 
dans la section suivante. 
A.3 Détermination des indices de circulation atmosphérique 
Le schéma numérique de calcul des indices de circulation atmosphérique a été adapté de 
celui de Jones et al. (1993) et utilise 16 points de la grille NCEP à mailles régulières 2.5 ° × 
2.5 °. La Fig. A-1 montre la localisation des différents nœuds de grille et des points inter-
médiaires N, S, E et W, ainsi que le point C centré sur le bassin versant du Rhône. La dis-
crétisation en éléments finis est représentée à la  
. Toutes les équations relatives au calcul des différents indices atmosphériques sont ex-
primées en ce point. 
A.3.1 Notations 
Les notations suivantes ont été utilisées dans cette annexe 
- Φ  est le géopotentiel : g HgtΦ = ⋅  
- Hgt  est l’altitude géopotentielle, 
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- i représente l’indice dans la direction nord-sud ; direction y  dans la Fig. A-2,  
- j  représente l’indice dans la direction ouest-est ; direction x  dans la Fig. A-2, 
- les points C, N, E, S et W de la Fig. A-1 sont définis par les milieux respectifs des 
couples des nœuds (6,11), (6,2), (7,12), (11,15) et (5,10). 
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Fig. A-1 Numérotation des nœuds de la grille des réanalyses NCEP utilisés pour le calcul des 
indices atmosphériques. 
 
 
 
i-1, j
i, j
i+1, j
i, j+1i, j-1
y
x
∆y
∆x  
Fig. A-2 Discrétisation de l’espace (x, y) en éléments finis 
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Les constantes suivantes ont été déterminées au préalable 
- Ω   : vitesse angulaire de la terre  : 52 86400 7.272 10 /rd sπ −Ω = = ⋅  
- g   : accélération de pesanteur  : 29.81 /g m s=  
- 0R  : rayon de la terre à l’équateur  : 0 6378138 R m=  
- Cφ  : altitude du point central couvrant la Suisse 
- Nφ  : latitude du point N 
- Sφ  : latitude du point S 
- φ∆  : résolution angulaire de la grille NCEP : 22.5 4.36 10 rdφ −∆ = ° = ⋅  
Tab. A-1 Valeurs numériques des variables utilisées pour le calcul des variables de circulation 
générale 
Latitude φ  Paramètre de Coriolis f  
(47.5 45) 2 46.25Cφ = + = °  41.05 10 /Cf rd s−= ⋅  
(42.5 45) 2 43.75Nφ = + = °  41.0057 10 /Nf rd s−= ⋅  
(47.5 50) 2 48.75Sφ = + = °  41.0935 10 /Sf rd s−= ⋅  
 
Les différentes résolutions kilométriques sont décrites ci-après. 
- f , le paramètre de Coriolis pour une latitude φ , est donné par 2 sinf φ= Ω  
- Cf , Nf  et Sf  sont les paramètres de Coriolis correspondants respectivement aux la-
titudes Cφ , Nφ , Sφ  
- ε , l’erreur de correction liée à la non sphéricité de la terre et est donnée par  
Tab. A-2 Valeurs numériques des variables utilisées pour le calcul des variables de circulation 
générale 
( )ER φ  y∆  x∆  
( ) 6366952E CR mφ =  277810Cy m∆ =  192109Cx m∆ =  
( ) 6378128E NR mφ =  277851Ny m∆ =  183200Nx m∆ =  
( ) 6366023E SR mφ =  277770Sy m∆ =  183146Sx m∆ =  
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31 298.257 3.352 10ε −= = ⋅  
- ER , le rayon de la terre à une latitude φ  donné par 
- ( ) ( )( )1 222 20 cos 1 sinER Rφ φ ε φ−= + −  
- y∆  est la résolution ouest-est en km du maillage NCEP donnée par  ( )Ey R φ φ∆ = ∆  
- x∆  est la résolution nord-sud en km du maillage NCEP donnée par 
-  ( )cos cosEx y Rφ φ φ φ∆ = ∆ ⋅ = ∆  
A.3.2 Calcul des flux d’air 
Le flux d’air d’ouest CU , calculé au point central C, est donné par 
1
C
C
U
f y
∆Φ= − ∆  
Vu que  g hgtΦ = , on peut déduire que  
C
C
g hgtU
f y
∆= − ∆  
ou encore sous forme discrète 
1, ,i j i j
C
C C
hgt hgtgU
f y
+ −= − ∆   
hgt∆  est calculé à partir des altitudes géopotentielles gph (700hPa) des nœuds 5, 6, 7, 
10, 11 et 12 à partir de la formule suivante 
( ) ( )10 11 12 5 6 71 12 24 4hgt hgt hgt hgt hgt hgt hgt∆ = − + + + + +  
Par la suite  
( ) ( )10 11 12 5 6 71 10,34 2 24 4CU hgt hgt hgt hgt hgt hgt
⎡ ⎤= × + + − + +⎢ ⎥⎣ ⎦  
Le flux d’air du sud CV , calculé au point central C, est donné par 
1
C
C
V
f x
∆Φ= ∆  
avec g hgtΦ = ⋅  d’où 
C
C
g hgtV
f x
∆= ∆   
ou encore sous forme discrète 
, 1 , 1
2
i j i j
C
C C
hgt hgtgV
f x
+ −−= ∆  
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hgt∆  est calculé à partir des altitudes géopotentielles hgt  (700hPa) des nœuds 5, 7, 10 et 12 
à partir de l’équation 
( ) ( )7 12 5 101 12 2hgt hgt hgt hgt hgt∆ = + − +  
Par la suite 
( ) ( )7 12 5 101 10,24 2 2CV hgt hgt hgt hgt
⎡ ⎤= × + − +⎢ ⎥⎣ ⎦  
A.3.3 Calcul de la vorticité 
La vorticité CZ , calculée au point central C, est déterminée à partir de l’équation sui-
vante  
C U VZ Z Z= +  (1) 
où UZ  est la vorticité d’ouest calculée pour les altitudes géopotentielles à 700hPa. Elle est 
donnée par  
2
N S
U
C
U UUZ
y y
−∆= − = −∆ ∆   
avec 
- NU  est le flux d’air d’ouest, calculé au point nord N  et donné par la formule sui-
vante, en fonction des altitudes géopotentielles des nœuds 1, 2, 3, 5, 6 et 7  
( ) ( )1 2 3 5 6 71 12 24 4N NN
gU hgt hgt hgt hgt hgt hgt y
f
⎡ ⎤= − + + − + + ∆⎢ ⎥⎣ ⎦  
- SU  est le flux d’air d’ouest, calculé au point sud S et donné par la formule suivante, 
en fonction des altitudes géopotentielles des nœuds 10, 11, 12, 14, 15 et 16 
( ) ( )10 11 12 14 15 161 12 24 4S SS
gU hgt hgt hgt hgt hgt hgt y
f
⎡ ⎤= − + + − + + ∆⎢ ⎥⎣ ⎦  
Par la suite 
( ) ( )7 1 2 3 5 6 71 15,8136 10 2 24 4UZ hgt hgt hgt hgt hgt hgt−
⎡ ⎤= ⋅ × + + − + +⎢ ⎥⎣ ⎦  
( ) ( )7 10 11 12 14 15 161 16,3175 10 2 24 4hgt hgt hgt hgt hgt hgt−
⎡ ⎤− ⋅ × + + − + +⎢ ⎥⎣ ⎦   
VZ  est la vorticité du sud calculée pour les altitudes géopotentielles à 700hPa. Elle est don-
née par 
2
E W
V
C
V VVZ
x x
−∆= =∆ ∆  
avec 
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- EV  est le flux d’air du sud, calculé au point E et donné par la formule suivante en 
fonction des altitudes géopotentielles aux nœuds 6, 8, 11 et 13 
( ) ( )8 13 6 111 1 22 2E CC
gV hgt hgt hgt hgt x
f
⎡ ⎤= − + − + ∆⎢ ⎥⎣ ⎦  
- WV  est le flux d’air du sud, calculé au point W et donné par la formule suivante en 
fonction des altitudes géopotentielles aux nœuds 4, 6, 9 et 11 
( ) ( )6 11 4 91 1 22 2W CC
gV hgt hgt hgt hgt x
f
⎡ ⎤= − + − + ∆⎢ ⎥⎣ ⎦  
Par la suite 
( ) ( ) ( )7 4 9 6 11 8 131 16,33 10 2 2VZ hgt hgt hgt hgt hgt hgt−
⎡ ⎤= ⋅ × + − + + +⎢ ⎥⎣ ⎦  
Ainsi, la vorticité est calculée à partir des altitudes géopotentielles des nœuds 1, 2, 3, 4, 5, 
6, 7, 8, 9, 10, 11, 12, 13, 14, 15 et 16 en utilisant l’équation 
( ) ( )7 1 2 3 5 6 71 15,8136 10 2 24 4CZ hgt hgt hgt hgt hgt hgt−
⎡ ⎤= ⋅ × + + − + +⎢ ⎥⎣ ⎦  
( ) ( )7 10 11 12 14 15 161 16,3175 10 2 24 4hgt hgt hgt hgt hgt hgt−
⎡ ⎤− ⋅ × + + − + +⎢ ⎥⎣ ⎦  
( ) ( ) ( )7 4 9 6 11 8 131 16,33 10 2 2hgt hgt hgt hgt hgt hgt−
⎡ ⎤+ ⋅ × + − + + +⎢ ⎥⎣ ⎦  
A.3.4 Calcul de la baroclinicité 
La baroclinicité Cb , calculé au point central C, est donnée par  
1
22 2
C
T Tb
x y
⎡ ⎤⎛ ⎞∂ ∂⎛ ⎞= +⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
 
ou encore ses deux composantes sous leur forme discrète 
, 1 , 1
2
i j i j
C
T TT
x x
+ −−∆ =∆ ∆  
1, ,i j i j
C
T TT
y y
+ −∆ =∆ ∆  
avec 
( ) ( )3 10 11 12 5 6 71 13.64 10 2 24 4
T T T T T T T
y
−∆ ⎡ ⎤= ⋅ × + + − + +⎢ ⎥∆ ⎣ ⎦  
( ) ( )3 7 12 5 101 12.57 10 2 2
T T T T T
x
−∆ ⎡ ⎤= ⋅ × + − +⎢ ⎥∆ ⎣ ⎦  
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Finalement , la baroclinicité est calculée à partir de la température aux nœuds 5, 6, 7, 10, 11 
et 12 à partir de l’équation suivante (où iT  désigne la température de l’air à 700hPa au nœud 
{ }/ 5,6,7,10,11,12i i∈ à partir de l’équation 
( ) ( )
( ) ( )
1
2 2
3
10 11 12 5 6 7
2
3
7 12 5 10
1 1  3.64 10 2 2
4 4
1 12.57 10
2 2
C
T T T T T T
b
T T T T
−
−
⎛ ⎞⎡ ⎤⎛ ⎞⎜ ⎟⋅ × + + − + +⎜ ⎟⎢ ⎥⎝ ⎠⎜ ⎟⎣ ⎦= ⎜ ⎟⎡ ⎤⎛ ⎞⎜ ⎟+ ⋅ × + − +⎜ ⎟⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦⎝ ⎠
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Performances mensuelles des modèles de générations des précipitations et 
températures régionales 
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Fig. B-1 Distribution des variances expliquées par le modèle de l’occurrence des précipitations 
journalières régionales. Les performances sont calculées pour tous les mois de l’année. 
Légende identique à celle de la Fig. 4-1 du chapitre 4 
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Fig. B-2 Distribution des variances expliquées par le modèle de la hauteur des précipitations 
journalières régionales. Les performances sont calculées pour tous les mois de l’année. 
Légendes identique à celle de la figure précédente 
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Fig. B-3 Distribution des variances expliquées par le modèle de la température journalière régio-
nale. Les performances sont calculées pour tous les mois de l’année. Légende identique à 
celle de la figure précédente 
C Annexe C 
Performances du processus de génération à l’échelle mensuelle 
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Fig. C-1 Fonction de répartition cumulée de la hauteur des précipitations journalières ré-
gionales pour tous les mois de l’année. Légende identique à celle de la figure 5.6 du 
chapitre 5 
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Fig. C-2 Statistiques des périodes sèches entre les précipitations totales régionales journalières 
observées (trait continu) et simulées (médiane des 50 simulations en traitillé) pour tous 
les mois de l’année. Légende identique à celle de la figure précédente 
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Fig. C-3 Statistiques des périodes pluvieuses entre les précipitations totales régionales journaliè-
res observées (trait continu) et simulées (médiane des 50 simulations en traitillé) pour 
tous les mois de l’année 
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Fig. C-4 Distributions statistiques de l’altitude de l’isotherme 1 °C observée (trait continu) et 
simulée (médiane des 50 simulations en traitillé) pour les mois de juillet à octobre. Lé-
gende identique à celle de la figure précédente 
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Fig. C-5 Statistiques des maximales annuelles des précipitations totales régionales journa-
lières observées (points) et simulées (médiane des 50 simulations en trait blanc) 
pour tous les mois de l’année. La surface grisée représente l’enveloppe des 50 sé-
ries simulées 
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