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Abstract 
Copulas are a flexible tool to model dependence of random variables. They cover the range from perfect negative to 
positive dependence, include the independent case and incorporate asymmetric dependence as well as the widely used 
Gaussian dependence structure. The pair-copula construction for multivariate copulas exploits the ease of bivariate 
copulas and suggests a decomposition of a multivariate copula into a set of bivariate ones. We successfully adapted 
this approach for spatial data and developed a powerful spatial pair-copula based interpolation method.  
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1. Introduction 
The common approach to describe dependence merely by correlation measures or covariance functions 
reduces the dependence structure of two random variables to a single measure and thus introduces strong 
simplifications. This approach might be too simplistic especially for complex dependence structures. Such 
complexity can often be found in natural phenomena. Therefore, it can be desirable to model the full 
multivariate distribution of the observed process.  
The set of possible distributions is vast and their estimation might be cumbersome. The theory of 
copulas offers a flexible tool to build multivariate distributions where the dependence structures are 
modeled detached from the marginal distributions. While the bivariate case is quite well understood, the 
estimation of higher dimensional copulas however is still an elaborate procedure. Many different families 
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of bivariate copulas have been developed and discussed in various fields of applied statistics. Some of 
these families can easily be extended to higher dimensions, but most of them lack this possibility. The 
pair-copula construction (PCC) described by Aas et al. [1] follows the concept of vine copulas: a 
multivariate copula is decomposed into a set of bivariate copulas. This approach offers a powerful tool to 
describe complex dependence structures and exploits the ease of using bivariate copulas. 
We picked up the idea of the flexible PCC and adapted it to the spatial framework. Bárdossy [2], 
Bárdossy & Li [3] and Kazianka & Pilz [4] have based their modeling approaches on copulas as well but 
they use a comparatively small set of families. Our proposed procedure utilizes the full flexibility of the 
PCC and allows for asymmetric dependencies. 
In the next section we give details on the underlying theory of copulas and our proposed procedure. 
Section 3 illustrates an application of the pair-copula interpolation for the Meuse data set [5]. In the last 
section we discuss the potential of the proposed pair-copula interpolation. 
2. Theory and procedure 
Copulas ܥ௡ǣ ሾͲǡͳሿ௡ ՜ ሾͲǡͳሿ  can be understood as joint cumulative distribution functions of some 
random variable with on ሾͲǡͳሿ uniform distributed margins. Following Sklar’s Theorem (see [6]) any  
݊ -variate distribution ܪሺݔଵǡǥ ǡ ݔ௡ሻ  can be decomposed into its margins ܨଵሺݔଵሻǡ ǥ ǡ ܨ௡ሺݔ௡ሻ  and its 
݊-dimensional copula ܥ௡ by: 
ܪሺݔଵǡǥ ǡ ݔ௡ሻ ൌ ܥ௡ሺܨଵሺݔଵሻǡǥ ǡ ܨ௡ሺݔ௡ሻሻ
The transformation of the margins by their cumulative distribution functions guarantees on ሾͲǡͳሿ
uniformly distributed random variables. Detaching the specific margins from the dependence structure 
allows us to handle the dependence of all multivariate distributions in a common way. The estimation of 
the copula is then solely based on the transformed margins. Instead of looking only at the copula itself we 
are interested in the strength of dependence reflected by the copula’s densityܿǣ ሾͲǡͳሿ௡ ՜ ሾͲǡλሻ.
Bivariate copulas are quite well understood and can be estimated easily using maximum likelihood or 
moment based estimators. The inversion of Kendall’s tau and Spearman’s rho are two estimators that 
ground on the correlation measurements of Kendall and Spearman. Any bivariate copula can be used to 
calculate these correlation measures and the inversion of this relationship serves as estimator. This 
method is advantageous when a couple of copulas have to be estimated as the correlation measure has to 
be calculated only once for all families based on the data. The estimates can then often be calculated 
using a functional relationship specific for each family. Many different families of bivariate copulas have 
been developed and studied. Some of them can easily be extended for higher dimensions like the 
Archimedean or Gaussian copulas but they usually lack flexibility. The multivariate Gaussian copulas 
only allow for a Gaussian dependence structure between all margins and the higher dimensional 
Archimedean copulas use only a single generator function as in the bivariate case. 
The pair-copula construction as described by Aas et al. [1] provides a procedure to further decompose 
a ݊-dimensional copula ܥ௡ into a set of ݊ሺ݊ െ ͳሻȀʹ bivariate copulas. This approach allows to combine 
different families of copulas for different pairs of margins and higher order dependencies. The choice of 
decomposition is not unique in the sense that different decompositions will give different approximations 
of the full copula. Our approach will be based on the so called canonical vine. Its structure is given in 
Figure 1. Another simplification is made as the copulas may change for different values of the conditional 
variable and this influence is only represented in the conditional cumulative distribution functions. The 
limitations and usefulness of this simplification are discussed by Hobæk Haff et al. in [7].  
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The density of the full pair-copula is the product of all bivariate copula densities following the 
decomposition structure. The conditional cumulative distribution functions occurring in the scheme can 
be calculated by partial derivatives of the copulas involved as follows. We denote the set of indices of the 
conditioning variables by ߥ and the set of indices excluding ݆ by ߥ െ ݆:
ܨ௜ȁఔሺݔ௜ሻ ൌ
డ஼೔ೕȁഌషೕቀி೔ȁഌషೕሺ௫೔ሻǡிೕȁഌషೕ൫௫ೕ൯ቁ
డிೕȁഌషೕ൫௫ೕ൯
.
The canonical vine puts the highest emphasis on a single variable that builds the root of the 
decomposition as shown in Figure 1. We consider the unobserved location surrounded by its nearest 
neighbors to be the central element of dependence in our procedure and adapt the scheme of the canonical 
vine for the spatial pair-copula used for interpolation.  
As typical in geostatistics, we assume a stationary and isotropic spatial random field. The 
neighborhood based random process ܪሺݔ଴ǡ ݔଵǡ ǥ ǡ ݔ௞ሻ that we model describes the distribution of some 
variable of interest for a single location and its ݇ nearest neighbors. The assumption of stationarity allows 
us to use the same marginal cumulative distribution function ܨ  for all locations. Exploiting as well 
isotropy, the influence of the neighbors is controlled only by the separating distance and can be described 
with a distance dependent copula ܥ௛ሺݑǡ ݒሻ . This spatial copula has to approach the upper Fréchet-
Hoeffding bound ܯሺݑǡ ݒሻ ൌ ሺݑǡ ݒሻ (mimicking perfect positive dependence) when the distance tends 
to 0 and the product copula ȫሺǡ ሻ ൌ  (describing independence) when the distance tends to the range 
up to which data are spatially correlated. Instead of limiting a spatial copula ܥ௛ሺݑǡ ݒሻ to a single family, 
we use a convex combination of copulas for different distances ݄ଵǡǥ ǡ ݄௟  and introduce ܯ  for zero 
separation and ȫ for the maximum range ݄௟. The spatial copula is given with ߣ௜ ؔ ሺ݄௜ െ ݄ሻȀሺ݄௜ െ ݄௜ିଵሻ
by: 
ܥ௛ሺݑǡ ݒሻ ؔ 
ە
ۖ
۔
ۖ
ۓ
ߣଵ ڄ ܯሺݑǡ ݒሻ ൅ ሺͳ െ ߣଵሻܥଵǡ௛ሺݑǡ ݒሻ  Ͳ ൑ ݄ ൑ ݄ଵ
ڭ ڭ
ߣ௜ ڄ ܥ௜ିଵǡ௛ሺݑǡ ݒሻ ൅ ሺͳ െ ߣ௜ሻܥ௜ǡ௛ሺݑǡ ݒሻ ݄௜ିଵ ൑ ݄ ൑ ݄௜
ڭ ڭ
ߣ௟ ڄ ܥ௟ିଵǡ௛ሺݑǡ ݒሻ ൅ ሺͳ െ ߣ௟ሻȫሺݑǡ ݒሻ  ݄௟ିଵ ൑ ݄ ൑ ݄௟
(1) 
Fig. 1. Decomposition of a 5 dimensional spatial random process following a canonical vine structure. The arguments 
of the conditional cumulative distribution functions are dropped. 
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The parameters of each copula ܥڄǡ௛ involved in the convex combination may depend on the distance as 
well. Incorporating the functional relationship provided by the inversion of Kendall’s tau or Spearman’s 
rho allows for a common parameterization of the parameter spaces. We use this spatial copula ܥ௛ in the 
first tree of the pair-copula ܥ௞ାଵ and adjust its parameter for each neighbor according to the separating 
distance. This approach strengthens the influence of the spatial information and we call this copula a 
spatial pair-copula. The copula families in the remaining trees of the canonical vine are chosen with 
respect to the best approximation of the natural random process. 
The interpolation procedure grounds on the conditional density of the pair-copula ܥ௞ାଵ that is given 
by: 
ܿ௞ାଵሺݑ଴ȁݑଵǡǥ ǡ ݑ௞ሻ ൌ 
ܿ௞ାଵሺݑ଴ǡ ݑଵǡǥ ǡ ݑ௞ሻ
ܿ௞ሺݑଵǡ ǥ ǡ ݑ௞ሻ
As the pair-copula density ܿ௞ାଵ  only approximates the full copula density, it is often difficult to 
estimate the lower dimensional denominator as a marginal distribution. However, it can always be 
calculated as the integral of ܿ௞ାଵ over the first parameter from 0 to 1 fixing the remaining parameters.  
The random variable መܼሺݏ଴ሻ  at an unobserved location ݏ଴  follows the distribution ܪሺݔ଴ȁݔଵǡ ǥ ǡ ݔ௞ሻ
conditioned under the observed values of the ݇ nearest neighbors ݔଵǡ ǥ ǡ ݔ௞. This conditional distribution 
can be expressed in terms of the conditional pair-copula. Point estimates can for instance be obtained by 
calculating the mean or the median: 
መܼ௠௘௔௡ሺݏ଴ሻ ൌ න ܨିଵሺݑሻ ڄ ܿ௞ାଵ൫ݑหܨሺݔଵሻǡǥ ǡ ܨሺݔ௞ሻ൯݀ݑ
ଵ
଴

መܼ௠௘ௗ௜௔௡ሺݏ଴ሻ ൌ ܨିଵሺܥ௞ାଵିଵ ሺͲǤͷȁܨሺݔଵሻǡ ǥ ǡ ܨሺݔ௞ሻሻ
Furthermore, the conditional density of the copula can as well be used to generate several realizations 
at the unknown locations of the random field or to derive confidence intervals. This allows for a 
comprehensive uncertainty analysis of the estimates. 
3. Application
We applied our pair-copula based interpolation to the Meuse river bank sample data set provided with 
the R package sp [5]. The dataset includes measurements of four heavy metals for 155 locations along 
with other secondary parameters. We aimed at interpolating the measurements of zinc over a regular grid 
along the river bank. The local neighborhood consisted of the four nearest neighbors. The maximum 
distance at which the dependence between two locations was significant turned out to be approximately 
555 m. 
The estimation of the pair-copula involves several steps. At first, we estimated the distribution function 
ܨ  of the spatial random process incorporating classical tools. The best fit could be achieved for a 
generalized extreme value distribution (location = 246, scale = 147, shape = 0.71). Then, the data is 
transformed into a uniform distributed random variable using the cumulative distribution function. The 
following steps of the estimation procedure will only incorporate the transformed data.  
The spatial copula was estimated using a lag based approach. For a set of distance classes one copula 
per class was estimated and assigned to the mean of these distances. This set of copulas was used as 
representatives for the distance dependent convex combination of copulas introduced in (1). The 
relationship of Kendall’s correlation measure and the distance turned out to be a linear one for the first 
seven lags and was approximately zero for the remaining lags. This function was used to estimate 
Kendall’s tau that serves as input for the inverse tau estimator for different distances. We compared the 
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following 6 copula families: Clayton, Frank, Gumbel, Gaussian, an asymmetric one and a family of 
copulas with cubic-quadratic-sections (the definitions of the last two ones are given in the appendix). The 
Gumbel copula achieved the highest log-likelihood for the first 4 lag classes while the Clayton copula 
was used for the remaining 3. 
The pair-copula was estimated based on the data arranged in 5-tupels associating one observation to 
the observations of its 4 nearest neighbors. The 4 copulas in the first tree were already given by the spatial 
copula and could be used to calculate the conditional distribution functions ܨڄȁ଴  depending on the 
separating distance of the actual pair involved. The copulas for the higher order dependencies were as 
well estimated using the inversion of Kendall’s tau. In cases where this estimate was not unique an 
additional maximum likelihood estimation on the reduced set of parameters was performed. The choice of 
the copula family was made by comparing the log-likelihoods of the best estimates across different 
families. In all but one cases the Gumbel family achieved the best fit to the data. The remaining fit 
originated from the family with cubic-quadratic-sections. The interpolation was carried out based on the 
expected value where the denominator of the conditional copula density was numerically evaluated. The 
interpolated grid and the width of its 90% confidence interval are shown Figure 2. The large magnitude of 
some of the confidence widths is mainly due to the marginal extreme value distribution. 
4. Discussion and Conclusion 
We compared the log-likelihood of the spatial pair-copula with fits of the 5-dimensional Gaussian, 
Clayton, Frank and Gumbel families to assess the quality of fit. In all cases, the spatial pair-copula 
achieves a 1.3 to 1.5 times higher value. Providing the wrong distances to the spatial copula in the first 
tree reduces the log-likelihood as well. Thus, the spatial pair-copula is a good fit within the set of copulas 
considered. 
Fig. 2. The Meuse river bank interpolated based on a pair-copula for a local neighborhood of 4 locations (left) and the 
width of its 90% confidence band at any location (right). 
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A successive cross-validation was carried out for all measurement locations. The root mean square 
error (RMSE) turned out to be slightly higher for the spatial pair-copula interpolation than for ordinary 
kriging, but the bias could be reduced by a factor of 2. Further cross-validations were carried out using a 
random subsample to estimate the spatial pair-copula and the variogram. For some subsamples, the pair-
copula based approach could reduce the RMSE compared to kriging. 
Inspecting different scatterplots during the estimation process of the pair-copula revealed some 
dependence structures that could only partly be described by the set of copulas investigated. Thus, some 
more flexible families or the development of more suitable bivariate copulas may improve the fit of the 
spatial pair-copula and the interpolation. 
The spatial pair-copula strengthens the influence of the separating distance of the neighbors compared 
to other naïve copula based approaches. It already sufficiently captures the dependence structure of a 
local neighborhood to compete with ordinary kriging. The provided conditional distribution for each 
interpolation location allows for a sophisticated uncertainty analysis of the estimates. 
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Appendix A. Two copula families with cubic-quadratic sections 
The asymmetric family originates from the example 3.16 in [6] and is given by 
ܥ௔௕ሺݑǡ ݒሻ ൌ ݑݒ ൅ ݑݒሺͳ െ ݑሻሺͳ െ ݒሻሾሺܽ െ ܾሻݒሺͳ െ ݑሻ ൅ ܾሿ
The symmetric version is given by 
ܥ௔௕ሺݑǡ ݒሻ ൌ ݑݒሾͳ െ ܾሺͳ െ ݑሻሺͳ െ ݒሻ ൅ ሺܾ െ ܽሻሺͳ െ ݒሻଶሺͳ െ ݑሻଶሿ
In both cases the parameters are bounded by ൫ܾ െ ͵ െ ξͻ ൅ ͸ܾ െ ͵ܾଶ൯Ȁʹ ൑ ܽ ൑ ͳ and െͳ ൑ ܾ ൑ ͳ.
