Legal scholars investigating artificial intelligence are preoccupied with regulation. The literature has largely focused on the need for humans to regulate the behavior of automated systems. In this paper, we focus on the converse: how artificially intelligent systems can serve to regulate human behavior. The shortcomings of human-led regulation are clear. We argue that machine learning technology can address some of these limitations. We provide examples of how machine learning can predict how courts would decide legal disputes more cheaply and accurately than human regulators. This allows regulators to streamline operations, providing fast, accurate, consistent, and reliable ex ante regulatory advice and rulings. We further explore how machine learning technology might soon be used to refine laws and reduce errors.
Introduction
Observers of machine learning and law focus on issues of regulation. The nascent literature has investigated how humans can best regulate artificially intelligent machines in order to ensure that new technologies avoid unintended deleterious consequences, such as relying inappropriately on imperfect automated systems or introducing unanticipated biases into decision-making processes (see, e.g., National Science & Technology Council 2016). Commentators have explored questions such as: How should we regulate self-driving vehicles and automated aircraft? (Surden & Williams 2016 ) How do we ensure the fairness and non-discriminatory nature of automated programs used in banking, insurance, and the justice system? (Barocas & Selbst 2016) And how do we deal with the privacy issues that arise from the use of big data and potential inequality concerns that emerge as a consequence of automated services? (Hartzog et al 2015; Joh 2014 Joh , 2016 O'Neil 2016.) In this article, we take a different approach. Rather than focusing on how human-created laws should regulate machines, we explore how machine-learning technology can improve regulation of human behavior. Traditional scholars of regulation have for decades been exposing the limitations of the modern regulatory state and proposing various means of improving upon the shortcomings of the 20th century approach to regulation in major market economies. In our view, a machine-aided, data-centric approach may substantially curtail many of these traditional limitations of regulation. It represents a novel and promising approach to regulation that has been under-appreciated thus far in the literature.
We foresee two broad applications of machine learning in the regulation of behavior. First, machine learning can help streamline the administration of law. Machine learning algorithms can help predict outcomes of court cases. This will allow regulators to provide faster, more consistent, and more reliable rulings. We provide an example of how machine learning can apply to the regulation of tax laws.
Second, machine-learning algorithms can become the law. Machine learning can be used to not only reflect the law, but also to refine and improve the law. Machine learning algorithms can predict consequences of human behavior. This will facilitate the development of laws that are context-specific, tailored to every possible scenario. Such advances will fundamentally change the structure of law. In light of this added predictive power, some human activities that are currently governed by ex post litigation will be governed by ex ante regulation. Machine learning will thus be used to refine the law and reduce errors. We provide an example of how machine-learning tools may change the way laws deal with medical malpractice law.
We do not propose that machine learning can solve all regulatory problems. Nor do we suggest that technology will iron out all deficiencies in the law. Further, we recognize that the use of such technology may raise additional concerns, such as privacy and entrenchment of pre-existing biases. Questions of ethics, privacy, and autonomy persist (see, e.g, Hartzog et al 2015, Casey & Niblett 2017 ). We contend, however, that machine learning can improve the regulatory state.
The paper proceeds as follows. In Section 2, we explore how machine learning tools can improve the administration of law, focusing on tax law. In Section 3, we explore how machine-learning algorithms will become the law and can be used to improve and refine the law. A final section concludes.
How machine learning can improve the administration of law
In this section, we discuss how machine learning tools can be used by regulators to improve the administration of law. We start by outlining some general problems of human-led regulation. We then turn to a specific example of a tax regulator. We outline how machine learning can better predict how courts will interpret the law in future cases.
Some problems with human-led regulation
Under the Pigouvian theory of regulation, government intervention is required when markets fail, perhaps due to monopoly or externalities (Pigou 1920; Stiglitz 1989 ). But some economists, political scientists, and legal scholars question the benefits of regulation. 1 Even where government regulation is seen as necessary, the administration of law by government agencies may be frustrated by resource constraints or incompetence (McAllister 2012). In some instances, the regulator may lack the resources or expertise to enforce policy as intended.
Prediction is an important skill for regulators. One significant aspect of regulation is predicting how a court will enforce the law. A government agency often has considerable discretion in making administrative decisions, but will wish to act in a manner consistent with the court's interpretation of the law. Agencies incur a cost when they are overturned by judges, both in terms of litigation expenses and in terms of eroding the legitimacy of administrative decisions.
Resource-constrained rgulators who can accurately forecast how courts will interpret vague standards help citizens overcome legal uncertainty and comply with the law. A strong understanding of how cases will play out in court allows the regulator to allocate scarce resources toward cases that are worth pursuing and away from those battles that will be lost. But such prediction and judgment of legal outcomes by humans can often come down to educated hunches, rules of thumb, intuition, and heuristics. There is a large literature illustrating how formal, algorithmic methods of predictions consistently outperform humans in predicting outcomes across several settings (see, e.g., Grove & Meehl 1996) . Indeed, machine learning algorithms are already outperforming humans in the task of accurately predicting court decisions (see, e.g., Katz, Bommarito & Blackman 2014).
Example: Using machine learning in the administration of tax law
Consider the example of tax law. There is a clear public good in citizens being aware of their legal rights and responsibilities with regards to tax. But tax law is dense, complex, and often based on vague standards. Enforcing these laws at the agency level requires tax regulators to have a strong understanding of how a court would interpret such standards. Even within the same regulatory authority, different agents, auditors, and lawyers may differ in their answers to these questions. It was recently announced, for example, that the tax regulator's call centre in Canada routinely dispensed misleading and inconsistent answers. As many as one in four queries were answered incorrectly (CBC 2015). In the United States, recent cuts to the Internal Revenue Service budget resulted in a reduced rate of audit (Nessa et al 2016) . A resource-constrained tax authority will fail to adequately regulate the behavior of its citizens. This opens the possibility of undermining tax morale and fostering under-compliance.
We foresee regulators in the future using machine-driven algorithms to help inform citizens of their legal rights and responsibilities. Even if a machine-driven algorithm were only marginally more accurate than that of a human regulator, there is a clear public good from the tax regulator being able to dispense speedy, consistent, and reliable advice.
Imagine an Uber driver wishes to know whether, for tax purposes, she is an employee or a contractor. This is a fundamental question in tax law. The implications of this question can be enormous, especially in the types of deductions that can be claimed and entitlements to benefits, pensions, and insurance.
But the distinction between independent contractor and employee is not governed by a clear rule. There is no one dispositive fact that courts can look to resolve the question. The law is governed by a vague judicially-created standard called the "total relationship" test. Courts look at the relationship between the hirer and the worker and weigh up different factors. This is a classic grey area question of law. The answer is context-specific. Courts look to a number of factors including the level of control imposed by the hirer on the worker, who owns the tools and equipment that the worker needs to complete the work, the chance of profit and the risk of loss for the worker, and the level of integration of the worker into the hirer's business.
It can be difficult for taxpayers to understand their legal rights and responsibilities under such laws. The law is complicated and permits great legal uncertainty. The taxpayer may ask the tax regulator for an advance tax ruling. But the time required for a response is often prolonged. Agents who work for the regulator need to research the law on this area and determine how a court would classify an Uber driver. There would be many judicial opinions addressing this question. In Canada, for example, there have been over 600 cases in the past 20 years alone. The volume of previously-decided cases can be a hurdle for regulators. It is a large amount of information to process. After several hours of researching, the agent's decision may be incorrect or inconsistent with the decisions of other agents.
The three of us have been involved in a project using machine-learning techniques to predict how a court would likely answer this legal question (Alarie, Niblett & Yoon 2016 ). We use the universe of over 600 cases decided by the Tax Court of Canada to generate the backbone of our dataset. We analyze and code each case, extracting key information in the form of relevant variables. In the process, we turn the unstructured data of judicial opinions into structured data. We use other information provided in the written opinions to generate more data. We use a neural network to create a predictive algorithm. The neural network finds hidden connections between the variables that we likely would not have specified using more traditional statistical techniques. In out-of-sample testing, more than 90 percent of predictions were found to be correct.
We predict that regulators will use algorithms similar to this one in the near future. Let's return to the example of the Uber driver. The Uber driver can ask the tax regulator whether they are an employee or a contractor. Instead of spending hours researching the law and finding relevant precedents, the regulator can simply use a system such as the one described above to answer the question with greater accuracy and confidence. Further, the machine-driven algorithm can do in minutes what currently takes hours for a human. Here, compliance advice can be instantaneously issued from the government regulator to the regulated citizen.
How machine-driven algorithms can become the law
In this section, we describe how machine-driven algorithms can eventually become the law. Indeed, as Justice Oliver Wendell Holmes of the United States Supreme Court once famously remarked: "prophecies of what the courts will do in fact ... are what I mean by the law" (Holmes 1897, at 460-1). We describe the likely evolution toward this equilibrium. We also explain how machine learning tools can be used to not only reflect the current state of the law, but also used to improve the law.
How machine learning can reflect the law
The use of machine learning algorithms to predict legal decisions will lead to regulation by machine. The machine learning algorithms will mirror the law and provide instant communication on how to comply with the law. But the change from human-led regulation to machine-led regulation will not happen overnight.
At first, human regulators will merely use these predictive programs to see how judges have resolved such questions in the past. These programs would provide the regulator with a likely prediction of what might happen if a regulatory decision were to be appealed and a court were to rule on the case. This technology will allow the regulator to process questions asked of them by taxpayers with greater efficiency and speed. As the regulator becomes more confident in the accuracy and reliability of the automated responses, especially where the taxpayer's circumstances are relatively common, the entire process will become automated.
Indeed, much of this type of regulation can be done without human involvement. One could imagine programs where users enter information and are given, in essence, an advance regulatory ruling within seconds. In a world where taxpayers receive instantaneous rulings from regulators, the algorithm is the law. This new form of law is characterized by greater consistency than regulators and courts could previously offer. 2 The biases of regulators, adjudicators, and judges are washed away, further reducing legal uncertainty.
How machine learning can refine the law
In recent work, Anthony Casey and Anthony Niblett argue that machine learning technology will soon be used to refine the law. Gaps in the law can be filled by machine learning algorithms.
3 Predictive algorithms will form the backbone of precise and finely calibrated laws. These laws will be tailored to individuals' circumstances and communicated directly to citizens. In this vision of the future, law will exist in a catalogue of precisely tailored directives, specifying exactly what is permissible in every unique situation. A citizen simply follows a directive optimized for her situation. Casey and Niblett refer to this new form of law as "micro-directives" (Casey & Niblett 2017 ). These micro-directives will update automatically as circumstances or the objectives of the law change.
These laws improve upon the current legal framework of rules and standards. The technology will generate a decline in the use of vague standards. As described above, technology can improve upon vague standards by alleviating the uncertainty and informing citizens how to comply with objectively stated laws. The technology will also lead to the decline in the use of broad rules. While clear, rules in this form tend to be too static and rigid. At the same time, they are both over-and under-inclusive. Rules can be improved upon by taking into account particular circumstances of a case.
The result will be a new form of law that is a hybrid of rule and standard. The lawmaker can set a broad objective, which might look like a standard. But the predictive technology will take the standard and engineer a vast catalog of context-specific rules for every scenario. The evolution toward micro-directives and refined laws will be incremental. The speed of the change will be highly contextual. It will depend on the type of law. We predict that commercial fields such as tax, corporate law, securities, and antitrust will be the fastest to evolve as the cost pressure to automate laws is likely strongest in these areas and data is readily available.
The technology will generate a fundamental shift in the way that we, as a society, choose to regulate behavior. Such machine-driven algorithms will elevate the administrative state as government resolves more disputes at the regulatory rather than judicial stage. The lawmaking roles of judges will change along with the fundamental nature of law. Judges will lose much of their oversight and lawmaking power.
Readers may be concerned that regulation by machine is too static and rigid. The argument suggests that because the law will largely be based on previous judicial decisions, the room for change and adapting to new circumstances is limited; the law may not take in account new information fast enough. The use of technology here changes the nature of the evolutionary game between lawmakers and citizens (Roithmayr, Isakov & Rand 2015) . We discuss ways to allay this concern in the next section.
How machine learning can reduce errors in the law
In the tax example above, we showed how prior decisions of courts can be used to predict the outcomes of new hypothetical cases. The data on how courts behave can be used to generate an algorithm that can streamline regulatory behavior. The algorithm, once used by regulators and regulated parties, eventually becomes the law. But predictive technology can go further than simply telling us what the law is. It can also be used to inform us what the law should be.
Machine learning algorithms can help reduce the errors in the law. Casey and Niblett illustrate this point with the example of regulating medical malpractice (Casey & Niblett 2017 ). In many jurisdictions, judges and juries currently determine whether or not a doctor has committed medical malpractice. The law is governed by a vague standard of whether the doctor deviated from a "reasonable standard of care." Doctors rely on their own experience to determine what is reasonable in a given situation.
But machine learning technology that accurately predicts consequences of likely actions will form the backbone of new medical malpractice laws. These laws will take the form of ex ante regulation, rather than ex post litigation. At first, the predictive algorithms will be merely be used to provide doctors with information superior to what they currently possess. These predictive algorithms can outline the likelihood of adverse outcomes associated with particular actions, offering warnings for conduct associated with high risk. Beyond merely providing information about the likely consequences, the machine can recommend how best to proceed. The doctor may initially be afforded the discretion to ignore these recommendations.
As the algorithms becomes increasingly accurate, the predictive algorithm will become the law. Doctors who ignore or neglect the advice of the algorithm will be found liable for medical malpractice. Those who follow the advice will likely be absolved. In the same way that doctors will likely be found negligent for failing to order an x-ray if a patient presents with symptoms consistent with a broken limb, doctors will similarly be found negligent for ignoring the advice generated by the algorithm, or failing to consult the machine in the first place. The law of medical malpractice will begin to mirror the contours of the predictive machine-driven algorithms. This law updates instantaneously as the predictive power of the machine learning algorithm continues to learn and improve. The law of medical malpractice will become regulation by machine.
A similar dynamic will cause rapid adoption of algorithmic tools in the delivery of legal advice. No lawyer will want to disperse advice by "shooting from the hip," especially if it means that they have an increased probability of being found liable for negligence if they are wrong. 4 
Conclusion
The bulk of the existing literature exploring machine learning and law has focused on the important questions of regulating the creation and use of automated machines. But machine learning tools can also be used to better regulate human behavior. In this contribution we have discussed recent research in this sphere. Regulators -plagued by problems of resource constraints, the scarcity of human capital, and inconsistency -can use machine learning tools to provide faster advice and rulings to citizens. Machine learning tools can be also used to refine and improve laws, making them more applicable and relevant to the circumstances faced by citizens. Indeed, in the future, we may come to puzzle about how it came to be that 20th century regulation in an algorithmically limited environment was ever supposed to have worked at all.
