We discuss the procedure of different partitions in the finite set of N integer numbers and construct generic formulas for a bijective map of real numbers s y , where y = 1, 2, . . . , N , N = n k=1
Introduction
Recently some new entropic-information inequalities for a finite set of nonnegative numbers [1] , the matrix elements of unitary matrices [2, 3] describing the probability distributions, and particular examples for the Clebsch-Gordan coefficients [4] were obtained using specific partitions of a set of integer numbers. In this article, for a set of N real numbers s y (y = 1, 2, . . . , N ) we introduce a set of nonnegative numbers p(y) = |s y | N y =1 |s y |
. The set of numbers p(y) obtained can be interpreted as a probability distribution with the properties presented in the form of entropic equalities and inequalities. The main goal of our work is to construct explicitly the functions that provide the bijective map between the integer numbers y = 1, 2, . . . , N (N = n k=1 X k ) and a set of variables x k (x k = 1, 2, . . . , X k ). The function is used to describe hidden correlations [5] [6] [7] in quantum and classical systems that do not contain subsystems. The set of values of these functions and their arguments have the geometrical interpretation as the set of dots with integer nonnegative coordinates {x 1 , . . . , x n , y} located on a hyperplane in the (n + 1)-dimensional space.
Using the function constructed, we can employ the entropic-information inequalities known for joint probability distributions to the case of arbitrary probability distributions of one random variable and obtain new simple inequalities for an arbitrary finite set of real numbers s y . Specific examples of such probability distributions are the modulus squared of matrix elements of irreducible representations of classical Lie groups and Clebsch-Gordan coefficients for the group representations.
This approach brings us to the other goal of the work, which is to obtain new inequalities for special functions that determine the matrix elements of the SU (2)-group irreducible representation and the Clebsch-Gordan coefficients for quantum angular momentum. This paper is organize as follows. In Sec. 2, we present our motivation for constructing the function providing the reversible map of integer numbers onto sets of combinations (pairs, triples, etc.) of integers. In Sec. 3, we obtain new inequalities for a finite set of real numbers and provide new subadditivity and strong subadditivity conditions [9] [10] [11] [12] , known for composite systems, for the probability distribution of one random variable describing an indivisible system. In Sec. 4, for arbitrary Clebsch-Gordan coefficients of the SU (2)-group we derive new inequalities using the functions constructed. Finally, we give the prospects and conclusions in Sec. 5.
Partition of a Finite Set of Real Numbers
We denote by s y a set of N real numbers that can be indexed by the variable y, which takes the values y = 1, 2, . . . , N .
In this section, to represent the set of integer variables y as another set of n integer variables x 1 , . . . , x n , where x i ∈ {1, . . . , X i }, i = 1, . . . , n, i.e., y = y(x 1 , . . . , x n ), we consider the partition of an integer number N introducing n integer numbers X 1 , . . . , X n . For distinctness, we assume
To show such partitions, we construct bijective maps between integer numbers y and a set of integers x i (i = 1, . . . , n). These maps are described by the function y = y(x 1 , . . . , x n ) and n reverse functions x i = x i (y), i = 1, . . . , n.
As an example, we construct the following bijective maps for the partition of the integer number N = 8. We consider this number as a product of two factors (N = 4 × 2). In this case, we introduce the function of two variables y = y(x 1 , x 2 ). In the second case, we consider this number as the product of three factors (N = 2 × 2 × 2) and introduce the function of three variables y = y(x 1 , x 2 , x 3 ).
The set of the values of the function y is y 1 2 3 4 5 6 7 8.
In the first case, the set of variables (x 1 , x 2 ) and X 1 = 4, X 2 = 2 reads
In the second case, the set of variables (
Below we present the expressions describing bijective maps for simple partitions of number N = 8 into 2 and 3 factors along with a generic case of the partition of integer number N into n factors.
• The bijective map for the set of integer numbers y and the set of two integer variables x 1 and x 2 reads y(
The function x 1 (y) is determined by the relation
The function x 2 (y) is determined by the relation
In fact, we introduce the functions that provide the possibility to represent any probability distribution f (y), y = 1, . . . , N as a joint probability distribution f (x 1 , x 2 ) of the bipartite system.
The relation of a pair of integers (x 1 , x 2 ) to an integer y can also be illustrated, in view of the representation for the probability distribution of a composite system AB by matrices p(x 1 , x 2 ) and f (y) of the form
Here, the corresponding elements of these two matrices are numerically identical, e.g.,
The joint-probability-distribution entropic-information inequalities show correlations (or "hidden" correlations [6] ) in bipartite systems, which is the reason to call the set of functions y(x 1 , x 2 ), x 1 (y), and x 2 (y) (1)- (3) the functions detecting hidden correlations.
Equation (1) can be interpreted as the equation of a plane in three-dimensional space with coordinates (x 1 , x 2 , y) in the domain restricted by values of X 1 and X 2 . This plane can also be determined by the equation ( n, r − r 0 ) = 0, where the vector n is a normal to the plane, and the vector r − r 0 is an arbitrary vector on the plane.
In Fig. 1 , we present the example of the plane y(x 1 , x 2 ) with X 1 = X 2 = 4 defined by the equation
or by the normal vector n = {1, 4, −1} and vector r 0 = {1, 1, 1}. The domain {1 ≤ x 1 ≤ 4, 1 ≤ x 2 ≤ 4} represents a parallelogram in three-dimensional space with coordinates (x 1 , x 2 , y) with vertices in dots {1, 1, 1}, {1, 4, 5}, {4, 1, 12}, and {4, 4, 16}.
In Figs. 2 and 3, we present the plots of functions x 1 (y) and x 2 (y) describing the bijective map (2) and (3). • The bijective map for the set of integer numbers y and the set of three integer variables x 1 , x 2 , and x 3 is described by functions y(x 1 , x 2 , x 3 ), x 1 (y), x 2 (y), and x 3 (y), where
The function x 2 (y) reads
The function x 3 (y) is
The domain for functions x 1 (y), x 2 (y), and x 3 (y) is given as 1 ≤ y ≤ N in all three cases.
• The bijective map for the set of integer numbers y and the set of n integer variables x i reads
The function x k (y) is
For example,
Equation (8) determines an n-dimensional plane in an (n + 1)-dimensional space with coordinates (x 1 , x 2 , . . . , y). The other way to determine this plane is to use the equation
r 0 is the vector determining the position to any dot on the plane; for example, it may be the vector r 0 = {1, 1, . . . , 1}. Using the above formulas (8) and (9), we can find y if we know x 1 , x 2 , . . . , x n ; vice versa, if we know y, we can find every x i , i = 1, . . . , N . In other words, we have the one-to-one correspondence between the set of integers y and the set of integers x i , and the map can be illustrated on an example of the above partition into two factors of number N = X 1 × X 2 = 4 × 4, where the integer number y corresponds to the set of two integer numbers x 1 and x 2 .
In Fig. 4 , we illustrate the intersection between the plane y(x 1 , x 2 ) determined in Eqs. (1)- (3) and the plane y = 5 or the intersection between the plane with normal vectors n 1 = {1, 4, −1}, n 2 = {0, 0, 1} and the common-position vector r 0 = {2, 2, 5}. This intersection is a line on which only one dot with both integer numbers x 1 and x 2 is located; in this case, according to (1)-(3), x 1 = 2 and x 2 = 2. This intersection is a line determined by the system of equations for the plane y = 5 and the plane shown in Fig. 1 and determined by Eqs. (1)-(3) . These equations for the particular example read 
In the case presented, we have 16 intersections between the mentioned plane y = y(x 1 , x 2 ) and planes y = y for every integer y = 1, . . . , 16. Every intersection corresponds to one set of three integer numbers y, x 1 , and x 2 . These intersections, being projected into one plane, have the same angle α, with
. We show the projections in Fig. 5 .
In (n + 1)-dimensional space, the intersection of two planes with normal vectors n 1 and n 2 is a (n − 
Properties of the Shannon Entropy in Terms of the Probability p(y)

Subadditivity Condition
One of the main properties of the Shannon entropy for the joint probability distribution of a bipartite system AB is the subadditivity condition, which reads
where A and B are the subsystems of the system AB. Below we consider coordinates x 1 and x 2 as discrete integer variables. Let p(x 1 , x 2 ), where 1 ≤ x 1 ≤ X 1 , 1 ≤ x 2 ≤ X 2 , be a joint probability distribution for a composite system AB with finite number N = X 1 X 2 of elements, P(x 1 ) = X 2 x 2 =1 p(x 1 , x 2 ) be the probability distribution for system B, and Π = X 1 x 1 =1 p(x 1 , x 2 ) be the probability distribution for system A. Now we can rewrite the subadditivity condition (11) as follows:
The transition from the probability distribution p(x 1 , x 2 ), 1 ≤ x 1 ≤ X 1 , 1 ≤ x 2 ≤ X 2 depending on two integer variables to the probability distribution f (y), 1 ≤ y ≤ N depending on one integer variable y can be performed using the bijective map (1); we have the probability distribution of the indivisible system
The two marginal probability distributions read
and
This transition provides the possibility to rewrite inequality (12) in the form
Inequality (16) is the main result of our consideration of a set of nonnegative numbers p(y) = |s y | N y =1 |s y | associated with real numbers s y . Such set p(y), considered as the probability distribution and denoted in this case as f (y), always satisfies the obtained inequality (16) .
The difference between the left-hand side and the right-hand side of inequality (16) gives the Shannon information I = H(A) + H(B) − H(AB) ≥ 0, or joint information, which takes only nonnegative values.
Entropy of the Composite System
The Shannon entropy of a composite system with subsystems A 1 A 2 . . . A n satisfies the equality
Here, the Shannon entropy of the conditional probability distribution Q(
In the case of composite system AB, expression (17) reduces to the form
Using the bijective map described by Eqs. (1)- (3), we present Eq. (18) in terms of the function f (y) as follows:
where f (y) is the probability distribution of one random variable 1 ≤ y ≤ N . Here, the integers x 1 and x 2 belong to domain 1 ≤ x 1 ≤ X 1 and 1 ≤ x 2 ≤ X 2 .
Entropic Inequalities for Clebsch-Gordan Coefficients
The Clebsch-Gordan coefficients j 1 m 1 j 2 m 2 | jm are defined as follows [13] :
where ψ jm is the wave function of the spin system with spin j and the spin projection m, and ψ
are two wave functions of the spin system with spin j 1 and the spin projection m 1 and spin j 2 and the spin projection m 2 , respectively.
Subadditivity Inequality
We can express the Clebsch-Gordan coefficients as functions of integer variable y = 1, . . . , N , where N = (2j 1 + 1)(2j 2 + 1), using the relation m i = x i − j i − 1, i = 1, 2 and the relation between x i and y given by (1)-(3) . We employ the partition N = X 1 × X 2 , where X i = 2j i + 1 (i = 1, 2).
We adopt the approach [4] and apply it to the squares of the Clebsch-Gordan coefficients m 1 , m 2 | jm as the probabilities
In the formulas below, we omit arguments j and m in the definition of probabilities connected with the Clebsch-Gordan coefficients, since for such the probabilities the values of j and m are fixed. In view of (1)- (3), we obtain the functions m 1 (y) and m 2 (y) as follows:
We introduce the probability mentioned above in terms of the integer number y; it reads
In [4] , we derived the subadditivity condition (11) for the Shannon entropy in terms of the ClebschGordan coefficients, which reads
This inequality is a new entropic inequality for the Clebsch-Gordan coefficients. After combining expressions (22) and (23), we arrive at the subadditivity condition [14, 15] in terms of a single variable y,
Strong Subadditivity Condition
The strong subadditivity property for Shannon entropy states that the conditional information for tripartite system ABC takes nonnegative values and reads
In view of the one-to-one correspondence between the integer variable y and a pair of integer variables (x 1 , x 2 ) and between y and a triple of integer variables (t 1 , t 2 , t 3 ), i.e., using formulas (1)- (3) and (4)- (7), we can construct a bijective map between (x 1 , x 2 ) and (t 1 , t 2 , t 3 ). This means that we can write the strong subadditivity condition for the quantum system of two spins; it is
with the domain 1 ≤ t i ≤ T i , i = 1, 2, 3 for functions x 1 (t 1 , t 2 , t 3 ) and x 2 (t 1 , t 2 , t 3 ). Now we are in the position to rewrite the squares of the Clebsch-Gordan coefficients as a probability distribution g depending on three integer variables (t 1 , t 2 , t 3 ), which take values N = T 1 T 2 T 3 , 1 ≤ t i ≤ T i , i = 1, 2, 3 instead of two indices m 1 and m 2 ; it is
Combining the strong subadditivity (25) and the expression for Clebsch-Gordan coefficients as probability distributions f (y) and g(t 1 , t 2 , t 3 ) (26), we obtain the following inequality:
This inequality is a new relation for the Clebsch-Gordan coefficients.
Conclusions
We obtained functions (8) and (9) for the bijective map between the sequence of integer numbers and the sequence of sets of n integer numbers and called them the function detecting the hidden correlations. These functions give a simple technique to consider any indivisible system consisting of a finite number of N elements with probabilities as a system consisting of n subsystems; this fact allows us to apply the properties of multipartite systems to indivisible systems. We employed this technique to obtain the properties of the Shannon entropy for probabilities associated with distributions, such as the subadditivity and strong subadditivity conditions for a single indivisible system.
The technique elaborated can be applied to any set of real numbers, which we associate with a set of probabilities according to the formula p(y) = |s y | N y =1 |s y | , where p(y) is the probability associated with a real number s y , and y takes integer values from 1 to the number N of elements in the set of considered real numbers. We also applied the new technique to obtain new entropic inequalities for the Clebsch-Gordan coefficients, which were considered as probability distributions of one random variable.
For an arbitrary N ×N matrix A, there exists the matrix ρ = A † A Tr A † A with the properties of the density matrix, i.e., ρ † = ρ, Tr ρ = 1, and ρ ≥ 0. Using the entropic-information inequalities known for density matrices, one can obtain the corresponding inequalities for arbitrary N ×N matrices A.
The results obtained in this work for real numbers and probability distributions will be extended in a future publication to the properties of arbitrary matrices. The entropic-information inequalities obtained can be applied [16] [17] [18] in experiments with superconducting qudits [19] [20] [21] based on the Josephson junction discussed in [22, 23] . The obtained explicit formulas of the introduced functions can be used to discuss the properties of quantum correlations like the violation of Bell inequalities [24] , contextuality problems [25, 26] , entanglement criteria [27, 28] , and other correlations discussed in [29, 30] for different systems. Also it is worth noting that functions (1)-(3) in different notation were presented in the PhD Thesis [31] and employed in [32] .
In the future publication, we relate the introduced formalism to the star-product quantization scheme discussed, e.g., in [33, 34] and study a possibility to introduce and employ the notion of "hidden states" for single qudit states (see [35] ) extending the notion of gates for composite systems to the case of noncomposite systems.
