ABSTRACT The development of cognitive radio and electronic warfare brings new challenges to radar electronic reconnaissance, the recognition of radar signal plays an extreme important role in radar electronic reconnaissance. In order to realize the reliable recognition of radar signal at the condition of low signalto-noise ratio (SNR), we propose a new radar signal recognition system based on non-negative matrix factorization network (NMFN) and ensemble learning, which can recognize radar signals including BPSK, LFM, NLFM, COSTAS, FRANK, P1, P2, P3 and P4. First, we explore feature extractor based on convolutional neural network (CNN), which applies transfer learning to solve the problem of small sample size. Second, we propose non-negative matrix factorization network to extract features, which can reduce the redundant information. Third, we develop feature fusion algorithm based on stacked autoencoder (SAE), which can acquire essential expression of features and reduce dimension of features. Finally, we propose improved artificial bee colony algorithm (IABC) as the strategy of ensemble learning, which can improve the recognition rate. The simulation results show that the recognition rates reach 94.23% at −4 dB, 99.82% at 6 dB.
I. INTRODUCTION
With the development of cognitive radio and electronic warfare, electronic reconnaissance becomes more and more important on the modern battlefield [1] . Radar signal recognition is one of the key to determine the winner of modern war [2] . Many scholars have tried their best to find the effective measure to improve the recognition rate of radar signals, which mainly concentrate on signal process, feature extraction, feature fusion and classification.
In terms of signal process, traditional methods of radar signal recognition are usually based on five conventional parameters, such as carrier frequency (CF), time of arrival (TOA), pulse width (PW), angle of arrival (AOA) and pulse amplitude (PA), but the increasing complexity of battlefield
The associate editor coordinating the review of this article and approving it for publication was Genny Tortora. environment makes recognition rate decrease sharply [3] . Therefore, it is necessary to find new methods to process radar signal. In literature [4] , Zhang proposes a frequency estimator to obtain instantaneous frequency characteristics of BPSK, QAM and PSK signals, but this method can only recognize some special signals. Scholars pay attention to the analysis in time-frequency domain [5] . Niu et al. [6] applies higher order statistics (HOS) on the detection of moving point target, which has good effect in very low signal-tonoise ratio (SNR), but the calculation of HOS is complicated. In literature [7] , wavelet transform (WT) is used to analyze fault diagnosis in rotating machinery. Short time fourier transform (STFT) is a time-frequency transformation based on fourier transform, which is suitable for the process of nonstationary signals [8] . Wigner-Ville distribution (WVD) is one of common time-frequency transformations, which has good time-frequency aggregation, high resolution and simple calculation [9] . However, WVD would cause cross-terms when it deals with multiple signals, there are many improved time-frequency transformations based on WVD, such as smoothed pseudo Wigner-Ville distribution (SPWVD) [10] . The analysis based on the time-frequency transformation does not only extend the process of radar signals from a single time domain or frequency domain to time-frequency domain, but also it extends the analysis into the field of feature extraction of images.
In terms of the feature extraction, Lunden and Koivunen [11] has proposed a new recognition algorithm based on fixed feature extraction. The algorithm can recognition eight LPI radar signals, which has reach the recognition rate of 98% at the SNR of 6 dB, but the algorithm needs to extract feature manually and performs terribly at low SNR. Therefore, how to extract features automatically becomes the center of the radar signal recognition. While in the field of feature extraction of images, deep learning is always a hot topic in recent years [12] . Scholars have proposed many networks to realize the classification of images. Some networks have simple structure, Lauer et al. [13] proposes a trainable feature extractor for handwritten digit recognition based on LeNet-5, which only has seven layers. Some of them are complicated, such as VGGNet [14] , which has good recognition performance, and GoogLeNet [15] , which has fast speed. In addition, ResNet is deeper than the above two networks, the residual blocks of the ResNet successfully solve the gradient disappearance and gradient explosion of very deep convolutional neural network (CNN) [16] . In literature [17] , Zhang explores CNN in recognition of automatic cognitive radio waveform, which has the recognition rate of 93.7% at −2 dB. The above three networks have already proved the superiority in image classification, but the recognition of radar signals is not as same as image classification, because radar signals cannot generate a large and complete dataset. The technique of transfer learning can use the existing model or knowledge to solve problems in other fields, which provides an effective way for deep learning to solve problems of small sample size [18] . ImageNet has already trained many excellent CNNs, which can also be used as feature extractors of radar signals. Further more, the selection of pre-trained CNN is important to different time-frequency images.
In terms of feature fusion and classification, Chaib et al. [19] proposes a method of deep feature fusion for very high resolution (VHR) remote sensing scene classification, which achieve better performance than other methods. Therefore, the application of feature fusion can be used to compensate defects of different feature extractors. The technique of stacked autoencoder (SAE) can reproduce the original data through its encoding part without losing essential information [20] . In the view of this, SAE can help to fuse features into a smaller dimension while maintain the essential information. Support vector machine (SVM) is a common classifier, which can well solve the classification of small sample [21] . Furthermore, ensemble learning is a useful method to improve recognition performance [22] , such as boosting [23] and bagging [24] . Whatever boosting or bagging, the key problem in ensemble learning is to find a suitable strategy to get a strong classifier, such as meaning and voting [25] . For radar signal, there are no complete data sets can be trained by ensemble learning, intelligent algorithm is a considerable method to get optimal results, particle swarm optimization algorithm (PSO) [26] and artificial bee colony algorithm (ABC) [27] are two classical intelligent algorithms, which can be applied as the strategy of ensemble learning.
In this paper, a radar signal recognition system based on transfer learning and ensemble learning, which can recognize following modulation types, BPSK, LFM, NLFM, COSTAS, FRANK, P1, P2, P3 and P4. Different timefrequency transformations are used to transform radar signals into different time-frequency images. Based on transfer learning, non-negative matrix factorization network (NMFN) and pre-trained CNN are used as feature extractors to acquire features as many as possible. In addition, SAE is used to fuse features together to get more essential expression of radar signals and reduce feature dimension. The application of SVM can well solve the problem of small sample classification. To further improve the performance of the proposed algorithm, ensemble learning can combine three classifiers into a strong classifier to get more accurate recognition results. The improved artificial bee colony (IABC) algorithm can help ensemble learning to find the best strategy. The simulation results prove that the recognition system is suitable for a wide range of SNR of different radar signals.
The major contributions of this paper are listed as follows, 1) We explore pre-trained CNN in feature extraction based on transfer learning, which can solve the problem of small sample size. 2) We propose non-negative matrix factorization network to extract features of time-frequency images based on the theory of network. 3) We develop feature fusion based on SAE to acquire the essential expression of features and reduce the dimension of features. 4) We explore ensemble learning to improve the performance of recognition system, which applies improved artificial bee colony algorithm as the strategy to get more accurate results. 5) We develop parallel processing on the whole system, which can accelerate the recognition process and maintain the recognition performance. The structure of this paper is organized as follows, section II mainly introduces the model of radar signal and the structure of the proposed algorithm. Section III explores NMFN on feature extraction. Section IV states the feature extraction base on transfer learning. Section V introduces the feature fusion algorithm based on SAE. Section VI describes multi-classifiers technique based on ensemble learning. The simulation results are shown in section VII. Finally, conclusions are drawn in section VIII. 
II. SYSTEM OVERVIEW A. SYSTEM MODEL
The algorithm is proposed to realize the recognition of radar signal. The expression of radar signal s(t) in this paper is as same as [28] ,
where x (t) is radar signal, n (t) is additive white Gaussian noise, A is amplitude, we suppose A = 1 in this paper, φ (t) is instantaneous phase of radar signal. The modulations of radar signal in this paper are BPSK, LFM, NLFM, COSTAS, FRANK, P1, P2, P3 and P4. The recognition process of radar signal modulation can be expressed as
which s n is the radar signal, l n is the label. The mission of recognition is to find a suitable w, let
B. SYSTEM STRUCTURE
The proposed recognition system consists of different modules, which are signal processing, feature extraction, feature fusion and classification. First of all, the received radar signals need to be transformed into different time-frequency images. Second, NMFN and pre-trained CNNs are used as the feature extractors of the proposed system based on transfer learning. The different pre-trained CNNs have different performance on different time-frequency images, the combination of CNN and time-frequency images would be detailed tested in simulation part. Besides, to eliminate the imbalance between information, the features extracted by two methods need to be normalized. Third, SAE can fuse these two different features together to acquire the essential expression of radar signal. Fourth, SVM can well finish the classification of the received radar signals. To further enhance the performance of system, ensemble learning can combine three classifiers into a strong classifier based on IABC algorithm. The structure of the proposed system is given in Fig.1 .
III. FEATURE EXTRACTION BASED ON TRANSFER LEARNING
A. TIME-FREQUENCY TRANSFORM
The development of CNN makes deep learning popular in the field of recognition, but the input of CNN usually is image. The radar signal image from a single time domain or frequency domain would lose the information of signal. Time-frequency transform is a quite well method to make signals into image. The method of time-frequency transform is to extend the process of signal from a single time domain or frequency domain to the time-frequency domain. Timefrequency image can reflect the feature of the signal changed with time and frequency. WVD is a traditional time-frequency transformation, which has attracted wide attention because of its good time-frequency aggregation, simple calculation, high time resolution and frequency resolution. The WVD of the signal s (t) can be defined as follow,
where the t and f are the time and frequency respectively. Compared with other time-frequency transformations, the WVD has good resolution in both time and frequency domains, but there are many cross-terms in the timefrequency image caused by the WVD, which can be reduced through adding the kernel function to the WVD. When the kernel function only does windowing interception on τ to low cross-terms, it is pseudo Wigner-Ville distribution (PWVD),
where the h (τ ) is the window function, such as the exponential function. When the kernel function does windowing interception both on the t and τ , we can get the SPWVD,
where g (u) and h (τ ) are two hanmming window functions, h (0) = g (0) = 1. The time-frequency images of WVD, PWVD and SPWVD are shown in Fig.2 . The vertical axis is sampling point and the horizontal axis is normalized frequency. The WVD is the simplest time-transformation, the PWVD and the SPWVD are both improved WVD, the PWVD smooths the time domain, which can increase the resolution in frequency domain, while the SPWVD smooths the frequency domain, which can increase the resolution in time domain. The WVD, PWVD and SPWVD can express the radar signals from different respects, the combination of three timefrequency transformations may achieve good performance.
B. CONVOLUTIONAL NEURAL NETWORK
In the field of image recognition, the CNN is the most effective method to extract features, which can finish feature extraction automatically. CNN is a kind of multi-layer neural network structure, which is mainly composed of input layer, convolutional layer, down-pooling layer and output layer. In the CNN, the input layer is used to receive the original image, the convolutional layer is used to extracted the feature of the image, the down-pooling layer reduce the amount of data based on the local correlation of the image, and the output layer maps the extracted feature into the final label.
The mapping process of the image in CNN is a forward propagation process, which means the output of the former layer is the input of the latter layer. The output of the l−th layer can be expressed as,
where the l represents the layer, C is the feature image, W is the mapping weight matrix of current layer, b is the additive bias term, f (·) is the activation function. CNN usually uses the back propagation (BP) algorithm to iterative update the parameter, which is a common supervised learning method. First, the BP algorithm calculate the cost function based on the actual output and expected output. Then the cost function would be back propagated into each layer. Finally, it adjusts the weights and thresholds in the network along the negative gradient direction of the cost function based on gradient descent (GD) method. VGGNet, GoogLeNet and ResNet are three common pre-trained CNNs.
VGGNet strictly uses the convolution core in the size of 3 * 3 and the maximum pooling layer in the size of 2 * 2 neighborhood. Two 3 * 3 convolution layers are combined to equivalent 5 * 5 effective receptive field and three 3 * 3 convolution layers to equivalent 7 * 7 effective receptive field. This makes it possible to simulate larger receptive field while keeping the size of convolution nucleus small and effectively reducing parameters. In order to investigate the effect of large-scale deep CNN on the accuracy of large-scale image recognition, Simonyan and Zisserman from Oxford University improves the model in VGGNet to get VGG-19 [29] . What's more, the VGG-19 gets the second place in ILSVRC 2014 competition. The structure of VGG-19 is shown in Table 1 .
GoogLeNet uses inception module to greatly reduce the amount of computation and parameters [30] .In the middle two layers, a 1 * 1 convolution layer is added before the convolution layer, and a 1 * 1 convolution layer is added after the pooling layer on the right. GoogLeNet totally has 22 layers, the structure of GoogLeNet is shown in Table 2 .
The number of layers in CNN is a positive correlation with the performance. The increase of layer can help to improve the recognition results, but very deep neural networks are difficult to train because of the problems of gradient disappearance and gradient explosion. ResNet well solves this problem through residual blocks, the residual block is a two layer network. Suppose that v [l] , v [l+1] and v [l+2] are variables of the [l]−th, [l + 1]−th and [l + 2]−th layer respectively. In common network, v [l+1] can be get by the activation in the l−th layer, v [l+2] can be get through another activation, from v [l] to v [l+2] , there are two steps of activation. While in ResNet, there is another path for v [l] to transmit information into deep layer [31] . The ResNet is consisted of many residual block, the structure is shown in Table 3 .
These three pre-trained CNNs can be used in the feature extraction based on transfer learning.
C. TRANSFER LEARNING
In CNN, the softmax regression model is usually used as the classifier. The classifier maps the feature extracted by the CNN to the final output label through full connection. The softmax regression model could effectively connect with the process of back propagation to update the training parameters in the CNN, but the full connection of single layer in softmax cannot solve the nonlinear classification. To solve the problem of nonlinear classification, we can transform the problem into high dimensional space through appropriate nonlinear transformation. Then, in high dimensional space, the problem can be solved based on the theory of linear classification. Normally, the nonlinear transformation is too complicated to realize, but the SVM solves this problem subtly through kernel function transformation. Based on the theory of transfer learning, we can use the pre-trained CNN to extract features, while we use the SVM to finish the classification. Through this way, we can solve two problems. On one hand, the pre-trained CNN can solve the problem that the NMFN cannot express the information of time-frequency comprehensively. On the other hand, the SVM can solve the problem that the CNN cannot realize the classification of small sample. The procedure of transfer learning is given in Fig.3 . In Fig.3 , there is the transfer learning procedure of VGG-19. After the VGG-19 finish the training of dataset in ImageNet, it becomes a pre-trained CNN, which means it can be applied on the feature extraction of other datasets, but the classifier in VGG-19 is softmax, which is designed for the classification of 1000 types. The SVM can solve the classification of small sample, which can be applied in this paper as the classifier. From the input layer to the full connection layer in VGG-19 can be used to extract features based on transfer learning. Other pre-trained CNNs are similar to VGG-19.
IV. FEATURE EXTRACTION BASED ON NMFN
Transfer learning can apply well-preformed pre-trained CNNs on feature extraction, but it is not trained by radar signal, which means it cannot has the best performance on feature extraction of radar signal. This paper proposes a simple network based on NMF filters, which can be trained by time-frequency images, to extract features.
Suppose that the number of training images is N , the training image can be expressed as {T i } N i , the size of training image is m × n. In addition, the patch size of all stages is k 1 × k 2 , the model of proposed NMFN is given in Fig.4 .
In the first stage, to every pixel in training image, there is a k 1 × k 2 patch, and all patches in i−th training image can be express as
, where x i,j represents the j−th vectorized patch in T i . Then subtracting patch mean of each patch to getX i = x i,1 ,x i,2 , · · · ,x i,mn of every training image. To do same process to all training images and make them together to get,
Suppose that the number of filters of the i−th layer is L i , NMF filters minimizes the reconstruction error of original matrix X, arg min
where W is a matrix in the size of L 1 × r, H is a matrix in the size of r × L 1 , * 2 F is the 2-norm. Thus the output of NMF filters in first stage is W 1 l , where l = 1, 2, · · · , L 1 . The second stage of NMFN is similar to the first stage. The output of l−th filter in first stage can be expressed by,
where * is the convolution. To make T 1 i have the same size with T i , before convolution, the boundary of T i is zeropadded. The other process is the same as the first stage. After subtracting patch mean of the l−th filter output, the matrix is
, to collect all filters, the expression is,
The NMF filters of second stage is, arg min
To each input T 1 i of the second stage, there would be L 2 outputs, each convolves
The number of output is L 1 L 2 . Through binarizing these output, there is
, where H (·) is a unit step function. After binarization, the next step is to do hash coding,
To each C l i , it is divided into B blocks. The histogram information of each block is calculated and counted, then histogram features of each block are expressed as Bhist C l i , and finally the extended histogram features of each block are obtained,
The algorithm of NMFN is given in Algorithm 1. Through the two stages of NMFN, features can be extracted, to realize the recognition, it needs a classifier. SVM is suitable for the classification of small sample.
Suppose that the nonlinear mapping φ:R n → S could transform the sample (x i , y i ) in low dimensional space into high dimensional space S. According to the algorithm of optimal hyperplane, we can only use inner product φ(x i )
T φ x j to create optimal hyperplane in the space S. Once we get an inner product function K that satisfies
T φ x j , the next step is to do inner product operation in high dimensional space. To arbitrary symmetric function K x i , x j , when it satisfies Mercer condition, it is the inner product of one transformation space. Thus the appropriate inner product function K x i , x j could solve the problem of linear classification after nonlinear transformation. The object function could be expressed as,
where α is the Lagrange multiplier. The correspond decision function of optimal hyperplane is changed into,
where the inner function K is the kernel function, b * is the threshold. In this paper, the kernel function is radial basis function (RBF),
where the σ is the scale parameter of the function.
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After the feature extraction of NMFN and the classification of SVM, the radar signal can be recognized. for each i = 1 : N do 2:
← output of first stage; 9: for each l = 1 : L 1 do 10:
11:
12:
end for
← output of second stage;
← block-wise histograms features;
V. FEATURE FUSION BASED ON SAE
The paper has mentioned two effective ways to extract features, which are NMFN and pre-trained CNN. Theoretically, NMFN can deal with the radar signal at low SNR, the CNN can show great advantages at high SNR. These two kinds of features represents different dimensions of the timefrequency image, they cannot mix together directly. Based on SAE, we explore to fuse the features from different extractors together to increase the recognition rate.
The SAE is a kind of layer-by-layer unsupervised method with pre-training, which is constructed by autoencoder (AE). AE is an unsupervised artificial neural network that reproduces input with output, which is usually used to generate more essential expression of original data. AE usually contains input layer, hidden layer and output layer. Input layer and hidden layer constitute the encode part, which can translate the input data into more meaningful expression in hidden layer. The hidden layer and the output layer constitute the decode part, which can reconstruct the input data based on the encoding of hidden layer. Finally, the output of the AE is the reconstructed data.
In order to get the effective representation of the input in hidden layer, we need to minimize the error between theoretical output y and actual outputŷ, when the theoretical output y equals to input x. The output of hidden layer could be expressed as,
where W is the mapping weights matrix from x to h, b is the offset vector hidden layer, f (·) is the activation function of hidden layer, in this paper we use sigmoid function as the activation function,
The output of output layer can be expressed as,
where W is the mapping weights matrix from h to y, b is the offset vector hidden layer. For a single sample data, its cost function defined as,
The mean square error cost function is,
where
is the Euclidean distance between reconstructed output vector and input vector, m is the number of training sample.
The θ = [W; b] can be used to represent all parameters in the model. Then we can get all parameters in θ through minimizing cost function C. The expression of the model can be rewritten as,
The update rule of parameters based on GD is,
where ε is the learning rate, t is the time of learning iteration, ε∇ θ C θ (t) is the gradient of cost function when θ = θ (t) . The working process of SAE can be divided into pretraining part and fine-tuning part. First, based on the BP algorithm, we can train all the AE one by one to get the pre-trained network. Then, we remove the hidden layer to the output layer of each AE to get the network fine-tuned. Finally, the classifier can fine-tune the network. The different time-frequency transformation would get different features through feature extractors, therefore, it is necessary to train three SAE to suit different time-frequency transformations. N-FEATURE represents features extracted by NMFN, C-FEATURE represents features extracted by CNN. The training process of SAE is given in Algorithm 2.
Once the training of SAE is finished, the SAE can be used to fuse features. The paper has mentioned that the SAE has two parts, encoding part and decoding part. The encoding part can help to finish the fusion of features. The output of encoding part is sent into SVM as the fused feature to finish the classification.
Algorithm 2 The Training Process of SAE in Feature Fusion
end for 9: random initialize x, W k l ji , h k 10:
for each l = 1 : 3 do 12:
13: 16: end for 17: end while 18 : end for 
VI. ENSEMBLE LEARNING
One single time-frequency has good performance based on the proposed feature fusion algorithm, it can realize the recognition of nine kinds of radar signals. If we joint three classifiers together, the system would get better performance. Ensemble learning is a common way to train different classifies into a strong classifier, one of the classical ensemble learning is given in Fig.5 .
The paper has mentioned that the WVD, PWVD and SPWVD have different advantages in different dimensions. Through WVD, PWVD and SPWVD we could get three different samples, we could get a strong classifier. The expression is as follow,
where a, b, c represent the weights, label WVD represents the recognition results of WVD, label PWVD represents the recognition results of PWVD, label SPWVD represents the recognition results of SPWVD, label predict is the final recognition results based on ensemble learning. The problem becomes how to find the optimal a, b, c to make the classifier get the best recognition results. Intelligent algorithm is always used to deal with the problem of optimal. We propose improved artificial bee colony algorithm based on the ABC algorithm and PSO algorithm. The process of ABC algorithm is as follow, 1) Initialization phase. Select colony size (CS), modification rate (MR), scout production period (SPP) and maximum cycle number (MCN). possible solution of the optimal problem can be random initial generated by the follow equation, 
where φ ij random value between [0, 1]. 3) Onlooker bee phase.
Apply greedy selection, and compute the probabilities P i of food sources as follow,
where fitness i is the fitness value of x i . 4) Scout Bees Phase.
If the food source x ij cannot be improved after iterating until MCN, the food source would be abandoned, another food source is randomly generated to replace original food source.
However, ABC algorithm has weak local search ability and slow convergence speed, IABC algorithm uses PSO algorithm to slove this problem in ABC algorithm. PSO algorithm evolves by observing the foraging behavior of birds. This algorithm updates the speed and position of particles repeatedly to find the optimal solution. The search behavior of particles is affected by the search behavior of other particles in the group and easily falls into the local optimal solution. The combination of PSO algorithm and ABC algorithm could improve the local search ability of ABC algorithm to enhance the performance of ABC algorithm. We use PSO algorithm to VOLUME 7, 2019 random generate the initial solution,
where v i,j (t) and x i,j (t) are the speed and position information of i−th particle at time t respectively, w is the inertia weight, c 1 and c 2 are learning factors, r 1 and r 2 are random value between [0, 1], p i,j is the individual optimal position, p g,j is the global optimal position. x i,j (t) is used as the food source of ABC algorithm to get the fitness value. Compare the fitness values of ABC algorithm and PSO algorithm, repeat these process until find the optimal solution of IABC algorithm.
VII. SIMULATION RESULTS
To verify the performance of the proposed algorithm, we need to generate the data set contained different modulation types. The working environment of radar signal in this paper is additive white Gaussian noise (AWGN). The SNR can be expressed as SNR = 10log 10 σ 2 s / σ 2 n , where σ 2 s and σ 2 n are the variance of the original signal and noise respectively. Low SNR means the SNR is below than −2dB. The sampling points and sampling frequencies of signal are defined as 1024 and 256 MHz respectively. The parameters of nine types of radar signal in this paper are set as shown in Table 4 . All the simulation results are tested based on these nine kinds of radar signals, including BPSK, LFM, NLFM, COSTAS, FRANK, P1, P2, P3 and P4. Except the generation of radar signals, we still need to set other simulation conditions. The detailed parameters of the experiment are set in Table 5 .
To generate the dataset and test the performance of proposed algorithm, we do the simulation in Matlab2017b, the detailed simulation environment of experiment is given in Table 6 .
In this section, the selection of CNN, the performance of NMFN, the performance of feature fusion, the improvement of ensemble learning, the robustness of proposed system and the time cost are detected respectively. What's more, the comparison of proposed system with other method is given.
A. THE SELECTION OF PRE-TRAINED CNNS
This section analyzes the influence of CNN layer on recognition rate under different SNR. We choose three classical pre-trained CNNs, which are VGG-19, GoogLeNet and ResNet-50, respectively. To different time-frequency transformations, all three pre-trained CNNs are tested to get the best performance. The results of different pre-trained CNNs are shown in Fig.6 . Fig.6 plots the recognition rates of different layers in different pre-trained CNNs, (a), (b), (c) are recognition rates of VGG-19, GoogLeNet, ResNet-50 at 0dB, respectively. It is clearly to see that the layer affect the recognition rate greatly, even in the same pre-trained CNN. To WVD, the best performance in VGG-19 is 90.96%, in GoogLeNet is 87.75%, in ResNet is 86.97%. To PWVD, the best performance in VGG-19 is 83.40%, in GoogLeNet is 87.96%, in ResNet is 92.25%. To SPWVD, the best performance in VGG-19 is 84.28%, in GoogLeNet is 93.84%, in ResNet is 90.62%. Through the recognition rates, it is easy to choose the most suitable pre-trained CNN fo different timefrequency transformations. Therefore, the input layer to the fc6 layer in VGG-19 is suitable for WVD, the input layer to the res2a layer in ResNet-50 is suitable for PWVD, the icp2 layer in GoogLeNet is the most suitable output for SPWVD.
B. THE PERFORMANCE OF NMFN
This section analyzes the influence of NMFN on recognition rate under different SNR. First, radar signals are transformed into WVD, PWVD and SPWVD, respectively. Second, NMFN is used to extract features of time-frequency features. Third, SVM can finish the classification of different time-frequency images. The results of recognition are show in Fig.7 . Fig.7 shows the recognition rates of NMFN on different time-frequency images under different SNR. When the SNR is −6dB, the average recognition rate of NMFN is near 78%. As it shows in Fig.6 , all recognition rates increase as SNR increases, which clearly proves the SNR greatly affect the performance of NMFN. NMFN has quite well recognition performance, through two stages of NMF filters, it can reduce redundant information of time-frequency image, such as noise and useless features. The theory can successfully train a suitable feature extractor. When the SNR is larger than 0dB, the recognition rate increase slowly, average recognition rate reach near 93% at 6dB. This is because NMFN has its own limitations, NMFN extract features through NMF filters, which is a fixed method to extract features. It cannot fully express the information of image, thus, the feature extractor need to be further improved. In addition, SPWVD has the highest recognition rate, especially at low SNR. as the increase of SNR, the difference of three time-frequency transformations becomes smaller. There is less cross-terms in SPWVD, which can make it perform better at low SNR. When the SNR is high, the influence of noise become small, WVD has best resolution, which makes recognition rates become close.
C. THE PERFORMANCE OF FEATURE FUSION
This section analyzes the performance of feature fusion for different time-frequency transformations. We explore SAE to fuse features from NMFN and pre-trained CNN together and classify them in SVM. The fusion results for different timefrequency transformation are given in Fig.8 . Furthermore, to clearly show the recognition results of different signals, the simulation results are given in the form of confusion matrix in Fig.9, Fig.10, and Fig.11 , respectively. Fig.8 plots the performance of feature fusion for different time-frequency transformations, (a), (b), (c) are recognition rates of WVD, PWVD, SPWVD, respectively. From Fig.8 , it shows clearly that the recognition rate improves highly after SAE, especially under low SNR. The method of NMFN performs better than pre-trained CNN under low SNR. This is because that the CNN is easy affected by the noise, when the SNR is low, the CNN would extract both features and noise. As the increase of SNR, CNN begins to show its superiority. The recognition rate of CNN exceeds NMFN gradually. Because the CNN can extract features comprehensively, when the SNR is high, there is less interference information in the time-frequency image. Through the simulation results, these two kinds of feature extraction methods have their own advantages, the fusion of two kinds of methods get better performance. NMFN can help the whole system against the noise at low SNR, the CNN can help to compensate the essential information at high SNR, thus the feature fusion can get well performance. The SAE can get the essential information of these two kinds of features to get more accurate results. As shown in Fig.9 , it shows the recognition rate of WVD is 91.4815% at −2dB. It is clear to see that the proposed system performs quite well to BPSK, COSTAS and LFM signals, but sometimes NLFM would be mistaken into P1, P1 would be mistaken into NLFM as well. The recognition rates of P3 and P4 are the worst, this is because that P3 and P4 are quite similar, which can be seen in time-frequency images. P3 and P4 are always the hardest to be recognized, which can be proved in Fig.10 and Fig.11 . From confusion matrix, the next step to improve the recognition rate is to solve the problem of the P3 and P4 misclassification.
D. THE PERFORMANCE OF ENSEMBLE LEARNING
This section analyzes the performance of ensemble learning under different SNR. IABC algorithm is used as the strategy of ensemble learning, therefore, it is necessary to compare the performance of IABC algorithm, ABC algorithm and PSO algorithm in Fig.12 . After that, the performance of ensemble learning is verified, the comparison of the recognition rates among single time-frequency transformation, double timefrequency transformations and ensemble learning is given in Table 7 . Fig.12 shows the performance of IABC at −2 dB. From  Fig.12 , IABC algorithm converges when the iteration time reaches 28. The performance of IABC algorithm is always the highest among the three intelligent algorithms. This shows the combination of PSO algorithm and ABC algorithm can effectively improve the performance. The IABC algorithm considers both local and global optimal solutions, the average fitness fluctuation does not decrease significantly. While the other two algorithms, ABC algorithm and PSO algorithm, would always fluctuate as the increase of iteration times. Whereas, the IABC algorithm converges in a quick and stepped fashion. This is because IABC algorithm improve the global search ability through PSO algorithm, which can help the algorithm find the most fitness value quickly. Table 7 shows the different recognition rates based on different time-frequency transformations in different SNR. It can be clearly seen that the proposed algorithm always has the highest recognition rates, which proves the superiority of proposed algorithm. For methods based on single timefrequency transformations, SPWVD achieves the best performance, which is 88.12% at −6 dB and 98.63% at 6 dB. For methods based on double time-frequency transformations, the combination of PWVD and SPWVD achieves the best performance, which is 90.21% at −6 dB and 99.42% at 6 dB. It proves that the combination of time-frequency transformations can improve the recognition rate. While the ensemble learning can further more improve the recognition rate of the whole system, especially at low SNR. When the SNR is −6 dB, the recognition rate of the proposed algorithm is 94.23%, when the SNR is 6 dB, the recognition rate of the proposed algorithm is 99.82%. Three different timefrequency transformations can compensate with each other to get over the defects, which can greatly improve the recognition rate at low SNR. What's more, the recognition rate of ensemble learning increases as the SNR increases, which means the proposed algorithm does not have over-fitting or under-fitting. Through ensemble learning, the recognition system can get good recognition results, which also proves that different time-frequency transformation can compensate with each other.
E. EXPERIMENT OF ROBUSTNESS
This section analyzes the robustness of proposed system. To verify the stability of recognition system, this paper chooses to test the performance with different training samples. We set 100 label samples of each radar signals for testing. The number of training samples of each radar signals is from 50 to 300 at the interval of 50. Meanwhile, this paper chooses SNR at −6dB, −2dB and 2dB as simulation conditions, respectively. The simulation results are given in Fig.13 . As shown in Fig.13 , the recognition rate is positive correlate with the number of training samples. At the beginning, the recognition rate increases obviously as the number increases, but when the number of training samples arrives 200, the recognition rate is hard to increase. The whole system tends to be stable. When the number of training sample is 50, the recognition rate at −6 dB can still reach 70.03%. It also proves the proposed system can deal with small sample quite well. The SNR also affects the recognition rate of the proposed algorithm. When the SNR is 2 dB, the recognition rate is always higher. The simulation results show us the robustness of the proposed algorithm.
F. THE TIME COST OF PROPOSED SYSTEM
This section analyzes the time cost of proposed system. To test the time coat of the recognition system, this paper chooses to analyze the training time and testing time with different time-frequency transformations. For training, the samples of total radar signals are 1800, in which, the types of radar signals are 9, the number of each radar signals is 200. For testing, the samples of total radar signals are 900, in which, the types of radar signals are 9, the number of each radar signals is 100. The training time includes the time of time-frequency transformation, the time of feature extraction, the time of training SAE, the time of training SVM, and the time of IABC. The testing time includes the time of time-frequency transformation, the time of feature extraction, the time of feature fusion based on SAE, the time of feature classification based on SVM. For multiple time-frequency transformations, this paper chooses parallel processing to finish the recognition. The detailed simulation results are shown in Table 8 .
As shown in Table 8 , the average time costs of each methods in training are close, while the average time costs of each methods in testing are close, as well. For single timefrequency transformation, the process is simple. The time cost of time-frequency transformation is fixed, the WVD costs the least, and the SPWVD costs the most. This is because that the WVD is the simplest time-frequency transformation, the SPWVD needs to be added kernel functions on the WVD. The simulation results of recognition rates show that the SPWVD performs much better that the WVD. The time cost of feature extraction is also fixed, because this paper chooses transfer learning to extract features. All three CNNS, whatever VGG-19, GoogLeNet or ResNet-50, they are pretrained. The structure of ResNet-50 is the most complicated, so it costs the most. VGG-19 has the simplest structure, so it costs the least. The time cost of time-frequency and feature extraction of each radar signal would not change in training and testing. To fuse features together, it needs to train the SAE. The training of the SAE costs lots of time, which is due to the amount of features. The PWVD costs the most, the WVD costs the least. Although the training of the SAE costs lots of time, the testing of the SAE is quick. SVM is the last part to be trained. All in all, the training time of each signal of WVD, PWVD and SPWVD are 2.53s, 2.69s and 2.84s respectively, the testing time of each signal of WVD, PWVD and SPWVD are 0.73s, 0.77s and 0.93s. Compared with training time, testing time is less. The SPWVD costs the most, but it also performs the best. While for double time-frequency transformations and ensemble learning, this paper chooses parallel processing, thus the time cost is the summation of longest part of each single methods. The time costs of double time-frequency transformations and ensemble learning are very close in testing of each radar signals, but the recognition rate of ensemble learning is better than double time-frequency transformations at low SNR. The simulation results show that it will not cost much extra time for ensemble learning, but it can achieve the best performance.
G. COMPARISON WITH OTHER METHODS
This section analyzes recognition rate of different radar signals with a wide range of SNR. The methods proposed by [11] and [17] have certain universality, therefore, this paper choose to compare proposed recognition rates with algorithms FIGURE 14. This figure shows recognition rate of different SNR from −6 dB to 6 dB at the interval of 2 dB include nine kind signals.
of [11] and [17] . The algorithm simulation results are shown in Fig.14 . Fig.14 shows the comparison of recognition rate of different radar signal among the proposed algorithm, literature [11] and literature [17] . It is clear to see that the proposed algorithm has great advantage at low SNR. When the SNR is larger than −6 dB, the recognition rates of all signals are always higher than 90%. For BPSK, the performance of proposed system is similar to other two methods. For LFM, NLFM, COSTAS, FRANK, P1, P2 and P3, the recognition rate of this paper is better than the other two algorithms, especially at low SNR. While for P4, the recognition rate of this paper is the second among three algorithms at high SNR. This is because that the P4 features is quite similar to P3's, which makes the system hardly to recognition all signals without mistake. In general, the proposed system performs better than other two existing methods.
VIII. CONCLUSION
This paper proposes a new radar signal recognition system based on transfer learning and ensemble learning, which can well recognize the nine different radar signals at low SNR. According to transfer learning, we develop feature extraction algorithm based on pre-trained CNN, which can solve the adaptability of small sample size. We propose NMFN based on the theory of network, which can remove the redundant information in time-frequency images. To further improve the performance of recognition rate, we explore feature fusion based on SAE to get the more essential expression of feature. Finally, we propose IABC algorithm as the strategy ensemble learning, which can combine three classifiers together to get more accurate recognition results. The simulation results show that the proposed system has better performance than other existing methods. In addition, the application of deep learning greatly improve the recognition rate of radar signal, which has great application value on electronic reconnaissance. Due to the similarity of modulation types of communication signal and radar signal, the proposed system can also be applied in the recognition of communication signal. However, it only focus on the recognition of known signal. In the future, we would plan to realize the recognition of multiple unknown signals.
