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In this study, we investigate the underlying mechanisms of the negative piezoelectricity in low–
dimensional materials by carrying out first–principles calculations. Two–dimensional ferroelectric
CuInP2S6 is analyzed in detail as a typical example, but the theory can be applied to all other low–
dimensional piezoelectrics. Similar to three–dimensional piezoelectrics with negative piezoelectric
responses, the anomalous negative piezoelectricity in CuInP2S6 results from its negative clamped–
ion term, which cannot be compensated by the positive internal strain part. Here, we propose a
more general rule that having a negative clamped–ion term should be universal among piezoelectric
materials, which is attributed to the “lag of Wannier center” effect. The internal–strain term, which
is the change in polarization due to structural relaxation in response to strain, is mostly determined
by the spatial structure and chemical bonding of the material. In a low–dimensional piezoelectric
material as CuInP2S6, the internal–strain term is approximately zero. This is because the internal
structure of the molecular layers, which are bonded by the weak van der Waals interaction, responds
little to the strain. As a result, the magnitude of the dipole, which depends strongly on the dimension
and structure of the molecular layer, also has a small response with respect to strain. An equation
bridging the internal strain responses in low–dimensional and three–dimensional piezoelectrics is
also derived to analytically express this point. This work aims to deepen our understanding about
this anomalous piezoelectric effect, especially in low–dimensional materials, and provide strategies
for discovering materials with novel electromechanical properties.
I. INTRODUCTION
Piezoelectrics are a family of materials which enable
interconversion between electrical energy and mechani-
cal energy, offering a wide range of applications, such as
pressure sensors, actuators and noise attenuators [1, 2].
The piezoelectric tensor is expressed as the change of the
polarization with respect to a strain. The piezoelectric
coefficients are usually positive, indicating that the polar-
ization is more likely to increase under a tensile strain [3].
However, researchers in recent years have seen some ex-
ceptions, such as a variety of ABC ferroelectrics [4] and
several III–V zincblende compounds [5]. The piezoelec-
tric coefficient can be decomposed into a clamped–ion
term and an internal–strain term [4–8]. A recent theo-
retical work by Liu and Cohen [4], which focuses on ABC
ferroelectrics, proposes that the negative piezoelectric-
ity results from the negative clamped–ion term, which
dominates over the internal strain term. Besides, this
work also points out that not all the ABC ferroelectrics
have a negative piezoelectricity; the sign is determined
by the bond ionicitoes and lattice–dynamic matrix of a
specific compound. On the other hand, nearly all the
low–dimensional piezeoelectrics reported so far, such as
polyvinylidene fluoride (PVDF) and its copolymers [3],
CuInP2S6 (CIPS) [9–11], and bismuth tellurohalides [12],
exhibit negative longitudinal piezoelectricity. This phe-
nomenon inspires us to investigate the piezoelectric prop-
erties of low–dimensional materials in depth, to uncover
the general rule behind their similar and unconventional
electromechanical behaviors.
In this work, we select CIPS as an example and
perform density functional theory (DFT) calculations
to study its piezoelectric properties [See Supplemen-
tary Materials (SM) section I computational details],
but the rules acquired can be applied to all the low–
dimensional materials. Similar to the three–dimensional
piezoelectrics with negative piezoelectric responses, CIPS
also has a small internal–strain term, which can not com-
pensate the negative clamped–ion term. Furthermore,
We demonstrate that most piezeoelectrics should have
a negative clamped–ion term. This is because as the
volume expands with atomic fractional coordinates re-
maining fixed, chemical bonds elongate homogeneously,
but the Wannier centers cannot follow this homogeneous
strain. As a result, polarization decreases. We refer to
this phenomenon as the “lag of Wannier center” effect [5].
The internal–strain response in CIPS is tiny, which is ex-
pected to be universal among all the low–dimensional
piezoelectric materials. This effect is attributed to the
nature that the inter–layer van der Waals (vdW) bond-
ing is much weaker than the intra–layer chemical bond-
ing. Under a strain, the inter–layer gap will take most of
the change, making the dimension of a molecular layer
and the dipole associated with it change very little. To
better illustrate this point, we derive an analytical ex-
pression demonstrating the difference and correlation be-
tween the internal strain responses in three–dimensional
and low–dimensional piezoelectrics. Our result shows
that the responses of internal coordinates with strain in
a low–dimensional material is about one decade smaller
than that in a conventional three–dimensional piezoelec-
tric. These analyses successfully explain why negative
piezoelectricity is expected to be widespread in low–
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2dimensional materials.
II. STRUCTURES AND FERROELECTRICITY
OF CIPS
CIPS is a two–dimensional (2D) ferroelectric material
composed of polar molecular layers held together with
weak vdW forces [13–15]. Sulfur octahedra form the
framework of a molecular layer, and each sulfur octa-
hedron is filled with a Cu atom, In atom, or a P–P
dimer [Fig. 1 (a)]. Since Cu and P–P dimer exchange
their sites in adjacent molecular layers, each primitive
cell is composed of two molecular layers. In each Cu–
filled sulfur octahedron, the Cu atom has two different
possible occupation sites, above and below the center
plane, corresponding to two polar states. At low tem-
perature, CIPS adopts its ferroelectric phase, with all or
most Cu atoms displaced in the same direction, as shown
in Fig. 1 (b). Above its Curie temperature TC (≈ 315
K) [15], CIPS becomes paraelectric due to the equal up
or down site occupancy by Cu atoms. Here, we should
note that even though the In atoms are also displaced
off–center, their displacements are far smaller than those
of Cu [d(In) = 0.22 A˚ vs. d(Cu) = 1.28 A˚]. Therefore,
the ferroelectricity in CIPS mostly originates from the
Cu displacements. In this study, we focus on the intrin-
sic electromechanical properties of the ground–state fer-
roelectric CIPS. Therefore, temperature–induced cation
disorder is beyond the consideration of this work [9, 15].
III. RESULTS AND DISCUSSIONS
The optimized lattice constants obtained from our
DFT calculations are a = 6.09 A˚, b = 10.56 A˚, and
c = 13.76 A˚, which match experimental ones (a = 6.10
A˚, b = 10.56 A˚, c = 13.62 A˚) very well [15], with
only 1.0% error. Polarization, calculated via the Berry’s
phase method, is P = 3.04 µC/cm2, which is also
consistent with the experimental values (2.55 ∼ 3.80
µC/cm2 [13, 15]). All of these results demonstrate the re-
liability of our first–principles calculations. In this study,
we focus on the longitudinal component e33 only. There-
fore, for simplicity, all the symbols of vectors or tensors
(such as piezoelectric tensor e, polarization P , strain S,
and lattice axis c) refer to the z or zz components, unless
specifically stated. To evaluate the piezoelectric coeffi-
cient e = (∂P/∂S)E , where P is the polarization, S is
the strain and E is the electric field, we artificially change
the lattice parameter c, which is also the height of the
primitive cell, with the in–plane lattice parameters fixed,
relax the structure, and then calculate the polarization.
As shown in Fig. 2 (a), the polarization decreases with
increasing tensile strain, indicating a negative piezoelec-
tric coefficient. The longitudinal piezoelectric coefficient
e is −9.6 = 7 µC/cm2 from our DFT calculations.
The piezoelectric coefficient can be decomposed into
FIG. 1. Structure of CuInP2S6 (CIPS). The S atoms in the
top and bottom layers are represented with different colors
(red and yellow) and labels (S1 and S2). (a) Top view of
ferroelectric CIPS. Each sulfur octahedron is filled with a Cu,
In atom or a P–P dimer; (b) side view of ferroelectric CIPS,
with lattice parameters a = 6.10 A˚, b = 10.56 A˚, and c =
13.62 A˚. The upper and lower P atoms are labeled as P1 and
P2. t molecular–layer thickness and c is the height of the cell.
two parts as [5–8],
e =
∂P
∂S
= e(0) + ei, (1)
where e(0) is the clamped–ion term, and
ei =
∑
n
qc
Ω
Z∗ (n)
∂U (n)
∂S
(2)
is the internal–strain part [See SM Section II for
schematic illustrations of the two terms]. U is the frac-
tional atomic coordinates in the supercell and n runs over
all atoms in a unit cell. Here, Ω is the volume of a unit
cell, q is the electronic charge, and Z∗ is the Born effec-
tive charge. The clamped–ion response is evaluated at
zero internal strain, which means that the internal frac-
tional coordinates are frozen, and reflects the redistribu-
tion of electrons with respect to a homogeneous strain.
It features the change of Born effective charges, since the
polarization, which is expressed as dipole over volume,
remains the same under a homogeneous strain and fixed
Born effective charges. On the other hand, the inter-
nal strain term describes the internal distortion under a
macroscopic strain, assuming the Born effective charges
3FIG. 2. Changes of (a) polarization, (b) inter–layer gap
length and layer thickness with respect to strain.
fixed. The values of the clamped–ion and internal strain
terms are summarized in Table I, from which we can see
that the negative piezoelectricity in CIPS almost com-
pletely originates from the negative clamped–ion term.
Actually, having a negative clamped–ion piezoelectric re-
sponse is universal among piezoelectrics (See SM Sec-
tion III for the previously reported clamped–ion terms
in other piezoelectrics), which means that the Wannier
centers generally fail to follow anions (in fractional co-
ordinates) fully upon a tensile strain [5]. This “lag of
Wannier center” results from the damping of Coulom-
bic repulsion between electrons as the cation and anion
separate, which will be discussed in more details in the
following subsection.
A. lag of Wannier center
To explain this lag of Wannier center effect, we begin
by discussing the ionicity of a chemical bond. Ionicity
describes the extent of electron gain in the anion and may
have different mathematical expressions. In the linear
combination of atomic orbitals (LCAO) approximation,
the bonding orbital is expressed as
ψ = cAφA + cBφB . (3)
Here, φA and φB are atomic orbitals centered on atoms
A and B.
In the Coulson model [16, 17], The ionicity IC is ex-
pressed as
IC =
c2A − c2B
c2A + c
2
B
. (4)
In the model based on the centers of maximally localized
Wannier functions [16, 18], The ionicity IW is given as
IW = (2β − 1)N/M , (5)
where N is the atomic valency, M is the coordination
number, and β = rw/d. rw is the distance between the
Wannier center and the position of cation and d is the
bond length. Therefore, β − 0.5 describes the deviation
of the Wannier center from the bond center. Here, we
should emphasize that even though the expressions are
different in the two models, they gauge the same physical
quantity and give quite similar values [16, 19].
The Hamiltonian of a diatomic molecule is expressed
as [20]
Hˆ = Kˆe +
ZAZB
rAB
− ZA
rAi
− ZB
rBi
− ZA
rAj
− ZB
rBj
+
1
rij
, (6)
where Kˆe is the kinetic energy, A and B represent the
atoms, ZA and ZB are the effective nuclear charges, and
i and j correspond to the electrons. Under the LCAO
approximation, the energy is given as
E =2(c2AKA + c
2
BKB) +
ZAZB
rAB
− 2c2A (EA + ΓBa)− 2c2B (EB + ΓAb)
− 4cAcBΓAB + c4AΓaa + c4BΓbb + 2c2Ac2BΓab.
(7)
Here, we follow the derivations and notations in ref-
erence [20], and KA = 〈φA(i)|− 12∇2i |φA(i)〉 is the ki-
netic energy of the electron on atomic orbital φA, EA =∫ |φA|2ZA
rAi
d3τi is an atomic term describing the core–
electron interaction inside an atom, ΓBa =
∫ |φA|2ZB
rBi
d3τi
describes the core–electron interaction between atoms,
ΓAB =
∫
φA
(
ZA
rAi
+ ZBrBi
)
φBd
3τi is the resonance term,
Γaa =
∫ ∫ |φA(i)|2|φA(j)|2
rij
d3τid
3τj is another atomic term
describing the electronic Coulomb repulsion, and Γab =∫ ∫ |φA(i)|2|φB(j)|2
rij
d3τid
3τj describes the Coulomb repul-
sion between two electrons belong to the orbitals φA and
φB [See SM Section IV for the derivation of the equation
(8)].
FIG. 3. Schematic plots showing the (a) charge distribution
at the unstrained condition, (b) charge redistribution induced
by the Coulombic term Γab, and (c) charge redistribution in-
duced by the resonance term ΓAB . Here, A, B, and W repre-
sents the positions of the anion, cation, and Wannier center
respectively. Since the Coulombic term dominates, subfigure
(b) is the closer representation of the real case.
The Coulombic term Γab favors a large difference be-
tween cA and cB , which means a large IC and Wannier
4CuInP2S6
e = −9.7 ei=0.4 e(0) = −10.1 R = 0.2579 RS = −0.1766
Atom Cu In P1 P2 S1 S2
u 0.3777 -0.0671 -0.3463 0.3186 0.5000 -0.5000
us 0.5680 0.0697 0.1546 -0.1732 0.0000 0.0000
usR 0.1465 0.0180 0.0399 -0.0447 0.0000 0.0000
usRS -0.1003 -0.0123 -0.0273 0.0306 0.0000 0.0000
us(R+RS) 0.0462 0.0057 0.0126 0.0141 0.0000 0.0000
uRS -0.0667 0.0119 0.0612 -0.0563 -0.0883 0.0883
US -0.0205 0.0175 0.0737 -0.0704 -0.0883 0.0883
Z∗ 0.6204 2.2432 0.9380 0.8416 -0.8350 -0.7156
∂|Z∗|/∂S -2.6634 -2.9360 -0.5171 -2.5774 -1.5968 -1.1126
BaTiO3 PbTiO3
US(Ba) = us(Ba) US(Ti) = us(Ti) US(Pb) = us(Pb) US(Ti) = us(Ti)
0.184 0.198 0.279 0.151
TABLE I. Piezoelectricity and the contributions from different parts (the unit is µC/cm2). The changes of cation displacements
with strain in BaTiO3 and PbTiO3 are also listed for comparison.
center far away from the bond center. As the bond elon-
gates, the overlap |φA(i)|2 |φB(j)|2 reduces, and the mag-
nitude of Γab and |cA − cB | also decrease. This means
that the Wannier center stays closer to the center of the
bond, rather than following the anion completely [Fig. 3
(b)]. Even though the resonance term works against
the Coulombic term [Fig. 3 (c)], decrease of the over-
lap |φA(i)|2 |φB(j)|2 has a more profound influence on
the latter, since it involves a near–site interaction 1rij
in all space. This “lag of Wannier center” effect pro-
vides two deductions. First, the ionicity tends to de-
crease with increasing bond length, which is consistent
with previous study [19]. Besides, the absolute values of
the Born effective charges should also decrease with in-
creasing bond lengths (or upon a tensile strain), which
conforms to this CIPS case, as shown in Table I. Here,
we would like to point out that even though the system
with only two atoms is used as an example, the results
acquired can be extended to a linear chain · · ·A–B–A–
B · · · , according to the bond orbital model proposed by
Harrison [21–24]. The bond orbital model can be viewed
as a simplified tight–binding model, in which only the
on–site and nearest–neighbor terms are considered in the
Hamiltonian. Even though band–by–band decomposi-
tion technique proposed in Ref. [25] is viewed as the
standard method for calculating the contribution from a
specific orbital to the Born effective charges, many pre-
vious works demonstrate that the bond orbital model
can also provide reliable estimations [25, 26]. Therefore,
a diatomic system considered here can also provide in-
sightful information about how a homogeneous strain re-
distributes the electrons.
B. Internal–strain term
The internal–strain contribution to piezoelectricity in
CIPS is positive, but not big enough to neutralize the
negative clamped–ion term. The small internal–strain
term is mainly attributed to the low dimensionality of
CIPS. In low–dimensional materials, the inter–layer vdW
interaction is much weaker than the intra–layer chemi-
cal bonding. As a result, the inter–layer gap will take
most of the change in the dimension of the cell when it is
stressed. In Fig. 2 (b), we plot the changes of molecular–
layer thickness t and inter–layer gap g lengths under vari-
ous strains from DFT calculations. As expected, g grows
much faster than t under tensile strain. This also means
that the ratio R of a molecular layer thickness t to the
lattice c of the cell decreases with the strain, which is
expressed as
RS =
∂R
∂S
< 0. (8)
This negative RS leads to a small US = ∂U/∂S. To illus-
trate this point, we begin with treating each molecular
layer as a free–standing crystal and investigate how the
atomic fractional coordinate within the layer u changes
with the strain of the molecular layer s. In Table I, we
list the values of us = ∂u/∂s for all four atom types in
CIPS. The values of us in two typical three–dimensional
piezoelectrics (in which US = us) BaTiO3 and PbTiO3
are also listed for comparison. We can see that the us
in CIPS are in the same order of magnitude with the
Us = us in BaTiO3 and PbTiO3, indicating that there
is little difference between the piezoelectric property of
a single molecular layer and those of conventional three–
dimensional piezoelectrics. To understand the origin of
the small cell–scale response US in CIPS, we derive the
conversion formula between us and US [See SM Section
5V for details of this derivation], which is expressed as
US = (R+RS)us +RSu. (9)
The coefficient in the first term (R+RS) is the scaling
factor. Since R is less than 1 and RS is negative, US
is expected to be much smaller than us. In addition
to the layer–scale fractional coordinate u changes, the
change of the ratio between layer thickness and cell lattice
also affects the magnitude of polarization. This effect is
described by the second term, and its contribution is also
negative. In Table I, we list the contributions from the
two terms and find that US is approximately one order
of magnitude less than us.
Another reason for the small internal strain term in
CIPS, which plays a secondary role, is its small Born ef-
fective charges (Table I). In typical ABO3 ferroelectric
perovskites, whose Born effective charges are large, the
ferroelectricity results from the p–d orbital hybridization
induced Jahn–Teller distortion [27]. The charge den-
sity distribution in these hybridized covalent bonds is
sensitive to the change of cation displacement, indicat-
ing a large Born effective charge. On the other hand,
Cu and In atoms in CIPS make ionic bonds with the
S octahedra. Similar to the materials with geometric
ionic size effect induced ferroelectricity, the Born effec-
tive charges in CIPS are small and close to the nominal
ionic charges [28–30].
IV. CONCLUSION
In summary, we investigate the negative piezoelectric-
ity in low–dimensional materials by performing first–
principles calculations. CuInP2S6 is selected as a typ-
ical example, but the theory is general and can be ap-
plied to all low–dimensional piezoelectrics. Similar to the
three–dimensional piezoeletrics with negative piezoelec-
tric responses, the negative piezoelectricity in CuInP2S6
also originates from a negative clamped–ion and an ap-
proximately zero internal strain term. Furthermore,
we emphasize that a negative clamped–ion piezoelec-
tric response is universal among piezoelectrics, due to
the “lag of Wannier center” effect. In addition, the
internal strain term is dramatically suppressed in low–
dimensional piezoelectrics, since the thickness of a molec-
ular layer and the dipole associated with it respond little
to the strain state of the cell. Based on these facts, we
propose that negative piezoelectricity should exist widely
in low–dimensional materials. We hope that this work
can provide more insight about the underlying physical
mechanism in negative piezoelectricity and inspire the de-
sign of practical devices benefitting from materials with
this novel electromechanical property.
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