Abstract. We introduce a class of explicit balanced schemes for stochastic differential equations with coefficients of superlinearly growth satisfying a global monotone condition. The first scheme is a balanced Euler scheme and is of order half in the mean-square sense whereas it is of order one under additive noise.
Introduction
Let (Ω, F , P ) be a complete probability space and F w t be an increasing family of σ-subalgebras of F induced by w(t) for 0 ≤ t ≤ T , where (w(t), F w t ) = ((w 1 (t), . . . , w m (t)) ⊤ , F w t ) is an m-dimensional standard Wiener process. We consider the system of Ito stochastic differential equations (SDE): dX = a(t, X)dt + m r=1 σ r (t, X)dw r (t), t ∈ (t 0 , T ], X(t 0 ) = X 0 ,
where X, a, σ r are d-dimensional column-vectors and X 0 is independent of w. We suppose that any solution X t0,X0 (t) of (1.1) is well-defined on [t 0 , T ].
We consider numerical methods for (1.1) when the coefficients a(t, x) and σ r satisfy no globally Lipschitz conditions and propose the following two explicit balanced schemes: 2) which is of half-order mean-square convergence in general and is of first-order mean-square convergence for additive noise and ∂x ), we can use only increments of Brownian motions of double Ito integral in (1.3) since I i,r,t k + I r,i,t k = (ξ ik ξ rk − δ ik )h/2. In this case, we have a simplified version of (1.3) X k+1 = X k + sin(a(t k , X k )h) + sin( These two schemes are balanced explicit schemes and can be seen as a different type of tamed schemes, see e.g. [4, 6, 7, 8, 16, 17, 18, 19, 20, 21] , where the coefficients are approximated by the function of the form f (x)/(1 + h α |f (x)|) (0 ≤ α ≤ 1) to control their superlinear growth. The difference here is that we use the sine function, which is motivated by obtaining higher order mean-square convergence for half-order schemes under additive noise and higher order mean-square convergence schemes. We note that for no globally Lipschitz coefficients, no high-order schemes have been proposed, i.e. all the schemes proposed are half-order, see e.g. [4, 8, 16, 19, 18] .
For numerical methods for SDEs with non-globally Lipschitz coefficients, there are other type of explicit schemes, which uses stopping time techniques without any approximation of the coefficient functions, see e.g. [10, 15] . Also, some implicit schemes have been proposed, see e.g. [2, 11, 19] .
Let us briefly review balanced explicit schemes for SDEs with non-globally Lipschitz coefficients. While if the coefficient a(t, x) violates the Lipschitz condition and only satisfies one-sided Lipschitz condition (or monotone condition) and grows superlinearly, many existing explicit numerical schemes for SDEs with Lipschitz coefficient (see e.g. [9, 12, 14] ) are not stable and thus not convergent any more. For example, the Euler scheme is not convergent in the moments and mean-square sense as the moments of its solutions is not bounded from above, see e.g. [6, 15] . Some explicit schemes (tamed schemes, one type of balanced schemes [13] ) have been proposed for SDEs under such conditions, see e.g. tamed Euler schemes [7, 17] , tamed Milstein scheme [20] . Compared with the classical Euler scheme and Milstein scheme, these schemes
the growth of the drift, where α = 1 in [7, 20] and α = 1/2 in [17] .
When the coefficients, both a(t, X) and σ r (t, X), violate the Lipschitz conditions, the aforementioned tamed schemes also fails to converge in the mean-square sense. In this case, Ref. [5] proposed a "fully tamed" Euler scheme
This scheme was proved to converge without convergence order in [5] . However, it is shown that the scheme becomes oscillatory at certain values after the term h a(
There have been several version of tamed schemes proposed for SDEs under such conditions on coefficients.
Under a global monotone conditions and some polynomials growth conditions, Ref. [19] proposed the following balanced scheme (tamed scheme)
and proved a half-order convergence of this scheme . They showed that the scheme is still half-order for additive noise. Ref. [16] pointed that the scheme (1.6) is not applicable for some critical situations where the solution to (1.1) has only a finite number of moments. The author then proposed the following scheme
where the scheme was proved to converge in the mean-square sense with order half when β = 1/2. A general tamed scheme of this type (with drift and diffusion coefficients divided by some functional of coefficients plus one) was proposed in [18] 7) ).
We will show that the use of sine function allows us to control the growth of diffusion in our balanced schemes
and to obtain higher-order schemes (up to first order). As we may see later, the use of sine function for diffusion is essential while the drift term can be still "tamed" as a(t k , X k )/(1 + h |a(t k , X k )|)) without losing order for our balanced schemes. We will follow the recipe of the proofs in [19] to prove the convergence rate of our scheme under Assumption 2.1 given below. With this assumption given, we can apply the fundamental mean-square convergence theorem in [19] (see also Theorem 2.2 below) with only providing the boundedness of moments and local truncation error. The proof for our balanced Euler scheme will be given in details while the proof for our balanced Milstein scheme will be brief with only necessary details since the idea of the proof is very similar.
Preliminary
Throughout the paper, we use the letter K to denote generic constants which are independent of h (time step size) and k (time steps).
Let X t0,X0 (t) = X(t), t 0 ≤ t ≤ T, be a solution of the system (1.1). We will assume the bounded moments of initial condition, global monotone condition and local Lipschitz condition as follows:
The initial condition is such that
Define X t,x (t + h) of (1.1) as
and introduce the one-step approximationX t,x (t + h), t 0 ≤ t < t + h ≤ T, to the solution X t,x (t + h)
Using the one-step approximation (2.5), we recurrently construct the approximation (
For simplicity, we will consider a uniform time step size, i.e., h k = h for all k.
Theorem 2.2 ([19]
). Suppose (i) Assumption 2.1 holds;
(ii) The one-step approximationX t,x (t + h) from (2.5) has the following orders of accuracy: for some
, and all 0 < h ≤ h 0 :
with
iii) The approximation X k from (2.6) has bounded moments, i.e., for some p ≥ 1 there are β ≥ 1, h 0 > 0, and K > 0 such that for all 0 < h ≤ h 0 and all k = 0, . . . , N :
Then for any N and k = 0, 1, . . . , N the following inequality holds:
where K > 0 and γ ≥ 1 do not depend on h and k, i.e., the order of accuracy of the method (2.6) is
According to this theorem, we can obtain the convergence order of a one-step method by providing boundedness of moments and local truncation error of the one-step method. With this theorem, we will prove convergence orders of our balanced Euler and Milstein scheme in next two sections. The ideas of the proofs are similar to those in [19, Section 3] .
In the proofs, we will frequently use the following facts
which can be readily seen from (2.3) and (2.2). From the global monotone condition (2.2), we can readily
(2.12)
The balanced Euler scheme
In this section, we prove a half-order mean-square convergence of our balanced Euler scheme (1.2). For additive noise, we prove that (1.2) is a first-order scheme. By Theorem 2.2, we need to prove boundedness of moments and local truncation error, which are presented in the following two subsections.
3.1. Boundedness of moments of the solutions to (1.2). We will follow the recipe of the proof of moments boundedness in [19, Section 3] , which uses a stopping time technique, see also, e.g. [3, 15] .
Lemma 3.1. Suppose Assumption 2.1 holds with sufficiently large p 0 . For all natural N and all k = 0, . . . , N the following inequality holds for moments of the scheme (1.2)
where the constants β ≥ 1 and K > 0 are independent of h and k and G(κ) = max(2κ − 1, χ p>1 3(κ − 1)),
Proof. As t the case κ = 1 (i.e., when a(t, x) is globally Lipschitz) is trivial, we will consider only the case κ > 1. We will find some eventsΩ
where hR
For the compliments ofΩ R,k , denoted byΛ R,k , we will prove the boundedness of moments starting from the following observation for (1.2) that
We first prove the lemma for integer p ≥ 1. We have
where
Since ξ rk are independent of F t k and the Gaussian density function is symmetric, we obtain
and
Similarly, we have, also by the asymmetry of the sine function,
Then the conditional expectation in (3.5) becomes
where we have used the fact that |sin(y)| ≤ |y| and
Using the global monotone condition (2.2) and the growth condition (2.11), we obtain
Now consider the second term in (3.5) :
where we used the growth condition (2.11) and the fact that χΩ R,k (ω) and X k are independent of ξ rk . Then by (3.5), (3.10), and (3.11), we have
If we choose
we get, for l = 3, . . . , 2p,
Thus we have for (3.5),
where in the last line we have used Young's inequality. From here, we get (3.3) by Gronwall's inequality.
It remains to estimate E[χΛ
We recall that, see [19, Section 3] ,
where we put χΩ R,−1 = 1. Then, using (3.4), (3.3), and Hölder's and Markov's inequalities, we obtain
where 1/p ′ + 1/q ′ = 1 and q ′ is very close to one. From here and (3.3), we obtain (3.1) for integer p ≥ 1. By
Jensen's inequality, (3.1) holds for non-integer p as well.
Remark 3.2. Consider the balanced scheme (1.6) in [19] . With the growth condition (2.11), we can estimate the conditional expectation in (3.5) by
We then can set R(h) = h −1/(3κ−1) . By the same argument for the eventΛ R(h),k , we have 
16)
where λ, θ, µ, X 0 > 0. It can be readily checked that 1 ≤ p 0 ≤ λ/µ 2 + 1/2.
For the scheme (1.2), a bounded second moment (p = 1) requires 2 < 2p0 2κ−1 − 1 and thus for κ = 2, it requires 2p 0 ≥ 6κ − 3 = 9.
For the scheme (1.6), a bounded second moment (p = 1) requires 2 < 2p 0 /(3κ − 1) − 1, and thus 2p 0 > 9κ − 3 = 15 for κ = 2, according to (3.15) .
For the scheme (1.7), a bounded second moment (p = 1) requires 2 ≤ 2p0 2κ and thus 2p 0 ≥ 4κ = 8 for κ = 2, see [16] .
It is clear that the scheme (1.7) can deal with less restricted coefficients for the 3/2-stochastic volatility model. However, we note that the scheme (1.7) requires that κ ≤ 3 for high dimensional SDEs or one dimensional SDEs with several noises while the schemes (1.6) and (1.2) have no this limitation. Lemma 3.4. Assume that (2.12) holds. Assume that the coefficients a(t, x) and σ r (t, x) have continuous first-order partial derivatives in t and that these derivatives and the coefficients satisfy inequalities of the form (2.11). Then the scheme (1.2) satisfies the inequalities (2.6) and (2.7) with q 1 = 3/2 and q 2 = 1, respectively.
Moreover, consider additive noise, i.e., σ r (t, x) = σ r (t). If the coefficient a(t, x) also has continuous first-order and second-order derivatives in x and their derivatives satisfy the polynomial growth condition of the form (2.11), then we have q 1 = 2 and q 2 = 3/2.
The proof of this lemma is given below. According to Theorem 2.2, the following proposition can be readily deduced from Lemmas 3.1 and 3.4. For additive noise, we have that the scheme (1.2) is of first order convergence, i.e. q = 1.
We need the following lemma for the proof. 
The proof of Lemma 3.6 can be found in [19, Appendix C]. Now we prove Lemma 3.4, the order of accuracy for one-step error of the balanced Euler scheme (1.2).
Proof. Now consider the one-step approximation of the SDE (1.1), which corresponds to the balanced method (1.2):
and the one-step approximation corresponding to the explicit Euler scheme:
Step 1. We start with analysis of the one-step error of the Euler scheme:
By Lemma 3.6, we have
Also we have
By Lemma 3.6, we get for the first term in (3.21):
Using the inequality for powers of Ito integrals from [1, pp. 26] and Lemma 3.6, we obtain
It follows from (3.21)-(3.23) that
Step 2. Now we compare the one-step approximations (3.18) of the balanced scheme (1.2) and (3.19) of the Euler scheme:
By the symmetry of Gaussian density function and the asymmetry of sine function, we have
and then by the inequality (3.9) and the fact that |sin(y)| ≤ |y|, we have
whence, from (3.25) and (3.21), we obtain that (3.18) satisfies (2.6) with q 1 = 3/2.
From the inequality (3.9) and the fact that |sin(y)| ≤ |y|, we can readily obtain
which together with (3.25) and (3.24) implies that (3.18) satisfies (2.7) with q 2 = 1. 
By the inequality for powers of Ito integrals from [1, pp. 26] and smoothness of σ r (s), we have
It then follows from here and (3.22) that
By (3.26) and (3.27), we have q 1 = 2. By (3.29) and (3.27), we have q 2 = 3/2. Then by Theorem 2.2, we have the scheme (1.2) is first-order order convergence under additive noise.
The balanced Milstein scheme
In this section, we prove that the scheme (1.3) converges with order one in the mean-square sense. 
For all natural N and all k = 0, . . . , N the following inequality holds for moments of the scheme (1.2)
where the constants β ≥ 1 and K > 0 are independent of h and k and
Proof. The idea of the proof is similar to that for Lemma 3.1. We thus present part of the proof with necessary details.
Consider the third term in the right-hand side of (3.5). It is essential to provide proper upper bound
Similar to the proof of upper bound for A in Lemma 3.1, we have
By the symmetry of the Gaussian density function and the asymmetry of the sine function, we have
From the fact that |sin(y)| ≤ |y| and the inequality (3.9), we can readily obtain 
By the growth conditions (2.11) and (4.1) , we have
Similar to the proof of Lemma (3.1), we set
where 1/q ′ + 1/p ′ = 1 and q ′ is close to one.
4.1. One-step error. Now consider the one-step approximation of the SDE (1.1), which corresponds to the balanced method (1.3):
Λ i σ r (t, x)I i,r,t ), (4.8) where I i,r,t = t+h t s t dw i dw r and the one-step approximation corresponding to the Milstein scheme:
Lemma 4.2. Assume that (2.12) holds and that the coefficients a(t, x) and σ r (t, x) have continuous firstorder partial derivatives in t and up to third-order derivatives in x. Also assume that these derivatives and the coefficients satisfy inequalities of the following form:
where κ ′′ ≥ 0. Then the scheme (1.3) satisfies the inequalities (2.6) and (2.7) with q 1 = 2 and q 2 = 3/2, respectively. a mean-square convergence order one, i.e., for it the inequality (2.10) holds with q = 1.
Proof.
Step 1. We start with analysis of the one-step error of the Milstein scheme:
By Ito's formula, we can obtain,
where we have used Hölder's inequality and the growth condition (4.10).
For the mean-square one-step error, we have
].
By Ito's formula, using the inequality for powers of Ito integrals from [1, pp. 26], we obtain Step 2. Now we compare the one-step approximations (4.8) of the balanced scheme (1.3) and (4.9) of the Milstein scheme. Define ρ(t, x) = a(t, x)h − sin(a(t, x)h) + where we have used the inequality (3.9), the polynomial growth conditions (2.11) and (4.1), and E[I From the inequality (3.9) and |sin(y)| ≤ |y|, we can readily obtain 
