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ВСТУП. Мікроарреї (microarrays) або ДНК-
чіпи є новим напрямком молекулярно-біоло-
гічних досліджень, який орієнтований на інтег-
ральне вивчення експресії геному. Ця новітня
технологія дозволяє проводити детекцію, іден-
тифікацію та кількісний аналіз експресії десят-
ків тисяч генів [1]. В експерименті досліджу-
ється гібридизація мічених флуоресцентними
барвниками молекул РНК, виділених з клітин,
до ДНК-мішеней на поверхні ДНК-чіпа
(рис. 1). На наступному етапі проводиться де-
текція флуоресценції з кожної точки (окремої
ДНК-мішені), причому рівні інтенсивностей
залежать від комплементарності молекул ДНК
до РНК-проб. Оскільки кожна точка на поверх-
ні ДНК-чіпа має генну анотацію, інтенсив-
ність флуоресценції після зв’язування з відповід-
ною РНК-пробою інтерпретується як рівень
експресії специфічної мРНК. Мікроаррей-
технології знайшли широке використання в
аналізі диференційної генної експресії [2], де-
текції однонуклеотидного поліморфізму [3], гено-
типуванні [6], вивченні екзон-інтронної будови
генів [7], філогенетичному аналізі [8], ідентифі-
кації маркерів пухлин [9] та інших застосу-
ваннях [8-10].
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Рис 1. Схема кДНК мікроаррей-експерименту. кДНК наносяться на мікроскопічний слайд, потім кДНК
гібридизується з пулом молекул мРНК, мічених флуоресцентними барвниками. Після гібридизації слайд сканується
двома лазерами, отримані знімки використовуються в подальшому аналізі.
На даний момент розроблено кілька програм
для аналізу мікроаррей-даних, які використо-
вують різноманітні методи нормалізації та
кластеризації. Більшість алгоритмів для ана-
лізу мікроарреїв були запозичені з матема-
тичних розробок в інших галузях знань, пе-
редусім, економіки та інженерії [11]. Ці алго-
ритми, як правило, розроблені для аналізу
даних із невеликою кількістю елементів (не
більше 1 000), хоча стандартний мікроаррей
містить десятки тисяч генів.
Метою даної роботи є розробка нової прог-
рами Microarraytool для аналізу мікроаррей-
даних, що використовує адаптовані варіанти
алгоритмів нормалізації та кластеризації. Се-
рія адаптацій програмного коду алгоритмів
дозволяє прискорити їх виконання і, таким чи-
ном, робить можливим аналіз з великою
кількістю елементів.
МАТЕРІАЛИ І МЕТОДИ. Трансформація
мікроаррей-даних. В програмі Microarraytool
використані кілька методів трансформації мік-
роаррей-даних, які можуть бути застосовані
перед статистичною обробкою експеримен-
тальних даних. Використовується логарифміч-
на трансформація, оскільки результати експе-
риментів представляються у вигляді пропор-




використовуються центрування за середнім
чи медіаною, поділ на середнє квадратичне чи
дисперсію, дискретизація даних.
Методи обчислення відстаней для алгорит-
мів кластеризації. Всі кластерні алгоритми
використовують методи обчислення відстаней
між генними векторами для порівняння рівнів
генної експресії. В програмі Microarraytool за-
стосовані наступні методи: кореляційний кое-
фіцієнт Персона, нецентризований коефіцієнт
Персона, ступеневий кореляційний коефіцієнт
Персона, косинусний кореляційний коефіцієнт,
кодисперсія, евклідова відстань, манхеттенсь-
ка відстань та непараметрична кореляція
Спермана.
Кластерний аналіз. Кластерний аналіз може
бути визначений як процес розподілу набору
об’єктів в окремі підмножини на основі їхньої
подібності [12]. Метою аналізу є отримання
кластерів, які, з одного боку, максимізують між-
кластерну варіабельність, а з іншого – мінімізу-
ють внутрішньокластерну відстань. Отже,
метою є знаходження набору генів, що мають
схожі між собою рівні експресії та макси-
мально відрізняються від рівнів експресії ін-
ших генів. В програмі Microarraytool імпле-
ментовано кілька різних методи кластерного
аналізу.
1. Ієрархічний кластерний аналіз. Цей метод
кластеризації трансформує матрицю відста-
ней в ієрархію вкладених підмножин. Ієрархія
може бути представлена деревоподібною
дендрограмою, в якій кожний кластер вкла-
дений в інший кластер. B Microarraytool було
імплементовано aгломеративний кластерний
аналіз. Агломеративний кластерний аналіз
виконується в наступному порядку : 1). Спершу
обчислюється відстань між усіма об’єктами і
будується матриця відстаней. Кожний об’єкт
представляє кластер, що містить лише його
самого. 2). На наступному етапі знаходяться
два кластери з мінімальною відстанню один
від одного, які потім об’єднуються і заміню-
ються одним кластером. Ці процедури повто-
рюються, доки загальне число кластерів не
буде дорівнювати одиниці.
2. Метод кластеризації k-середніх. Метод
кластеризації k-середніх – це ітеративне об-
числення двох параметрів: параметра центра-
лізованості для кожного кластера та парамет-
ра розподілу всіх вхідних векторів в кластери.
Алгоритм k-середніх складається з двох ітера-
тивних фаз: переміщення вхідних векторів до
кластерів, які є найближчими до них; та обчис-
лення нових центрів кластерів відповідно до
параметра централізованості. Основою мето-
ду кластеризації k-середніх є мінімізація функ-
ції оптимізації для всіх кластерів. Алгоритм
складається з наступних кроків: включення
кожного вектора х
i
 з X в один з k кластерів,
обчислення середнього для кожного з k клас-
терів, обчислення відстаней між кожним век-
тором і середнім значенням кожного кластера
та переміщення вектора до кластера, що має
найближче до нього середнє значення.
Алгоритм кластеризації k-середніх є дуже
ефективним для аналізу великого набору
даних. Інша перевага алгоритму k-середніх –
незначні вимоги до комп’ютерної пам’яті,
оскільки алгоритм не виковистовує матрицю
відстаней. Кластери, що будуються алгорит-
мом k-середніх, мають, як правило, колопо-
дібну форму.
3. Карти ознак, що самоорганізуються (Self-
Organizing Maps). Однією з найбільш ужива-
них моделей нейронних сіток для кластерного
аналізу є карти ознак, що самоорганізуються
(SOM, Self-Organizing Maps) [13]. SOM є
методом зменшення вимірності простору, який
направляє вхідні дані з багатовимірного прос-
тору в вихідні дані меншої вимірності [14]. Як
і інші нейроні сітки, SOM складається з нейро-
нів, що розміщені в регулярному, звичайно
одно- чи двовимірному просторі [15]. Кожний
нейрон і сітки SOM репрезентується n-ви-
мірним референтним вектором, де n дорівнює
числу вимірів вхiдних векторів. Нейрони сітки
приєднані до інших нейронів сусідніми зв’язка-
ми, які визначають організацію сітки. SOM
виконується в наступному порядку: на першо-
му етапі проводиться ініціалізація. Далі про-
водиться фаза тренування, коли на кожному
кроці тренування один вхідний вектор х виби-
рається випадково з вхідних даних і обчислю-
ється відстань між ним та всіма референтними
векторами, що формують сітку SOM. Пара-
метр навчання – це функція часу, яка зміню-
ється в процесі виконання SOM-алгоритму.
Найчастіше параметр навчання лінійно змен-
шується з часом t. Фаза тренування закінчу-
ється після визначеного числа ітерацій. Важ-




використовуватися навіть при відсутності
значень в елементах векторів генної експресії.
На наступному етапі проводиться кластериза-
ція. Алгоритм SOM розподіляє вхідні дані у
випуклі регіони Вороного, кожний з яких від-
повідає одній одиниці (вектору) сітки SOM.
Регіон Вороного Vі визначається як множинаусіх векторів х, до яких референтний вектор
х є найближчим:
Це означає, що вхідні вектори можна клас-
теризувати відповідно до їхніх регіонів Воро-
ного. Кожний регіон Вороного, таким чином,
відповідає одному кластеру, що складається
з подібних між собою вхідних векторів. Отже,
число кластерів має бути визначене перед по-
чатком роботи алгоритму, оскільки воно зале-
жить лише від кількості нейронів у сітці SOM.
Можна використовувати декілька експери-
ментальних ітерацій алгоритму SOM для
встановлення оптимального набору парамет-
рів, а потім застосувати їх на кінцевій ітерації
алгоритму. Оскільки число циклів у фазі тре-
нування вибирається користувачем, для отри-
мання надійних результатів необхідно як міні-
мум 100 ітерацій.
4. SOTA-кластеризація. Алгоритм SOTA
(Self-Organizing Tree Maps) – це нейронна
сітка, яка в процесі росту приймає топологію
бінарного дерева [16-18]. Алгоритм SOTA ба-
зується на сітках SOM, але має декілька інно-
вацій, які роблять його привабливішим для
кластерного аналізу. Стандартний алгоритм
SOM присвоює вхідні дані складного багато-
вимірного простору вихідним даним, що скла-
даються з невеликої кількості кластерів. У
випадку SOM вихідні дані представлені сіткою
у двовимірному просторі, у випадку SOTA ви-
хідні дані складають бінарне дерево варіа-
бельної структури, що змінюється залежно від
типу вхідних даних. Як і SOM, референтні век-
тори в SOTA складаються з n елементів, число
яких дорівнює числу елементів у вхідних век-
торах. Фаза тренування, однак, починається
лише з одного вектора, який розподіляється на
два, якщо гетерогенність його елементів пере-
вищує встановлений максимальний параметр
гетерогенності. Тренування призупиняється,
коли зміни показника між двома послідовними
ітераціями стають меншими встановленого
скаляра. Перевагою SOTA перед SOM є
динамічна репрезентація вихідних векторів,
що дозволяє більш точно кластеризувати вхід-
ні дані генної експресії.
Інструменти програмування. Java (Sun Mic-
rosystems) був вибраний як мова програму-
вання. Для розробки програми Microarraytool
використовувався інтегрований простір для
розробки програм Jbuilder (Borland Inc.). Тех-
нологія Java є одночасно мовою
програмування і платформою. В Java
програма спочатку компілюється в перехідну
мову Java-байткодів, яка є платформно
незалежною і легко інтерпретується Java-
платформою. Java-платформа є програмною
платформою, яка виконується на інших
комп’ютерних платформах (Windows, Linux,
iMac та інші). Платформа Java складається з
двох компонентів – віртуальної машини Java
(Java Virtual Machine, Java VM) та Java-
інтерфейсу розробки програм (Java
Application Programming Interface, Java API).
РЕЗУЛЬТАТИ ТА ОБГОВОРЕННЯ. Роз-
роблена нова програма Microarraytool для
аналізу мікроаррей-даних, яка використовує
адаптовані варіанти алгоритмів нормалізації
та кластеризації, що дозволяє прискорити їх
виконання і робить можливим аналіз з великою
кількістю елементів. Ключовим етапом роз-
робки програмного забезпечення є тестування
програми та верифікація програмного коду.
Для тестування програми Microarraytool ми
використали мікроаррей-дані з експресії пер-
винних фібробластів людини, які були стиму-
льовані шляхом вилучення поживного середо-
вища. Експеримент був проведений на кДНК-
мікроарреях, що складалися з 9 800 кДНК
(8613 індивідуальних генів). Мікроаррей-дані
були завантажені з бази даних Стенфордсь-
кого університету Stanford Microarray Data-
base (США). Дані представлено матрицею
генної експресії, що показує відносний рівень
експресії генів у часових проміжках 0, 15,
30 хвилин, 1, 2, 3, 4, 8, 12, 16, 20 годин після
вилучення поживного середовища. Референт-
ним вектором у цьому експерименті виступав
абсолютний рівень експресії генів у часовому
проміжку 0 годин після вилучення поживного
середовища. Матриця генної експресії була
завантажена в структуру даних програми
Microarray. Завантажені мікроаррей-дані були




агломеративного кластерного аналізу, мето-
ду кластеризації k-середніх та методу клас-
терного аналізу карт ознак, що самоорганізу-
ються (SOM). Отримані результати було по-
рівняно для визначення коректності виконан-
ня кластерних алгоритмів.
Ієрархічний кластерний аналіз є найбільш
поширеним методом для аналізу мікроаррей-
даних. Наочна візуалізація даних, отриманих
після кластеризації, є перевагою цього ме-
тоду. В програму Microarraytool було імпле-
ментовано такі методи об’єднання кластерів,
як метод найближчого сусіда, метод найвідда-
ленішого сусіда та метод середнього. Перева-
гою програми є можливість одночасної клас-
теризації генів та експериментів. Мікроаррей-
експеримент зі стимуляції фібробластів лю-
дини аналізувався ієрархічним агломератив-
ним кластерним аналізом з використанням на-
ступних параметрів: 1). Кластеризація генів;
2). Метод середнього для об’єднання клас-
терів. Алгоритм ідентифікував 10 кластерів
з різним рівнем відмежованості один від
одного: кластери 5, 6 виявилися найбільш
відмежованими один від одного; кластери 2,
3 – найбільш подібними (рис. 2). В той же час,
аналіз центроїдного графіка цих кластерів по-
казав доречність їхнього розмежування в
окремі підмножини. Загалом результат клас-








Рис. 2. Результати ієрархічного агломеративного кластерного аналізу мікроаррей-даних із стимуляції фібробластів
людини. Центроїдні графіки показують розподіл кластерів.
Мікроаррей-експеримент зі стимуляції фіб-
робластів людини аналізувався методом k-
середніх з використанням наступних парамет-
рів: кількість кластерів – 10; число ітерацій –
50. Кількість кластерів була встановлена з
урахуванням попередніх результатів ієрархіч-
ного кластерного аналізу. Кількість ітерацій
алгоритмів визначалось емпірично шляхом
підбору оптимального числа ітерацій після
повторного виконання алгоритму. Як пра-
вило, оптимальність досягалася після 50 іте-




кластери 5 та 10 виявилися найбільш подіб-
ними (рис. 3). В той же час аналіз центроїдного
графіка показав більш знижену експресію для
кластера 5, починаючи з 12 години після ви-
лучення поживного середовища. Це спостере-
ження вказує на правильне розмежування
кластерів методом k-середніх Microarraytool.
Застосовані нами ієрархічний кластерний
аналіз та метод k-середніх показали майже од-
наковий розподіл експресійних профілів по різ-
них кластерах, хоча кількість елементів у клас-
терах дещо різнилась між двома методами.
Алгоритм кластеризації SOM вимагав біль-
ше параметрів для встановлення. Були вико-
ристані такі параметри: число нейронів на осі
х – 5; число нейронів на осі у – 2; кількість
ітерацій алгоритму – 2 000; показник трену-
вання α – 0,05; сусідський радіус – 3; функція
сусідів – функція Гауса (нормальний розпо-
діл); топологія сітки SOM – гексагональна;
ініціалізація алгоритму – використання випад-
кових генних величин. Аналіз генної експресії
мікроаррей-даних із стимуляції фібробластів
алгоритмом SOM показав кластеризацію,
подібну до кластеризації методом k-середніх
(рис. 4). Центроїди кластерів майже однакові
для обох алгоритмів. В той же час, кластери







Рис. 3. Результати кластерного аналізу мікроаррей-даних із стимуляції фібробластів людини методом k-середніх.
в методі k-середніх має 35 генів, а кластер 1 ал-
горитму SOM – 73 гени. Останнє є результа-
том нерівномірного розподілу генів між клас-
терами. Оскільки алгоритми k-середніх та
SOM ініціалізуються випадковими величина-
ми, кожне їх виконання буже давати дещо
змінений розподіл кластерів. В той же час, як
показує порівняння кластера 2 ієрархічного
кластерного аналізу методу k-середніх та
кластера 5 алгоритму SOM, вони повністю
подібні й мають майже однакову кількість
генів – 99, 94 та 70 генів відповідно. Це дозво-
ляє нам зробити висновок, що виконання ім-
плементованих у Microarraytool кластерних





ВИСНОВОК. В даній роботі розроблена прог-
рама Microarraytool для аналізу ДНК мікроар-
рей-даних. Програма дозволяє проводити транс-
формацію та нормалізацію даних, виконувати
кластерний аналіз та порівнювати різні експе-
рименти за допомогою статистичного аналізу.
Імплементовано такі методи кластерного ана-
лізу: ієрархічний кластерний аналіз, метод
кластеризації k-середніх, карти ознак, що само-





Рис. 4. Результати кластерного аналізу мікроаррей-даних із стимуляції фібробластів людини алгоритмом карт





Проведено тестування алгоритмів для клас-
терного аналізу для мікроаррей-даних з експре-
сії первинних фібробластів людини, які показу-
вали рівень експресії для 8613 індивідуальних
генів на різних часових проміжках після стиму-
ляції фібробластів. Аналіз даних показав ко-
ректне виконання алгоритмів, імплементо-
ваних в програмі Microarraytool.
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