This paper examines the degree of interdependence between three agricultural commodity prices, crude oil price returns, macroeconomic variables and the S&P GSCI commodity returns index. We apply Aielli (2013) cDCC model using monthly data from 1982 to 2012 to estimate the dynamic correlations of the returns series and endogenously detect any structural instability of the dynamic correlations. Our results indicate that crude oil price returns present statistically significant dynamic correlations with all the macroeconomic variables in addition to the GSCI index. Additionally, we detect structural changes in these dynamic correlations mainly associated with the financial crisis of 2008. On the other hand, our results show that there exists no degree of interdependence between maize, soybeans and sugar with crude oil price returns and most of the macroeconomic variables. The exceptions are between soybeans with the U.S. exchange rate and sugar with global economic activity. Nevertheless, only the GSCI index presents significant dynamic correlations with these commodity price returns.
Introduction
The aim of this study is to analyse the inter-relationship between commodity and energy markets, whilst incorporating the main macroeconomic determinants of these markets into the model. Understanding the nature of volatility spillovers between markets and how this interacts with the wider economy is increasingly important, particularly following the 2006/08 commodity price shock, which produced a period of extreme price movements and volatility, making it difficult to forecast agricultural prices and understand their behaviour. Recent studies have found a strong relationship between these markets (Fernández, 2014) and a corollary of these findings is that an increase in the causal relationship between energy and food prices can (in principle) be associated with stronger volatility spillover effects between them, which in turn may increase the farmers risk premium and reduce the effectiveness of stabilization policies (Serra, 2011) . Thus, understanding volatility spillovers among these markets is also crucial for developing countries that are net importers of these agricultural and energy commodities and equally for those that rely on energy and commodity exports. Moreover, without an adequate understanding of commodity prices, it is very difficult to develop good policies to respond to commodity price fluctuations (Deaton, 1999) . Therefore, it is critical for economists and policy makers to understand the degree to which energy prices stimulate food commodity price volatility and their broader social and economic repercussions.
Over the past fifteen years, the co-movement of commodity prices has received a substantial amount of attention in the literature. The price co-movements in commodity markets is thought to take place because macroeconomic and market fluctuations are common to all commodity prices. In the seminal paper by Pindyck and Rotemberg (1990) , they showed that there existed unexplained price co-movement in seven raw commodities, which cannot be accounted for by market and macroeconomic fundamentals. In this case, the authors attributed these residual effects to herd behavior in the financial markets; thus, laying the foundations for the excess co-movement hypothesis. Nevertheless, the literature has questioned the initial findings from Pindyck and Rotemberg, firstly by Leybourne et al. (1994) and subsequently by Deb et al. (1996) among others. The former, points out the non-stationay nature of commodity price series and thus the methodological deciencies in Pindyck and Rotemberg analysis. Therefore, Leybourne et al. (1994) apply a pair-wise co-integration analysis to evaluate Pindyck and Rotemberg's hypothesis and conclude that only in two out fifteen pairs does such a phenomenon occur. Similarly, Ai et al. (2006) controlled for supply factors in addition to economic fundamentals and concluded that there is no excess co-movement within the agricultural commodity markets.
The period from 2006 to 2008 was one that attracted researchers particular attention due to a substantial increase in price levels and volatility in commodity markets. For example, Sumner (2009) points out that the percentage price increase in agricultural commodity markets for this period was the largest in the 140-year history for which U.S. data is available. Similarly, Trujillo-Barrera et al. (2012) showed that historical maize volatility of daily percentage price changes were below 25% before 2006 and since then have increased to over 40% up to 2011. As a result, the literature has resumed its interest in the causal links between agricultural commodity and energy markets and economic fundamentals. This study contributes to this literature by analysing volatility linkages between these markets and the main macroeconomic fundamentals, using Aielli (2013) cDDC model. Nevertheless, the channels through which volatility in agricultural markets operate are complex and arise from various sources in the economy (Prakash and Gilbert, 2011) . These can vary from external factors such as climate change, globalization and new policies that link them with the energy sector. Additionally, there are intrinsic events affecting the volatility in agricultural markets arising from the global business cycle, monetary policy and exchange rate movements as well as uncertainties in price level variations and accelerating income growth in commodity dependent countries. Consequently, there exists an imperative need to understand the degree to which the volatility of agricultural commodities are vulnerable to shocks derived from these factors.
The effects of commodity price volatility can have severe repercussions throughout the economy.
For instance, increasing agricultural commodity price volatility is translated into higher costs for managing risks in the form of increasing crop insurance premiums, which in turn translates into higher option premiums and hedging costs for farmers (Wu et al., 2011) . Additionally, as a consequence of the financialization of commodity markets, volatility spillovers from the oil price to agricultural commodity prices can in turn diminish diversification efforts in the financial markets when agricultural and energy prices present any degree of price co-movement (Gardebroek and Hernandez, 2013) . From a macroeconomic point of view, Byrne et al. (2013) explains that the design and effectiveness of stabilization policies are determined by both the volatility and persistence of commodity prices. Moreover, as a consequence of the recent increase in biofuel production, the increased price volatility in agricultural commodities used in biofuel production (e.g. maize, soybeans and sugar) can be transmitted to other agricultural markets. That is, as demand increases for biofuels (as a consequence of the mandates) and assuming that agricultural land is constrained, food production decreases and so increases food prices . Ultimately, all these effects are reflected in a decrease in welfare for the general population, particularly in the poorest countries, where a higher proportion of income is devoted to food consumption. Therefore, examining the extent to which the transmission of energy volatility to economic fundamentals stimulates food price volatility is vital for determining the severity of negative impacts on welfare, for both investment and risk management as well as the impact on economic growth and financial stability.
Despite these facts, the empirical literature is limited with respect to volatility interactions between energy, economic fundamentals and food agricultural commodities (Serra, 2011) . Instead, the literature has placed a great deal of emphasis on price level transmission mechanisms using supply and demand frameworks, partial/general equilibrium models and vector error correction models, while price volatility interactions between food, energy commodities and fundamentals have received significantly less attention (Serra and Zilberman, 2013) . Consequently, the aim of this study is to contribute to the literature by using a consistent dynamic conditional correlation (cDCC) model by Aielli (2013) in order to capture the degree of co-movement between world oil price returns, the U.S. exchange rate, short-term interest rates and a measurement of or global economic activity with three world traded agricultural commodities used in biofuels production, namely maize, soybean and sugar. Additionally, and in line with Turhan et al. (2014) , we will evaluate the stability of the dynamic correlations during the sample period by endogenously detecting any significant shifts using a penalized contrast methodology by Lavielle (2005) .
Economic theory using the standard demand and supply approach has developed several frameworks to explain commodity price dynamics. The main theories used to explain commodity price behavoir are: the storage model, the scarcity rent model, the cobweb model and the over-shooting model. With regard to this study, the most relevant of these models is the overshooting model proposed by Frankel (1986 Frankel ( , 2008 as it emphasizes the importance of macroeconomic factors in explaining commodity price dynamics. In this model, an expansionary monetary policy causes investors to revise upward their future inflationary expectations, which in turn triggers their appetite for investments away from liquid assets towards other investments including commodities.
Consequently, commodity prices suffer from upward pressures in their long-run equilibrium and increases proportionally more than the money supply and the general price level in the short-run. This is the so called overshooting and this trend will persist as long as commodities are overvalued by the market relative to all other goods Stigler (2011) .
Recent literature on volatility spillovers between energy and commodity markets, whilst incorporating aspects of the wider economy includes Manera et al. (2013) . They investigated whether macroeconomic factors are able to explain returns of energy and five world agricultural commodities (i.e. corn, oats, soybean oil, soybeans and wheat) using weekly data over the period 1986 to 2010 with pair-wise DCC-MGARCH models. The authors find that financial speculation is not correlated with returns for these energy and agricultural series. Nevertheless, Manera et al. present significant and positive conditional correlations among energy and agricultural commodities, which suffered dramatic strengthening during the 2006-08 period. Finally, Serra and Zilberman (2013) studied the volatility spillovers from energy prices, global economic conditions (3-Month U.S. Treasury bill) and U.S. corn price from January 1990 to December 2010 using a two-stage process. In the first stage, Serra and Gil use a conventional parametric two-dimensional GARCH and then apply the Long et al. (2011) nonparametric correction of the parametric conditional covariance estimators. Serra and Zilberman (2013) find that interest rate variability is associated with more volatile corn prices. As a consequence, the authors recommend expanding the analyses of volatility spillovers among energy and agricultural markets by considering a wider range of explanatory variables (Serra and Gil, 2013) .
Following the introduction, section 2 discussed the methodology used in this study and section 3 describes the dataset. Section 4 discusses the interprets the results, whilst we end with a conclusion and policy implications.
Methodology

The General Multivariate GARCH (MGARCH) Model
Let us consider a column vector of excess returns {r t } of dimensions N × 1 for t = 1, . . . , T such that E(r t |F t−1 ) = 0 and V ar(r t |F t−1 ) = H t . We denote F t−1 as the information set generated by the past observations of the series {r t } up to time t − 1 (Mikosch et al., 2009) . Multivariate GARCH models are assumed to be conditionally heteroskedastic given the information set F t−1 and can be represented as follows:
where θ is a finite vector of parameters, µ t (θ) is the vector of conditional expectations of r t is conditionally heteroskedastic such that:
where H 1/2 t (θ) is any N ×N positive define matrix of conditional variance of r t such that H 1/2 t is any square matrix such that
t ) and where η t is an unobservable random N ×1 iid vector error process with zero mean (E(η t = 0)) and identity matrix (E(η t η t ) = V ar(η t ) = I N ). Thus, η t ∼ N (0, I N ), where I N is the identity matrix of order N . Therefore, the conditional variance matrix of r t can be calculated as follows:
is any symmetric, positive definite matrix of dimensions N × N such that H t is the conditional variance matrix of r t . H 1/2 t can also be triangular, with positive diagonal elements (e.g. it can be obtained by the Cholesky factorization of H t ). It is the case that H t and µ t depend on the unknown parameter θ. In some cases µ t functionally depends on H t , in which case θ has to be jointly estimated (GARCH-in-mean models); however in most cases it is possible to split θ into two disjointed parts, one corresponding for µ t and another for H t (Laurent et al., 2006) .
Aielli (2013) cDCC model
Engle's DCC-GARCH model extends the CCC-GARCH model at the expense of extra parameters to estimate (Engle, 2002) . For each correlation equation, the number of estimated parameters is N (N − 1)/2 + 2. This is a strength, but also a weakness when considering large N since the correlation processes are restricted to have the same dynamic structure. Thus, it has been argued that in large systems DCC-GARCH estimators can be inconsistent (Aielli, 2013) .
Moreover, Aielli (2013) has shown that the estimation of D by Maximum Likelihood (ML) of R, which is given by
where r t = R −1 t r t , is inconsistent for large N since E( r t r t ) = E(E( r t r t |F t−1 )) = E(r t ) = E(Q t ) (Bauwens et al., 2012) . Thus, Aielli (2013) proposes a different specification for Q t that in this case is consistent and thus the name (cDCC, consistent DCC). Therefore, the cDCC model can be substantially improved by reformulating the correlation driving process as
where
, thus Q is the unconditional variance covariance matrix of Q * tr t . For example, in the bivariate case the correlation is defined as follows:
, is evident that ". . . the relevant innovations and past correlations are combined into a correlation-like ratio." The parameters α and β are the dynamic parameters of the correlation GARCH and the denominator of the time-varying parameters ω ij,t , ω ii,t and ω jj,t can be interpreted as ad hoc correction required for purposes of tractability (Aielli, 2013) .
Endogenous detection of the shifts in dynamic correlations
The methodology developed by Lavielle (2005) , which is based on a penalized contrast is applied in order to determine any shifts in both mean and variance (and the respective locations) of the dynamic correlations along the entire sample period. Here we consider a sequence of random variables Y 1 , . . . , Y n that take values in R p . Lets denote the parameter θ ∈ Θ some characteristics of Y i that changes abruptly at some unknown interval and which remains constant between these two changes. Now, we define K to be some integer and let τ = (τ 1 , τ 2 , . . . , τ K−1 ) be a sequence of inte-
a contrast function used for determining the unknown true value of the parameter of the segment k.
When the true number K of segments is known, the sequenceτ n of change-point instants that minimizes the contrast function defined above follows the requirement that for any 1 k K − 1,
as long as δ → ∞ and n → ∞
In particular, this result holds for weakly and strongly dependent processes. For example, lets consider the model with the following characteristics:
where ε i is a sequence of zero-mean random variables with unit variance. In case of changes in the mean, it is assumed that µ i is a piecewise constant sequence and σ i is a constant sequence. Therefore, there occur some instants τ 1 < τ 2 < · · · < τ K −1 such that, for any
A key advantage of this methodology is that Gaussian log-likelihood can be used to define the contrast function, even if ε i is not a Gaussian sequence.
On the other hand, when the number of shifts are unknown, these can be estimated by minimizing a penalized version J (τ, y) described above. That is, for any sequence of change point segments τ , let pen(τ ) be an increasing function of K(τ ). Then , letτ n be the sequence of change-point instants that minimizes
where β is a function of n that approaches to zero as n goes to infinite and the estimated number of segments Kτ n converges in probability to K . The adequate penalization parameter β and the function pen(τ ) are chosen according to Lavielle (2005) .
Data Description
The objective of this analysis is to examine the volatility transmission between a number of macroeconomic variables (i.e. the real exchange rate, short-term interest rate and a measurement of global economic activity), world crude oil prices and three world traded agricultural commodities used in the production of biofuels, namely maize, soybean and sugar. The data used in this analysis is monthly and runs from January 1982 until December 2012 (See Table 1 ). This sample period captures all major macroeconomic as well as commodity cycles over the past three decades as well as important institutional changes affecting both the energy and agricultural markets. On the other hand, the three agricultural commodities of interest are the price of maize (M Z t ), soybean (SB t ) and sugar (S t ) , which were all obtained from the IFS database and are measured in U.S. dollars per metric tonne. All these agricultural price variables are world benchmark price series which are representative of the global market and are determined by the largest exporter of this specific commodity (Table 1 ). All price series have been deflated using the U.S. Producer
Price Index (P P I) for all commodities (not seasonally adjusted) since the variables of interest are widely used as intermediate goods in industrial production. Furthermore, all the analysis is conducted un returns defined as r t = log(y t /y t−1 ) where y t corresponds to the series "y" at month t. . Instead, the sources of higher volatility towards the end of the sample are present in the macroeconomic variables, particularly in the short-term interest rate, Kilian index and real exchange rate respectively. Thus, there exists some strong evidence indicating a co-movement in the volatility of these series that also coincides with the fluctuations in the macroeconomic fundamentals, particularly in the latter part of the sample. Table 2 presents the monthly pair-wise returns correlation between all variables of interest along the entire sample period. The evidence presented in Table 2 further substantiates the interrelation between the unconditional volatility in the commodity markets themselves (e.g maize and soybeans). Specifically, it shows that the only statistically significant return correlation among commodities is between maize and soybean during the entire sample. This is not surprising, since it is expected that the factors driving these commodity markets are likely to be very similar. On the other hand, Table 2 does not show evidence of pair-wise correlation between crude oil and any of the commodities price returns. Crude oil returns, however, are strongly correlated with macroeconomic factors. For example, we find all commodity prices and crude oil returns to be negatively correlated with the indexed U.S. exchange rate and the real three month interest rate (except for sugar). Similarly, it appears that the global economic activity index is somewhat correlated with crude oil returns and less so with soybean but not statistically significant with regards to the remaining commodity return series However, at first glance it appears that there exists substantial evidence supporting the interdependence volatility transmission between commodity markets and economic fundamentals and less transmission between commodity markets themselves. Table 3 provides descriptive summary statistics of all the return series across the sample period.
At first glance the mean return for sugar is the highest among the commodity series followed by oil, maize and soybean individually. The mean return of oil is approximately 1.6 times higher than maize and 3.5 times than soybean, but about only half of the sugar returns. The return on each of these markets in the effective period has only been negative for sugar returns with approximately -0.240% while for maize, soybean and oil has been 0.083%, 0.037% and 0.139% respectively. Additionally, the series presents evidence of non-normality evidenced by the excess skewness and kurtosis that all the series suffer from and formally by the Jarque-Bera statistic which rejects the null hypothesis of a normal distribution for all the series or that the joint hypothesis of the skewness and excess kurtosis being zero. Particularly, all series present significant evidence of skewness and kurtosis ( all well above 3). Consequently, in the estimation of the GARCH and cDCC models we use a Student s − t density distribution for the residuals. Moreover, all the return series show stationary properties as shown in Table 4 . The results from a battery of unit root tests (with both non-stationarity and stationarity as the null hypothesis) are presented and all the evidence suggests that all return series are stationary.
Empirical Analysis
In this section we present the results from the VAR-cDCC-MGARCH models and then determine whether these conditional correlations have suffered from any significant changes across the sample period.
Conditional Variance
Figures 5-7 contain the conditional variance between of all three agricultural commodities over time. Figure Figure 8 , it is evident that crude oil price volatility reacts to energy market specific shocks with significant peaks around the years 1986, 1990 and after the 2008 financial crisis. It is only during the period during the financial crisis that we see crude oil price volatility coincide with movement in the maize and soybean markets, but crude oil exhibits a higher degree of price instability than any of the these commodities and the timing is not precisely the same. This graph along, raise doubts on the claim of volatility spillover from crude oil to these commodities, but this will be explored in more detailed when we present the results from the conditional correlation models.
Similarly, Figure 9 graphs the pair of conditional variance between the U.S. exchange rate and the agricultural commodity prices. In this case, the U.S. exchange rates conditional variance is stable, but persistent levels of relatively high conditional variance occurs during the decade of the 80s with respect to the more recent years. The conditional variance of this series reached its lowest level just before the 2008 financial crisis when then after a visible spike is present. Overall, it is evident that fluctuations in the conditional variance of the U.S. exchange rate are not related to movements of any of the commodities conditional variance. On the other hand, Figure 10 shows similar graphs, but this time between the conditional variance of the short term interest rate and the commodity prices. Here however, there seems to appear some common peaks of the conditional variance of the interest rate and the commodities particularly between soybeans and sugar after the 2000s and less evident with sugar. This observation is significant since it sheds light on the argument of the financialization of commodities during this time period and the effect it had on the stability of commodity markets.
Results of VAR-cDCC-MGARCH
In order to estimate the VAR-cDCC-MGARCH we apply three separate models corresponding to each one of the commodities of interest (e.g. maize, soybeans and sugar) with crude oil price returns and the macroeconomic factors. There are two reasons why we have decided to estimate these in three different models. In the first case we experience the limitations of the cDCC models with large numbers of parameters being estimated simultaneously 1 . Secondly, we are not interested in the cross conditional correlation between the agricultural commodities, but in the interdependence between these and crude oil price returns and the macroeconomic factors.
The results from the estimations of the cDCC models are presented in Tables 8−10 , which have been estimated in two steps. In the rst step we estimate the univariate part of the model and these are presented in Tables 5−7 . The univariate estimations are dened by an ARMA(p, q) process in order to capture the serial correlation in the residuals and a GARCH(1, 1) specification with specific parametric forms for the conditional heteroskedasticity in order to capture the serial correlation in the residuals (See Table 12 ). In the second step, we estimate all the parameters simultaneously, by maximizing the log-likelihood function assuming a students-t distribution given that all variables suffer from excess kurtosis. This approach allows us to capture volatility clustering in commodity markets where we are more likely to observe high volatility at time t if it was also high at time t − 1.
The lag coefficients of the ARMA models for the univariate estimations are chosen by the AIC as well as the lagrange multiplier (LM) test for autocorrelation in the residual and square residuals (See Table 12 ) and the results for all three univariate models are presented in Tables 5−7. Table 5 presents the simultaneous estimation of the univariate parameters for maize, crude oil price returns and the macroeconomic factors (i.e. Model 1). In this model, both maize and crude oil show evidence of autoregressive and moving average behaviour in the returns series, which is consistent with the volatility clustering observed in commodity markets. On the other hand, the macroeconomic variables (i.e. exchange rate, interest rate and the Kilian Index) also show evidence of autoregressive and moving average behavior, but to a lesser extent. Moreover, in neither of these cases does there exists evidence of drifting in the return series since the constant in the mean equation is not significant for any of these variables.
In order to simultaneously estimate all the parameters from Model 1, we must correctly specify the univariate GARCH process for each variable. From Table 5 , we see that the best fitted model (based on the AIC) for maize is a GARCH(1, 1) and for crude oil it is an APARCH specification.
For maize, α which captures the influence of new shocks on volatility, these are significant for the case of oil price returns. One explanation is that the rest of the variables are modelled using GJR-GARCH (e.g. Kilian Index and interest rates) and this type of model assumes that not all shocks have the same influence on the price return (i.e. leverage effect). On the other hand, the parameter β, which captures the persistence of volatility shocks or the impact of the own-variance on volatility development, is positive and statistically significant at the 1% level in all variables estimated. The value β for maize is about 0.94, which indicates that old shocks to the maize price returns are rather persistent and long lasting Crude oil has a low own variance,This combination of factors indicates that crude oil is more sensitive to external shocks during volatility phases than maize. Moreover, overall none of the sums between α and β are close to one (except perhaps for the exchange rate), which implies that compounded shocks to these series experience a decaying autocorrelation function. Furthermore, The asymmetry coefficient γ is positive and significant (at minimum to the 10% level) for all variables where GJR-GARCH was used (e.g.
Kilian Index, interest rates and crude oil). For crude oil in particular, it indicates that shocks have an asymmetric effect on the volatility of crude oil prices. More precisely, it indicates (by the positive sign) that positive price shocks reduce volatility more than negative shocks3 (See Mensi et al. (2015) for similar conclusions). Generally, the literature assumes that negative shocks increase volatility more than positive shocks do. However, a positive price shock to the oil price increases the production costs of all other goods and in turn induces a higher risk premium for holding stocks. Finally, the power coefficient δ in the APARCH specification used to model crude oil is significant at the 1% level. Table 6 presents the simultaneous univariate parameter estimation results for soybeans (i.e.
Model 2). For soybeans the best fitted model according to the AIC is a GJR-GARCH(1, 1) and the same model specification used in Model 1 for the remaining variables. In this case, both α and β coefficients are significant for crude oil and soybeans. As before, the results indicate that soybeans (as it is the case for crude oil) is sensitive to external shocks relative to shocks to its own-variance. Additionally, the γ coefficient for the soybean GJR-GARCH model is statistically significant at the 1% level, suggesting an asymmetric effect on the volatility of soybean prices.
Finally, Table 7 summarizes the results from the univariate parameter estimation results of using sugar (i.e. Model 3). Here, we found the best fitted model to be a GARCH (1, 1) for sugar and the same as in the previous cases. The α and β coefficients are significant for sugar and crude oil and they indicate that sugar is more sensitive to shocks to its own-variance on volatility development than to external shocks (high β ralative to low α).
Tables 8−10 present the estimated parameters for the conditional correlations of the cDCC model. For Model 1, α and β are statistically significant at the 10% and 1% level respectively. In this case, the fact that the β coefficient is higher than α suggests that the conditional correlation between the residuals is persistent to a higher degree. This is the case for both maize and soybeans models; however, we observe the opposite for the model using sugar return prices. Finally, there does not appear to be any sign of misspecification given that we fail to reject the null hypothesis of no cross-correlations in the squared residuals (Hosking's Multivariate test) and find no evidence of ARCH effects (Li and McLeod's test) in all three models.
The results from Tables 8−10 suggest that maize does not show any sign of strong conditional correlation with crude oil or any of the macroeconomic factors included. That is, the volatility episodes that we have described are related to commodity specific and are not directly correlated with those in the crude oil market or by macroeconomic variables. However, this does not imply that crude oil prices can determine these commodity prices in the long-run. However, the interdependences between energy and these agricultural markets seems to be restricted to direct spillover effects particularly during and after the 2008 financial crisis.
Succinctly, soybeans appears to be the only agricultural commodity to show strong and significant correlation with the U.S. exchange rate and none of these with crude oil and the remaining macroeconomic factors. On the other hand, sugar appears to be correlated with the global economic index given a significance level of 10%, but the sign is negative. Crude oil prices, present a strong and negative correlation with the exchange rate and interest rate as well as a significant correlation at the 10% level with the global economic activity index. Finally, both the interest rate and exchange rate have a strong and positive correlation across all three models at the 5% significance level. Nevertheless, the results indicate that instability periods in these commodities are not associated with instability in macroeconomic fundamentals or crude oil market.
Since the 2007/08 commodity price shock there has been an extensive interest in the literature on the effects of the financialization of commodity markets had on this period. Consequently, economists and policy makers alike have tried to understand if there exists any causal relationship between financial and commodity markets particularly during and after the 2007/08 price shock. However, very few studies have attempted to understand the volatility links between the financialization of commodities and these markets.
As a consequence, we have decided to simultaneously estimate these variables and in addition include the S&P GSCI commodity excess return index obtained from Bloomberg in order to capture any links between commodity index investment had an impact on spot volatility in commodity markets. The GSCI commodity index uses a weighted methodology based on 1/3 world production value and 2/3 market liquidity which contains 22 exchange-traded futures on physical commodities (e.g. crude oil, maize, soybean and sugar) and is rolled forward from the fifth to the ninth business day of each month. This commodity price index was valued at 100 in December 1990 and introduced to the market in January 1998 2 .
In Table 11 we present the results from the simultaneous cDCC (1,1) model including the return on the GSCI commodity index using the dame data series and frequency from January 1991 to December 2012. The results from this model are remarkably similar to those presented in Tables 8-10 . The only exception is the conditional correlation between soybeans and the exchange rate which magnitude is similar to that presented in Table 9 , but the sign of the conditional correlation is the opposite. However, this can be explained by the instability (discussed in greater detail in the next section) between the return price to soybeans and the U.S. exchange rate from the mid 1990's until early 2000's where the conditional correlation was significantly lower (negative) during this period. Nevertheless, the important realization from this model is the strongly significant and positive correlation between the return to the GSCI commodity index with the return to all commodity prices (including oil) during this period. Thus, from this evidence it appears that, more than economic fundamentals, it is the commodity price index that is associated with periods of instability in the agricultural commodity markets. In addition to this, we are also able to determine that returns in the commodity markets are highly associate with the same fluctuations in the other commodity markets.
Although in this study we cannot claim causation, it is evident that activity in the futures market and the financialization of these commodities through the implementation of these commodity indexes is associated with the return price to these commodities. This conclusion is also supported by other authors in the literature such as Gilbert (2010) and more recently by Pen and Sevi (2013) and Creti et al. (2013) .
Structural Changes in the cDCC Estimates
In order to estimate the structural changes in the dynamic correlations an endogenous approach developed by Lavielle (2005) has been used. In Figures 12-14 we present the results from applying the penalized contrast function to determine any shifts in both mean and variance of the dynamic correlations that had been found to be statistically significant during this time period.
In Figure 12 we show the results from the dynamic correlations between soybeans and the U. 
Conclusion and Policy Implications
Our results indicate that although the long-run relationship between global crude oil and agricultural commodity price levels is overwhelmingly strong as shown in Fernández (2014) , the volatility interdependence between these cannot be explained by the crude oil price returns and macroeconomic factors. For instance, we are not able to establish any interdependence between maize price returns with crude oil prices and macroeconomic factors. Moreover, although soybeans price return presents a negative and statistically significant relationship with the U.S. exchange rate return, it is a weak relationship. Additionally, these results indicate that this relationship is not constant over time and there is evidence of asymmetry during these periods of macroeconomic instability. Similarly, sugar price returns do not present any evidence of being linked with crude oil price returns and any of the macroeconomic factors except the Kilian index of global economic activity. Thus, we can safely conclude that the observed price instability leading to the commodity price shock of 2006-08 is not associated with volatility in the energy or demand-side factors. Thus, our results indicate that in these global agricultural markets the volatility appears to be associated with the financialization of commodities. Our results are in disagreement with those found by Manera et al. (2013) but in line with a number of studies already in the literature such as Gilbert (2010) and Gilbert (2015) . Consequently, from a policy perspective, our results indicate that in order to reduce future agricultural market volatility it is important to create and foment efficient market monitoring mechanisms.
On the other hand, the results from the cDCC model show that crude oil price returns are closely linked with fluctuations in monetary and global macroeconomic policy. Specifically, we determined that crude oil price returns are associated with the U.S. exchange rate and the Kilian index to a lesser extent and present strong volatility correlation with the rate of U.S. three month treasury bills. These results also confirm the findings of a number of recent studies. For example, Schryder and Peersman (2013) show that changes in the U.S. dollar exchange rate are an important determinant of the volatility of the global price of crude oil given its influence on oil demand. Similarly, our results also show the importance of monetary policy (interest rates) in determining fluctuations in the global oil market, which also coincides with the findings of Frankel (2008) . More precisely, as interest rates increase, crude oil becomes less attractive as an asset for investors in addition to the fact that contractionary monetary policy has as a main aim to decrease overall demand and that of crude oil. Similarly, positive shocks in the global oil market force central banks to increase interests rate in order to counteract inflationary pressures and thus contribute to a decline in economic activity.
Although the volatility in global agricultural commodity prices has been argued to be linked to a strengthening relationship with energy markets, our results do not support this argument.
Moreover, it does not support the view that global macroeconomic factors can explain this phenomena. Consequently, we conclude that there appears to be an excessive volatility in these agricultural commodity markets that cannot be explained by the traditional channels, which makes decisions from a producing and investment aspect very difficult in the near future. On the other hand, fluctuations in the global crude oil prices are fundamentally explained by global macroeconomic factors and in line with recent developments in the literature. Moreover, we show that the there exists a strong and significant relation between the returns to the futures commodity price index and all the commodites analyzed including crude oil. These results, support the view that a substantial source of the volatility in agricultural commodities, not captured by our model, might be due to the financialization of these commodities. In fact we show that there is strong and significant conditional correlation between the return on commodity index investment and the commodity markets here analyzed. However, as far as to claim that there exists a causal link is beyond the scope our methodology and ultimately an empirical question to address. Therefore,
given the results we have presented, a natural extension of our work is to determine the extent to which the financialization of these agricultural commodities is responsible for the observed volatility in these markets. Notes: Significance at the the 1%, 5% and 10% level are denoted by ( * * * ) , ( * * ) and ( * ) respectively. AR (1) AR (2) AR ( respectively.
Tables
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