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Abstract 
The grasp function of a planar part, characterized by extrema in the part's width function, can be used to 
analyze grasp mechanics. In particular, it can predict he final orientation of the part when it is grasped with a 
parallel-jaw gripper. This information allows us to derive a sequence of grasp angles that will orient the part up 
to symmetry in the grasp function. In previous papers the grasp function was assumed given as input; in this 
paper we present a linear-time algorithm for computing the grasp function of a part bounded by n algebraic arcs 
given in parametric form. We also show that the algorithm can be extended to compute a related function that 
describes the outcome of first pushing and then grasping the part. 
Keywords: Manufacturing; Parallel-jaw gripper; Algebraic arcs; Planning algorithm; Width function 
1. Introduct ion 
In manufacturing, it is often necessary to orient parts prior to packing or assembly. In previous 
work, we showed that a modified parallel-jaw gripper can be used to orient planar parts bounded by 
linear [1 l] and algebraic urves [33]. See Fig. 1. 
This approach uses mechanical compliance of the part as it is grasped; part rotation can be precisely 
characterized with a function, F"  S l --+ S 1 , that we call the grasp function. Given an initial orientation 
0 of the part with respect o the gripper, 1"(0) gives the part's final orientation after the jaws are fully 
closed (see bottom of Fig. 2). 
Convex geometers define the concept of width in a given direction of a planar curve (extendible 
to solids and higher dimensions) as follows: "the width of a convex curve in a given direction is the 
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Fig. 1. Schematic of parallel jaw gripper above a part. 
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Fig. 2. (Top) The diameter function for the pie-shaped part (shown at right). During a squeeze action, the part rotates so as 
to reduce the diameter, terminating when the diameter reaches a local minimum. (Bottom) The grasp function is shown over 
the domain [0, 7r). 
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distance between a pair of supporting lines perpendicular to this direction" [40]. As will be shown in 
Section 2, the grasp function can be characterized by extrema in this width function. Computing the 
width function precisely can be difficult. Thus we are motivated to seek direct methods of obtaining 
the grasp function. 
This paper presents an algorithm that computes the grasp function of a part given the n arcs 
forming its boundary. The arcs are assumed to be algebraic: each arc is a segment from a smooth 
(twice-differentiable) curve represented by a polynomial or rational equation(s) of degree at most some 
constant k in parametric form. We call these algebraic parts. Such contours include a broad class of 
industrial curves and surfaces [18]. The algorithm runs in O(n) time, given the arcs in order, and 
is therefore optimal. The constant of proportionality is a unit of symbolic computation time defined 
in Section 2.2. When combined with the planning algorithm given in [33], the results in this paper 
provide a complete algorithm for planning sensorless strategies for orienting algebraic parts. Examples 
of such plans are presented in Section 3.3. 
We next describe related work; Section 2 defines diameter and grasp functions and the description 
of the latter in terms of the former. Section 3 presents the grasp function computing algorithm. 
1.1. Related work 
Computational Geometry. Computational Geometers refer to the diameter of a set as the farthest 
distance between any two points in the set; by width of a set they imply the distance between the 
closest pair of supporting parallel lines. These are, respectively, the (global) maximum and minimum 
values in the width function, which depends on the angle of the support lines. In the following, the 
diameter function and the width function are idential except for a phase shift: d(O) = w(O - ~-/2). 
For point sets in the plane, [1,20,35] give algorithms to compute and maintain the diameter and width 
under insertion and deletion of points. For point sets in three dimensions, efficient algorithms are 
presented in [7,19] for computing their diameter and width. Partitioning point sets while maintaining 
some conditions on the resulting diameters is considered in [2,16]. Diameter in the Manhattan metric 
is considered in [10]. 
Approximating point sets by n-point subsets that have the same width is considered in [13]. Lovfisz 
and Simonovits [22] consider andomized algorithms to compute the volume and diameter of a convex 
set, given by a well-guaranteed separation oracle, in d dimensions. While they give polynomial time 
algorithms for approximating the volume, they show that there cannot exist a polynomial time algorithm 
to approximate the diameter or width within a factor of d 1/4. 
Thus we see that computing and maintaining the diameters and widths of sets is a well-studied 
and difficult problem. Now we refer to literature dealing with the recovery of a planar object's hape 
from its diameter function. The motivation for this is that measuring the diameter along a particular 
orientation can be accomplished with simple hardware. The existence and computation of "curves of 
constant width" (examples: circle or the Reuleaux triangle) has been studied since Euler who called 
them gleichdicke. They also referred to as orbiforms or spheroids. Generating pixel representations of 
such curves in considered in [17]. Linear time ruler and compass constructions for orbiforms with width 
equal to the diameter of an input polygon are presented in [5]. Thus recovery of shape from diameter 
function of orbiforms, and hence curved objects in general, is impossible. Therefore, in [32,34] we 
considered the recovery of shape from a polygon's diameter function (which is piecewise sinusoidal) 
and showed that there existed infinitely many polygons having the same diameter function. The 
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diameter along some orientation can be considered as the length of the object's orthogonal projection 
on a line perpendicular to this direction. If, however, we design a probe that returns not only the length 
of the projection but the end-points as well, then [21] shows that from 3n - 2 projection probings, 
you can recover the complete shape of the polygon. 
These results show that recovering shape from diameter is a difficult problem as well; many objects 
have the same diameter function. However, our results in [11,33] then imply that all parts having the 
same diameter function (and hence the same grasp function) have the same orienting plan. In this 
paper, our focus is on computing the grasp function from extrema (local maxima and local minima) 
in the diameter function, the first step towards orienting parts by a sequence of grasps. 
Our algorithm for computing the extrema in the diameter function is a variant of the "Rotating 
Calipers" technique used by Shamos in his Ph.D. thesis to find the diameter (maximum in diameter 
function) of a convex n-gon [37]. By applying several sets of calipers simultaneously on one convex 
polygon, or one set of calipers on several convex polygons imultaneously, Toussaint [39] solves other 
geometric problems uch as computing the minimum-area enclosing rectangle of a convex polygon, 
and merging operations on sets of convex polygons. 
Dobkin and Souvaine [9] define the term "splinegon" to refer to a polygon (called the carrier 
polygon) in which every edge is replaced by a curved arc between the same pair of bounding vertices. 
They give algorithms that solve various problems on splinegons assuming certain elementary operations 
on/between the arcs are performable fficiently. In particular, they give an algorithm for computing 
the convex hull of a splinegon in O(n) time. The geometric representation for our parts could be 
considered as splinegons. 
Computational A gebra. The examples we present in Section 3.3 required solutions to high order 
polynomial simultaneous equations in two variables. These were implemented using the Computer 
Algebra package Maple V [6,15]. 
Robotics and Grasping. There is a substantial literature on the subject of grasping. See [14,28] for 
reviews. Chen and Burdick [8] search for antipodal grasp points on objects using an analysis similar 
to the one we use in Section 3.1. However, their interest lies in constructing force-closure r gions to 
immobilize the object. On the other hand, our goal is to orient parts: our grasps permit (and in fact 
exploit) compliant motion of the object. 
Pingle et al. [31] demonstrated that pushing can be used to eliminate uncertainty while grasping. 
Mason [24] formalized the role of pushing in robot manipulation. Building on this, Brost [4] dis- 
tinguished between stable and wedged configurations for polygonal parts and gave an algorithm for 
achieving a stable grasp with a parallel-jaw gripper when the part's initial orientation can be described 
by a tolerance interval. 
The idea of using a sequence of pushing or grasping motions to reduce uncertainty in part orientation 
was previously addressed by [23,26,30,38]. Natarajan [27] ignored the mechanics of parts feeders and 
focused on the computational problem of planning with a given set of transfer functions. 
2. Preliminaries: mechanics and geometry 
In this section we give the definitions of diameter and grasp functions; the computation of the latter 
from extrema in the former; and the assumptions involved throughout. ¶ refers to the part and P to 
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its planar projection. Let S 1 denote the space of planar orientations and I~+ the set of positive reals. 
An interval is a continuous ubset of S 1 . 
2.1. Diameter function 
Consider two parallel lines making an orientation 0 with respect o the part, minimally separated 
and enclosing the part. The distance between the lines is the diameter of the part in orientation 0, 
denoted as d(O). Thus, the diameter function d is a S l --+ R+ function. See Figs. 2 and 3. 
Some easily verifiable properties of the diameter function include: 
• The diameter function is continuous: Ad --+ 0 as A0 --+ 0. It is single valued and positive with 
domain S 1 [40]. 
• The diameter function of a part is equal to the diameter function for its convex hull. 
• The diameter function has period 7r because the parallel ines are interchangeable. Additional sym- 
metry in the part can reduce the periodicity in diameter function to a fraction of 7r [ 11 ]. 
• Let p denote the perimeter of the projection P. Then 
71" 
f dO = p. 
o 
This follows from Cauchy's formula restricted to 2D (see [3, Problem 22.14, p. 173]). A consequence 
of this is that convex shapes with the same diameter functions have identical perimeters. 
• The diameter function for a polygonal part is piecewise sinusoidal [33,34]. 
2.2. Assumptions 
Part assumptions. The part ¶ is rigid and of known fixed cross section P which is made up of a 
sequence of algebraic arcs. If P is not convex, let P refer to its convex hull which may be computed 
in O(n) time using the algorithm in [36] (given the arcs in order). 
Let P consist of n arcs; we assume that the clockwise ordering So , . . . ,  Sn- l  of the n arcs is given. 
Let -4-1 be modulo n. Define n vertices V0,. • •, V,~-I so that vertex Vi is the point where Si and Si+l 
meet. 
Each arc is a segment aken from an algebraic curve. The underlying curve may be implicitly 
represented as a polynomial equation f(x,  y) = 0 or parametrically as functions X(t), Y(t) where 
X, Y are functions in t giving the x, y of a point on the curve. These are typically rational functions 
(ratio of two polynomials) although that is not a requirement for our purposes. For simplicity, let us 
assume the parametric representation. That is, for each arc S, functions Xs(t), Ys(t) are given. Most 
algebraic curves used in engineering (including conics) have (rational) parametric representations. 
However, not all algebraic urves do. Our techniques work even if the curve is known only implicitly 
with end-points. 
When the underlying curve is parametrically represented, let the parameter t vary between 0 and 1 
to sweep the arc; points left(S) -- (Xs(O),Ys(O)) and right(S) = (Xs(1), Ys(1)) are therefore the 
end-points of the arc. A simple remapping of the parameter can ensure this. The direction of parameter 
sweep is clockwise: i.e., left(Si+l) = right(Si). 
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We assume, without loss of generality, that every arc is "small" in that it does not contain two 
points with antiparallel (outward) normals. If an arc does not have this property, it can be split into 
two arcs with the addition of a (pseudo) vertex so that it would. 
Finally, let us denote by 7- a unit of symbolic computation time. More specifically, if the Xs ,  Ys 
are ratios of two polynomials of degree at most k in t, then 7-~ can be upper bounded by the time 
required to solve two simultaneous polynomial equations of degree at most 8k - 1 (4k - 1 if the 
polynomials in the denominators of Xs, Ys are identical as is the case for parameterizations of most 
familiar curves). The simultaneous equations have degree at most 2k - 1 if Xs,  Ys are polynomials 
of degree at most k (rather than rationals). We treat k as some known constant and drop subscript k
from 7-. The rest of the paper assumes 7- = O(1). 
Grasp assumptions. Define a grasp action c~ as the combination of orienting the gripper at angle c~ 
with respect o a fixed world frame, closing the jaws as far as possible over the part without deforming 
it, and then opening the jaws. 
We assume a grasping process as in [11,33,34]. Briefly, the gripper is based on the ubiquitous 
parallel-jaw gripper modified to reduce friction to negligible levels [12]. The part is always flat on a 
horizontal table between the jaws of the gripper. The gripper has two degrees of freedom: in addition 
to the opening/closing motion of the jaws, they can also together be oriented arbitrarily with respect o 
the table. A (squeeze) grasp action begins with the jaws widely separated and oriented at some angle 
with the table. See Fig. 3. Then they move towards each other and make opposing and simultaneous 
contact (pure squeezing) with the part at points at which the jaws are clearly tangent o the part. As the 
jaws continue closing motion, the part exhibits mechanical compliance changing its orientation. The 
part never wedges because of negligible friction between part and gripper. Gripper motion stops when 
further motion will violate part rigidity. The jaws then move apart. Gripper and part motion occurs 
in the plane and is slow enough that inertial forces are negligible (quasi-static motion as discussed 
in [25,29]). 
The assumption of simultaneous contact, almost never achieved in practice (especially without 
sensors!) is made only for simplicity of presentation. In practice, push-grasp actions [4,33] would be 
used. This is briefly discussed in Appendix A. 
2.3. Grasp function 
Under the assumptions described in Section 2.2, the chief among them being that of negligi- 
ble friction and simultaneous contact between the jaws and gripper, Fact 1 follows (this is shown 
in [11,33]). 
Fact 1 (Squeeze). Grasping minimizes diameter. 
In other words, the diameter function plays the role of a potential function: when grasped at an 
orientation 0, the part descends to a valley (local minima orientation) in the diameter function. Let 
this final orientation be F(O). This mapping from initial pregrasp orientations to final orientations 
F : S l ~ S l is the grasp function of the part. 
Consider an interval 0 E (a, b) in which the diameter d(O) is constant. Then from Fact 1 we clearly 
get that F(O) = 0. A maximal interval in which ['(0) = 0 (diameter is constant) is called a ramp. 
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Non-contact s ate. 
L, H wide apart so as not to be touching P
Orientation 0
Orientation 0
diameter d(O) 
Contact state. 
L, H simultaneously just touching P
/ Orientation F(O) 
Grasped state. 
L, H closed as far as possible without deforming P 
Fig. 3. Configurations of the part P with respect o the gripper G during the grasping process. In the noncontact s ate (Top), 
the jaws L, H are not touching P. In the contact state (Middle), both jaws just touch P but do not effect its orientation 0.
Between the contact and grasped state (Bottom), the orientation of P changes to F(O), F being the paws grasp function. 
Otherwise, let a, b be adjacent local maxima in d with a single local minimum c~ between them. Then 
VO E (a,b) F(O)=c~. Such an interval forms a step in F. 
Fact 1 is ambiguous about F(O) where 0 is an end-point of a step or ramp (local maximum or end- 
point of an interval of constant diameter). However, we may assume steps and ramps to be left-closed 
and right-open. This is justified by a simple modification to the grasping process as shown in [33]. 
Thus a grasp function consists of a sequence of (left-closed and right-open) steps and ramps. The 
periodicity of the grasp function is the same as that of the diameter function. See again Fig. 2. [0, 03) 
contains two steps while [03, 7r) is a ramp. 
In [33] we prove that: The diameter function of an algebraic part is differentiable at all but a finite 
number of points in S t and it contains a finite number of local maxima, local minima, and regions in 
S t of constant diameter. 
This readily implies the following. 
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Lemma 1. The grasp function of an algebraic part contains a finite number of steps and ramps. 
Since the diameter function is oblivious to part concavities (Section 2.1), it follows that the grasp 
function is too. Hence, if the planar part shape P is not convex, we let P refer to its convex hull. 
Finally, notice that the grasp function can be computed from local maxima nd local minima in the 
diameter function and end-points of regions of constant diameter. Let us refer to these orientations as 
extrema in the diameter function. 
2.4. Orienting parts 
The importance of the grasp function lies in the planning algorithms presented in [11] for polygonal 
parts and [33] for curved parts. These algorithms, when presented with the grasp function, plan the 
optimal ength sequence of grasp actions to orient the part up to symmetry in its diameter function 
starting from any arbitrary orientation. Given n steps and ramps as input, the algorithm runs in 
O(min(nN, nZlogn + N)) time, where N is the length of the plan produced. Although the plan 
length N is optimal, there are no bounds on N in terms of n. We skip the details in this paper which 
is devoted to computing rasp functions. As an example, when presented with the grasp function at 
the bottom of Fig. 2 as input, the planning algorithm comes up with the angles 75 °, 42 °, 0 which are 
the grasp actions shown in Fig. 4. 
+ + + + 
L /  
Fig. 4. Top view of a three-stage plan for orienting a pie-shaped part with half angle 20 ° into one of two orientations. Four 
traces of the plan (running from top to bottom) are shown. Note that the part's initial orientation is different in each trace 
(top of each column). The gripper orientation at each stage, indicated by two parallel-lines, is the same for each trace; yet 
the same desired grasp configuration is achieved in all cases. To obtain a single final orientation, push-grasp actions may be 
used. See Fig. 14. 
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3. Grasp function computing algorithm 
In Section 2.3 we noted that to compute the grasp function F, we need to compute the extrema in the 
diameter function d. This section presents an O(n) algorithm to compute the extrema in the diameter 
function for an algebraic part. As mentioned before, the flavor of this algorithm is the "Rotating 
Calipers" technique. 
Any contact configuration between the jaws and the part is defined by the two (opposing) points of 
contact. (There is also the possibility of edge contacts: a point--edge contact or an edge-edge contact. 
In such cases, the analysis below still holds with a point chosen on the edge representing it. We omit 
the details which are quite straightforward.) Let us refer to such pairs of points as contact points or 
antipodal points and to an arc Si or a vertex Vj as a feature. The features that contain contact points 
are called contact features. Further, if the contact points define an extremum configuration, let the 
features that contain them be called extremum contact features. 
In Section 3.1 we consider testing if a pair of features are extremum contact features, and if so, to 
obtain the extremum configuration i  O(1) time. This leads to a naive O(n 2) algorithm by considering 
every feature pair. However, Section 3.2 shows that only O(n) contact feature pairs exist and gives 
an algorithm to compute them. The tests of Section 3.1 need be therefore applied only O(n) times to 
obtain all the extrema in the diameter function, resulting in an O(n) time algorithm. 
Since there are only O(n) contact configurations, there are clearly only O(n) extrema. Therefore in 
an additional O(n) time, the grasp function may be computed. This results in our main theorem. 
Theorem 1. The grasp function of an algebraic part with n arcs can be computed in O(n) time. 
3.1. Computing extrema given feature pairs" 
There are three types of feature pairs: arc-arc (a-a), arc-vertex (a-v), and vertex-vertex (v-v) in 
decreasing order of complexity. A v-v feature pair obviously defines a unique contact configuration 
which is treated as potentially extremal. Pairs of the a-a and a-v type may result in uncountably 
many contact configurations. Algebraic tests are applied to these pairs to prone out a finite number 
of potentially extremal configurations. This number can be bounded by the product of the maximum 
number of common solutions of two distinct bivariate polynomials of degree 8k - 1 and the number 
of feature pairs. A polynomial of degree z in x,y can have Z = (z + 1)(z + 2)/2 coefficients and 
so at most Z points specify it completely. Thus if two polynomials of degree z are distinct, they can 
have at most Z - 1 solutions in common. Setting z = 8k - 1, we get 4k(8k + 1) - 1. A naive bound 
for the number of feature pairs is n(n - 1)/2 but we will show later that it is indeed O(n) and so the 
maximum number of configurations i O(kan). A geometric grasp test is applied to each potentially 
extremal configuration as the final test for extremality. 
Algebraic conditions. First we consider a-a pairs and then a-v pairs. 
arc-arc pairs. Let S(u), T(v) be the two arcs under consideration. 
Consider the bivariate function D2(u, v) to be the square of the Euclidean distance between point 
S(u) and point T(v). That is, 
D2(u,  'o) = (Ks (u )  - XT(V) )  2 q- (Ys (u )  - YT(V)) 2. 
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Fig. 5. Pairs of curve segments S(u), T(v). If S(uo), T(vo) define an extremum orientation, then they satisfy the system of 
equations (1) (but not vice versa). This implies that the following three lines coincide: the normal to S(u) at uo; the normal 
to T(v) at vo; the line joining uo and vo. 
Note that 
__  dXs  0(D2) -- 2 (Xs(u)  - XT(V)) ~ + 2 (Ys(u) - YT(V)) dYs 
0u du 
is well defined and continuous in the open square 0 < u, v < 1 (since S is smooth); the same for 
a(D2)/0v. 
The key observation is that if the pair of points S(u0), T(vo) is an extremum contact configuration, 
then (uo, v0) will be a local extremum or saddle point in D2(u, v). See Fig. 5. More precisely, u0, vo 
will be a solution of the system of two simultaneous equations in the range (0, 1): 
O(D2) - 0; 0(D2) -- 0. (1) 
0u 0v 
To see this, consider Fig. 6 in which 00 is a local minimum. This implies that there exists a (one- 
dimensional nonzero measure) neighborhood of configurations around 0, say (01,02) with strictly 
higher diameters. Let configuration Oi be defined by antipodal points (u~,vi) as shown. For any 
antipodal (u, v) defining orientation 0 in this two-dimensional rectangular neighborhood (ul < u < 
U2) × (V 1 < V < Y2), D(u, v) : d(O) > D(uo, vo) = d(Oo). For (u, v) such that ul < u < uo, 
vo < v < v2, it is clear that D(u,v) < D(uo,vo). Same for uo < u < u2, Vl < v < v0. Therefore 
(uo, vo) is a saddle point in D (or D2).  The cases of local maximum and interiors of regions of 
constant diameter are similarly handled. If 0o is a local maximum configuration, (uo, vo) will be a 
local maximum in D2: all u, v in an appropriate neighborhood will be distant less D(uo, vo). In the 
case that 0o is in a region of constant diameter, (u0, vo) will be within a linear interval of local maxima 
in D 2. In any of these cases, Eq. (1) will be satisfied. 
Remark. If the underlying curve equations for S, T are known only implicitly as fs (x ,  y) = 0, 
fT(x, y) = 0, we get four simultaneous equations rather than two; the two extra equations are for 
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Fig. 6. Same pair of curve segments as before. The (ui, vi) are antipodal pairs, (uo, v(~) defining a local minimum config- 
uration. Therefore, any antipodal points (u, v) in a neighborhood around (uo, vo) result in higher diameter. However, pairs 
such as u, v. on the "same side" of the line joining (va), vo) result in less distance. Therefore, (v~), vo) has to be a saddle 
point in the D 2 function. 
expressing point-in-curve segment inclusion. The above analysis till holds and a configuration defined 
by the pair of points (x0, Y0), (xx, Yl) is extremal only if 
fs(xo,Yo) = O; fT(xl,Yl)  = O; 
dfs dfs (Yl dfT , dfT (Yl 
dx  (Xl - x0) --~ -~y  - V0) ---- O; ~ I, Xl - x0) q- ~ - V0) ---- O. 
The solution obtained must then be tested for arc-inclusion. In the rest of this section we assume 
parametric representations with the understanding that we can handle implicit representations a well 
(albeit resulting in equations omewhat more complicated). 
arc-vertexpairs. Let U(u), W be an arc-vertex pair. Let the coordinates of W be (Xw, Yw). The 
analysis is similar to that before and so is the result: if the pair of points U(uo), W define an extremal 
contact configuration, then the normal to the arc at U(uo) passes through W; i.e., 0 < uo < 1 should 
satisfy (see Fig. 7) 
dYu iyj ~ , __ = 
d-~u (Xu(uo) - Xw)  + -~u ~ u~uo) Yw) O. (2) 
Remark. Intervals of constant diameter orientations (ramps in the grasp functions) can arise either 
as arc-arc or arc-vertex contact configurations. In the former case, (1) will not be independent over 
u, v E (0, 1) and the region over which they are not independent can be computed giving the range of 
orientations of constant diameter. In the a-v case, (2) reduces to 0 = 0. Again, the range of contact 
configurations over which (2) degenerates corresponds to an interval of constant diameter orientations. 
Grasp conditions. No further conditions are necessary for the arc-arc case; (1) are enough. However, 
the arc-vertex case (2) should be considered only potentially extremal along with all vertex-vertex 
cases. All potentially extremal configurations S(uo), T(vo) have to satisfy the following jaw-contact 
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.: 
U(u)__  
W 
Fig. 7. Potentially extremal rc-vertex pairs: U, W. The configuration U(uo), W is potentially extremal if the normal to U 
at uo passes through W. However, the configuration  the left fails grasp conditions and is therefore not extremal. 
condition to be extremal: that is, the jaws need to be able touch points S(u0), T(vo). This is so if and 
only if the two lines at S(uo), T(vo) perpendicular to the line joining the two points intersect no other 
point on the part boundary (only intersections with the same or adjacent features need be checked ue 
to convexity and therefore this can be implemented in constant time). See Figs. 7 and 10. 
Lemma 2. Given two features, an extremal contact configuration, if it exists, can be computed in 
O(1) time. 
3.2. Only O(n) feature pairs need be considered 
In this section we will show that for an algebraic (convex) part boundary P, only O(n) contact 
feature pairs exist and they can all be computed in O(n) time. For a feature (arc or vertex) S, let fl(S) 
denote the list of (clockwise ordered) features that form contact feature pairs with S. Thus, we need 
to show that ~ ]/3(S)] = O(n) and desire an algorithm that will compute all the/3(S) in O(n) time. 
Before we describe the algorithm, we need some notation and a lemma. A tangent o P at a vertex is 
simply a line that touches P at only the vertex and is generally not unique (unless the arcs intersecting 
at the vertex have parallel tangents there). Let A(S) denote the set of slopes of the lines tangent o 
(points in) S. Since P is convex, clearly A(S) is a single range of angles and the A(S) taken together 
are a partition of the space of planar angles [0, 27r). Every A(S) can be made nonempty and distinct 
from the others by assuming that arcs are open at both ends. 
Let p be some reference point chosen to the interior of P,  and let the angle subtended by an arc 
Si at p be cri. Let a list of features fl be termed consecutive if it is a sublist of the circular list 
[V0, So,  VI ,  S t , . . . ,  Vn-l,  Sn-1]. Thus, if fl is a consecutive list of features, then (.J tri, where i varies 
over the arc indices in /3, is a single range of angles. Let us denote this range of angles as a(/3). 
In a continuous range of angles, let the angles be ordered in increasing clockwise fashion: i.e., the 
minimum angle is the most CCW angle and the maximum angle is the most CW angle. 
Given m consecutive f ature lists/31,/32, • • • , /3m, they are well-ordered if the list of minimum angles 
from a(/31), O-( /32) , . . "  ,cr(/3rn) are in clockwise order; and the same holds for the list of maximum 
angles. 
Lemma 3. Let IS, T, U, . . . , W] be an arbitrary list of consecutive f atures from P. 
(1) S ~/3(S). 
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(2) /3(S) is consecutive. 
(3) /3(S), /3(T) are well-ordered. Also, /3(S), [3(T) have at most one feature in common. 
(4) /3(S), fl(T), ~(U) are well-ordered. 
(5) /3(S), /3(T), /3(U) . . . . .  /3(W) are well-ordered. 
Proofi (1) is clearly true of vertices. It is true for arcs from the assumption of "small" arcs made 
without loss of generality in Section 2.2 (Part assumptions) because then a distinct pair of parallel 
lines cannot be simultaneously tangent o S. 
At points defining a contact configuration, the tangents (locations of the jaws) are parallel. Consider 
points on P outside S (points outside S are sufficient because of (1)) that have tangents whose slope 
belongs to A(S). From convexity of P, this set of points is a continuous et. Thus t3(S), the list of 
features containing this set of points, is consecutive. This proves (2). 
/3(S), /3(T) are well-ordered iff neither ~r(t3(S)), tr(/3(T)) includes the other. Suppose the latter is 
not true: let cr(/3(S)) C ~r(/3(T)). This implies that any point forming a contact configuration with S 
also forms it with T. This violates A(S) and A(T) having no intersection. 
Suppose/3(S), t3(T) have two (or more) features in common. Since/3(S),/3(T) are well ordered, 
two common features include a vertex and an arc. Consider a point q on the arc infinitesimally close 
to the vertex. Because of (1) and (2), q forms a contact configuration with some point in S and some 
point in T. This implies that the slope of the tangent at q exists in both A(S) and A(T) which violates 
the fact that A(S) and A(T) are distinct. This completes the proof of (3). 
There are several cases to consider in (4), but all are similar in proof. We shall just consider one 
of them. Suppose the minimum angle of a(/3(U)) is less than that of cr(fl(T)) (they cannot be equal 
because otherwise one of these sets would include the other violating well-orderedness of/3(T), fl(U) 
which is true from (3)). Then because of well-orderedness of t3(T),/3(U), their maximum angles also 
have the same order. Consider the minimum angle in cr(/3(U)) and the maximum angle in cr(t3(T)). 
Neither belongs to the other's set. Let them be achieved at points qu, qT, respectively. That is, there is 
a point, call it pu in U forming a contact configuration with qu, and a point, call it PT in T forming a 
contact configuration with qT; and further, because of their relative placements, Pu, qu, qT, PT form 
a clockwise ordering which is impossible by convexity. This proves (4). 
Finally, (5) follows straight away from (4) by considering all (circularly) consecutive triplets of 
features. [] 
The above lemma leads to a simple algorithm for computing every/3(S). 
Explicitly compute /3(V0) by marching around the part once and checking for points that have 
tangents with slopes from A(V0). This can be done in O(n) time. Compute the other /3(S) in the 
order So, VI, S1 , . . . ,  Vn-1, Sn-I  by scanning the part in the clockwise order. This second step can be 
performed in O(n + ~ [fl(Si)l + ~ [/3(V/)I) time. Thus, from Lemma 3, we have that the algorithm 
runs in O(n) time. 
n S Lemma 4. y~i=o(I/3( i)l + ~ : O(n). 
Proof. Recall from Statements (2) and (3) of Lemma 3 that each/3(S) is consecutive and for adjacent 
features S and T, /3(S), /3(T) share at most one common feature. The proof goes through even if 
/3(S),/3(T) are not adjacent. 
158 A.S. Rao, K.Y. Goldberg /Computational Geometry 6 (1996) 145-168 
Therefore, consider the following notationally simpler problem. Given a circular list with n elements 
and n sublists H1,. • •, Hn, a sublist consisting of consecutive elements, such that no two sublists have 
more than one element in common. The goal is to show that n Y']i=l IHi[ = O(n). It is obvious that the 
lemma is proved if this is tree. 
To show that all the Hi have together O(n) elements, first remove all the Hi that have at most one 
element. Without loss of generality let these be the last n - j subsets. So now we have H1, H2,..., H i 
with at least two elements each and no two intersect in more than one element. This implies that no 
element exists in more than two sublists. Duplicate each element hat exists in exactly two sub- 
lists. Now no element exists in more than one sublist, so it is obvious that ~--~=1 [Hi[ ~< 2n. Also, 
n ~j+l [Hil <~ n- j .  [] 
Remark. A similar proof holds if the size of each Hi A Hj is required to be at most a constant c > 1. 
Then rather than duplication of elements, we may have to make up to O(c 2) copies of elements that 
repeat in more than one sublist. However, if the Hi were subsets rather than sublists (i.e., no ordering 
among the elements) then the total size of all the Hi can be O(n3/2). This is because the problem is 
identical to "how many edges can a bipartite graph with n vertices in each partition have, if it does 
not contain K2,c+l as a subgraph". Otfried Schwarzkopf pointed out to us that for c = 1, the answer 
is (~(n 3/2) edges. 
3.3. Examples 
Example 1. Our first example is a flint-stone- (or obelisk-) shaped part shown in Fig. 8. The three 
arcs p, q, r are all cubic parametric urves: 
Xp(u) =-3u+3u2+u3;  Yp(u) =9u+3u2-2u  3. 
Xq(u)=l+6u-3u3;  Yq(u)= lO-6u-9uZ+5u 3.
Xr(u) = 6u -- 3u2 + u3; Yr(u) =--3u+3u 2. 
The three vertices are P(4, 0), Q(0,0), R(1, 10). Clearly no vertex-vertex extrema are possible 
(they fail the grasp conditions). The only arc-arc extrema occurs when we consider the pair of arcs 
(p, q). The equations to be solved simultaneously for u, v (u is the parameter for arc p and v for q) are 
( -3  + 6 u + 3 u 2) ( -3  u + 3 u 2 + u 3 - 1 - 6 v + 3 v 3) 
+(9+6u-6u  2) (9u+3u 2 -2u  3 -10+6v+9v 2 -5v  3) =0;  and 
(6 - 9 v 2) ( -3  u + 3 U 2 q'- U 3 - -  1 - -  6 v + 3 v 3) 
+( -6 -18v+15v 2) (9u+3u 2 -2u  3 -10+6v+9v 2 -5v  3) =0.  
Maple V returns the (unique, for the range u,v E (0, 1)) solution: 
{u = 0.2475949490, v = 0.7090134540}. 
This corresponds to the points (-0.54,2.38) C p and (4.18, 3.00) ~ q. Second derivative checks 
may be applied to check that this pair of points defines a local minimum orientation. 
The only arc-vertex extrema occurs when we consider the arc-vertex pair r, R. The equation to be 
solved (u is the parameter for r) is 
(6 -6u+3u 2) (6u-3u  2+u 3 -1)  =- ( -3+6u) ( -3u+3u 2 -10) .  
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P 
,01 - R 
Fig. 8. An algebraic part made up of three arcs p, q, r and vertices P, Q, R. Its diameter function possesses a local 
maximum orientation of the vertex-arc type indicated by a dotted line (making angle -80 ,93  ° with the x-axis) connecting 
R with a point in r. The local maximum orientation is the orientation of the jaws when perpendicular to this line and is thus 
90 - 80.93 = 9.07 degrees. A local minimum orientation of the arc-arc (p, q) exists indicated by the dashed line (making 
angle 7.5 ° with the x-axis). The local minimum orientation, again the orientation of the jaws when perpendicular to this 
line, is 97.5 ° . 
Maple V returns the solution u = 0.593. This corresponds to the point (2.71,-0.72) E r. The 
extrema orientation defined by this point and R is a local maximum orientation. 
Thus the part has a single local maximum and a single local minimum orientation in its diameter 
function. Hence its grasp function consists of a single step. 
Example 2. Our second example is a boulder shaped part and, like the first, its boundary consists of 
three cubic parametric arcs. Its diameter function has a local maximum and local minimum, both of 
which are arc-arc extrema. See Fig. 9. 
Unfortunately, like the first example, this part too has no other extrema. See Fig. 10. The vertex-arc 
pair r, R results in the equation 
(6+ 12u-  18u 2) (6u+6uZ-6u 3) =-( -6+ 24u-  12u 2) ( -4 -  6u + 12u2 - 4u3) , 
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Fig. 9. A boulder-shaped part showing two extrema in diameter function: a local maximum at N 83” and a local minimum 
at = 16.5”. 
which has a valid solution u = 0.873 in the range (0, 1); this corresponds to the point (6.82, -0.75) as 
indicated in the figure. However, the orientation defined by this point and R( 1,2) is not an extremum 
in the diameter function because it fails the grasp conditions for extremality at R. A similar situation 
occurs for p, P. 
On the other hand, the arc-arc pair p, q and the other vertex-arc pairs result in equations that have 
no solutions in the required ranges. The vertex-vertex pairs all fail the grasp conditions for extremality. 
Fig. 10 verifies this for PQ. 
Example 3. As we have seen, the two parts in Examples 1 and 2 have single local minimum orienta- 
tions in [O, 7r). The grasp function for [0, 7r) therefore consists of a single step; the part will settle into 
this orientation (or 7r+ this local minimum) upon the first grasp. See Fig. 11 for a more interesting 
example. Its grasp function is in Fig. 12. 
From the Grasp Function given in Fig. 12, the algorithm in [33] computes this plan consisting of 
two grasp actions: the first at -57.4’ and the second at 0. With these two grasp actions, the part 
is oriented up to a symmetry of 7r, i.e., in one of two orientations separated by r. See Fig. 13. To 
orient the part into a unique orientation in S’, push grasp actions may be used. See Fig. 18. Both the 
squeeze grasp plan and the push grasp plans are of optimal length in that there exist no plans possible 
of shorter length that will orient the part up to symmetry beginning from any orientation. 
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Fig. 10. The same part as in Fig. 9 indicating two potential extrema configurations in diameter function. However, these fail 
grasp conditions and are therefore not extrema. 
...... ,,'" i : \ 
Fig. 11. An algebraic part having two maxima and minima in its diameter function. Its convex boundary is made up of four 
arcs: o, p, q, r and four vertices A , /3 ,  C, D. The arcs are cubic parametric curves as before. Both the maxima (rr/4, 3rr/4) 
are vertex-vertex type and indicated by dashed lines joining BD and AC. The minima (5.88 °, 108.91 °) are arc-arc type: 
dotted lines joining points in q, o and p, r. The grasp function is plotted in Fig. 12. 
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27> 
7 + 108.91 °
n + 5.88 ~ 
r(o) 
108.91 c
5.88 c 
U rrl4 '37r/4 ~ n+n/4 ;,r + 3rr/4 9,7T. 
0 
Fig. 12. Grasp function F for the part shown in Fig. 11. If 0 is the initial orientation of the part with respect o the gripper, 
F(0) denotes its orientation after the grasp. The grasp function has a period of symmetry re, i.e., F(re + 0) = re + F(O). 
Within a period of symmetry of width re, the grasp function has two steps corresponding to the two minima (and maxima) 
',© ;;3 ;© '©, 
in diameter function. 
C (3 q) 
Fig. 13. Top view of a two-stage plan for orienting the part in Fig. 11 into one of two orientations separated by rr. The part 
is shown with a "registration mark" to help indicate orientation. Four traces of the plan (running from top to bottom) are 
shown. Note that the part's initial orientation is different in each trace (top of each column): in world coordinates, they are 
0, 90, 40, 180 degrees. The gripper is oriented at -57.4 ° in the first stage; thus the orientations of the parts with respect o 
the gripper are 57.4, 147.4, 97.4, 237.4. Thus the final orientations of the parts after the first grasp action, with respect o the 
gripper are (from the grasp function in Fig. 13): 108.91,185.88, 108.91,288.91. Now, for the second stage, the jaws turn by 
+57.4 ° to come into orientation 0 in world coordinates. Thus the parts are now at orientations 51.51,128.48, 51.51,231.51 
with respect o the gripper (and in world coordinates ince the gripper is at orientation 0 with respect o the world frame). 
The second grasp thus results in the part going into orientations (from grasp function): 108.91,108.91,108.91, 180 + 108.91. 
The first and fourth columns are 180 degrees out of phase with respect o each other at all times. 
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4. Conclusion 
In this paper we have presented an optimal algorithm for computing the (squeeze) grasp function 
of an part bounded by algebraic urves. Together with the algorithm in [33], this results in a complete 
algorithm to orient algebraic parts, given their boundary representation, up to symmetry in their 
diameter functions. 
Diameter functions were seen to have a period of symmetry at most 7r. Therefore squeeze-grasp 
plans constructed from diameter functions can orient parts into two orientations separated by 7r. Push- 
grasp plans could be used to uniquely orient most parts. This is because they work with an analogue 
to the diameter function called the radius function which generally has a period of symmetry 27r. 
Push-grasps, which also relax the assumption of simultaneous contact of the two jaws with the part, 
are discussed in Appendix A. As an example of a push-grasp lan, see Fig. 14. 
The examples we presented (Section 3.3) were implemented using the Computer Algebra package 
Maple V [6]. When they existed, solutions to 5th degree simultaneous equations were obtained in a 
couple of seconds or less on a Silicon Graphics "Indigo" workstation. Maple would report nonexistence 
of a solution in about five seconds. Thus, the total computation for each of the examples was well 
under a minute. 
Most industrial parts, however complicated their algebraic shape, tend to have few extrema in 
their diameter and radius functions. This leads to grasp functions of low complexity and short plans 
showing the effectiveness of our approach. We are currently working on grasp functions and planning 
algorithms to orient 3D parts initially resting on a flat surface using a two-fingered gripper. 
/ -  
Fig. 14. Four traces of 3-step ush-grasp plan. The push angles are O, -56, -128 degrees. Line with arrow indicates pushing 
jaw. The initial orientations for the four traces are the same as those in Fig. 4. Notice the final orientations i  both figures. 
Initial orientations that are 180 ° apart (see the first and fourth columns inFig. 4), end up 180 ° apart in Fig. 4 (squeeze-grasp 
actions). However, in this figure, they end up in the identical orientation. Push-grasping resolves the ambiguity. 
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Appendix A. Radius function and push grasping 
Diameter functions have period at most rr which implies that the best we can achieve by a sequence 
of squeeze grasps is one of two final orientations in S 1. To obtain a unique final orientations, push 
grasp actions may be used.1 As identified by Brost [4] a push grasp action consists of a push phase 
by one jaw towards the other prior to squeezing. Thus, in addition to having periods 2rr (generally), 
push grasps are easer to justify mechanically than squeeze grasps which require simultaneous contact 
of the two jaws with the part. 
A push grasp action requires a sufficient pushing distance [29] and the location of the part's center 
of mass (com). The mechanics of the push phase is captured by the push function defined below [24]. 
The distance from the part's com to a line in orientation 0 tangent to the part varies with 0. Define 
the radius function, r: S t --+ R+, to record this variation, i.e., r(0) equals the distance from the com 
to a tangent line of orientation 0. From Mason [24] and Brost [4], analogous to Fact 1, we get Fact 2. 
Fact 2. Pushing minimizes radius. 
Thus, to compute the push function, we need the extrema in the radius function. This may be done 
in a manner similar to finding extrema in diameter function. In fact it is simpler. The only events to 
consider are corn-arc and com-vertex events. For the former simply set up the equation as in Eq. (2) 
replacing the coordinates of W by the coordinates of the com. This gives us points on the arc the 
normal at which passes through the com. Com-vertex events can be maxima in radius function or end 
points of regions of constant radius, or not extrema. Simple tests may be applied for each case. The 
push function can therefore also be computed in O(n) time. See Figs. 15 and 16. 
The push grasp function, which maps an initial orientation to the corresponding final orientation 
after the push and squeeze phases, is simply the composition of the squeeze grasp function and the 
push function because: 
Fact 3. Push-grasping first minimizes radius, and subsequently diameter. 
Since the push function and squeeze grasp function consist of O(n) steps and ramps, and can each 
be computed in O(n) time. 
Theorem 2. The push grasp function of an algebraic part with n arcs can be computed in O(n) time. 
1 This is because push grasp functions usually have period 27r rather than 7r. However in pathological parts (very symmetrical 
parts with perfectly symmetrically positioned center of mass), push grasp functions can have period less than 2rr. 
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Fig. 15. Radius function extrema nalysis on the same algebraic part as in Fig. 11. Its center of mass (com) M is assumed 
to be at point (3,3) indicated by a special symbol in the figure. There are eight extrema, four local maxima and four local 
minima in the radius function. The local minima are at 0, 90, 190.24, 301.35 degrees and local minima configurations are 
indicated by dotted lines originating at the corn (again, the orientation is that of the jaw perpendicular to these dotted lines). 
The jaw positions for the 0 and 190.24 configurations are shown in the figure. The local maxima indicated by dashed lines 
are at 45, 135, 260.35, 315 degrees. Note that orientation 225 (corresponding to MD) is not an extremum. Based on this 
data, the push-function may be readily constructed. (See Fig. 16.) 
27r- 
301.35  ~ 
190.24  ° 
Push 
FunctioI 
90 ° 
45 ° 260 .35  ° 315  ° 27" [ "  
I 
135 ° "7[" 
0 
Fig. 16. Push function: S 1 - -+  S 1 for the part shown in Fig. 15. It consists of four steps (the first and the last step are part 
of the same step). 
166 A.S. Rao, K.Y. Goldberg /Computational Geometry 6 (1996) 145-168 
365"88° 27]- 
288.91 °
185.88 °
Push Grasl  
Function 
108.91 °
5.88 ~ 
0 
I I 
45" 135 ° 7i" 260.35 ° 315 ° 27 l -  
0 
Fig. 17. The push-grasp: S 1 ---} S 1 function for the same part. It is simply the composition of the (squeeze) grasp function 
(Fig. 12) and the push function (Fig. 16). 
CO O C 
Fig. 18. Top view of a four-stage plan for orienting the part in Fig. 15 into a umque orientation using push-grasp actions. 
Four traces are shown, one per column. The initial orientations of the part (top of each column), as in the squeeze grasp 
plan (Fig. 13), are 0, 90, 40, 180 degrees in world coordinates. The first push grasp action is at 67 degrees. Arrows indicate 
the pushing jaw. The other three are at 17, -40,  and -80  degrees. This sequence of push grasp actions orient the part into 
orientation 106 degrees irrespective of its initial orientation. Note that while the first and fourth columns begin 180 degrees 
apart here they end up in the same orientation (compare with Fig. 13). 
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See Fig. 17. The push grasp function can be input to the algorithm given in [33] to produce a push 
grasp plan to orient a part up to symmetry in the push grasp function (which is usually of period of 
27r). See Fig. 18 for an example push grasp plan. 
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