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 The primary goal of human locomotion is to translate the body from point 
A to point B, but humans must have the variability and stability to adapt and 
recover from constraints they may encounter. The overarching aim of this 
dissertation was to investigate how constraints arising from external factors (i.e., 
military load carriage and speed) and internal factors (i.e., hip pain) affect 
kinematic variability and local dynamic stability of gait. In study 1, I focus on 
using traditional biomechanical measures to investigate if females and males use 
different gait mechanics when carrying military-relevant loads, as females and 
males are known to use different mechanics when walking with no load. In this 
study, I found that females and males do use different gait mechanics when 
walking with military-relevant loads. Females make kinematic adaptations at the 
ankle and knee while males make kinematic adaptations at the hip. The 
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differences in adaptations between females and males may be related to 
females’ greater risk of injury when carrying load. In study 2, I used the same 
cohort to investigate how military-relevant loads affect the kinematic variability 
and local dynamic stability of gait. I found that kinematic variability and local 
dynamic stability were similarly affected by load. Participants had greater 
kinematic variability and decreased local dynamic stability when carrying loads, 
which may indicate an increased risk of falling while carrying load. I also found 
that local dynamic stability increased with increased walking speed at all loads in 
the mediolateral and anteroposterior directions. However, decreased stability 
was detected in the vertical direction, which may require increased energy 
expenditure. The results of this study indicate that walking faster with increased 
loads may be more stable, but less energy efficient. In study 3, I investigated the 
how kinematic variability and local dynamic stability were affected in individuals 
with hip pain and a history of developmental dysplasia. I found that kinematic 
variability and local dynamic stability were not similarly affected in these 
individuals. I found that kinematic variability was greater in individuals with hip 
pain compared to healthy controls, but there was no difference in local dynamic 
stability between groups. The overall finding of this dissertation is that the 
relationship between kinematic variability and local dynamic stability may be 
dependent on the factor investigated.   
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The primary goal of human locomotion is to translate the body from one 
point to another.1 One must also have the variability to adapt to different 
constraints and have the stability to recover from perturbations. Humans 
inherently have multiple degrees of freedom through which they produce an 
infinite number of coordinated movements to complete a given task (i.e., gait).2,3 
In a most basic mechanical system, constraints placed on the system would 
decrease variability by reducing the degrees of freedom or limiting the 
combination of movements that result in successful completion of the task. 
Perturbations, on the other hand, would push the system away from a desired or 
optimized path and require a correction to complete the task. The stability of the 
system comes into play when trying to correct back to the desired or optimized 
path.4 
In the human body, the interaction of and redundancy between the 
neuromuscular and musculoskeletal systems may influence the variability and 
stability of human movement in the presence of different types of constraints 
and/or perturbations (i.e., factors).5 In the case of gait, these factors can be 
external (i.e., happening in the environment) or internal (i.e., happening within the 
body).4 External factors may include walking on a narrow path, in a cluttered 
environment, on a slippery surface or while carrying a load, while internal factors 
may arise from pain, aging, structural variation, or pathology.  
 
2 
Typically, gait movements are quantified using discrete measures such as 
the average of spatiotemporal measures and peak joint mechanics. Researchers 
then use this quantification to describe human movement and determine 
differences between groups or conditions. Discrete measures, however, only 
quantify average mechanics. It is becoming increasingly clear that these 
measures are not optimal for quantifying overall function.6 For example, it is 
known that males and females use different average gait mechanics7,8 and that 
these differences may be due to differences in underlying bony structures.7,9 
Researchers have determined that soldiers alter their average gait mechanics 
when carrying heavy loads,10–19 and these heavy loads also increase stress on 
the musculoskeletal system.20 Quantifying discrete measures may help highlight 
mechanisms which contribute to musculoskeletal injury due to differences in sex, 
bony structures, or carrying load. However, these measures do not directly 
measure the stability or variability of gait.  
Traditionally, linear measures of variability have been applied to kinematic 
parameters to quantify gait stability.21–23 These measures include the standard 
deviation (SD), coefficient of variation (CV) and root mean square (RMS) of 
kinematics and are referred to as ‘kinematic variability.’24 In this use, variability 
and stability are thought to be inversely related,25 and increased variability is 
associated with increased risk of falls.21,22,25 While kinematic variability may give 
important insight into the risk of falling, there is little evidence that variability 
determines stability.24,26 Additionally, these linear analyses assume that each 
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data point is independent of all other data points. This assumption would indicate 
that strides happen independently and that each stride is not connected to the 
ones happening before or after it. However, strides during gait are not 
independent, and the locomotor system has some predictive behaviors that 
evolve and change over time.6,26,27 Some researchers have referred to this time 
dependence as the temporal structure of the locomotor system, which is not 
evaluated when using linear statistics of variability.25,26 
Nonlinear methods developed to study the underlying structure of 
mechanical systems can also be used to quantify the temporal structure of 
human movement variability.25 Figure 1 illustrates how linear methods and 
nonlinear methods quantify different aspects of a system. In this figure, three 
times series are presented: a periodic sine wave (Figure 1a), a chaotic system 
with deterministic behavior (Figure 1b), and a randomly generated time series 
with a uniform distribution (Figure 1c). All three time series have the same mean, 
standard deviation, and variance, but the structure of each time series is 
different. This difference is further illustrated when examining each time series in 
a two-dimensional state space plot, where the original time series (x(t)) is plotted 
against its time delayed copy (x(t+τ)) (Figure 1). Plotting the time series in this 
way allows us to visualize the underlying structure of the time series.28,29 
One way to quantify the stability (or instability) of the underlying structure 
is to calculate the maximum Lyapunov exponent of the time series, which 
quantifies the rate at which nearby trajectories diverge over time after a small 
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perturbation.26,30 In this example, we see that the maximum Lyapunov exponents 
do differ between the time series. Here larger exponents indicate trajectories that 
are diverging more quickly, indicating that the system is less stable. When 
applied to gait, the maximum Lyapunov exponent quantifies the ability of the 
person to attenuate and recover from small perturbations arising from internal or 
external factors,4 and is referred to as ‘local dynamic stability.’31 The use of the 
maximum Lyapunov exponent (also known as the local divergence exponent) is 
becoming a popular method to quantify gait stability,32 and decreased local 
dynamic stability (larger exponents) during gait is associated with increased risk 
of falls.33–35 
When nonlinear tools to quantify gait stability first came into use, they 
were thought to be superior to using linear measures of variability. However, 
recently there is growing caution that nonlinear and linear measures quantify 
different aspects of gait behavior25,27 and that each may be useful. Specifically, it 
has been suggested that linear measures of variability (i.e., kinematic variability) 
quantify the ability of the system to perform a task successfully under different 
individual and environmental constraints, whereas nonlinear measures of stability 
(i.e., local dynamic stability) quantify the ability of the system to recover following 
a perturbation.36,37 Therefore, the overarching aim of this dissertation was to 
examine how kinematic variability and local dynamic stability are affected by 
external and internal factors.  
The external factor investigated was carriage of military-relevant loads in 
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young, healthy males and females. As males and females are known to have 
different gait kinematics, I first investigated differences between males and 
females during military-load carriage (Study 1). Using the same cohort, I also 
investigated the kinematic variability and local dynamic stability of gait with 
military-load carriage (Study 2). This research addresses gaps within the current 
military-load carriage research including understanding sex differences and the 
kinematic variability and local dynamic stability of military-relevant load carriage 
during gait.  
The internal factor investigated was the presence of hip pain in individuals 
with a history of developmental dysplasia of the hip (Study 3). While it has been 
determined that individuals with hip pain and/or structural variation use different 
average gait mechanics than individuals without hip pain,38–43 no studies have 
investigated kinematic variability or the local dynamic stability in this population.  
By examining the effects of both external and internal factors on kinematic 
variability and local dynamic stability, the studies in this dissertation may provide 
insight in to whether or not linear and nonlinear measures describe different 
aspects of gait behavior. Studies 1 and 3 also further our understanding of gait 
adaptations in individuals at increased risk for or currently with musculoskeletal 






Figure 1: The first column contains three different time series with 3480 data points: a) a 
sine wave [11sin(3t/4)], b) a time series generated from the Lorenz attractor, and c) a 
randomly generated time series with uniform distribution. The second column contains a 
2-dimensional plot for each time series with the original time series [x(t)] plotted against 
its lag-1 time-delayed copy [x(t+τ)] (a: τ=225, b: τ=20, & c: τ=4). The third column 
contains the mean and standard deviation (SD) of the time series shown in panels a, b, 
and c, and the maximum Lyapunov exponent (λ) computed from the reconstructed state 




STUDY 1: Females and males use different gait mechanics in response to 
military-relevant symmetric torso loads. 
 
ABSTRACT 
Background: Females now have access to all combat positions within the US 
Armed Forces, some of which require heavy load carriage. Females are known 
to use different gait mechanics when walking without added loads, yet research 
investigating the differences in gait mechanics of females and males carrying 
military-relevant loads is lacking.  
Purpose: The purpose of this study was to determine if females and males use 
different gait mechanics in response to wearing standardized symmetric loads 
that are militarily-relevant.  
Methods: Fifteen females and fifteen males participated in the study. Participants 
walked on a treadmill for two minutes at a constant speed (1.35m/s) under three 
load conditions (unloaded: 1.71 kg, medium load: 15 kg, heavy load: 26 kg). 
Spatiotemporal variables, kinematic variables of the trunk, pelvis, and lower 
extremity, and kinetic variables of the lower extremity were calculated in the 
sagittal and frontal planes for all strides.  
Results: Participants took on a more flexed posture in the sagittal plane when 
walking with load, and made both kinematic and kinetic adaptations in the frontal 
plane with load. Females made kinematic adaptations at the knee and ankle with 
load that decreased the effect of load on hip joint moments normalized to total 
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mass, while males made kinematic adaptations at the hip that kept joint moments 
at the hip constant.  
Conclusion: The differences in these strategies may increase the risk of injury in 
females during load carriage. This study is the first to report on frontal plane 
kinematics and kinetics in the same population. The adaptations found in the 
frontal plane suggest that even though walking is a sagittal plane motion, frontal 





Load carriage is considered an essential military task during both training 
and operations. The U.S. Army recommends load limits based on mission length 
and organizes them into three groups: a fighting load (22 kg), an approach march 
load (33 kg), and an emergency approach march load (55 kg). However, these 
limits have not been updated since 199044 and are often exceeded in practice.45 
In some combat positions, soldiers are expected to carry well over the 55 kg limit, 
even in approach march situations, and in recent conflicts the average load 
carried across all positions was 45 kg per mission.45  
Many studies have investigated the effects of load carriage on gait 
mechanics. The majority of these studies have found that increasing load affects 
spatiotemporal,10–13,15,46–49 kinematic,10,13–16,19,46,47,50 and kinetic11,17,48,51–56 gait 
patterns. Additionally, magnitude15,16,55 and distribution19,51 of load, as well as 
walking speed16,54,57 can alter these effects. Typically, studies that focus on 
military applications use standardized loads,13,16,50,56,58–60 but some have used 
loads relative to body mass.11,47,55,57 While using loads relative to body mass 
reduces an effect of body size, soldiers will bring what is required for the mission 
without regard for differences in their body mass.44,45,61 When a load is 
distributed posteriorly, like when carried in a backpack, trunk flexion increases 
more than similar loads distributed symmetrically on the front and back,11 yet 




One universal effect of carrying load is the increase of ground reaction 
forces (GRF),11,13,16,47,48,56,60 which increases stress on the musculoskeletal 
system during gait.20 As such, load carriage is associated with lower extremity 
musculoskeletal injuries.62–64 A recent 6-month survey of two infantry battalions 
found that 23% of all musculoskeletal injuries were due to road marching, where 
the average load carried was 20 kg.63 Female soldiers have been found to have 
a 2-times greater risk of incurring a musculoskeletal injury than their males 
counter parts during training,65,66 yet the majority of research investigating how 
heavy load carriage affects gait mechanics has focused on male participants.11–
13,15–17,19,49,53,56,67  
There is limited research comparing the gait mechanics of adult males and 
females when walking with militarily-relevant loads.10,47,50 Only one study found 
systematic differences between males and females, when using standardized 
loads up to 50% of females average body mass, but it did not investigate kinetic 
patterns.10 More recently, Krupenevich et al.50 found an interaction of load by sex 
at the trunk: females increased trunk flexion more than males when walking with 
a 22 kg posterior load (~32% of female body mass), but there were no 
differences in sagittal plane joint moments. In contrast, Silder et al.47 found no 
interactions of load-by-sex or differences in sex in sagittal plane kinematics or 
kinetics when walking with relative symmetric loads up to 30% of body mass. 
Both studies suggested that using heavier standardized loads may elicit more 
load-by-sex interactions. This area of research is increasingly important as all 
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combat positions in the US Armed Forces are now open to females,68 including 
positions that require heavy load carriage. 
Research involving females is warranted and certain gaps should be 
addressed. First, in the US Army females are required to carry the same load 
even though females are shorter and lighter than males, leading to an increased 
percent relative load to body mass for females.69 Therefore, biomechanical 
differences found between sexes may be due to body mass differences and not 
sex differences.50 No study has reported how standardized loads change gait 
kinematics in females and males while also controlling for body mass. 
Additionally, there is a lack of load carriage studies that consider kinematic and 
kinetic gait changes outside the sagittal plane. While walking has greater 
excursions in the sagittal plane, changes in frontal plane mechanics may be 
important to understand differences between sexes. For example, females are at 
increased risk of frontal plane musculoskeletal injuries, such as femoral neck 
stress fractures that can occur during marching.70 
Given that females have greater access to combat positions that require 
heavy load carriage and are at increased risk of musculoskeletal injury, research 
is needed to determine if females and males respond differently to load, 
regardless of body size (mass or height). Therefore, the purpose of this study is 
to determine if females and males use different spatiotemporal, kinematic, and 
kinetic patterns during gait in response to wearing standardized symmetric loads 
 
12 
that are militarily-relevant. I hypothesize that females will respond differently to 
increased load than males even when body size is accounted for. 
METHODS 
Participants 
Fifteen females (mean±standard deviation (SD) age: 26.07±5.09 yrs, 
height: 1.65±0.08 m, mass: 67.79±9.35 kg) and fifteen males (age: 26±4.83 yrs, 
height: 1.78±0.08 m, mass: 79.82±9.11 kg) participated in the study (Table 1). 
Participants were recruited through postings and word of mouth, as well as from 
the Boston University Army Reserve Officer Training Corp (ROTC) Detachment. 
To be included, participants needed to be between the ages of 18 and 40 years 
old, report either having experience walking for at least 30 minutes with loads 
greater than 9.09 kg without injury or were currently engaging in strenuous 
exercise at least 3-times per week (that included a strength training component). 
Participants also had to report that they would feel comfortable walking on a 
treadmill while carrying a load. Exclusion criteria included having a history of 
neck, shoulder, back, or lower extremity surgery; lower extremity or pelvic stress 
fractures; any neurological, movement, or motor control disorder; current or 
recent (within the last month) pain causing them to alter their exercise routine; or 
cardiac or respiratory problems related exercise.  
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This study was approved by the Institutional Review Board of Boston 
University. All participants provided written informed consent prior to 
participation. 
Experimental Protocol and Setup 
All participants completed a series of questionnaires including the UCLA 
Activity Score and demographic information. Prior to data collection, body fat 
composition was determined using an American College of Sports Medicine 
(ACSM) recommended 3-site skinfold technique (female: triceps, abdominal, and 
supra-iliac crest; male: triceps, chest, and subscapular).71  
Participants wore tight-fitting shorts, shirt, and their own exercise shoes. 
Throughout data collection, the participant wore a weight vest (V-Force Short 
Vest Weightvest.com Inc. Rexburg, ID; Figure 2) that could be symmetrically 
loaded with 1.14 kg cast iron weights.  
Thirty-reflective spherical markers (14mm diameter) were placed over the 
following anatomical landmarks: acromion processes, spinous process of the 
seventh vertebrae (C7), superior aspect of the iliac crest, anterior superior iliac 
spines (ASIS), sacrum (mid-point between the posterior superior iliac spines), 
greater trochanters, lateral and medial femoral epicondyles, lateral and medial 
malleoli, calcaneus, and first and fifth metatarsal heads. Four additional markers 
were placed on the pelvis to track pelvis motion accurately. Plastic shells that 
have four non-collinear markers each were positioned laterally over the thighs 
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and shanks (Figure 3).72 Following marker placement, a static standing 
calibration trial was recorded with the participant standing on an instrumented 
treadmill (Bertec Corporation, Columbus, OH), with the weight vest unloaded. 
This trial was used to create an eight-segment participant specific model and 
calculate the unloaded mass of the participant. This marker setup and model 
definitions have been previously used to quantify trunk, pelvis, and lower 
extremity kinematics73 and lower extremity kinetics.74 
All participants completed three two-minute walking trials on a split-belt 
instrumented treadmill at a constant speed under three load conditions. Given 
that the effects of load are altered by magnitude, distribution, and walking speed 
the following considerations were made. 
Magnitude: Absolute loads, rather than relative body mass loads were selected 
because of their military-relevance.44 The three load conditions were 1) 
unloaded, with no load added to the weight vest (~1.7 kg); 2) a medium load, with 
12 cast iron weights added to the vest (~15 kg); 3) a heavy load, with 6 additional 
weights via a smaller vest was added to the weight vest (~26 kg). The load 
conditions were selected to mimic typical loads carried in fighting load and 
approach march load situations. Army doctrine recommends that a fighting load 
not exceed 22 kg and the approach march load not exceed 33 kg. However, 
these loads include mass added from equipment (i.e., helmet, boots, and 
weapon) not carried on the torso and that were not worn in this study. The 
average load of these items worn during testing is ~7.3 kg.75 Therefore, 7 kg was 
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subtracted from the fighting load and approach march load limits to represent the 
medium load (15 kg) and the heavy load (26 kg), respectively. Previous research 
has also suggested that loads less than 30% of body weight (BW) are not 
sufficient to elicit differences between males and females during walking.47,50  
Distribution: Symmetric loads rather than posterior loads were used to maintain 
the whole system center of mass (COM) location in the anteroposterior (AP) 
direction across conditions. Posterior backpack loads shift the COM forward, 
increasing trunk lean. Keeping the AP COM location constant allows for the 
consequences of load to be examined rather than the changes in trunk lean.17 
For each participant, the weights were placed in the same configuration to 
ensure distribution remained constant between participants.  
Speed: A constant speed of 1.35 m/s was used for all conditions instead of the 
preferred walking speed to control for the biomechanical effects associated with 
changes in speed.57,76 This speed was also selected based on recommended 
standard march rate during military foot marches.44 
Load configurations were presented in a Latin square randomized order. 
For each configuration, participants became accustomed to walking with the 
loaded weight vest by walking at least 5-times around the room at a preferred 
speed. An additional standing trial was collected with each load, prior to the 
treadmill walking trial, to calculate total mass. In between each walking trial, 
participants were given at least two minutes of rest to reduce fatigue. During the 
 
16 
walking trials, participants were asked every minute to report a rating of 
perceived exertion (RPE). Specifically, I used Borg’s RPE 6-20 scale,77 in which 
‘6’ refers to ‘Zero Exertion’ and ‘20’ refers to ‘Maximal Exertion.’ This feedback 
was used to ensure that participants were not becoming fatigued during testing. 
Testing was stopped if a rating of ‘14’ or greater was reported, which never 
occurred during testing (Table 1). 
Data Acquisition 
Marker data were collected using a motion capture system (Vicon Motion 
Systems Ltd, Centennial, CO) sampling at 100 Hz, while walking on a split-belt 
instrumented treadmill (Bertec Corporation, Columbus, OH). Ground reaction 
force data were collected at a sampling rate of 2000 Hz and were used to 
determine gait events. Recording began once the treadmill reached the selected 
speed. Marker data (kinematic) were labeled and gaps were filled using Vicon 
Nexus (v2.0, Vicon Motion Systems Ltd, Centennial, CO). Visual3D (v6, C-
Motion, Inc. Germantown, MD) was used to process kinematic and force data, 
derive segment and joint angles and kinetics and calculate spatiotemporal 
measures.  
Marker trajectories were filtered using a low-pass, fourth-order Butterworth 
filter with a cutoff frequency of 6 Hz.78 Joint angles of the hip, knee, and ankle 
were determined with respect to the proximal segment. Segment angles of the 
pelvis and trunk were determined with respect to the lab coordinate system. Joint 
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and segment angles were calculated using a Visual3D hybrid model with a 
Cardan X-Y-Z (mediolateral, anteroposterior, vertical) rotation sequence.79 The 
model consisted of eight rigid segments: a trunk, a pelvis, right and left thighs, 
right and left shanks, and right and left feet. The CODA model was used to define 
the pelvis segment and predict hip joint centers.80 Body segment kinematics, 
mass, inertial properties81 and ground reaction force data from the treadmill were 
used to perform inverse dynamic analysis and calculate lower extremity joint 
moments. For the loaded conditions, mass properties of the trunk were modified 
to account for the additional load. Specifically, the mass of participant in the 
unloaded condition was subtracted from the total mass of each loaded condition 
to determine the additional load. The additional load was then added to the trunk 
segment for the loaded models only. The inertial properties of the trunk segment 
were not changed as the load was distributed symmetrically. Mass and inertial 
properties of the remaining segments were unchanged. This technique ensured 
that the load added to the model was only added to the trunk segment and not 
distributed across all segments.  
Data Analysis 
Spatiotemporal variables: I used Visual3D to calculate spatiotemporal variables 
including double support time (%stride), stance time (%stride), step length, stride 
length and step width. Double support time was calculated by the proportion of 
time spent with both feet on the ground during each stride (right heel strike (RHS) 
to left toe off (LTO) plus left heel strike (RHS) to right toe off (RTO)/cycle time). 
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Stance time was calculated by the proportion of time the foot was on the ground 
(RHS to RTO/cycle time). Step length was calculated as the distance between 
HS of one foot to the HS of the contralateral foot (right step length: from LHS to 
RHS). Stride length was calculated as the distance between ipsilateral heel 
strikes (right stride length: from RHS to RHS). Step width was calculated as the 
perpendicular distance between foot progression vector of one foot at heel strike 
to the foot progression vector of the contralateral foot (right step width: from LHS 
to RHS). All spatiotemporal variables were exported for further analysis. Step 
length, stride length and step width were normalized to body height reduce the 
effect of body size.47 
Kinematic Variables: Segment and joint angles were normalized to stride (101 
points) in Visual3D and exported for further analysis. A custom MATLAB (v2017, 
The Mathworks Inc. Natick, MA) was used to extract variables of interest both 
during the stance phase only and across the gait cycle (stride). Stance phase 
was determined using the participant specific mean stance time (%stride) of each 
walking trial. At the trunk, variables of interest included: sagittal plane excursion 
and peak angles during the stance phase and frontal plane excursion and peak 
angles across the gait cycle. At the pelvis, variables of interest included: sagittal 
plane excursion and peak angles across the gait cycle; and frontal plane 
excursion across the gait cycle and peak pelvic drop during stance. At the hip, 
variables of interest included: sagittal and frontal plane excursion and peak 
angles across the gait cycle. At the knee, variables of interest included: sagittal 
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plane excursion and peak angles across the gait cycle, as well as peak flexion 
during early stance (0-30% of stride); and frontal plane excursion and peak 
abduction across the gait cycle and peak adduction during stance. At the ankle, 
variables of interest included: sagittal and frontal plane excursion and peak 
angles across the gait cycle and peak ankle inversion during stance. 
Kinetic Variables: Joint moments of the hip, knee, and ankle were normalized to 
stride (101 points) in Visual3D and exported for further analysis. A custom 
MATLAB (v2017, The Mathworks Inc. Natick, MA) was used to extract variables 
of interest during the stance phase. Stance phase was determined by the same 
method as for kinematic variables. Variables of interest included peak hip, knee, 
and ankle moments in the sagittal and frontal planes. Joint moments were 
normalized to mass in two ways: 1) using the participant’s mass in the unloaded 
condition (body mass (BM) normalized) and 2) using the participant’s total mass 
for each condition (total mass (TM) normalized).74 
Statistical Analysis 
To separate the effects of sex effects from effects of mass, it seems 
pertinent to control for mass when investigating sex effects. Therefore, the 
statistical approach was different for variables that were not normalized than 
variables that were normalized to body size (height or mass).  
Not Normalized Analysis: Variables not normalized to body size included: double 
support time, stance time, and kinematic angles. I used a 3x2 mixed design 
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analysis of co-variance (ANCOVA) with sex as a between subject factor, load as 
a within-subject factor, and unloaded body mass as a covariate. I used this 
analysis to test for the main effect of sex and ran an additional analysis of 
variance (ANOVA) to test for the within-subject main effect of load and the 
interaction of load-by-sex.82 For significant interaction effects detected by the 
ANOVA, additional post-hoc testing was performed. A repeated measures 
ANOVA was performed for each sex with load as the within-subject factor. Least 
significant difference (LSD) pairwise comparisons were used to detect 
differences between loads if the main effect for load was significant. A separate 
univariate ANCOVA was performed for each load with sex as a between subject 
factor and unloaded body mass as a covariate. If significant interactions were 
detected, main effects of load and sex were not interpreted.  
Normalized Analysis: Variables that were normalized to body size included: step 
length, stride length, step width and peak joint moments. For these variables, I 
used a 3x2 mixed design ANOVA with sex as a between subject factor and load 
as a within-subject factor. For significant interactions of load-by-sex additional 
post-hoc testing was performed. A repeated measures ANOVA was performed 
for each sex with load as the within-subject factor. LSD pairwise comparisons 
were used to compare differences between loads if the main effect for load was 
significant. A separate univariate ANOVA was performed for each load with sex 
as a between subject factor.  
For all analyses, data from the dominant foot was used. Foot dominance 
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was determined by asking the participant which foot they would use to kick a ball. 
An a prior alpha level set to p < 0.05 was used to determine significance. All 
statistical analyses were performed using SPSS 24.0 (IBM Corp., Chicago, IL). 
RESULTS 
Participants 
As expected, females were significantly lighter, shorter, and had greater 
body fat percentages than males (Table 1). There were no differences in age, 
body mass index (BMI), activity level, or maximum RPE reported during any 
condition between sexes. The medium and heavy load conditions were on 
average 19.3% and 36.8% of body mass for females compared to 16.8% and 
30.6% for males (Table 2). The increase between the loaded conditions was 
17.6% for females and 13.8% for males.  
Interaction of Load-by-Sex from ANOVA 
There were no significant interactions of load-by-sex for any 
spatiotemporal measure. 
There were significant kinematic interactions of load-by-sex at the trunk, 
pelvis, hip, knee, and ankle and a significant kinetic interaction of load-by-sex at 
the hip. 
Trunk (Table 4, Figure 4): There was a significant interaction for peak 
contralateral flexion in the frontal plane (p = 0.043). Post-hoc tests did not detect 
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any differences for females (p = 0.086) or males (p = 0.998) across loads, and 
there were no significant differences between females and males at any load 
when controlling for body mass.  
Pelvis (Table 4, Figure 5): Significant interactions were detected in frontal plane 
excursion (p < 0.001) and at peak pelvic drop (p < 0.001). Males had greater 
frontal plane excursion (p < 0.001) and drop (p < 0.001) with each increasing 
load. Compared to the unloaded condition, males had 0.6° more excursion (p = 
0.006) and 0.3° more drop (p = 0.007) in the medium condition and 1.0° more 
excursion and 0.7° more drop (p < 0.001) in the heavy load condition. Compared 
to the medium condition, males had 0.5° more excursion (p < 0.001) and 0.3° 
more drop (p < 0.001) in the heavy condition. In the unloaded condition females 
went through 3° more frontal plane excursion (p = 0.006) and had 2.5° more 
peak drop (p = 0.047) than males, but there were no differences between sexes 
with added load. 
Hip (Figure 6): Significant interactions were detected in frontal plane excursion 
(Table 5, p = 0.001), at peak adduction angle (Table 5, p = 0.013), and peak 
abduction moment normalized to total mass (Table 7, p = 0.007). In males, 
frontal plane excursion (p = 0.002) and peak adduction angle (p = 0.004) was 
greater with load. Compared to the unloaded condition, frontal plane excursion 
for males was greater in the medium (0.6°, p = 0.012) and heavy load condition 
(1.1°, p = 0.002). Excursion was also greater in the heavy load condition 
compared to the medium load condition (0.4°, p = 0.004). Compared to the 
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unloaded condition, peak adduction for males was greater in the medium (0.4°, p 
= 0.03) and heavy (0.6°, p = 0.003) load conditions. In the unloaded (p = 0.015) 
and medium load (p = 0.036) conditions females had 4.5° and 3.0° more peak 
adduction than males, respectively. In females, the peak hip abduction moment 
normalized to total mass decreased with each increase in load (p < 0.001). 
Compared the unloaded condition, the peak abduction moment was 4.5% less in 
the medium load condition (0.042 Nm/kg, p < 0.001) and 7.4% less in the heavy 
load condition (0.068 Nm/kg, p<0.001). The peak abduction moment in the heavy 
load condition was 3.0% less than the medium condition (0.027 Nm/kg, p = 
0.003).  
Knee (Table 5, Figure 7): Significant interactions were detected for sagittal plane 
excursion (p = 0.025) and peak adduction (p = 0.035). Females had less sagittal 
plane excursion with load (p < 0.001). Compared to the unloaded condition, 
females had less excursion in the medium (0.9°, p = 0.001) and heavy (1.6°, p < 
0.001) load conditions. Excursion was less in the heavy load condition than in the 
medium load condition (0.7°, p = 0.002). Post-hoc tests did not detect any 
differences in peak knee adduction for females (p = 0.073) or males (p = 0.377) 
across loads and no significant differences between females and males at any 
load when controlling for body mass.  
Ankle (Table 5, Figure 8): Significant interactions were detected for peak plantar 
flexion (p = 0.001) and peak dorsiflexion (p = 0.015). Females had greater peak 
plantar flexion in the medium (1.1°, p = 0.001) and heavy (1.4°, p = 0.002) load 
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conditions compared to the unloaded condition. Post-hoc tests did not detect any 
differences in peak dorsiflexion for females (p = 0.084) or males (p = 0.167) 
across loads and no significant differences between males and females were 
detected at any load when controlling for body mass. 
Main Effect of Sex from ANCOVA 
Despite being normalized to height, male participants had longer step 
(2.0%, p = 0.009) and stride (4.0%, p = 0.003) lengths and wider steps (1.2%, p = 
0.008) than females. (Table 3) 
No significant differences in kinematic variables were detected between 
females and males. (Table 4 & Table 5) 
Females had ~50% smaller peak ankle eversion moments (Table 6 & 
Table 7, Figure 8) than males both when moments were normalized to body 
mass (0.029 Nm/kg, p = 0.037) and when normalized to total mass (0.025 
Nm/kg, p = 0.033). 
Main effect of Load from ANOVA 
Load had a significant effect on double support time (p < 0.001), stance 
time (p < 0.001), step length (p < 0.001) and stride length (p < 0.001). Compared 
to the unloaded condition, double support and stance time were greater in the 
medium (double: 1.4%, p < 0.001; stance: 0.7%, p < 0.001) and heavy (double: 
2.6% p < 0.001; stance: 1.3% p < 0.001) load conditions. Both were also greater 
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in the heavy load condition compared to the medium load condition (double: 
1.1%, p < 0.001; stance: 0.6%, p < 0.001). The opposite effect was detected for 
step and stride length. Compared to the unloaded condition, step and stride 
length were shorter in the medium (step: 0.4 cm, p < 0.001; stride: 0.3 cm, p < 
0.001) and heavy (step: 0.6 cm, p < 0.001; stride: 1.3 cm, p < 0.001) load 
conditions. Step and stride lengths were also shorter in the heavy load condition 
compared to the medium load condition (step: 0.3 cm, p < 0.001 stride: 0.6 cm, 
p < 0.001).  
There was a significant main effect of load on kinematics at the trunk, 
pelvis, hip, knee, and ankle, as well as significant effects on kinetics at the hip, 
knee, and ankle. 
Trunk (Table 4, Figure 4): There was a significant main effect of load on the 
trunk in both planes. In the sagittal plane, excursion (p < 0.001) and flexion (p < 
0.001) were greater, while peak extension (p < 0.001) was smaller during stance 
with increased load. Compared to the unloaded condition, excursion and peak 
flexion were greater in the medium (excursion: 0.4°, p < 0.001; flexion: 2.6°, p < 
0.001) and heavy (excursion: 0.6°, p < 0.001; flexion: 3.7° p < 0.001) load 
conditions. Excursion and peak flexion were also greater in the heavy load 
condition compared to the medium load condition (excursion: 0.2°, p = 0.003; 
flexion: 1.1°, p < 0.001). Conversely, compared to the unloaded condition peak 
extension was smaller in the medium (2.1°, p < 0.001) and heavy (3.1°, p < 
0.001) load conditions. Peak extension was also less in the heavy load condition 
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compared to the medium load condition (0.9°, p < 0.001). In the frontal plane, 
participants had smaller trunk excursion (p <0.001) and less peak ipsilateral 
flexion (p = 0.012) with increased load. Compared to the unloaded condition, 
excursion and peak ipsilateral flexion were less in the heavy (excursion: 0.6°, p < 
0.001; ipsilateral flexion: 0.5°, p < 0.001) and medium (excursion: 0.3°, p = 0.005; 
ipsilateral flexion: 0.3°, p = 0.013) load conditions. Excursion was also less in the 
heavy load condition compared to the medium load condition (0.2°, p < 0.02).  
Pelvis (Table 4, Figure 5): There was a significant main effect of load on anterior 
(p < 0.001) and posterior pelvic tilt (p < 0.001). Compared to the unloaded 
condition, peak anterior pelvic tilt was greater in the medium (0.4°, p = 0.001) 
and heavy (0.7°, p < 0.001) load conditions. Anterior pelvic tilt was also greater in 
the heavy load compared to the medium load condition (0.3°, p = 0.009). 
Conversely, peak posterior tilt was less in the medium (0.4°, p < 0.001) and 
heavy (0.6°, p <0.001) load conditions compared to the unloaded condition.  
Hip (Figure 6): There was a significant main effect for load on sagittal plane hip 
excursion (p < 0.001) and peak flexion angles (Table 5, p < 0.001). Compared to 
the unloaded condition, excursion and peak flexion were greater in the medium 
(excursion: 1.1°, p < 0.001; flexion 0.8°, p < 0.001) and heavy (excursion: 2.2°, p 
< 0.001; flexion: 1.7°, p < 0.001) load conditions. Excursion and peak flexion 
were also greater in the heavy load condition compared to the medium load 
condition (excursion: 1.1°, p < 0.001; flexion: 0.9°, p = 0.003).  
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There was a significant main effect for load on peak hip flexion (BM: Table 
6, p < 0.001; TM: Table 7; p < 0.001) and extension (BM: p < 0.001; TM: p < 
0.001) moments when normalized to body mass (BM) and total mass (TM), but 
the effects were different. Compared to the unloaded condition, peak flexion and 
extension moments normalized to body mass were greater in the medium 
(flexion: 0.085 Nm/kg, p < 0.001; extension: 0.063 Nm/kg, p < 0.001) and heavy 
(flexion: 0.161 Nm/kg, p < 0.001; extension: 0.130 Nm/kg, p < 0.001) load 
conditions. Both moments were also greater in the heavy load condition 
compared to the medium load condition (flexion: 0.076 Nm/kg, p < 0.001; 
extension: 0.067 Nm/kg, p < 0.001). Conversely, peak flexion and extension 
moments normalized to total mass were smaller with increased load. Compared 
to the unloaded condition, moments were smaller in the medium (flexion: 0.032 
Nm/kg, p < 0.001; extension: 0.057 Nm/kg, p < 0.001) and heavy (flexion: 0.053 
Nm/kg, p < 0.001; extension: 0.085 Nm/kg, p < 0.001) load conditions. Peak 
moments were also smaller in the heavy load condition compared to the medium 
load condition (flexion: 0.020 Nm/kg, p = 0.026; extension: 0.028 Nm/kg, p < 
0.001). In the frontal plane, peak hip abduction moment was greater with 
increased load when normalized to body mass (p < 0.001), while peak adduction 
moment normalized to total mass were less with increased load (p < 0.001). 
Compared to the unloaded condition, peak abduction moments normalized to 
body mass were 14.4% greater in the medium load condition (0.127 Nm/kg, p < 
0.001) and 27.7% greater in the heavy load condition (0.237 Nm/kg), p < 0.001). 
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Peak abduction moment was 11% greater in the heavy load condition compared 
to the medium load condition (0.110 Nm/kg, p < 0.001). Compared to the 
unloaded condition, peak adduction moments normalized to total mass were 
11.7% less in the medium load condition (0.012 Nm/kg, p = 0.001) and 18.3% 
less in the heavy load conditions (0.019 Nm/kg, p = 0.001). Peak adduction 
moment was 7.4% less in the heavy load condition compared to the medium load 
condition (0.007 Nm/kg, p = 0.015). 
Knee (Figure 7): There was a significant main effect for load on kinematics in 
both planes (Table 5). In the sagittal plane, peak extension was smaller (p < 
0.001) with increased load, while peak flexion during early stance (p = 0.004) and 
across the gait cycle (p = 0.003) were greater. Compared to the unloaded 
condition, peak extension was smaller in the medium (0.7°, p < 0.001) and heavy 
load (1.9°, p < 0.001) conditions. Peak extension was also smaller in the heavy 
load condition compared to the medium load (1.2°, p < 0.001) condition. 
Participants had greater peak flexion both during early stance and across the gait 
cycle in the heavy load condition compared to the medium (early stance: 0.7°, p 
= 0.01; cycle: 0.6°, p = 0.026) and unloaded conditions (early stance: 1.0°, p = 
0.005; cycle: 1.0°, p = 0.003). In the frontal plane, knee excursion (p = 0.005) and 
peak abduction (p < 0.001) were greater with increased load. Participants had 
greater excursion and peak abduction in the heavy load condition compared to 
the medium (excursion: 0.6°, p = 0.004; abduction: 0.8°, p = 0.003) and unloaded 
conditions (excursion: 0.9° p = 0.006; abduction: 1.3°, p < 0.001). Peak abduction 
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was also greater in the medium load compared to the unloaded (0.5°, p = 0.025) 
condition.  
There was a significant main effect of load on kinetics in both planes 
(Table 6 & Table 7). In the sagittal plane, peak knee flexion (p < 0.001) and 
extension (p < 0.001) moments were larger with increased load when normalized 
to body mass. Compared to the unloaded condition, peak flexion and extension 
moments were 18.4% and 16.2% larger in the medium (flexion: 0.078 Nm/kg, p < 
0.001; extension: 0.100 Nm/kg, p < 0.001) load condition and 32.1% and 36% 
larger in the heavy load condition (flexion: 0.136 Nm/kg, p < 0.001; extension: 
0.222 Nm/kg, p < 0.001). The moments were also 11.6% and 17.1% greater in 
heavy load condition compared to the medium load condition (flexion: 0.058 
Nm/kg, p < 0.001; extension: 0.122 Nm/kg, p < 0.001). In the frontal plane, peak 
knee adduction and abduction moments were larger with load when normalized 
to body mass, while peak knee adduction moment were smaller with increased 
load when normalized to total mass. Peak adduction (BM) and abduction (BM) 
moments were 6.0% and 13.8% larger in the heavy load condition compared to 
the medium load condition (adduction: 0.007 Nm/kg, p = 0.007; abduction: 0.061 
Nm/kg, p < 0.001) and 17.8% and 32.1% larger in the unloaded condition 
(adduction: 0.018 Nm/kg, p = 0.026; abduction: 0.127 Nm/kg, p < 0.001). Peak 
abduction (BM) moment was also 17.5% larger in the medium load condition 
compared to the unloaded condition (17.5%, p < 0.001). Conversely, in the heavy 
load condition the knee adduction moment normalized to total mass was 6.7% 
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smaller than the medium load condition (0.006 Nm/kg, p = 0.001) and 12.3% 
smaller in the unloaded condition (0.012 Nm/kg, p = 0.033).  
Ankle (Figure 8): There was a significant main effect for load on kinematics in 
the sagittal plane only (Table 5). As load increased ankle excursion became 
larger (p = 0.001). Compared to the unloaded condition, excursion was greater in 
the heavy load (0.6°, p = 0.001) and medium load (0.3°, p = 0.009) conditions. 
Excursion was also greater in the heavy load condition compared to the medium 
load condition (0.3°, p = 0.036).  
There was a significant main effect of load on kinetics in both planes 
(Table 6 & Table 7). In the sagittal plane, as load increased peak dorsiflexion (p 
< 0.001) and plantar flexion (p < 0.001) moments normalized to body mass were 
larger, but when normalized to total mass, peak plantar flexion (p < 0.001) 
moments were smaller. Compared to the unloaded condition, peak dorsiflexion 
(BM) and plantar flexion (BM) moments were 13.6% and 15.3% greater in the 
medium load condition (dorsiflexion: 0.021 Nm/kg, p < 0.001; plantar flexion: 
0.245 Nm/kg, p < 0.001) and 25.3% and 28.4% greater in the heavy load 
condition (dorsiflexion: 0.038 Nm/kg, p < 0.001; plantar flexion: 0.455 Nm/kg, p < 
0.001). The moments were also 10.3% and 11.4 % greater in the heavy load 
condition compared to the medium load condition (dorsiflexion: 0.018 Nm/kg, p < 
0.001; 0.210 Nm/kg, plantar flexion: p < 0.001). Conversely, compared to the 
unloaded condition plantar flexion moment normalized to total mass were 2.2% 
smaller in the medium load condition (0.036 Nm/kg, p < 0.001) and 3.9% smaller 
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in the heavy load condition (0.062, p < 0.001). Peak plantar moment was also 
1.7% smaller in the heavy load condition compared to the medium load condition 
(0.026 Nm/kg, p < 0.001). 
DISCUSSION 
The purpose of this study was to determine if males and females use 
different spatiotemporal, kinematic, and kinetic patterns in response to wearing 
military-relevant symmetric loads. I hypothesized that females would respond 
differently to increased load than males even when body size was accounted for. 
I did detect significant interactions of load-by-sex for kinematics of the trunk, 
pelvis, hip, knee, and ankle. I also detected a significant interaction for kinetics of 
the hip. This is the first study to detect an interaction of load-by-sex in lower 
extremity kinematics and kinetics, as well as the first to report on changes in 
frontal plane joint kinetics during military-relevant load carriage. 
Interaction of Load-by-Sex  
Females had greater plantar flexion and less knee excursion with 
increasing load, while males had greater frontal plane hip excursion, hip 
adduction, pelvic excursion and pelvic drop. These findings suggest that females 
change sagittal plane kinematics of the ankle and knee in response to load, while 
males make adjustments in the frontal plane of the hip and pelvis. In fact, with 
increasing load, the frontal plane kinematics of males becomes similar to the 
female kinematics, which could suggest that females are already at end range of 
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frontal plane motion of the hip during unloaded walking. Recently, it was reported 
that during natural walking females have greater frontal plane hip and pelvic 
excursion than males.8 While these results indicate an interaction effect for 
frontal plane hip and pelvic excursion as well as hip adduction and pelvic drop, I 
found that excursion was not different between sexes at any load. I did find that 
females had greater hip adduction and pelvic drop when walking in the unloaded 
condition and greater hip adduction with the medium load when controlling for 
body mass, with no differences between sexes at the heavy load. Again, the lack 
of differences between sexes at the heavy load suggests that males have 
increased their hip adduction to resemble female peak angles. Moreover, I did 
find an interaction of load-by-sex in the hip abduction moment normalized to total 
body mass. From this analysis, I demonstrated that the kinematic changes, made 
by males, keep hip abduction moments constant with increasing load while 
female adaptations made at ankle and knee do not. The difference in joint level 
of adaptation between males (at the hip) and females (at the ankle and knee) 
agree with the suggestion that males and females use different control strategies 
during natural gait,8 as well as during load carriage.  
Previously, interactions of load-by-sex were detected for peak trunk flexion 
when participants walked with posterior backpack loads of 16 kg10 and 22 kg.50 In 
this study using symmetric loads, I did not find similar results in the sagittal plane 
but did detect an interaction for peak contralateral flexion. The difference 
between my results and the earlier studies10,50 is likely due to the difference in 
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load distribution between studies. Posterior loads created greater changes in 
trunk flexion than the same load distributed symmetrically; this may be due to 
load effects on AP center of mass location.20 I chose to use vest-borne 
symmetric loads to decrease the influence on AP center of mass location, as 
such I would not expect the same interactions as with posterior loads. 
Main effect of Sex 
The results of the kinematic analysis using the ANCOVA indicated that 
peak hip adduction was greater in females than in males; however, the 
interaction of load-by-sex was significant for this measure. Therefore, the main 
effect was not interpreted. There were significant main effects of sex detected for 
three of the five spatiotemporal variables. Females walked with shorter stride and 
step lengths and had narrower step widths than males even when normalized to 
body height. This result is in contrast to some previous studies which have 
reported that stride lengths did not differ between sexes when normalized by 
body height.8,47 This discrepancy may be due to the walking speeds studied. My 
study used a constant speed while the others used self-selected speeds. These 
results are similar to the findings of Martin and Nelson10 where females had a 
shorter stride length, not normalized to height, along with a greater stride rate 
than males when walking at a constant speed. In this study the authors point out 
that stride rate and stride length are related, a faster stride rate will decrease 
stride length if walking speed remains constant.10 While I do not report stride rate 
it can be assumed that the shorter stride lengths taken by females would 
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correspond with a higher step rate. I also found that males had a wider step width 
normalized to body height than females, which corresponds with the lower peak 
hip adduction angle adaptation made in males.83 However, differences in non-
normalized step width measures have not been detected between males and 
females during natural gait.8 Previous intervention studies have found that 
allowing female soldiers to determine their own stride lengths and step rate 
during training decreased the incidence of pelvic stress fractures.84 The results of 
this study strengthen this recommendation indicating that regardless of height 
females use different spatiotemporal patterns during walking. 
Main Effect of Load 
With increasing load, participants increased the amount of time spent in 
contact with the ground. Increased double support and stance time was seen 
with the addition of both the medium and heavy loads and was coupled with 
decreased step and stride lengths. Increased double support10–14,46 and stance 
time12,46,47,49 with increased load is commonly reported within the literature, 
although decreased stride length is typically detected only with heavier loads 
(>30 kg) when speed is held constant.10 These spatiotemporal adaptations may 
increase gait stability by decreasing single support time and controlling center of 
mass excursion.20  
Participants took on a more flexed posture in the sagittal plane with 
increased loads by increasing peak trunk flexion, anterior pelvic tilt, hip flexion, 
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knee flexion, and ankle excursion. At the trunk, even with the symmetrically 
loaded weight vest, flexion increased with increased load. While this result is not 
widely reported when wearing symmetric loads,10,11 it may be due to the location 
of the load on the torso or a proactive strategy in response to the heavy load. In 
this study, the weight vest rested on the shoulders with most of the weight 
positioned high and tight to the chest, potentially raising the person’s center of 
mass. Previous studies used packs on the front and back of the torso where the 
load rested closer to the pelvis.10,11 The higher load used in this study may have 
created an increased external trunk extensor moment, seen with posterior 
loads.14 Alternatively, participants may have increased trunk lean due to the 
novelty of the activity. Most of my participants had experience carrying loads in a 
backpack or ruck sack and therefore may have relied on a posterior load 
adaptation strategy when wearing a symmetrically loaded weight vest. It is 
possible that with a longer familiarization period, participants may have returned 
to a more upright posture during gait. The increased trunk flexion, along with 
increased hip and knee flexion are also thought to be a proactive strategy to 
increase stability by lowering the height of the center of mass.11,13,16  
Changes in sagittal plane pelvic kinematics are not widely reported in 
military-load carriage research. This is likely due to the difficulty of tracking 
motion of the pelvis while wearing a backpack with a hip belt.85 Instead, some 
studies model the trunk and pelvis as a single segment.10,13,19 In this study, using 
the weight vest provided clear views of the markers on the pelvis allowing us to 
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examine pelvic motion. I found that participants increased anterior pelvic tilt with 
increased load, which agrees with previous military15 and civilian86,87 load 
carriage research.  
It is well documented that peak hip flexion angle increases with increased 
load in both posterior13,16,19 and symmetric loading conditions,47 although not with 
light symmetric loads.11 I also found that peak hip flexion increased with 
increasing load. Increased anterior pelvic tilt may have contributed to this change 
in the hip angle. Similarly, previous studies using a combined trunk and pelvis 
segments may have found an increased hip flexion angle may be due to 
increased trunk lean.13,19 Greater hip flexion angles have been noted whether the 
pelvis and trunk are modeled as a single segment10,13,19 or as separate 
segments.47  
Similar to previous studies,11,47 I found that knee flexion angle increased in 
early stance with increased load. This adaptation is thought to aid in shock 
absorption during early stance11,15,16 as well as to keep the center of mass closer 
to the ground during stance.13 However, walking with increased knee flexion 
requires greater muscle activation of the quadriceps and may lead to increased 
metabolic cost.47  
At the ankle, I found that excursion increased with increasing load. In 
previous load carriage studies, the effect of load on the ankle joint was apparent 
when symmetric loads were used17,47 but absent with posterior loads less than 50 
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kg.13,15,16 Greater ankle excursion may be seen with symmetric loads because 
the participant is in a more upright posture allowing for greater peak dorsiflexion 
prior to heel rise in late stance. This adaptation is also used to increase stance 
time.20 
In the frontal plane, the only noted effects of load were for greater trunk 
excursion and peak ipsilateral flexion, as well as greater knee excursion and 
peak abduction. Only one previous military load carriage study examined frontal 
plane mechanics and found no differences at the knee and did not examine trunk 
frontal plane mechanics.15 Increases in frontal plane excursion of the knee may 
indicate a risk factor for acute or overuse injury of the knee.15 Trunk mechanics in 
the frontal plane have not been previously reported. I found that with increased 
load participants increased peak ipsilateral flexion and excursion. Similar to 
“compensated Trendelenburg gait” which occurs with hip abductors weakness,88 
the increased ipsilateral flexion may reduce demand from the hip abductors. The 
results of this study indicated that frontal plane adaptations are made with 
increased load and may have been previously overlooked due to technological 
deficits of older motion capture systems. While the greatest joint excursions 
during walking do occur in the sagittal plane, these results indicate that important 
adaptations are also occurring in the frontal plane and may have implications for 
injury mechanisms. 
During symmetric load carriage, the hip extension, knee flexion, and 
plantar flexion moments17,47 increase with loads as little as 10% of body mass47 
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and are typically reported relative to body mass. In this study, I normalized joint 
moments two ways, to body mass as well as total mass carried. Normalizing to 
body mass allows us to determine the change in magnitude of moments and 
estimate the effort required by muscles to counteract the effect of the added load. 
Normalizing to total mass allows us to determine the change relative to the 
added mass and quantify how kinematic adaptations may reduce the effect of 
added mass at certain joints.74 In general, the effect of military-relevant load 
carriage on joint kinetics is lacking,17,20 and reports on joint kinetics of the frontal 
plane are nonexistent.  
This study indicates sagittal plane findings similar to previous studies 
when moments are normalized body mass. At the hip, peak extension moment 
during early stance increased with each added load and is thought to control the 
descent of the added load.20 I also found an increase in peak flexion moment at 
each load which is typically only seen at loads >30% of body mass.13,17 At the 
knee, I found that both peak flexion and extension moments increased with each 
load, which is in agreement with previous literature.17,47,50 The knee extension 
moment from heel strike to peak knee flexion during early stance slows the 
decent of the load, similar to the peak hip extension moment, but is usually 
matched with no change in sagittal plane knee excursion.20 Unchanged knee 
excursion with increased knee extension moment could mean that increased 
stress is placed on the knee structures.17 In this study, I did find a main effect for 
load on knee excursion which may have been driven by the interaction effect 
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reported earlier. Even so, this interaction showed that females actually decrease 
their knee excursion with increased load which could indicate a greater risk for 
females incurring stress or overuse injuries at the knee. At the ankle, I found an 
increase in dorsiflexion and plantar flexion moments during stance with each 
load. Greater dorsiflexion moments may aid in slowing the drop of the foot after 
heel strike13,88 as well as increase double support time with load to increase 
stability during stance.20 A previous study also using symmetric loads of 15 kg 
and 55 kg only detected a change in dorsiflexion in the heaviest condition 
compared to the light and unloaded condition.17 This study included only male 
US Army enlisted soldiers who had recently finished basic training, which may 
account for the different findings. Within the load carriage research, greater peak 
plantar flexion moment with increased load, regardless of magnitude or 
distribution, is a consistently reported.13,17,47,50 
This study indicates that joint moments also increase in the frontal plane 
with increased load when normalized to body mass. With increasing load, 
participants increased peak hip abduction, peak knee adduction and abduction, 
and peak ankle inversion moments. Hip abduction moment controls the drop of 
the pelvis during stance, the increased moment increases the effort needed from 
the hip abductor muscles and may be related to the increased ipsilateral trunk 
flexion (i.e., compensated Trendelenburg) during stance. In this study, I found 
that females did not change their frontal plane kinematics with load while the 
males modified the hip adduction angle during stance. The lack of changes noted 
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in females may be an indicator of greater risk of overuse injuries at the hip. It has 
been documented that females are at 12 times greater risk for incurring a stress 
fracture of the hip or pelvis region than males.70 Similarly, at the knee, I found 
that the knee abduction moment was greater during stance with each load. The 
increased abduction moment (i.e., external knee adduction moment) may result 
in increased compressive force placed on the medial compartment of the knee,89 
which has been shown to be associated with the development of knee 
osteoarthritis.90 The implications of these adaptations support the importance of 
reporting frontal plane kinetics in the load carriage literature which is currently 
lacking. This is important for determining if females are at greater risk for injury 
since frontal plane injuries such as femoral neck stress fractures can lead to 
permanent disability and discharge.91 
In a previous study of anterior load carriage, I found that the effect of load 
on joint moments is affected by normalization method used.74 When normalized 
to total mass carried, joint moments decreased with increasing load. I found this 
to be true at the hip in the current study as well, where joint moments per unit of 
total mass decreased with added load. As stated earlier, this effect gives insight 
into how kinematic adaptations reduce the effect of increased load. Interestingly, 
I found when normalizing to total mass, many of the main effects of load at the 
ankle and knee disappeared but remained for the hip. A previous study 
suggested that the knee was most sensitive to changes in load and may be the 
reason for increased musculoskeletal knee injuries.17 However, the results of this 
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study suggest that the kinematic adaptions during gait reduce the effect of load 
on the moments at the hip. While hip musculoskeletal injuries have a lower 
incidence than the knee in the military, femoral neck stress fractures are 
considered to be one of the most severe.91 The results of this study indicate that 
inappropriate alterations of the hip moments may be for a contributor to 
increased risk of injury.  
Limitations 
Limitations of this study should be addressed. One of the goals of this 
research was to use standardized militarily-relevant loads. The 15 and 26 kg 
loads used did elicit load-by-sex interactions previously undetected, yet the loads 
were of a similar average percentage of body mass (~20 and 30% BM). 
However, it should be noted, that there was a wider range, in terms of load, as a 
percentage of body mass in females than in males. This wider range may be the 
reason I was able to distinguish differences between females and males. Given 
that soldiers often wear loads exceeding 50 kg, further research on heavy load 
carriage in females is needed. The use of symmetric loads may decrease the 
generalizability of this research to the typical loads carried in soldier’s backpacks. 
However, there is increasing evidence from current operations that symmetric 
loads are becoming more widely used.17 Another limitation is the brief walking 
trial used and reliance on self-reported treadmill familiarity with and without load 
carriage experience. While this study included more strides for analysis than 
most load carriage studies, the effects reported here are acute and do not 
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account for long-term adaptations that can occur with prolonged load carriage or 
with more experience walking with a load on a treadmill.  
CONCLUSION 
This is the first study to detect interactions between load-by-sex in lower 
extremity kinematics and kinetics. These results indicate that males and females 
adapt gait differently while carrying load. The differences in these strategies may 
increase the risk of injury in females during load carriage. The findings of this 
study support the argument to use standardized loads when investigating sex 
differences. Not only do these loads better represent conditions encountered in 
the field but also provided a large enough range to determine significant 
differences between sexes even when body size was accounted for. 
Furthermore, this study is the first to report on frontal plane kinematics and 
kinetics in the same population. The adaptations found in the frontal plane 
suggest that even though walking is a sagittal plane motion, frontal plane 
adaptations are needed with the addition of load. Further research is needed to 





Table 1: Participant descriptive statistics. 
  
Male  
(n = 15) 
Female  
(n = 15)  
Anthropometrics (mean±SD)     p-valuea 
Age (yrs) 26.00±4.83 26.07±5.09 0.971 
Height (m) 1.78±0.08 1.65±0.08 <0.001 
Mass (kg) 79.82±9.11 67.79±9.35 0.001 
%Body Fat 10.63±3.69% 23.83±3.38% 0.001 
BMI 25.25±1.72 24.80±2.43 0.561 
Demographics N N  
Military      
Cadet 3 3 - 
Active Duty 1 - - 
Recreational Hiker 8 10 - 
Load Carriage Experience 12 12 - 
Exercise 3/week 14 13 - 
Ethnicity      
White/Caucasian 10 12 - 
Asian 5 3 - 
Dominant Foot      
Right 12 14 - 
Left 3 1 - 
Non-Parametric Tests  Median (Range) Median (Range) p-valueb 
Activity Score 10.00 (7-10) 10.00 (5-10) 0.116 
RPE      
Unloaded 8 (7-10) 8 (7-9) 0.713 
Medium Load 9 (7-11) 9 (7-10) 0.967 
Heavy Load 10 (8-13) 10 (8-12) 0.775 
Note: Bold values indicate significance p < 0.05, aIndicates Independent T-test, 




Table 2: Body mass percentage (%BM) of load carried during each condition. 
 Male (n = 15) Female (n = 15) 
Medium Load (%BM) 16.8±2.4% 19.3±2.6% 
Range (13.0%-21.8%) (14.79%-22.97%) 
Heavy Load (%BM) 30.6±3.1% 36.8±4.8% 
Range (24.9%-35.9%) (28.4%-43.8%) 






Table 3: Mean± SD for each spatiotemporal variable with statistical results. 
 Unloaded Medium Load Heavy Load 
 Female Male Female Male Female Male 
Double Support (%Stride)* 27.29±1.41 27.3±2.86 28.88±1.36 28.66±2.52 29.99±1.47 29.75±2.28 
Stance (%Stride)* 63.57±0.74 63.68±1.32 64.36±0.7 64.37±1.17 64.94±0.80 64.86±1.12 
Step Length (%Height)†* 42.34±1.02 44.32±2.47 41.95±10 43.99±2.60 41.75±1.14 43.64±2.56 
Step Width (%Height)†* 9.29±1.03 10.75±1.31 9.23±1.12 10.46±1.38 9.42±0.92 10.53±1.57 
Stride Length (%Height)†* 84.74±1.82 88.77±4.5 83.95±1.89 88.2±4.57 83.55±1.88 87.34±4.37 








Table 4: Mean± SD for trunk and pelvis kinematic variables. 
 Unloaded Medium Load Heavy Load 
  Female Male Female Male Female Male 
Trunk (°)       
Sagittal Exc. (Stance)* 3.58±0.66 3.42±0.67 3.88±0.71 3.98±0.8 4.2±0.76 4.08±0.89 
Extension (Stance)* 1.77±3.15 2.09±4.19 -0.59±3.59 0.17±4.26 -1.53±3.78 -0.73±4.47 
Flexion (Stance)* 1.81±3.31 1.33±3.94 4.47±3.75 3.81±4.01 5.73±3.91 4.8±4.21 
Frontal Exc. (Cycle)* 3.86±1.31 4.19±1.53 3.34±0.8 4.02±1.47 3.24±0.91 3.7±1.27 
Ipsilateral Flex. (Stance)* 2.63±2.2 1.51±1.81 2.13±1.97 1.33±1.34 1.75±1.99 1.38±1.35 
Contralateral Flex. (Cycle)‡ 1.03±1.85 2.53±1.38 0.98±1.73 2.52±1.31 1.23±1.84 2.09±1.56 
Pelvis (°)       
Sagittal Exc. (Cycle) 3.36±0.82 3.71±0.98 3.41±0.71 3.58±0.91 3.54±0.71 3.66±0.82 
Posterior Tilt (Cycle)* -8.84±7.06 -4.19±5.28 -9.22±6.83 -4.66±5.25 -9.54±6.93 -4.69±5.19 
Anterior Tilt (Cycle)* 12.21±6.96 7.91±5.52 12.62±6.81 8.25±5.41 13.09±6.99 8.35±5.33 
Frontal Exc. (Cycle)‡ 8.13±1.92 5.42±1.95 7.72±2.08 5.98±2.29 7.96±2.18 6.43±2.37 
Drop (Stance)‡ 4.01±1.85 2.53±1.15 3.87±1.86 2.8±1.34 3.92±1.97 3.12±1.37 
Note: *Indicates significant (p < 0.05) main effect for load (from ANOVA), ‡Indicates significant (p < 0.05) load-by-sex 
interaction effect (from ANOVA) 






Table 5: Mean± SD for hip, knee, and ankle kinematic variables. 
 Unloaded Medium Load Heavy Load 
  Female Male Female Male Female Male 
Hip (°)       
Sagittal Exc. (Cycle)* 43.69±3.70 42.49±2.31 44.64±3.77 43.68±2.57 46.01±3.57 44.48±2.61 
Flexion (Cycle)* 39.17±8.36 33.41±6.10 39.87±7.97 34.27±5.98 41.24±7.81 34.7±5.91 
Extension (Stance) 4.52±8.09 9.08±6.65 4.78±7.99 9.41±6.41 4.78±8.01 9.78±6.02 
Frontal Exc. (Cycle)‡ 12.82±2.10 11.9±2.23 12.49±2.59 12.52±2.64 12.57±2.74 12.95±2.62 
Adduction (Stance)‡ 7.08±2.67 3.72±2.60 7.07±2.63 4.13±2.72 6.89±2.83 4.28±2.83 
Abduction (Cycle) 5.74±2.68 8.18±3.62 5.42±2.75 8.39±3.64 5.68±2.91 8.67±3.66 
Knee (°)       
Sagittal Exc. (Cycle)‡ 69.01±2.67 69.88±3.80 68.11±2.55 70.03±3.43 67.4±2.64 69.6±3.47 
Extension (Cycle)* 0.57±3.54 1.76±4.03 -0.27±3.09 1.13±4.10 -1.85±3.35 0.3±4.11 
Flexion (Cycle)* 68.44±3.13 68.12±2.51 68.38±3.39 68.9±2.53 -69.25±2.83 69.3±2.56 
Flexion (Early Stance)* 19.41±3.94 18.71±4.56 19.42±3.88 19.16±4.61 20.73±3.91 19.33±4.67 
Frontal Exc. (Stride)* 16.68±6.35 17.88±5.24 17.02±6.51 18.16±5.19 17.85±6.64 18.55±4.97 
Add/Varus (Stance)‡ -1.74±1.57 0.5±3.41 -1.79±1.55 0.48±3.31 -2.08±1.73 0.67±3.20 
Abd/Valgus (Stride)* 17.51±7.26 15.68±5.10 17.98±7.53 16.24±5.17 19.21±7.91 16.56±4.96 
Ankle (°)       
Sagittal Exc. (Cycle)* 27.62±2.32 30.31±4.47 28.1±2.30 30.5±4.24 28.44±2.76 30.77±4.22 
Dorsiflexion (Stance)‡ 7.97±2.35 8.29±4.22 7.36±2.79 8.67±4.35 7.44±2.65 8.71±4.44 
Plantar Flexion (Cycle)‡ 19.65±3.09 22±4.71 20.74±3.41 21.81±4.75 20.99±3.41 22.02±4.75 
Frontal Exc. (Cycle) 10.11±2.54 9.32±2.82 10.38±2.57 9.28±2.64 10.3±2.69 9.48±2.77 
Inversion (Cycle) 2.54±2.10 2.38±3.72 3.04±2.15 2.33±3.74 2.96±2.40 2.31±3.86 
Inversion (Stance) 1.9±1.95 1.81±3.48 2.42±1.74 1.85±3.50 2.48±2.12 1.82±3.63 
Eversion (Cycle) 7.57±1.22 6.94±3.27 7.34±1.26 6.95±3.19 7.34±1.26 7.17±3.26 
Note: *Indicates significant (p < 0.05) main effect for load (from ANOVA), ‡Indicates significant (p < 0.05) load-by-sex 
interaction effect (from ANOVA) 






Table 6: Mean± SD for hip, knee, and ankle kinetic variables normalized to body mass. 
Normalized to Body 
Mass (Nm/kg) 
Unloaded Medium Load Heavy Load 
Female Male Female Male Female Male 
Hip       
Flexion* 0.67±0.17 0.71±0.16 0.76±0.19 0.79±0.17 0.83±0.2 0.87±0.17 
Extension* 0.7±0.11 0.85±0.14 0.77±0.12 0.81±0.14 0.85±0.14 0.87±0.15 
Adduction 0.1±0.03 0.12±0.04 0.1±0.05 0.12±0.05 0.11±0.05 0.12±0.06 
Abduction* 0.92±0.11 1.17±0.16 1.05±0.13 0.96±0.14 1.17±0.16 1.06±0.16 
Knee       
Extension* 0.57±0.14 0.66±0.22 0.66±0.17 0.77±0.25 0.8±0.19 0.87±0.27 
Flexion* 0.4±0.1 0.56±0.16 0.49±0.13 0.51±0.14 0.56±0.16 0.56±0.17 
Add/Varus* 0.1±0.02 0.1±0.05 0.11±0.05 0.11±0.05 0.12±0.06 0.11±0.06 
Abd/Valgus* 0.37±0.1 0.5±0.12 0.44±0.1 0.44±0.13 0.5±0.12 0.51±0.15 
Ankle       
Dorsiflexion* 0.14±0.05 0.16±0.08 0.16±0.05 0.18±0.09 0.18±0.06 0.2±0.09 
Plantar Flexion* 1.57±0.08 2.05±0.12 1.83±0.11 1.86±0.12 2.05±0.12 2.06±0.12 
Inversion* 0.29±0.11 0.23±0.12 0.36±0.13 0.26±0.14 0.38±0.16 0.29±0.16 
Eversion† 0.03±0.02 0.03±0.03 0.03±0.02 0.05±0.05 0.03±0.03 0.06±0.05 







Table 7: Mean± SD for hip, knee, and ankle kinetic variables normalized to total mass. 
Normalized to Total Mass (Nm/kg) 
Unloaded Medium Load Heavy Load 
Female Male Female Male Female Male 
Hip       
Flexion* 0.67±0.17 0.71±0.16 0.64±0.17 0.68±0.15 0.61±0.15 0.67±0.14 
Extension* 0.7±0.11 0.62±0.1 0.65±0.1 0.7±0.13 0.62±0.1 0.66±0.12 
Adduction* 0.1±0.03 0.12±0.04 0.09±0.04 0.1±0.04 0.08±0.04 0.09±0.04 
Abduction‡ 0.92±0.11 0.85±0.12 0.88±0.11 0.82±0.12 0.85±0.12 0.81±0.12 
Knee       
Extension 0.57±0.14 0.66±0.22 0.55±0.14 0.66±0.22 0.59±0.14 0.67±0.21 
Flexion 0.40±0.1 0.41±0.12 0.41±0.11 0.44±0.12 0.41±0.12 0.43±0.13 
Adduction* 0.10±0.02 0.1±0.05 0.09±0.04 0.09±0.05 0.09±0.04 0.09±0.04 
Abduction 0.37±0.1 0.37±0.08 0.37±0.08 0.38±0.11 0.37±0.08 0.39±0.11 
Ankle       
Dorsiflexion 0.14±0.05 0.16±0.08 0.14±0.04 0.15±0.08 0.13±0.04 0.15±0.07 
Plantar Flexion* 1.57±0.08 1.5±0.08 1.53±0.09 1.59±0.12 1.5±0.08 1.58±0.1 
Inversion 0.29±0.11 0.23±0.12 0.3±0.11 0.23±0.12 0.28±0.12 0.22±0.12 
Eversion† 0.03±0.02 0.02±0.02 -0.02±0.02 0.05±0.04 0.02±0.02 0.05±0.04 
Note: *Indicates significant (p < 0.05) main effect for load, †Indicates significant (p < 0.05) main effect of sex, ‡Indicates 














Figure 4: Mean trunk angle time series normalized to the gait cycle for each sex under 
each load. *indicates significant (p < 0.05) main effect for load at the peak and a solid 






Figure 5: Mean pelvis time series normalized to the gait cycle for each sex under each 
load. *indicates significant (p < 0.05) main effect for load at the peak; a solid line with 
diamond endings indicate significant (p < 0.05) load-by-sex interaction for excursion, and 







Figure 6: Mean hip time series normalized to the gait cycle for each sex under each load of kinematic and kinetic data. 
*indicates significant (p < 0.05) main effect for load at the peak; a solid line with circle endings indicated significant (p < 0.05) 
main load effect for of load for excursion; a solid line with diamond endings indicate significant (p < 0.05) load-by-sex 







Figure 7: Mean knee time series normalized to the gait cycle for each sex under each load of kinematic and kinetic data. 
*indicates significant (p < 0.05) main effect for load at the peak; a solid line with circle endings indicated significant (p < 0.05) 
main load effect for of load for excursion; a solid line with diamond endings indicate significant (p < 0.05) load-by-sex 







Figure 8: Mean ankle time series normalized to the gait cycle for each sex under each load of kinematic and kinetic data. 
*indicates significant main effect for load at the peak; †indicates significant (p < 0.05) main effect of sex at the peak; a solid 
line with circle endings indicated significant (p < 0.05) main load effect for of load for excursion; and a solid circle indicates a 
significant (p < 0.05) load-by-sex interaction for the peak.
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STUDY 2: Kinematic variability and local dynamic stability respond similarly to 
military-relevant load and speed changes. 
ABSTRACT 
Background: In the military, load carriage is an unavoidable task. Previous 
research has suggested that kinematic adaptations made in response to load 
increase stability during gait. However, the measures typically used do not 
directly measure ‘gait stability’ and instead provide ‘average’ kinematic 
descriptors of gait. No studies have investigated how military-relevant loads and 
speeds affect kinematic variability and local dynamic stability of gait, both of 
which have been associated with risk of falling. 
Purpose: To determine the effect of changes in military-relevant torso loads and 
speeds on kinematic variability and local dynamic stability of gait. 
Methods: Thirty healthy adults (15 males, 15 females) walked on a treadmill for 
two-minutes under three load conditions (unloaded: 1.71 kg, medium load: 15 kg, 
heavy load: 26 kg) at three speeds (baseline: 1.35 m/s, slow: 1.15 m/s, fast: 1.55 
m/s). Kinematic variability of spatiotemporal measures (standard deviation) and 
the trunk and pelvis segment angles (meanSD), as well as the local dynamic 
stability of the trunk and pelvis, were calculated for each trial. 
Results: Participants increased kinematic variability and decreased local dynamic 
stability of the trunk and pelvis with increased load. Generally, participants 
decreased kinematic variability and increased local dynamic stability with 
increasing speed, but the results were less consistent. Important interactions of 
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load and speed were detected for local dynamic stability of the trunk. While 
participants had the greatest local dynamic stability in the mediolateral when 
walking at the fastest speed with the heaviest loads, local dynamic stability of the 
trunk was lowest in the vertical direction.  
Conclusions: Walking with increased load had greater variability and decreased 
local dynamic stability compared to the unloaded condition, while walking at an 
increased speed had lower variability and increased local dynamic stability than 
walking at slower speeds. The results of this study suggest that walking faster 





An important component of successful gait is to maintain stability and 
prevent falling by controlling the center of mass (COM) of the whole body within a 
base of support which is changing.92 Adding load to the trunk may change the 
system COM location, potentially affecting the stability of the person and 
increasing the risk of falling. When carrying heavy loads, falls may lead to serious 
injury resulting in hospitalization. In the military, load carriage is considered an 
unavoidable task. A recent survey of two US Army infantry battalions found that 
the third leading cause of injury during a road march while carrying load were 
falls.63 Kinematic adaptations associated with load carriage are thought to 
increase gait stability, thus reducing the risk of falls, while minimizing energetic 
cost.13,93 These adaptations include: increased mean double support time, 
decreased mean stride length, and increased mean trunk, hip, and knee flexion 
angles. However, these measures of kinematic adaptations do not directly 
measure ‘gait stability’ and instead provide ‘average’ kinematic descriptors of the 
gait pattern. 
Traditionally, kinematic measures of spatiotemporal variability have been 
used to quantify gait stability within- and between-strides.21–23 These variability 
measures are based on linear statistics that quantify the magnitude of variability 
around a mean using standard deviation (SD) or coefficient of variation. An 
important assumption of these linear statistics is that collected values are 
independent of each other. Yet, it is known that during gait each stride is 
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dependent on the previous strides.6,26 Using these measures, variability and 
stability are thought to be inversely related,25 and increased variability is 
associated with increased risk of falls.21,22,25 However, this relationship is not 
always true, and in some cases, variability does not predict stability.25  
Alternatively, analyses based on nonlinear dynamics, which do account for 
the interrelatedness of strides,25 are becoming a popular method to quantify gait 
stability.32 One such nonlinear analysis is the maximum Lyapunov exponent. The 
maximum Lyapunov exponent quantifies “local dynamic stability,” which is 
defined as the inverse rate of divergence from an initial trajectory following small 
perturbations during steady state activity.4,25,26 Large maximum Lyapunov 
exponents that indicate decreased stability of gait are also associated with 
increased risk of falls.33–35 However, there is growing caution that variability and 
stability quantify different aspects of gait behavior.25,27 It has been suggested that 
variability quantifies differences between the movement patterns of successfully 
performed tasks under different individual and environmental constraints, 
whereas stability quantifies the ability of the system to recover following a 
perturbation.36,37 
Kinematic variability49,67,94–98 and local dynamic stability99–102 of load 
carriage during gait has been investigated. Typically, increasing load increases 
variability96,97 and decreases local dynamic stability100–102 of the trunk and/or 
pelvis. There is a lack of studies investigating both kinematic variability and local 
dynamic stability during heavy load carriage (>20 kg).  
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Walking speed affects both kinematic variability103–109 and local dynamic 
stability,103,104,106,107,109–111 but the study findings are inconsistent. There is a lack 
of studies that have investigated the effects of speed on kinematic variability and 
local dynamic stability while carrying load.  
During an infantry road march, the speed of the march is determined by 
the needs of the mission, not the load being carried.44 Therefore, it is important to 
investigate the effects and interactions of changes in load and speed on 
measures associated with falling. The purpose of this study was to determine the 
effect of changes in military-relevant torso loads and speeds on kinematic 
variability and local dynamic stability of gait. I hypothesized that walking at faster 
speeds with heavier loads would increase kinematic variability and decrease 
local dynamic stability compared to slower speeds. I hypothesized that kinematic 
variability would be lower at a speed near preferred walking speed in the 
unloaded condition and become larger when walking at slower and faster 




Thirty healthy young adults participated in the study (15-male, 15-female; 
mean ± standard deviation (SD); age, 26.0 ± 4.86 yrs; height, 1.71 ± 0.10 m; 
mass, 73.7 ± 11.0 kg; Table 8). Participants were recruited through postings and 
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word of mouth, as well as from the Boston University Army Reserve Officer 
Training Corps (ROTC) Detachment. Participants needed to be between the 
ages of 18 and 40 years old and report either previous load carriage experience 
carrying loads up to 20 lbs (9.09 kg) or currently participating in strenuous 
exercise at least 3-times per week. Exclusion criteria included having a history of 
neck, shoulder, back, or lower extremity surgery; lower extremity or pelvic stress 
fractures; any neurological, movement, or motor control disorder; current or 
recent (within the last month) pain causing them to alter their exercise routine; or 
cardiac or respiratory problems related exercise.  
This study was approved by the Institutional Review Board of Boston 
University. All participants provided written informed consent prior to 
participation. 
Experimental Protocol and Setup 
Prior to data collection participants completed a series of questionnaires 
including the UCLA Activity Score and demographic information. Body fat 
composition was determined using an American College of Sports Medicine 
(ACSM) recommended 3-site skinfold technique (female: triceps, abdominal, and 
supra-iliac crest; male: triceps, chest, and subscapular).71  
Participants wore tight-fitting shorts, shirt, and their own exercise shoes. A 
weight vest that could be symmetrically loaded with 1.14 kg cast iron weights 
was worn throughout data collection (V-Force Short Vest Weightvest.com Inc. 
 
63 
Rexburg, ID; Figure 1).  
Thirty reflective spherical markers (14mm diameter) were placed over the 
following anatomical landmarks: acromion processes, spinous process of the 
seventh vertebrae (C7), superior aspect of the iliac crest, anterior superior iliac 
spines (ASIS), sacrum (mid-point between the posterior superior iliac spines), 
greater trochanters, lateral and medial femoral epicondyles, lateral and medial 
malleoli, calcaneus, and first and fifth metatarsal heads. Four additional markers 
were placed on the pelvis to measure pelvis motion accurately. Plastic shells that 
have four non-collinear markers each were positioned laterally over the thighs 
and shanks (Figure 2). 72 Following marker placement, a static standing 
calibration trial with the weight vest unloaded was collected with the participant 
standing on a split-belt instrumented treadmill (Bertec Corporation, Columbus, 
OH). This trial was used to create an eight-segment participant specific model 
and to calculate the unloaded mass of the participant. This marker setup and 
model definitions have been previously used to quantify trunk and pelvis 
kinematics.73 
All participants completed a total of nine two-minute walking trials on a 
treadmill, walking at three speeds under three load conditions. The load 
conditions were: 1) unloaded, with no load added to the weight vest (~1.7 kg); 2) 
a medium load, with 12 cast iron weights added to the vest (~15 kg); and 3) a 
heavy load, with 6 additional weights via a smaller vest was added to the weight 
vest (~26 kg). The weights were placed in the same configuration to ensure 
 
64 
distribution remained constant between participants. Absolute loads, rather than 
relative body mass loads, were selected because of their military-relevance.44 A 
symmetric load, rather than a backpack load, was used as it allows for the 
consequences of load to be examined rather than changes due to increased 
trunk lean.17 The load conditions were selected to mimic typical loads carried in 
fighting load and approach march load situations. Army doctrine recommends 
that a fighting load not exceed 22 kg and an approach march load not exceed 33 
kg. However, these army-recommended total loads include mass added from 
equipment (i.e., helmet, boots, and weapon) not carried on the torso. The 
average load of these non-torso items worn during previous testing was ~7.3 
kg.75 Therefore, 7 kg was subtracted from the fighting load and approach march 
load limits resulting in a medium load of 15 kg and a heavy load of 26 kg. 
The speeds tested included: 1) a baseline walking speed of 1.35 m/s (3.02 
mph), 2) a slow walking speed of 1.15 m/s (2.57 mph), and 3) a fast walking 
speed of 1.55 m/s (3.47 mph). The baseline and slow speeds were selected to 
mimic Army recommended speeds during a standard foot march (1.35 m/s) and 
a night foot march (1.15 m/s).44 A fast walking speed condition was included to 
assess the effects of increased walking speed. The fast speed (1.55 m/s) is 15% 
faster than the baseline speed walking speed. 
Load-by-speed conditions were presented in a Latin square randomized 
order. For each configuration, participants became accustomed to walking with 
the loaded weight vest by walking laps around the lab at a self-selected speed. 
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An additional standing trial was collected on the treadmill with each load, prior to 
the treadmill walking trial, to calculate total mass. During the walking trials, 
participants were asked every minute to report a rating of perceived exertion 
(RPE). I used Borg’s RPE 6-20 scale,77 in which ‘6’ refers to ‘Zero Exertion’ and 
‘20’ refers to ‘Maximal Exertion.’ This scale was used to ensure that participants 
were not becoming fatigued during testing. Testing was to be stopped if a rating 
of ‘14’ or greater was reported; none of the participants reached this exertion 
threshold (Table 9). Participants were given at least two minutes of rest between 
each walking trial to reduce the potential for fatigue.  
Data Acquisition 
Marker position data were collected using a 10-camera motion capture 
system (Vicon Motion Systems Ltd, Centennial, CO) sampling at 100 Hz, while 
walking on the split-belt instrumented treadmill. Ground reaction force data were 
collected at a sampling rate of 2000 Hz and were used to determine gait events. 
Recording began once the treadmill had reached the prescribed speed and the 
participant reported feeling comfortable walking. Continuous marker and GRF 
data were recorded for 2-minutes. Marker position data were labeled and gaps 
were filled using Vicon Nexus (v2.0, Vicon Motion Systems Ltd, Centennial, CO). 
Visual3D (v6, C-Motion, Inc. Germantown, MD) was used to process kinematic 
and force data, derive trunk and pelvis segment angles, and calculate 
spatiotemporal measures. To reliably calculate local dynamic stability, a 
continuous time-series containing the same number of strides across all 
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participants is recommended.110,112,113 Therefore, the first 105 strides of each trial 
were used for all analyses as this was the minimum number of continuous strides 
across all trials. 
Data Analysis 
Kinematic variability: Marker trajectories used for kinematic variability analysis 
were filtered using a low-pass, fourth-order Butterworth filter with a cutoff 
frequency of 6 Hz.78 Segment angles of the pelvis and trunk were determined 
with respect to the lab coordinate system. Segment angles were calculated using 
a Visual3D hybrid model with a Cardan X-Y-Z (mediolateral, anteroposterior, 
vertical) rotation sequence.79 The CODA model was used to define the pelvis 
segment.80 Spatiotemporal measures were calculated for each stride including 
step length and width. The SD of each variable was calculated across all strides 
to quantify the kinematic variability of step width and length. For each stride, 
segment angle time-series in the sagittal and frontal planes were time-normalized 
to the gait cycle (heel strike to ipsilateral heel strike; 101 points). The mean 
standard deviation (meanSD) of time-normalized segment angles was used to 
quantify kinematic variability of the trunk and pelvis. This method involves 
calculating, for each time-normalized point in all measured strides of a given trial, 
the between-stride SD of the segment angles and then computing the meanSD 
for the trial.24,103,106 For each trial a single mean of the SD of spatiotemporal 
measures and meanSD of segment angles were used for analysis. Increased 
SD’s and meanSD of variables indicates increased kinematic variability. 
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Local dynamic stability: The time series of the C7 and the sacrum marker velocity 
data were used to compute the short-term local divergence exponent (LDE), 
which is also referred to as largest Lyapunov exponent.30,114–116 I chose the C7 
marker based on previous research suggesting that motions of the trunk can be 
used to determine the stability while walking.106,114,115,117 The sacral marker was 
chosen to determine the stability of pelvis. External perturbations or constraints 
placed on the trunk can affect the stability of other segments.101,109,118 For this 
study, the marker position data were filtered with a low-pass 4th order Butterworth 
filter with a cut-off frequency of 10 Hz. Local dynamic stability analysis requires 
that a time series be stationary.28,119 Previous research has shown that marker 
position is nonstationary due to drifting while walking on the treadmill. Stationary 
data was obtained by using the first central difference time series (Δx) for each 
direction (mediolateral (ML), anteroposterior (AP), and vertical (VT)) of the 
marker data:  
∆𝑥(𝑖) = 𝑥(𝑡𝑖+1) − 𝑥(𝑡𝑖−1))/(𝑡𝑖+1 − 𝑡𝑖−1)  (1) 
where x represents the position (AP, ML, or VT direction) data and ti represents 
the time point in the time series. Using the first central difference times series is 
equivalent to analyzing the dynamical properties of the velocity time series.106 
Methods to calculate LDE using continuous marker velocity data are well 
established.24,26,110,115 
I extracted the velocity time series in all directions for the first 105 strides 
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and resampled the data to 10500 data samples, ~100 data samples per stride.110 
A delay embedded state-space was reconstructed for each direction using the 
resampled velocity profiles and their time delayed copies:  
𝑋(𝑡) = [𝑥(𝑡), 𝑥(𝑡 + 𝑇), 𝑥(𝑡 + 2𝑇), 𝑥(𝑡 + 3𝑇), 𝑥(𝑡 + 4𝑇)]  (2) 
where X(t) is the 5-dimensional state vector, x(t) is the one-dimensional 
resampled time series, and T is the time delay.31 The time delay for each 
direction was determined from the first minimum of the average mutual 
information (AMI) function.120 An appropriate time delay ensures that time 
delayed copies have minimum mutual dependence and prevent the 
reconstructed state space from consisting of uncorrelated points.29,121 For this 
study, I used the mode of the time delays calculated across all trials for each 
direction for each marker.121 Time delays of 16, 14, and 12 were selected for C7 
and time delays of 10, 16, and 12 were selected for the sacrum for the 
mediolateral, anteroposterior, and vertical directions, respectively. These time 
delays are consistent with delays from studies in a recent systematic review.32 An 
embedding dimension of 5 was used to reconstruct the state-space based on the 
first minimum of the global false nearest neighbors (GFNN) analysis for all 
directions of the C7 and sacrum markers, consistent with previous 
studies.26,32,110,114,116 LDE quantifies how quickly neighboring trajectories in a 
state-space, represented by X(t), diverge over time.26,30 The original equation for 
determining the LDE of an infinite time series is: 
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𝑑(𝑡) = 𝐷𝑒λ1𝑡 (3) 
where d(t) is the mean Euclidean distance between neighboring trajectories in 
state space at time t, and D is the initial average separation.24 However, since 
this equation requires infinite time series, it has been modified for use with finite 
time series. I used an algorithm developed by Rosenstein30 to calculate the short-
term LDE, which calculates the average logarithmic separation of nearest 
neighbors of short finite time series by taking the natural log of both sides of 
equation 3: 
ln[𝑑𝑗(𝑖)] ≈ λ
∗(𝑖∆𝑡) + ln⁡[𝐷𝑗] (4) 
where 𝑑𝑗(𝑖) is the Euclidean distance at the ith time step between the jth pair of a 
data point and its initially nearest neighbors, averaged over all original pairs. LDE 






where⁡〈⁡〉 represents the average over all instances of j.26 More simply, in the 
reconstructed state-space, the Euclidean distances of each data point to its initial 
nearest neighboring points (pairs) are tracked for five strides (500 time samples 
forward). Initial nearest neighboring points were selected as data points closest 
to each data point (j pairs at each i time-step) from strides outside the initial data 
point’s stride.110 For example, a data point belonging to stride 57 could only have 
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initial nearest neighboring points in strides 1-56 or 58-105. The logarithm of the 
distances is calculated and averaged for all pairs of initial nearest neighbors. The 
short-term LDE was estimated by the slope of a linear least-squares fit to the 
average logarithmic divergence curve between 0 and 1 stride (see equation 
5).26,114 If each stride were identical to every following stride, the distance 
between nearest neighboring points would be constant,110 and LDE would be 
zero indicating a stable non-chaotic system. As the divergence rate of nearest 
neighbors increases, LDE becomes a larger positive value indicating that the 
locomotor system is less stable.116  
Statistical Analysis 
Dependent variables for kinematic variability included: step and stride 
length SD and trunk and pelvis meanSD in the sagittal and frontal planes. 
Dependent variables for local dynamic stability included: LDE of the C7 (trunk) 
and sacrum (pelvis) velocity time series in the ML, AP and VT directions. I used a 
two-way repeated measures ANOVA (RM-ANOVA) to examine the relationships 
between load (unloaded, medium, heavy) and speed (slow, baseline, fast) on 
each of the dependent variables. Load and speed were modeled as within-
subject factors. Least significance difference (LSD) pairwise comparisons were 
used to detect differences between loads and speeds if main effects were 
significant. For significant load-by-speed interactions, main effects were not 
interpreted and instead additional post-hoc tests were performed. For each load, 
a one-way RM-ANOVA was performed with speed as a within-subject factor. 
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LSD pairwise comparisons were used if there was a significant main effect. 
Similarly, for each speed, a one-way RM-ANOVA was performed with load as a 
within-subject factor followed by LSD pairwise comparisons if there was a 
significant main effect. Data collected from the dominant foot side was used for 
kinematic variability analyses. Foot dominance was determined by asking the 
participant which foot they would use to kick a ball. An a prior alpha level set to p 
< 0.05 was used to determine significance. All statistical analyses were 
performed using SPSS 24.0 (IBM Corp., Chicago, IL). 
RESULTS 
Participants 
RPE increased on average by ~1 point with each increase in load, but by 
only 0.5 points with increased speed (Table 9). All participants were able to 
complete all conditions. 
Kinematic Variability 
Load-by-Speed Interaction: Significant load-by-speed interactions were detected 
for step length variability (Table 11, Figure 9c; p = 0.003) and for sagittal plane 
trunk variability (Table 11, Figure 10c; p = 0.021). Step length variability was 
greater with increased load at the baseline (p = 0.007) and fast speeds (p = 
0.001). At the baseline speed, compared to the heavy load condition, step length 
variability was less in the unloaded condition (0.15 cm, p = 0.008) and in the 
medium load condition (0.13 cm, p = 0.013). At the fast walking speed, compared 
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to the unloaded condition step length variability was greater in the medium load 
condition (0.15 cm, p = 0.004) and in the heavy load condition (0.25 cm, p = 
0.001). In the unloaded condition, walking at the slowest speed had greater 
variability compared to walking at the baseline (0.25 cm, p < 0.001) and fast 
speeds (0.27 cm, p = 0.001). At the slow speed, sagittal plane trunk variability 
was greatest in the unloaded condition than in the medium (0.35°, p = 0.001) and 
heavy load conditions (0.25°, p = 0.022). Also at the slow speed, sagittal plane 
trunk variability was greater in the heavy load than in the medium load (0.10°, p = 
0.021). Participants had less trunk variability with increased speed in the 
unloaded condition (p = 0.008) and heavy load condition (p = 0.002). In the 
unloaded condition, walking at the slowest speed had the greatest variability 
compared to walking at the baseline (0.34°, p = 0.002) or fast (0.30°, p = 0.023) 
speeds. At the fast speed, in the heavy load condition sagittal plane trunk 
variability was greater than at the baseline (0.11°, p = 0.047) and slow (0.16°, p < 
0.001) speeds.  
Effect of Load: Load had a significant main effect on step width variability (Figure 
9a, p <0.001) and pelvis variability in the sagittal (p < 0.001) and frontal (p < 
0.001) planes (Figure 10a). Step width variability was greater in the heavy load 
condition compared to the medium load (0.12 cm, p < 0.001) and the unloaded 
(0.20 cm, p < 0.001) conditions. Step width variability was also greater in the 
medium load condition compared to the unloaded condition (0.07 cm, p < 0.001). 
At the pelvis, variability in both planes was greater in the heavy load than in the 
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medium load (sagittal: 0.07°, frontal: 0.04°; p < 0.001) and unloaded conditions 
(sagittal: 0.09, frontal: 0.07; p < 0.001). In the frontal plane, pelvis variability was 
greater in the medium load compared to the unloaded condition (0.03°, p < 
0.001).  
Effect of Speed: Speed had a significant main effect on step width variability 
(Figure 9b; p < 0.001), frontal plane trunk variability (Figure 10b; p = 0.021), and 
pelvis variability in both planes (Figure 10b; sagittal: p < 0.001, frontal: p = 0.033). 
Step width variability was greatest at the fast speed compared to the baseline 
(0.09 cm, p < 0.001) and slow (0.14 cm, p = 0.004) speeds. Frontal plane trunk 
variability was greater at the fast speed compared to the slow speed (0.07°, p = 
0.006). At the pelvis, sagittal plane variability was greater at fast speed compared 
to the baseline (0.02°, p < 0.001) and slow (0.08°, p < 0.001) speeds. In the 
frontal plane, pelvis variability was less at the baseline speed compared to the 
slow (0.02°, p = 0.024) and fast (0.02°, p = 0.029) speeds.  
Local Dynamic Stability 
Load-by-speed interaction: Significant interactions of load-by-speed were 
detected for local dynamic stability only at the trunk in the ML (p = 0.023) and VT 
(p = 0.033) directions (Table 12, Figure 11b&d). At the slow and baseline speeds 
local dynamic stability decreased (i.e., values of LDE were larger) with increasing 
load in the ML (slow: p = 0.003, baseline: p = 0.002) and VT (slow: p = 0.015, 
baseline: p < 0.001) directions. At the fast speed only, local dynamic stability in 
 
74 
the VT direction was affected by load (p<0.001). In the ML direction, at the slow 
or baseline speeds local dynamic stability decreased in the heavy load by 3.3% 
and 5.8% compared to the medium load (slow: 0.015, p = 0.034, baseline: 0.023, 
p = 0.005) and by 8.1% and 6.1% compared to the unloaded condition (slow: 
0.035, p = 0.003; baseline: 0.024, p = 0.002). At the slow speed, local dynamic 
stability decreased in the medium load by 4.7% compared to the unloaded 
condition (0.020, p = 0.044). In the VT direction, at each speed local dynamic 
stability increased in the unloaded condition compared to the heavy load 
condition (slow: 6.3%, 0.043, p = 0.01; baseline: 14.5%, 0.108, p < 0.001; fast: 
11.4%, 0.087, p < 0.001). At the baseline and fast speeds, local dynamic stability 
increased by 6.3% and 7.5% in the unloaded condition compared to the medium 
load condition (baseline: 0.040, p = 0.004; fast: 0.051, p = 0.002). At the baseline 
speed, local dynamic stability decreased by 9.1% in the medium load condition 
compared to the heavy load condition (0.068, p < 0.001). In the ML direction for 
each load, compared to the slow speed local dynamic stability increased at the 
baseline speed (unloaded: 6.1%, 0.026, p = 0.003; medium: 10.1%, 0.045, p < 
0.001; heavy 7.9%, 0.037, p < 0.001) and at the fast speed (unloaded: 10.4%, 
0.045, p < 0.001; medium 12.9%, 0.057, p < 0.001; heavy: 16.4%, 0.075 p < 
0.001). In the unloaded and heavy load conditions, compared to the baseline 
speed local dynamic stability increased by 4.6% and 9.2% at the fast speed (UL: 
0.018, p = 0.016; HL: 0.039, p < 0.001). In the VT direction for each load, 
compared to walking at the slow speed local dynamic stability decreased at the 
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fast speed (UL 5.9%, 0.038, p = 0.042; ML 10.2%, 0.067, p = 0.001, HL 11.9%, 
0.082, p < 0.001). In the unloaded and medium load conditions compared to the 
baseline speed local dynamic stability decreased by 6.6% and 7.8% at the fast 
speed (UL: 0.042, p = 0.004; ML: 0.053, p = 0.009). In the heavy load compared 
to the slow speed local dynamic stability decreased by 8.9% at the baseline 
speed (0.061, p = 0.001).  
Effect of load: Increasing load significantly decreased local dynamic stability of 
the trunk in the AP direction (Figure 11a; p < 0.001) and the pelvis in the VT 
direction (Figure 12a; p < 0.001). At the trunk and pelvis, local dynamic stability 
increased in the unloaded condition compared to the medium load (trunk AP: 
9.6%, 0.041, p < 0.001; pelvis VT: 7.3%, 0.042 p < 0.001) and heavy load (trunk 
AP: 14%, 0.062, p < 0.001; pelvis VT: 12%, 0.072, p < 0.001) conditions. Local 
dynamic stability increased in the medium load condition compared to the heavy 
load condition (trunk AP: 5.7%, 0.022, p < 0.001; pelvis VT: 5.1%, 0.030, p = 
0.001). 
Effect of speed: Increasing speed had a significant effect on local dynamic 
stability of the trunk in the AP direction (Figure 11c; p < 0.001) and the pelvis in 
all directions (Figure 12b; ML: p = 0.016, AP: p <0.001, VT: p < 0.001). 
Compared to the slow speed, AP local dynamic stability at the trunk increased by 
4.3 % at the baseline speed (0.019, p < 0.001) and by 6.3% at the fast speed 
(0.027, p < 0.001). AP trunk local dynamic stability also increased by 2.1% at the 
fast speed compared to the base line speed (0.009, p = 0.042) At the pelvis, 
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compared to the slow speed local dynamic stability in the ML and AP directions 
increased by 5.6% and 9.5% at the baseline speed (ML: 0.020, p < 0.001; AP: 
0.034, p < 0.001) and by 5.8% and 12.4% at the fast speed (ML: 0.021, p = 0.03; 
AP: 0.044, p < 0.001). In the VT direction, compared to the fast speed local 
dynamic stability increased by 7.6% at the slow speed (0.041, p = 0.002) and by 
2.2% at the baseline speed (0.030, p = 0.005).  
DISCUSSION 
While kinematic variability measures differences in movement patterns 
and local dynamic stability quantify responses to perturbations, I found that both 
were similarly affected by changes in load and speed. In general, as load 
increased, kinematic variability increased and local dynamic stability decreased. 
The effects of speed were less consistent, although for most variables, as speed 
increased, kinematic variability decreased and local dynamic stability increased. 
Of the twelve variables analyzed, interactions of changes in load and speed were 
detected for four variables: step length variability, sagittal plane trunk variability, 
and mediolateral and vertical trunk local dynamic stability. These findings 
indicate that walking with load may increase the risk of falls due to increased 
kinematic variability21,22 and decreased local dynamic stability,33–35 but that 
increasing speed may counteract load effects by making participants less 
variable and more stable. The interactions detected at the trunk highlight that as 
walking speed increases, variability and stability are less affected by load. The 
following sections will further describe the effect of changes in load and speed on 
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kinematic variability and local dynamic stability and potential implications of these 
findings on risk of falling during load carriage. 
Effect of Load 
As I hypothesized, increasing load increased kinematic variability. This 
finding was true for step width variability across all speeds, step length at the 
baseline and fast speeds, and pelvis variability in both planes across all speeds, 
but not for step length variability at the slow speed and trunk variability in both 
planes across all speeds.  
I found greater step width variability with each increase in load. Greater 
step width variability has been reported even in the lighter loads.96,97  Step length 
variability was also greater with increased load when walking at the baseline and 
fast speeds but did not change when walking at the slow speed. Previous studies 
investigating the effects of load at a single speed (slower than the baseline 
speed) did not find differences in step length variability with increased load.96,97 
Increased load resulted in less sagittal plane trunk variability at the slow speed 
but did not affect the baseline or fast speed. The simultaneous decrease in trunk 
variability and no change in step length variability at the slow speed may suggest 
that walking at speeds <1.35m/s could decrease the risk of falling when carrying 
heavy loads.  
I found greater variability of pelvic motion in the frontal and sagittal planes 
with increased load. Greater frontal plane pelvis variability together with the 
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increased step width may be related to controlling the side-to-side excursion of 
the center of mass.1 While no other load carriage study has evaluated kinematic 
variability of the pelvis, previous studies have investigated the effects of load on 
variability in the relative phasing between pelvis and trunk angular motions in the 
transverse plane.57,122,123 They found that, when carrying load, the variability of 
trunk-pelvis relative phase became lower. This reduction is thought to be a 
protective strategy but may lead to an overuse injury in the long-term.20  
Increasing load decreased local dynamic stability of the trunk in all 
directions and the pelvis in the vertical direction. Few studies have investigated 
the effects of torso loads on local dynamic stability,99–102 with only one study 
using military-relevant loads.100 Similar to a previous study, I found that local 
dynamic stability in the AP direction decreased with the addition of a symmetric-
torso load (12.7 kg).99 No differences, however, have been found when using 
posterior loads.100,102 The discrepancy in findings when using symmetric versus 
posterior loads suggests that the distribution of load affects trunk stability in the 
AP direction.  
While load had an effect on trunk local dynamic stability in the VT direction 
at all speeds and in the ML direction at the baseline and slow speeds, there was 
no detectable effect when walking at the fastest speed. Inconsistent findings 
have been reported for the effects of load on trunk local dynamic stability in the 
VT and ML directions,99,100,102 which may have been due to how the load was 
carried. Generally, I found that trunk local dynamic stability in the heavy load 
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condition was consistently lower in all directions than in the unloaded condition. 
No previous studies have investigated the effects of symmetric load on the pelvis 
local dynamic stability. These results indicate that load only affects pelvis local 
dynamic stability in the vertical direction. One study did report that handheld load 
carriage decreased the stability of the pelvis.101 The decreased pelvis stability 
may be related to the increased variability of the pelvis in the frontal plane.  
As stated earlier, kinematic variability and local dynamic stability are 
thought to quantify different aspects of gait behavior. My results indicate that 
even though each analysis quantifies different aspects, load may have a similar 
effect on the measures. Specifically, greater variability in step width and the 
decreased ML trunk local dynamic stability may both indicate an increased risk of 
falling in the ML direction. Stability in the ML direction is critical for human 
walking. 124 Similarly, greater step length variability and decreased AP trunk local 
dynamic stability with increasing load may indicate an increased risk of falling in 
the AP direction. Perturbations experienced in either the ML or AP direction have 
been associated with step length variability.124 The greater variability may 
indicate that a person is able to use a variety of motions to perform the task, but 
that it may take the system longer to recover when small perturbations occur.  
The decrease in VT local dynamic stability of the trunk and pelvis along 
with greater step length variability may be related to increased energy cost rather 
than increased risk of falling. As load increases, step length decreases.10,46 
Decreased step length decreases the amount of vertical COM excursion and 
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energy expenditure.1,125 Both the increased variability and decreased stability 
suggest that more effort may be required to control the COM in the vertical 
direction when loaded and potentially further increase energy expenditure. 
Effect of Speed 
I hypothesized that variability would be lower at the baseline speed than at 
either the slow or fast speed, indicating a U-shaped relationship. My hypothesis 
was only partially supported. Step length variability appeared to have a U-shaped 
relationship with speed in the medium and heavy load conditions, but the 
differences were not significant. In the unloaded condition, step length variability 
was greater at the slow speed. Some previous studies have found that walking 
speed did not affect spatiotemporal variability105,108 while others have found a U-
shaped effect on variability, with variability increasing when walking faster or 
slower than a preferred speed.106,126 At the pelvis, the variability of the frontal 
plane motion also had a U-shaped relationship, increasing when walking faster or 
slower than baseline. Kang and Dingwell105 have suggested that the steepness 
of the U-shaped curve may be related to the range of speeds selected. My 
results could indicate that all kinematic variability measures have a U-shaped 
curve, but the steepness of the curve may also be dependent on the constraints 
placed on the participants. In this case, increasing load may have made the U-
shaped region of the curve for step length and frontal plane pelvis variability 
steeper and thus more detectable.  
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Local dynamic stability of the trunk and pelvis did decrease with increased 
speed but only in the VT direction. These results are similar to previous studies 
investigating the stability of the trunk.103,107,108 This finding may suggest that 
increasing walking speed increases the effort required to stabilize COM 
excursion and increases energetic cost.  
Contrary to my hypothesis, I found that the variability of some parameters 
increased and local dynamic stability decreased with decreased speed. 
Specifically, across all loads, frontal plane trunk and sagittal plane pelvis 
variability were greatest at the slow speed. Sagittal plane trunk variability was 
also greatest at the slow speed in the unloaded condition. In the heavy load 
condition, sagittal plane trunk variability was greater at the slow speed and at the 
baseline speed than at the fast speed. Asgari et al.107 have also found that trunk 
variability is higher at a slow speed than at faster speeds. However, others have 
found that variability of the trunk increases with increased speed105,109 or has a 
U-shaped relationship.106  
In the ML and AP directions, local dynamic stability of the trunk and pelvis 
increased with increased speed. Inconsistent findings have been reported on the 
effects of speed on local dynamic stability. It has been suggested that the local 
dynamic stability values are dependent on time series length110 and calculation 
method,113 and these parameters may contribute to the discrepant findings. For 
example, previous studies indicated that older adults increased local dynamic 
stability by walking slower.26,106 Later it was noted that walking at slower speeds 
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decreases the number of strides analyzed if a fixed time interval is used for 
analysis. The lower number of strides has been shown to artificially decrease the 
maximum Lyapunov exponent, thus indicating increased stability.4,103 This 
highlights the importance of controlling for time series length when quantifying 
local dynamic stability.  
As with the effect of load, I found that in some cases kinematic variability 
and local dynamic stability may change in the same direction. Specifically, as 
speed increased, sagittal plane variability of the trunk and pelvis decreased and 
AP local dynamic stability increased, both indicating a decreased risk of falling. I 
found that kinematic variability and local dynamic stability were similarly affected 
by changes in load and speed, despite quantifying different aspects of gait 
behavior. This may suggest that the relationship between kinematic variability 
and local dynamic stability is dependent on the biomechanical, environmental, 
and task constraints placed on the locomotor system.  
Limitations 
The use of a treadmill to capture gait mechanics may have influenced 
local dynamic stability. Previous studies have indicated that walking on a 
treadmill leads to more stable gait than walking overground.24 However, using a 
treadmill allows for the long continuous time series of marker position to be 
collected that are necessary for reliable local dynamic stability values.4,32,112 
Additionally, the baseline speed tested may have been different than the 
 
83 
preferred walking speed of my participants. A recent review of local dynamic 
stability literature suggested that use of a walking speed other than the preferred 
speed does not allow for accurate representation of local dynamic stability of the 
person but rather represents the local dynamic stability of the person walking at a 
specific speed.32 While this may limit the generalizability of these data to walking 
with loads at preferred speeds in the general population, it is directly relevant to 
the gait task demanded of soldiers, who are not always able to self-select a 
walking speed while on a mission. Although detailed analyses of preferred 
walking conditions were not the focus of this study, it may be important to 
investigate local dynamic stability of walking with load at a preferred speed 
compared to standard speeds to determine if soldiers would be more stable, and 
thus at less risk of falling, when walking at their preferred speed. Finally, this 
study investigated the effects of changes in load and speed on kinematic 
variability and local dynamic stability within the relatively short timescale. It may 
be important to track how these factors change over the longer timescales of 
prolonged load carriage, as changes in kinematic variability or local dynamic 
stability may serve as biomarkers for the onset of fatigue and increased risk of 
falling. I should also note that while I am interpreting that changes kinematic 
variability and local dynamic stability affect the risk of falling, fall risk was not 
measured in this study. Further research is needed to determine if there is a safe 
range of changes in kinematic variability and local dynamic stability when walking 




In general, I found that walking with increased load had greater variability 
and decreased local dynamic stability, while walking at an increased speed had 
lower variability and increased local dynamic stability. While my results may 
suggest that the increased stability from walking faster may offset the decreased 
stability from walking with a load in the ML and AP directions, the decreased 
stability detected in the VT direction with increased load and speed may indicate 
an increase in energy expenditure; that is, walking faster with increased loads 




Table 8: Participant descriptive statistics. 
  Overall Male Female 
N 30 15 15 
Age (yrs) (mean±SD) 26±4.86 26±4.83 26±5.07 
Anthropometrics (mean±SD)    
Height (m) 1.71±0.10 1.78±0.08 1.65±0.08 
mass (kg) 73.73±11.03 79.82±9.11 67.63±9.46 
Body Fat % 17.35±7.64 10.63±3.69 24.06±3.24 
BMI 25.00±2.10 25.25±1.72 24.75±2.46 
Demographics (N)    
Exercise 3/week 27 13 14 
Military    
Cadet 6 3 3 
Active Duty 1 1  
Recreational Hiker 19 8 11 
Load Carriage Experience 25 12 13 
Ethnicity    
White/Caucasian 23 10 13 
Asian 7 5 2 
Dominant Foot    
Right 26 12 14 
Left 4 3 1 
Activity Score (median(range)) 10 (7-10) 10 (7-10) 10 (9-10) 
 
Table 9: Rating of perceived exertion (RPE) results. 
  Unloaded Medium Load Heavy Load One-way ANOVA p-value 
RPE (Median)     
Slow 7 8.5 9  
Range (6-9) (7-10) (7-12)  
Baseline 8 9 10  
Range (7-9) (7-10) (8-13)  
Fast 8 9 10.5  
Range (7-12) (7-12) (8-13)   




Table 10: Body mass percentage of load carried during each condition. 
  Overall Male Female 
N 30 15 15 
Medium Load (%BM) 18.06±2.81 16.80±2.38 19.32±2.69 
Range (13.02-22.97%) (13.02-21.78%) (14.79-22.97%) 
Heavy Load (%BM) 33.76±5.13 30.60±3.07 36.93±4.86 
Range (24.89-43.75%) (24.89-35.98%) (28.43-43.75%) 






Table 11: Mean±SD for kinematic variability dependent variables. 
 Spatiotemporal SD (cm) Trunk meanSD (°) Pelvis meanSD (°) 
 Condition Step Lengtha Step Width b,c Sagittala Frontalc Sagittalb,c Frontalb,c 
Unloaded       
Slow 1.60±0.50 1.34±0.38 1.74±0.66 0.94±0.29 0.78±0.16 0.48±0.09 
Baseline 1.35±0.36 1.35±0.40 1.40±0.35 0.88±0.28 0.75±0.23 0.48±0.11 
Fast 1.33±0.36 1.41±0.35 1.43±0.34 0.90±0.22 0.78±0.15 0.52±0.08 
Medium Load       
Slow 1.49±0.44 1.37±0.35 1.39±0.37 0.89±0.27 0.77±0.14 0.48±0.10 
Baseline 1.37±0.35 1.45±0.35 1.40±0.35 0.88±0.28 0.75±0.23 0.48±0.11 
Fast 1.48±0.41 1.51±0.34 1.31±0.26 0.84±0.26 0.71±0.11 0.50±0.10 
Heavy Load       
Slow 1.59±0.42 1.48±0.39 1.49±0.33 0.93±0.27 0.87±0.17 0.53±0.10 
Baseline 1.50±0.43 1.54±0.36 1.43±0.34 0.90±0.22 0.78±0.15 0.52±0.08 
Fast 1.58±0.44 1.68±0.41 1.33±0.30 0.88±0.28 0.78±0.16 0.54±0.12 
Note: a-significant load-by-speed interaction (p < 0.05), b-significant effect of load (p < 0.05), c-significant effect of speed 






Table 12: Mean±SD for local dynamic stability dependent variables. 
 Trunk (LDE) Pelvis (LDE) 
 Condition MLa APb,c VTa MLc APc VTb,c 
Unloaded       
Slow 0.428±0.076 0.400±0.052 0.641±0.131 0.367±0.073 0.361±0.079 0.520±0.120 
Baseline 0.402±0.065 0.373±0.044 0.637±0.101 0.336±0.051 0.315±0.064 0.512±0.104 
Fast 0.383±0.072 0.377±0.050 0.679±0.127 0.337±0.052 0.310±0.075 0.555±0.123 
Medium Load       
Slow 0.448±0.070 0.435±0.049 0.663±0.124 0.361±0.078 0.353±0.082 0.552±0.120 
Baseline 0.403±0.069 0.425±0.043 0.677±0.129 0.339±0.059 0.318±0.088 0.558±0.141 
Fast 0.391±0.068 0.411±0.055 0.730±0.110 0.344±0.045 0.315±0.059 0.602±0.107 
Heavy Load       
Slow 0.463±0.061 0.463±0.047 0.685±0.106 0.352±0.075 0.352±0.075 0.576±0.111 
Baseline 0.426±0.073 0.445±0.040 0.746±0.123 0.345±0.062 0.332±0.086 0.613±0.133 
Fast 0.387±0.060 0.428±0.049 0.766±0.113 0.336±0.048 0.309±0.066 0.614±0.112 
Note: a-significant load-by-speed interaction (p < 0.05), b-significant effect of load (p < 0.05), c-significant effect of speed 





Figure 9: Spatiotemporal temporal dependent variables a) main effect of load b) main 
effect of speed c) interactions of load-by-speed. *indicates significant interaction effects 
(p < 0.05); conditions that share the same letter did not differ significantly in post-hoc 
tests (p > 0.05); and colored brackets indicate significant differences between conditions 




Figure 10: Trunk and Pelvis kinematic variability dependent variables a) main effect of 
load b) main effect of speed c) interactions of load-by-speed. *indicates significant 
interaction effects (p < 0.05); conditions that share the same letter did not differ 
significantly in post-hoc tests (p > 0.05); and colored brackets indicate significant 




Figure 11: Trunk local dynamic stability dependent variables a) main effect of load b) & 
d) interactions of load-by-speed c) main effect of speed. *indicates significant interaction 
effects (p < 0.05); conditions that share the same letter did not differ significantly in post-
hoc tests (p > 0.05); and colored brackets indicate significant differences between 




Figure 12: Pelvis local dynamic stability dependent variables a) main effect of load b) 
main effect of speed. Conditions that share the same letter did not differ significantly in 




STUDY 3: Kinematic variability and local dynamic stability of gait in individuals 
with hip pain and a history of developmental dysplasia. 
ABSTRACT 
Background: Individuals with developmental dysplasia of the hip (DDH) often 
report hip pain and exhibit gait adaptations. Previous studies in this patient 
population have focused on average kinematic and acceleration measures during 
gait, but have not examined variability.  
Research Question: Do individuals with hip pain and DDH have altered kinematic 
variability or local dynamic stability (LDS) compared to individuals without hip 
pain?  
Methods: Fourteen individuals with hip pain and 14 matched controls walked for 
two minutes on a treadmill at three speeds: preferred, fast (25% faster than 
preferred), and prescribed (1.25m/s). Kinematic variability (standard deviation) of 
spatiotemporal measures, joint and segment angles, and LDS of the trunk were 
calculated for each speed.  
Results: At the prescribed speed, individuals with hip pain and DDH had more 
kinematic variability than controls at the hip, pelvis, and trunk as well as greater 
variability in spatiotemporal measures. We found that LDS was not different 
between groups. Kinematic variability of the joints decreased with increasing 
speed while LDS of the trunk increased (i.e., increased gait stability) with 
increasing speed.  
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Significance: Individuals with hip pain and DDH had greater kinematic variability 
compared to individuals without hip pain when walking at the same prescribed 
speed, indicating either an adaptation to pain or reduced neuromuscular control. 
LDS of the trunk was not different between groups, suggesting that hip pain does 
not affect overall gait stability. Kinematic variability and LDS were affected by 
walking speed, but in different ways, emphasizing that these measures quantify 





Individuals with developmental dysplasia of the hip (DDH) often report hip 
pain and exhibit gait alterations. DDH is characterized by decreased acetabular 
coverage of the femoral head anteriorly and laterally, leading to increased stress 
on the acetabular rim,42 hip pain,127 and osteoarthritis (OA).128 Gait alterations in 
individuals with DDH may reduce the load on the acetabular rim41,42 and pain.41–
43 These alterations include reduced peak hip extension angle,41–43 reduced hip 
flexion angle during push-off,43 reduced peak plantar flexion angle at toe-off,41 
decreased stride length and decreased gait velocity42,43 compared to healthy 
individuals. Alternatively, gait alterations may indicate hip instability.129 These 
measures reflect average behavior over multiple strides; however, it is unknown 
how variable or stable the behavior is between strides. Measures that can 
quantify how individuals with hip pain vary gait behavior between strides or how 
stable strides are over time may give insight into pain alleviation strategies or 
neuromuscular control of gait. 
Kinematic variability has been used to measure how individuals modify 
gait mechanics from stride to stride and is commonly quantified using standard 
deviation (SD)21,24,34,103,105–107,115,126,130 or coefficient of variation (CV)22,107,131 of 
joint angles and spatiotemporal measures. Decreased kinematic variability has 
been noted in individuals with knee130,131 and hip126 OA. However, no difference 
in trunk variability was noted in individuals with low back pain.107 In those studies, 
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manipulating speed affected kinematic variability, but with differing 
results.107,126,130,131 
The maximum Lyapunov exponent is a nonlinear measure that has been 
used to estimates the local dynamic stability (LDS) of gait26,31,34,107,111,115 by 
calculating the rate at which the kinematics of one stride become more different 
from the prior stride on average.130 Small (e.g., pain or neuromuscular 
dysfunction) or large (e.g., tripping) perturbations may cause differences in 
strides of the person walking.31  
Kinematic variability and local dynamic stability may be altered in 
individuals with hip pain and DDH. Previous studies in this patient population 
have focused on average kinematic41–43 and acceleration129 measures during 
gait, but have not examined variability. Therefore, the purpose of this study was 
to investigate kinematic variability and local dynamic stability in individuals with 
hip pain and DDH and in individuals without hip pain. A secondary purpose was 
to evaluate the effect of walking speed on these measures. I hypothesized that 
adaptations due to pain or reduced neuromuscular control in individuals with hip 
pain might increase kinematic variability and decrease local dynamic stability. 
Additionally, I hypothesized that individuals with hip pain will have increased 
kinematic variability and decreased local dynamic stability when walking at 






Individuals with hip pain and a history of DDH (hip pain group) were 
recruited through area orthopedic and rehabilitation clinics between January 
2010 and December 2016. Individuals needed to report experiencing hip pain 
while walking, have a previous diagnosis of DDH from a physician, and have 
their pain reproduced with at least one of the three provocative tests. The three 
tests, which are sensitive to intra-articular hip pathology,132 included: 1) the 
flexion, adduction, internal rotation (FADIR) test,133 2) the flexion, abduction, 
external rotation (FABER) test,134 and 3) the resisted straight leg raise (SLR).132 
Prior hip surgery was not an exclusion criterion.  
Individuals without hip pain (control group) were recruited through 
postings and word-of-mouth. Controls were one-to-one matched for sex, age, 
height, mass, and activity score. They reported no hip pain and no previous lower 
back or lower extremity surgery.  
This study was approved by the Institutional Review Board of Boston 
University. All participants provided written informed consent prior to 
participation.  
Experimental Protocol and Setup 
Participants completed self-report questionnaires including the UCLA 
 
98 
activity score,135 modified Harris Hip Score (mHHS),136 and hip disability and 
osteoarthritis outcome score (HOOS).137 The Western McMaster Universities 
Osteoarthritis Index (WOMAC) was scored from the HOOS.138 
Reflective spherical markers were placed on anatomical landmarks on the 
trunk, pelvis, and bilaterally on the lower extremities.73 Participants walked on a 
treadmill at three speeds: 1) their preferred speed, 2) 125% of the preferred 
speed, and 3) a prescribed speed (1.25 m/s). Two minutes of continuous steady-
state walking data were collected at each speed. Preferred speed was 
determined using the average of five overground walking trials. Participants 
verbally rated their pain on an 11-point (0: no pain-10: worst pain) numeric rating 
scale every 30 seconds.139 Each participant first walked at their preferred speed 
to capture their natural walking pattern, then at the fast speed followed by the 
prescribed speed. 
Data Acquisition and Analysis 
Marker and ground reaction force data were collected using a motion 
capture system (100 Hz, Vicon Motion Systems Ltd, Centennial, CO) and split-
belt instrumented treadmill (1000Hz, Bertec Corporation, Columbus, OH). 
Visual3D (C-Motion, Inc. Germantown, MD) was used to process data and derive 
joint and segment angles and spatiotemporal measures. The first 95 strides of 
each trial were used for analysis because 95 was the minimum number of 
continuous strides across all trials. 
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Kinematic variability: For each stride, joint and segment angles were normalized 
to the gait cycle. Spatiotemporal measures included percent double support time, 
percent stance time, stride length, step length, and step width. The SD of joint 
and segment angles at each time-normalized point in the gait cycle was 
calculated and then averaged across the entire cycle to determine the mean SD 
(meanSD).24,106 The within-subject SD of peak angles and spatiotemporal 
measures were calculated for each trial.  
Local dynamic stability: I used Rosenstein’s algorithm30 to calculate the largest 
Lyapunov exponent or local divergence exponent (LDE) of the 7th cervical 
vertebrae (C7) marker.30,114–116 Motions of the trunk can be used to determine 
stability while walking.106,115 Methods to calculate LDE using continuous marker 
data are well established,24,26,110,115 and are briefly described here. The C7 
marker data were filtered with a low-pass 4th order Butterworth filter with a cut-off 
frequency of 10Hz.110 To account for the possibility of nonstationary data, the first 
central difference (i.e., velocity) in each direction (mediolateral (ML), 
anteroposterior (AP), and vertical (VT) of the marker data were calculated.28 Data 
for the 95 consecutive strides were resampled to 9500 samples (~100 samples 
per stride) as differences in time series length affect estimates of LDE.110  
Reconstructing a time-series and its time-delayed copies in a 5-
dimensional state space captures the dynamics of human walking.26,110,115 The 
appropriate time delays for each direction of the C7 marker velocity (ML: 36 
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samples, AP: 14 samples, V: 12 samples) were determined using the first 
minimum of the average mutual information function.120 The embedding 
dimension of 5 was confirmed based on the global false nearest neighbors 
method.140 Once the time-series profiles were reconstructed in state space, the 
Euclidian distances between each data point and its nearest neighbors were 
tracked over five strides. Nearest neighboring points were selected as the data 
points closest to an initial data point outside the initial point’s stride.110 The 
logarithm of the distances were calculated and averaged for all pairs of initial 
nearest neighbors. The LDE was estimated by the slope of a linear least-squares 
fit to the average logarithmic divergence curve between 0 and the 1st stride.26,114 
A larger, positive LDE indicates more instability.116  
Statistics 
The dependent variables included the meanSD of joint and segment 
angles across the gait cycle, SD of peak joint and segment angles in the sagittal 
and frontal planes, SD of spatiotemporal measures, and the LDE of the C7 
velocity time series in each direction of the movement. For the hip pain group, 
the side analyzed was the painful side for individuals with unilateral pain or the 
more painful side for individuals with bilateral pain. For controls, the side 
corresponding to their hip pain match was analyzed.  
I used independent t-tests to determine group differences in kinematic 
variability and local dynamic stability at the prescribed speed. I used separate 
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Generalized Linear Models with Generalized Estimating Equation corrections to 
evaluate the effect of speed (within-subject factor) and the interaction of group-
by-speed. Least significant difference post-hoc pairwise tests were performed if 
the factors were significant. For significant interaction effects, planned 
comparisons were performed between groups and main effects were not 
reported. Analyses were conducted in SPSS (v20, IBM Inc.) with an alpha of .05.  
RESULTS 
Participant Demographics 
Fourteen individuals with hip pain and 14 matched controls participated in 
the study (Table 13). The groups were not different in sex, age, height, mass or 
preferred speed. All individuals reported pain in their dysplastic hip; six 
individuals also reported pain on their contralateral side. Five individuals had 
surgery on the more painful hip at least 11 months prior to data collection. Three 
had a periacetabular osteotomy (PAO) and two had a reverse PAO.  
Questionnaires and Pain Ratings  
The hip pain group scored lower on the mHHS, HOOS, and WOMAC than 
the control group with no difference in UCLA Activity score (Table 13). The hip 
pain group reported greater pain walking at the fast speed compared to their 




Group Comparison at Prescribed Speed 
The hip pain group had greater variability in their joint kinematics across 
the gait cycle (i.e., meanSD) and in the peak joint angles (i.e., SD) at the hip, 
pelvis, and trunk than the control group (Table 14, Figure 13), but not at the knee 
or ankle. Specifically, greater peak joint angle variability was found at the hip in 
the sagittal plane (p ≤ 0.005), the pelvis in both planes (p ≤ 0.034), and the trunk 
in the sagittal plane (p ≤ 0.045). The hip pain group had greater stride length (p = 
0.023) and step length (p = 0.047) variability than controls (Table 14, Figure 13). 
Local dynamic stability was not different between groups at the prescribed 
speed. 
Group Comparison at Preferred and Fast Speeds 
Compared to the controls, the hip pain group had greater variability in 
knee, hip, and trunk kinematics at both the preferred and fast speeds (Table 15, 
Figure 14). The hip pain group had greater variability in the peak knee abduction 
angle (p = 0.017), peak hip extension angle (p = 0.033) and peak hip adduction 
angle (p = 0.042). For the sagittal-plane trunk kinematics, the hip pain group had 
greater variability across the gait cycle (p = 0.035) and in the peak trunk 
extension angle (p = 0.024). For the frontal-plane trunk kinematics, the hip pain 
group had greater peak ipsilateral flexion variability (p = 0.043). No significant 
group-by-speed interactions were detected for the above reported main effects. 





Participants had greater variability in the ankle, knee, and hip joint 
kinematics at their preferred speed compared to their fast speed (Table 15, Figure 
14), but not different at the pelvis. Across the gait cycle, the variability of the 
sagittal and frontal plane ankle angles (p = 0.004, p = 0.005) and knee angles (p 
< 0.001, p = 0.005), and of the sagittal plane hip angle (p = 0.017) were greater 
at the preferred compared to the fast speed. Peak ankle plantar flexion variability 
(p < 0.001) and inversion variability (p < 0.001) and peak knee extension 
variability (p = 0.010) were greater at the preferred than at the fast speed. 
Participants walked with greater kinematic trunk variability in the frontal plane at 
the fast speed compared to their preferred speed across the gait cycle and at 
peak angles (p ≤ 0.032, Figure 14). Participants had greater stance time (p = 
0.001), stride length (p = 0.034), and step length (p = 0.001) variability at the 
preferred than at the fast speed (Table 15, Figure 14). Local dynamic stability was 
greater (i.e., LDE was smaller) at the fast speed compared to the preferred 
speed in the mediolateral (p < 0.001) and anteroposterior (p < 0.001) directions 
(Table 15, Figure 14).  
Group-by-Speed Interaction 
There was a significant group-by-speed interaction for double support time 
SD (p = 0.010, Table 15, Figure 14). Double support time variability was greater in 
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the hip pain group compared to the control group at the preferred walking speed 
(p < 0.001). There was no interaction effect for local dynamic stability.  
DISCUSSION 
The results of this study indicated that individuals with hip pain have 
greater kinematic variability but similar local dynamic stability compared to 
individuals without hip pain when walking at the same prescribed speed. 
Kinematic variability and local dynamic stability were both affected by walking 
speed but in different ways, suggesting that these measures quantify different 
aspects of gait mechanics.  
Differences between Groups  
As hypothesized, individuals with hip pain and a history of DDH exhibited 
more kinematic variability than individuals without hip pain. Specifically, when 
walking at the same speed, group differences were concentrated at the hip, 
pelvis, and trunk in the sagittal and frontal planes, while increased spatiotemporal 
variability only applied to step and stride length variability. Similarly, the hip pain 
group exhibited increased kinematic variability compared to the control group at 
the preferred and fast speeds, but the effect was not localized to the hip, pelvis, 
or trunk and the spatiotemporal differences were no longer significant.  
In contrast to my findings, previous studies reported that individuals with 
knee130,131 or hip126 OA have lower kinematic variability of the affected joints 
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compared to controls. Decreased variability of the joints has been interpreted as 
an indication of increased rigidity126,131 and decreased adaptability to 
perturbations25 during walking. These findings may suggest that prior to the 
development of OA, increased rigidity of the limb is not present in individuals with 
hip pain and their gait patterns are still adaptable. Alternatively, increased 
variability in individuals with hip pain could indicate reduced neuromuscular 
control of the pelvis and hip, highlighted by the concentration of effects at the hip, 
pelvis, and trunk.  
My findings on spatiotemporal measures agree with previous literature. 
Studies report individuals with knee131 and hip126,141 OA have greater 
spatiotemporal variability than controls. Increased variability of spatiotemporal 
measures therefore may indicate adaptations are being made to unexpected 
changes to joint mobility or sudden onset of pain141 and may be related to the 
increased variability of joints found higher in the kinematic chain. This finding is 
interesting considering that all participants were walking on a treadmill at a 
constant speed where changes in step length are not required. 
I found no group differences in local dynamic stability of the trunk at any 
walking speed. In contrast, differences between individuals with and without 
diabetic neuropathy have been noted using local dynamic stability analysis of the 
trunk during gait.26,31 Previous studies have also found differences in local 
dynamic stability in individuals with knee OA,130 anterior cruciate ligament 
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deficiency,111 and low back pain.107 These studies performed the local dynamic 
stability analysis on the joint or segment angle times series that matched the 
area of involvement. In this case, I used the C7 velocity time series for analysis 
with the concept that the local dynamic stability of the trunk would be sensitive to 
small perturbations arising from pain or reduced neuromuscular control at the 
hip. A previous study found that individuals with DDH had increased hip 
instability during gait, but used peak accelerometer values to quantify 
instability.129 The lack of differences in local dynamic stability at the trunk may 
indicate that hip pain does not impact overall gait stability; instead, kinematic 
alterations at the hip and pelvis may help maintain overall stability. 
Effect of Speed 
In agreement with my hypothesis and previous studies, walking speed 
affected both kinematic variability106,107,126,130,131 and local dynamic 
stability.31,103,105–107 At their preferred speed, participants were more variable at 
the ankle, knee, and hip compared to the fast speed. Similar findings were 
reported for individuals with knee131 and hip126 OA when walking above or below 
a preferred speed. In contrast to previous research,126,131 the participants 
decreased their spatiotemporal variability at the fast speed while increasing the 
kinematic variability of the trunk. Previous studies found that trunk variability 




Interestingly, I found that speed affected local dynamic stability of the 
trunk differently than kinematic trunk variability. The local dynamic stability results 
were similar to Bruijn et al.103 who reported that local dynamic stability increased 
with increasing speed in healthy adults. The authors highlight that their (and my) 
findings contrast those of many previous studies26,31,104 that suggest that local 
dynamic stability increases with decreasing walking speed. However, these 
differences are most likely due to past researchers not controlling the length of 
time series analyzed,103 which has been shown to change local dynamic stability 
outcomes.110 
Kinematic Variability versus Local Dynamic Stability 
Kinematic variability has been used as an indicator of overall gait stability 
where the general assumption is that increased variability indicates decreased 
gait stability.25 This assumption is linked to the evidence that kinematic variability 
of spatiotemporal measures are highly correlated with risk of falls.21,22 Others 
argue that increased variability of joint angles during walking indicate increased 
adaptability and less rigidity.25,126,131 To better understand overall gait stability, 
researchers started to use nonlinear measures25,26,34,107 and again found local 
dynamic stability to be correlated with falls.34 Whereas kinematic variability 
measures use linear statistics (e.g., SD and CV) and consider strides to be 
independent,25 nonlinear measures consider the interdependence of strides and 
changes in gait kinematics over time.  
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Although both kinematic variability and local dynamic stability have been 
used to quantify gait stability, care must be taken in how that stability is 
interpreted. This argument is highlighted by the fact that in the current study and 
previous studies,26,31,103,106 kinematic variability and local dynamic stability 
measures have different results. Dingwell et al.24 stressed that local dynamic 
stability measures (e.g., Lyapunov exponents and LDE) quantify fundamentally 
different aspects of gait behavior than kinematic variability. In this case, the 
increased kinematic variability quantified adaptations made at the joint level to 
alleviate pain or indicate a reduced neuromuscular control around the hip. The 
lack of differences in local dynamic stability between groups indicate that 
individuals with hip pain were able to attenuate and recover from small 
perturbations, in this case pain, occurring at the hip which did not affect overall 
gait stability. 
Limitations 
Some study limitations should be noted. First, the hip pain group was 
heterogeneous in terms of side involvement and surgical history, which may have 
decreased the effect of group. Second, the groups were matched for the activity 
level and the hip pain group was high functioning, which may have contributed to 
the lack of differences found between groups. It could be that individuals with hip 
pain who function at a lower level or are less active would not be able to maintain 
gait stability in the presence of hip pain. The gait speeds were not presented in a 
 
109 
randomized order. I first captured typical gait parameters at a preferred speed 
before moving to a more difficult walking speed. Finally, I used the C7 marker, 
and not a marker closer to the hip, for the local dynamic stability analysis. The 
lack of differences found in this study indicated that hip pain may not affect 
overall stability or that individuals adapted their gait to maintain their stability.  
CONCLUSIONS 
This study is the first to report that individuals with hip pain had greater 
kinematic variability at the hip, pelvis, and trunk than controls and may be related 
to the greater step and stride length variability. While this increased variability 
may indicate a lack of neuromuscular control at the hip, it may also be a pain 
alleviation strategy, in which case rehabilitation to improve control of the hip may 
decrease pain and decrease variability. The local dynamic stability of the trunk 
was not different between groups, suggesting that hip pain does not affect overall 
gait stability. Speed had different effects on kinematic variability and local 
dynamic stability, emphasizing that these measures quantify different aspects of 




Table 13: Participants' demographics characteristics. 
  Hip Pain Control p-value 
Demographics      
Sex 13 F,1 M 13 F,1 M - 
Age 24.93±5.95 22.29±3.45 0.166a 
Height 1.65±0.05 1.65±0.07 0.939a 
Weight 64.28±10.10 62.11±7.39 0.522a 
Preferred  1.23±0.12 1.22±0.15 0.967a 
Fast  1.53±0.15 1.52±0.18 0.810a 
Questionnaires   
 
UCLA Activity 8.0±2.4 7.9±2.0 0.933a 
 More Painful Less Painful 
  
mHHS 68.51±12.24 86.11±16.07 99.71±1.47 - 
HOOS Subscales     
Pain 66.96±17.79 87.5±17.68 100 - 
Symptoms 61.79±19.08 81.07±21.14 97.14±4.69 - 
Functional Activities 84.98±13.12 94.33±10.94 100 - 
Recreation/Sport Activities 58.04±24.81 81.7±23.95 99.55±1.67 - 
Quality of Life 42.86±20.04 77.23±26.47 99.55±1.67 - 
WOMAC 81.03±13.68 92.65±12.35 100 - 
Positive Provocative tests    
FADIR 14(100%) 7(50%) - - 
FABER 9(64%) 4(29%) - - 
SLR 8(57%) 3(21%) - - 
Pain During Trial    
Preferred 1.75±1.78 0.29±0.00 - <0.001b 
Fast 2.64±1.82 0.29±0.83 - - 
Prescribed 2.25±1.70 0.46±0.97 - - 
Note: Values are presented as mean±standard deviation. mHHS: modified Harris Hip 
Score. HOOS: hip disability and osteoarthritis outcome score WOMAC: Western 
McMaster Universities Osteoarthritis Index. FADIR: Flexion Adduction Internal Rotation. 
FABER: Flexion Abduction External Rotation. SLR: resisted Straight Leg Raise.  
a. compared to controls 




Table 14: Kinematic Variability (meanSD or SD) and Local Dynamic Stability (LDE) of 
dependent variables at the prescribed speed. 
 Prescribed 
Dependent Variable Hip Pain Control 
Ankle (°)   
Sagittal meanSD 1.29±0.22 1.31±0.23 
Dorsiflexion 1.24±0.26 1.31±0.28 
Plantar Flexion 2.15±0.64 2.08±0.78 
Frontal meanSD 1.18±0.25 1.17±0.39 
Inversion 1.17±0.38 0.99±0.28 
Eversion 1.06±0.31 0.99±0.40 
Knee (°)   
Sagittal meanSD 2.07±0.35 2.00±0.28 
Extension 1.06±0.41 1.02±0.29 
Flexion 1.35±0.56 1.34±0.34 
Frontal meanSD 0.86±0.19 0.80±0.17 
Adduction 0.68±0.21 0.68±0.27 
Abduction 1.28±0.41 1.00±0.41 
Hip (°)   
Sagittal meanSD* 1.45±0.25 1.15±0.16 
Extension* 1.18±0.36 0.84±0.19 
Flexion* 1.34±0.29 0.98±0.20 
Frontal meanSD 0.97±0.20 0.90±0.21 
Adduction 1.00±0.33 0.84±0.15 
Abduction 0.90±0.19 0.89±0.32 
Pelvis (°)   
Sagittal meanSD* 1.03±0.26 0.81±0.10 
Posterior Tilt* 0.99±0.29 0.78±0.10 
Anterior Tilt* 0.90±0.26 0.67±0.11 
Frontal meanSD* 0.68±0.15 0.55±0.15 
Pelvic Hike* 0.75±0.20 0.57±0.14 
Pelvic Drop* 0.72±0.25 0.55±0.13 
Trunk (°)   
Sagittal meanSD* 1.96±0.68 1.48±0.36 
Extension* 1.80±0.58 1.39±0.40 
Flexion* 1.81±0.81 1.31±0.32 
Frontal meanSD 1.51±0.79 1.16±0.35 
Ipsilateral Flexion 1.48±0.94 1.05±0.38 
Contrallateral Flexion 1.42±0.75 1.13±0.37 
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Spatiotemporal   
Double support (%) 1.02±0.19 0.93±0.16 
Stance phase (%) 0.95±0.14 0.90±0.17 
Step length (cm)* 1.64±0.33 1.42±0.20 
Step width (cm) 1.97±0.64 1.87±0.61 
Stride length (cm)* 2.49±0.51 2.09±0.35 
LDE   
Mediolateral  0.148±0.025 0.148±0.024 
Anteroposterior  0.366±0.037 0.377±0.048 
Vertical  0.650±0.102 0.616±0.091 
Note: Values are presented as mean±standard deviation.  
meanSD: mean standard deviation of joint angles across the gait cycle 
LDE: Local divergence exponent 




Table 15: Kinematic Variability (meanSD or SD) and Local Dynamic Stability (LDE) of 
dependent variables at the preferred and fast speeds. 
 Preferred Fast 
Dependent Variable Hip Pain Control Hip Pain Control 
Ankle (°)     
Sagittal meanSD† 1.39±0.24 1.35±0.22 1.29±0.25 1.31±0.21 
Dorsiflexion 1.32±0.44 1.33±0.31 1.21±0.32 1.24±0.28 
Plantar Flexion† 2.38±0.64 2.11±0.78 1.87±0.57 1.71±0.54 
Frontal meanSD† 1.26±0.26 1.15±0.21 1.20±0.28 1.12±0.19 
Inversion† 1.36±0.49 1.11±0.38 1.16±0.48 0.94±0.24 
Eversion 1.08±0.27 1.03±0.30 1.15±0.31 1.00±0.34 
Knee (°)     
Sagittal meanSD† 2.15±0.32 2.14±0.32 1.95±0.37 2.03±0.26 
Extension† 1.18±0.52 1.15±0.35 1.01±0.41 1.08±0.39 
Flexion 1.25±0.24 1.34±0.24 1.19±0.31 1.43±0.23 
Frontal meanSD† 0.88±0.21 0.79±0.17 0.79±0.18 0.77±0.15 
Adduction 0.72±0.22 0.70±0.29 0.57±0.17 0.69±0.30 
Abduction* 1.19±0.35 0.88±0.33 1.21±0.44 0.95±0.26 
Hip (°)     
Sagittal meanSD† 1.39±0.22 1.27±0.23 1.29±0.20 1.22±0.21 
Extension* 1.08±0.29 0.94±0.24 1.03±0.39 0.87±0.21 
Flexion 1.31±0.33 1.09±0.25 1.23±0.28 1.07±0.22 
Frontal meanSD* 1.00±0.26 0.96±0.20 0.97±0.17 0.91±0.22 
Adduction 1.06±0.34 0.90±0.16 1.03±0.19 0.89±0.20 
Abduction 0.90±0.32 0.90±0.22 0.87±0.21 0.88±0.24 
Pelvis (°)     
Sagittal meanSD  0.95±0.16 0.88±0.17 0.91±0.14 0.85±0.15 
Posterior Tilt 0.91±0.14 0.83±0.15 0.88±0.18 0.82±0.15 
Anterior Tilt 0.83±0.18 0.75±0.14 0.82±0.12 0.73±0.21 
Frontal meanSD 0.67±0.16 0.59±0.19 0.67±0.12 0.60±0.22 
Pelvic Hike 0.69±0.15 0.60±0.22 0.70±0.13 0.65±0.19 
Pelvic Drop 0.70±0.18 0.59±0.18 0.70±0.13 0.60±0.19 
Trunk (°)     
Sagittal meanSD* 1.75±0.41 1.37±0.36 1.87±0.61 1.57±0.64 
Extension* 1.61±0.41 1.25±0.35 1.71±0.53 1.43±0.51 
Flexion  1.61±0.50 1.23±0.35 1.76±0.70 1.43±0.74 
Frontal meanSD†  1.27±0.35 1.11±0.41 1.54±0.58 1.15±0.47 
Ipsilateral Flexion*† 1.18±0.42 0.94±0.36 1.38±0.59 0.99±0.40 
Contrallateral Flexion† 1.16±0.37 1.13±0.46 1.52±0.60 1.18±0.57 
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Spatiotemporal     
Double support (%)‡ 1.15±0.19 0.92±0.13 0.99±0.20 0.95±0.21 
Stance phase (%)† 1.08±0.18 1.02±0.24 0.90±0.20 0.93±0.16 
Step length (cm)† 1.95±0.47 1.69±0.43 1.69±0.60 1.51±0.29 
Step width (cm) 1.97±0.60 2.09±0.59 1.96±0.63 1.98±0.61 
Stride length (cm)† 2.78±0.62 2.46±0.62 2.48±0.99 2.30±0.43 
Trunk LDE     
Mediolateral† 0.148±0.023 0.155±0.029 0.132±0.025 0.143±0.022 
Anteroposterior† 0.378±0.045 0.382±0.055 0.345±0.042 0.348±0.047 
Vertical 0.632±0.094 0.607±0.115 0.643±0.075 0.625±0.106 
Note: Values are presented as mean±standard deviation.  
meanSD: mean standard deviation of joint angles across the gait cycle 
LDE: Local divergence exponent 
*significant (p<0.05) main effect for group; †significant (p<0.05) main effect for speed; 






Figure 13: Kinematic variability of hip, pelvis, and trunk angles across the gait cycle 
(meanSD), at the peaks (standard deviation, SD) and of spatiotemporal measures (SD) 
of the hip pain (blue) and control (orange) groups walking at the prescribed speed. 




Figure 14: Kinematic variability of ankle, knee, hip, pelvis, and trunk angles across the 
gait cycle (meanSD), at the peaks (SD) and of spatiotemporal measures (SD) of the hip 
pain (blue) and control (orange) groups walking at the preferred (solid bars) and fast 
(striped bars) walking speeds. *significant (p<0.05) main effect for group; †significant 




Figure 15: Local dynamic stability of the trunk of the hip pain (blue) and control (orange) 
groups walking at the preferred (solid bars) and fast (striped bars) walking speeds. 





The overarching aim of this dissertation was to examine how kinematic 
variability and local dynamic stability were affected by external and internal 
factors. To do this, I performed two experiments using similar walking protocols 
for two different participant cohorts. The first cohort was a group of young healthy 
males and females that were involved in military service and/or very active and 
had experience walking with load. In this cohort, I investigated the effects of an 
external factor: military-relevant load carriage. First, I investigated how 
individuals adapt gait to military-relevant load carriage and if females and males 
respond to differently (Study 1), a gap in the current research, and then 
investigated the effects of load carriage on kinematic variability and local 
dynamic stability of gait (Study 2). The second cohort involved two groups: a 
group of individuals with hip pain and a history of DDH and a group with no hip 
pain. In this cohort, I investigated the effects of an internal factor (i.e., hip pain 
with structural variation) on kinematic variability and local dynamic stability of gait 
(Study 3). Across both cohorts, I also investigated the effect of gait speed as an 
additional external factor. For the purpose of this discussion, I will first discuss 
the contributions of Study 1 to the body of research involving females and males 
carrying load and then how external and internal factors affected kinematic 




Sex Differences during Load Carriage: 
Similar to previous studies, I found that participants made gait adaptations 
with increasing load including: a more flexed posture at the trunk and in the lower 
extremity, increased contact time with the ground, and decreased step and stride 
lengths. This study adds to the body of knowledge concerning military load 
carriage indicating adaptations were also made in the frontal plane of the trunk, 
pelvis, and lower extremity with increasing load. While the greatest joint 
excursions during gait occur in the sagittal plane, adaptations in the frontal plane 
may be critical for decreasing the effect of load on joint kinetics and may give 
insight into frontal plane injury mechanisms.  
I found that females used different gait control strategies than males when 
carrying standardized loads, even when body size is accounted for. Specifically, 
females changed their sagittal plane kinematics at the ankle and knee, while 
males made adjustments in frontal plane kinematics at the hip and pelvis. When 
carrying load, males increased hip adduction angles to resemble female peak hip 
angles. This kinematic adaptation allowed males to keep hip abduction moments 
constant as load increased, while females experienced an increased hip 
abduction moment with increased load. This lack of kinematic change in females 
may be linked to their increased risk of overuse injuries at the hip.70 While 
previous studies have detected differences between females and males at the 
trunk10,50 and in spatiotemporal10 measures, this study is the first to detect 
interactions of load and sex in lower extremity kinematics and kinetics during gait 
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using military-relevant loads. Across all loads, females walked with shorter 
strides and steps and had narrower step widths than males. The sex-specific 
adaptations with increased load may contribute to increased injury risk for 
females. 
Effects of External and Internal Factors on Kinematic Variability and Local 
Dynamic Stability 
Kinematic variability was affected by both external and internal factors, 
while local dynamic stability was only affected by external factors. Specifically, 
kinematic variability of gait is increased by either increasing load, an external 
factor, or by the presence of hip pain, an internal factor. However, the effect of 
changing speed on kinematic variability differed between studies. In the military-
load carriage study (Study 2), increasing speed decreased kinematic variability of 
the trunk, while in the study comparing individuals with and without hip pain 
(Study 3), increasing speed increased kinematic variability of the trunk. There 
were also differences in the effect of speed on the variability of spatiotemporal 
measures. While both studies indicated that increasing speed increased step 
length variability, in the military-load carriage study an increase in variability was 
detected when changing from a slow speed to the baseline speed and in the 
study comparing individuals with and without hip pain an increase in variability 
was detected when changing from the preferred speed to the fast speed. The 
differences in results may stem from the speeds evaluated. In the military-load 
carriage study prescribed speeds (slow: 1.15 m/s, baseline: 1.35 m/s, fast: 
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1.55m/s) were used for the speed analysis, while in the study comparing 
individuals with and without hip pain speeds were based on preferred walking 
speeds (~1.23 m/s) of the participants and a slow speed was not investigated. 
The results of both studies indicate that kinematic variability may have a U-
shaped relationship with speed105 but that the steepness of the curve is 
dependent on the external and internal factors being investigated; in this case, 
carrying load and walking with hip pain.  
Local dynamic stability was affected by both external factors: load and 
speed. In the military-load carriage study, I found that local dynamic stability of 
the trunk decreased with increased load in all directions, but changes due to 
speed were different depending on direction. In the ML and AP directions local 
dynamic stability of the trunk increased with increased speed, but in the vertical 
direction local dynamic stability decreased with increased speed. In the study 
comparing individuals with and without hip pain, I found similar results in the ML 
and AP directions with no effect of speed on local dynamic stability of the trunk in 
the vertical direction. As stated in both studies, researchers have reported 
conflicting effects of speed on local dynamic stability, and these conflicts are 
likely due to methodology.4,110 The consistency of my results in the ML and AP 
directions with similar methodologies supports the contention that conflicting 
results between studies may be due to differences in time-series length and 
calculation method. The decrease in local dynamic stability in the vertical 
direction detected in the military-load carriage study is likely due to the interaction 
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of load and speed, which was significant in this case. This difference in findings 
may suggest that local dynamic stability in the vertical direction is dependent on 
the external factor or combination of external factors investigated. 
Examining the effects of both external and internal factors on kinematic 
variability and local dynamic stability provides insight in to whether or not linear 
and nonlinear measures describe different aspects of gait behavior. In the 
military-load carriage study, kinematic variability and local dynamic stability were 
similarly affected by load. Increasing load led to an increase in variability and a 
decrease in stability, indicating a greater risk of falling. In the study comparing 
individuals with and without hip pain, I found that kinematic variability and local 
dynamic stability were not similarly affected by an internal factor. Specifically, 
local dynamic stability of the trunk was not affected by pain or structural variation 
at the hip, but kinematic variability of the hip did increase. This finding suggested 
that hip pain may not affect overall gait stability and that the increased hip 
variability may indicate a lack of neuromuscular control or a pain alleviation 
strategy. However, it is also possible I would have found differences in local 
dynamic stability in individuals with hip pain if I chose to quantify the stability of 
the pelvis. In the military-load carriage study, I did find that in some cases the 
local dynamic stability of the pelvis was less affected by load placed on the trunk. 
The overall finding of this dissertation is that the relationship between 
kinematic variability and local dynamic stability may be dependent on the factor 
investigated. These findings agree with the idea that linear and nonlinear 
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measures may quantify different aspects of gait behavior. While there may be 
times when the two are positively correlated or unrelated, both are useful in 
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