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The theory of electric polarization has recently been extended to higher multipole moments, such
as quadrupole and octupole moments. The higher electric multipole insulators in their essence are
topological crystalline phases protected by underlying spatial symmetries. Henceforth, it is natural
to ask what are the consequences of symmetry breaking, including both spatial and nonspatial
symmetry breaking, in these multipole insulators. In this paper, we investigate topological phases
of generalized electric quadrupole insulators. Explicitly, we generalize the Benalcazar-Bernevig-
Hughes model by adding specific terms to break spatial as well as nonspatial symmetries. It is
found that the believed topological equivalence between Wannier bands and edge spectrum can be
invalid in simple generalized models. And the nested Wilson loop approach may not to be universally
suitable to characterize high-order topology in higher electric multipole insulators. Furthermore, it
is shown that the quadrupole moments can remain quantized even mirror symmetries are absent or
there is strong disorder presented in the system.
I. INTRODUCTION
Electric polarization in crystalline was once a long-
standing issue since it is not a well-defined observable
that can simply be given by expectation value of a posi-
tion operator. Actually, only its derivative with respect
to some parameters is a measurable quantity [1, 2]. The
modern theory of bulk polarization is based on Berry
phase, which is calculated with wave functions of energy
bands over a closed path in Brillouin zone [3]. The theory
has wide and deep impacts on condensed matter physics
in recent decades, especially on the development of topo-
logical band insulators [4–7]; for instance, a varying of
electric polarization under an adiabatic cycle is associ-
ated with Chern number [8], which is recognized as one
of the most fundamental indexes in topological phases
of matter, and in the same spirit, the time-reversal po-
larization gives rise to Z2 index of topological insulators
[9].
Recent research extends the modern theory of polar-
ization to higher multipole moments, such as quadrupole
and octupole moments. As is well known, quantized bulk
polarization in Su-Schrieffer-Hegger (SSH) model gives
rise to fractional charge ±e/2 at the boundaries of one-
dimensional sample [10]. Benalcazar et al. extended
the similar idea to two-, and three-dimensional systems
which hold quantized bulk quadrupole and octupole mo-
ments, respectively [11, 12]. As such, these systems are
dubbed electric quadrupole and octupole insulators. It
is shown by explicit models that these quantized bulk
multipole moments also manifest fractionalized boundary
charges. While here the bulk-boundary correspondence
is different from the conventional topological insulators.
Traditionally, a topological bulk state in d-dimension has
robust d− 1 dimensional boundary states. Nevertheless,
topological quadrupole (octupole) insulators have local-
ized states at corners, which are d − 2 (d − 3) bound-
aries of the system. This “high-order” bulk-boundary
correspondence [13] casts these topological phases into
a new class of topological insulators called “high-order
topological insulators” [14]. Generally, a d-dimensional
high-order topological insulator has nontrivial boundary
states at d−m boundary (m ≥ 2). The high-order topo-
logical insulators have consequently attracted both theo-
retical and experimental interest over past years [15–24],
and have been extended to high-order topological super-
conductors [25–31] and even semimetals [32–34].
The higher electric multipole insulators in their essence
are topological crystalline insulators [35, 36], and the
quantization of multipole moments is imposed by cer-
tain underlying spatial symmetries of the system. For
example, in the proposed Benalcazar-Bernevig-Hughes
(BBH) model, the quantization of quadrupole (octupole)
moments are promised by a combination of mirror sym-
metries [12]. Apart from spatial symmetries, high-order
topological insulators may also need some of nonspatial
symmetries, namely, chiral, time-reversal, and particle-
hole symmetry, to protect their high-order topology
[14, 37, 38]. It is natural to ask what are the conse-
quences of symmetry breaking, including nonspatial and
even spatial symmetry breaking, in higher electric mul-
tipole insulators. Naively speaking, spatial symmetry
breaking can ruin their topological phases while the non-
spatial symmetry breaking is irrelevant. However, the
consequences are not such straightforward. Besides, the
high-order topology in BBH model is characterized by
so-called “nested Wilson loop”. This characterization is
based on the fact that there is equivalent topology be-
tween Wannier bands and edge spectrum [39–42]. The
equivalence, however, may be lost under certain circum-
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2stances [43, 44]. If in that case, it is also meaningful to
ask how to demonstrate high-order phase if nested Wil-
son loop approach fails.
In the present paper, we mainly exploit three dif-
ferent generalized BBH models to study newly appear-
ing topological phases and the consequences of symme-
try breaking in electric quadrupole insulators, and also
study the effect of disorder on the original BBH model.
In the first generalized model, we add additional hop-
ping terms to break chiral symmetry. As the proto-
type base of BBH model is SSH model, these chiral
symmetry breaking terms lead the system to an indi-
rect gap phase. Quadrupole moments will be buried (or
ill-defined) by bulk bands, nevertheless the nested Wil-
son loop approach fails to capture this phase since there
is no real topological phase transition. In the second
model, we add imaginary hopping terms to break time-
reversal and chiral symmetries. The equivalent topology
between Wannier bands and edge spectrum could be lost
in this simple model after an induced phase transition. In
that case, the nested Wilson loop approach is no longer
applicable since its basis is ruined, while the quantized
quadrupole moments together with edge polarization and
fractional corner charges remain good signatures to char-
acterize high-order topology. In the third model, we focus
on mirror symmetry breaking, and keep inversion sym-
metry to have well-defined quadrupole moments at the
mean time. Unexpectedly, the quadrupole moments re-
main quantized even mirror symmetry is ruined. More
interestingly, we find the quantized quadrupole moments
are even robust against strong disorders added to the
system.
The remainder of this paper is organized as follows.
Section II briefly reviews the BBH model for the conve-
nience of our subsequent discussion. Section III intro-
duces the extended model with chiral symmetry break-
ing, and discusses the appearance of indirect gap phase.
Section IV provides the model with time-reversal and chi-
ral symmetry breaking. In Section V, the consequence of
mirror symmetry breaking is detailed. Section VI con-
siders the robustness of quantized quadrupole moments
in the presence of disorders. Finally, we conclude our
results with a discussion in Section VII.
II. OVERVIEW OF
BENALCAZAR-BERNEVIG-HUGHES MODEL
For the convenience of our discussion about general-
ized models in the subsequent sections, let us first briefly
review the BBH model [11, 12] in two-dimension (2D).
The tight-binding Hamiltonian in real space is described
as
H0 =
∑
R
[
γx(C
†
R,1CR,3 + C
†
R,2CR,4)
+ γy(C
†
R,1CR,4 − C†R,2CR,3)
+ λ(C†R,1CR+xˆ,3 + C
†
R,4CR+xˆ,2)
+ λ(C†R,1CR+yˆ,4 − C†R,3CR+yˆ,2)
]
+H.c., (1)
where C†R,ζ (CR,ζ) are creation (annihilation) operators
at unit cellR = (mxˆ, nyˆ) with ζ = 1, 2, 3, 4 being orbital-
like degree of freedoms. Here the parameters γx,y and λ
are hopping amplitudes within and between unit cells,
as sketched in the Fig. 1(a). Note the lattice constant
is assumed to be unity throughout the following. The
corresponding Bloch Hamiltonian is
Hq(k) = [γx + λ cos kx]Γ4 + λ sin kxΓ3
+ [γy + λ cos ky]Γ2 + λ sin kyΓ1. (2)
The Gamma matrices are defined as Γj = −τ2σj , and
Γ4 = τ1σ0 with τ and σ both being Pauli matrices for
the unit cell orbital degrees of freedom. The bulk bands
of Eq. 2 are gapped unless γs/λ = ±1 (s = x, y). Hence
it is an insulator at half-filling. The model gives rise
to topological quadrupole moments protected by mirror
symmetries in principle. The nonspatial symmetries pre-
served are chiral symmetry C, time-reversal symmetry
T , and particle-hole symmetry P, although they are not
necessarily needed to quantize quadrupole moments.
The topological phase in electric quadrupole insula-
tors is characterized by quantized quadrupole moments
qxy = 0, 1/2, which induce corner charge Qcorner and edge
polarization pedge of its equal magnitude. The quantiza-
tion of qxy is promised by mirror symmetries in princi-
ple. Explicitly, the quantized quadrupole moments are
formulated via the nested Wilson loops approach. The
electric quadrupole insulators in 2D have boundaries that
are stand-alone 1D topological insulators. Sitting on
the basis that Wannier bands and boundary spectrum
are topologically equivalent, the topological quadrupole
phase is characterized by Wannier sector polarization
pν ≡ (pν−xy , pν
−
y
x ). The nontrivial topological quadrupole
phase constrains parameter region |γs/λ| < 1 for s = x, y
[12]. In the following we set λ = 1 otherwise specified.
III. INDIRECT GAP PHASES: CHIRAL
SYMMETRY BREAKING
The BBH model is based on SSH model, whose topol-
ogy is protected by chiral symmetry. Thus in this section
we consider a generalized BBH model with chiral sym-
metry breaking by introducing hopping terms between
equivalent sites as sketched in Fig. 1(a). The dressed
model is
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Figure 1. (a) Lattice structure of extended BBH model H1.
The dashed dark blue lines represent hopping at equivalent
sites with strength t between nearest unit cells. For simplicity,
here we only sketch parts of this kind of hopping. (b) Energy
bands corresponding to (a) with parameters fixed at γx =
γy = 0.5, and t = 0.5. Here the system has indirect gap.
H1 = H0 +
∑
R
4∑
ζ=1
∑
s=x,y
t(C†R,ζCR+sˆ,ζ +H.c.), (3)
where t is the corresponding hopping amplitude. In the
momentum space, the corresponding Bloch Hamiltonian
reads
H1(k) = Hq(k) + 2t
∑
s=x,y
cos ks. (4)
Due to the appearance of identity terms in Eq. 4, chiral
symmetry is no longer preserved. One can check that
CH1(k)C−1 6= −H1(k), C = τ3σ0. (5)
Particle-hole symmetry is not preserved either, which is
obvious from the energy spectrums
E± = 2t
∑
s=x,y
cos ks ±
√
2x(kx) + 
2
y(ky), (6)
where 2s(ks) = γ2s + 2γsλ cos ks + λ2. While the energy
bands are still doubly degenerated since time-reversal
and inversion symmetries are both respected. The global
symmetries cast the system into AI class, and its classifi-
cation is trivial in 2D [45, 46]. Note the additional term
in Eq. 4 keeps mirror symmetriesMx,y of Hamiltonian.
The appearing new “phase” is an indirect gap phase due
to chiral symmetry breaking [47–49]. Note by inspection
of Fig. 1(b), the maximum point of valence band Evmax
exceeds the minimum value of conduction bands Ecmin,
but there is no bulk gap closure. Here we dub this phase
as indirect gap phase. The condition for the appearance
of indirect gap phase is determined by the inequality
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Figure 2. Indirect gap phase induced by chiral symme-
try breaking. (a) Energy spectrum of H1 as functions of
t. (b) Wannier bands for fixed t = 0.5. (c) Calculated
quadrupole moments when varying t (red line is calculated an-
alytically with nested Wilson loop approach, blue line is calcu-
lated numerically under periodic boundary condition with size
40× 40). (d) Electron charge density in the nontrivial phase
with t = 0.2. Other parameters are set at γx = γy = 0.5.
t >
1
8
∑
α=±
√∑
s=x,y
(γs + αλ)2. (7)
The indirect gap phase buries quadrupole moments,
while this drastic change is not reflected by the Wan-
nier sector polarization since pν always insists the orig-
inal value at t = 0 regardless of the varying of t. It is
shown in Fig. 2(b) that the Wannier band are not af-
fected by increasing t, either. This is reasonable since no
gap closure process takes place and the eigen states are
unchanged.
There is a real space recipe to obtain the electric
quadrupole moments [50, 51]. It is calculated as
qxy =
1
2pi
Imlog〈ΨG|Uˆ2|ΨG〉, (8)
where |ΨG〉 is the many-body ground states, and
Uˆ2 ≡ exp[i2piqˆxy] with qˆxy =
∑
R xynˆ(R)/(LxLy) be-
ing quadrupole momentum density operator per unit cell
at positionR. Here Ls=x,y are the length of sample along
s direction. Note that we need to eliminate the contri-
bution from atomic limit [52]. Although it still has some
defects [53], this recipe turns out to be useful. Note that
the formula is applied under periodic boundary condi-
tions.
It is clear that the nontrivial regions will shrink due
to appearance of indirect gap phase. Let us revisit Figs.
2(a) and 2(c). Before entering the indirect gap phase, the
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Figure 3. (a) Lattice structure of extended BBH model H2.
The dashed dark blue lines represent hopping within and be-
tween unit cells. These hopping with imaginary amplitudes
will break time-reversal symmetry. (b) Energy bands corre-
sponding to (a) with parameters fixed at γx = 0.8, γy = 0.5,
and J2 = 0.3. The band degeneracy is lifted.
quantized quadrupole moments qxy = 1/2 remains, ac-
companied by the sharply localized corner state, but its
corresponding energy is shifted away from zero-energy.
Seen from Fig. 2(d), the charge density is not “symmet-
ric” with respect to different corners, but the integrated
charge over a quarter of sample around each corner still
quantizes to ±e/2. After the “transition” point, the cor-
ner states are hidden by bulk valence bands, and the
quantized quadrupole moments are ruined. The buried
corner states work similarly as hidden edge states in topo-
logical insulators [54, 55]. At this case, the system has
no gap thus the real space recipe is not applicable.
IV. DISCREPANT TOPOLOGY BETWEEN
WANNIER BANDS AND EDGE SPECTRUM
In this section, we investigate the consequences of non-
spatial symmetry breaking (time-reversal and chiral sym-
metry) in another generalized BBH model. The imagi-
nary hopping terms are introduced as shown in Fig. 3(a).
The corresponding modified Hamiltonian is
H2 = H0 +
∑
R
J2(iC
†
R,2CR,1 − iC†R,4CR,3 +H.c.)
+
∑
R
J2(−iC†R,2CR+xˆ,1 − iC†R,3CR+xˆ,4 +H.c.),
(9)
where iJ2 is the hopping amplitude. It is imaginary due
to half pi-flux enclosed and the sign convention is as in Eq.
9. These imaginary hopping terms break time-reversal
symmetry, like Haldane model, [56]. For simplicity, only
iJ2 hopping along x direction is considered, and we as-
sume the same amplitude within and between unit cells.
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Figure 4. Edge spectrum and corresponding Wannier bands
for extended model H2. (a) J2 = 0.2. (b) J2 = 0.5. Gap
closure happens both at edge spectrum and Wannier bands.
(c) J2 = 0.6. Edge spectrum opens a gap while Wannier
bands are still gapless. Other parameters are fixed at γx =
0.8, γy = 0.5 for all.
Fourier transformingH2 to momentum space gives cor-
responding Bloch Hamiltonian
H2(k) = Hq(k) + J2(1− cos kx)Γ24 + J2 sin kxΓ23, (10)
where the Gamma matrices are defined as Γab = −iΓaΓb.
Here Γ24 (Γ23) is odd (even) under time-reversal symme-
try, thus
T H2(k)T −1 6= H2(−k), T = K, (11)
where K represents complex conjugation. Chiral sym-
metry C is not preserved either, while their production
gives particle-hole symmetry P = τ3σ0K. As such, the
bulk bands lose their double degeneracy, see Fig. 3(b).
Crucially, the additional terms in Eq. 10 keep mirror
symmetriesMx,y.
Two main points are in order about the extended model
H2(k). First, topological equivalence between edge spec-
trum and Wannier bands could be lost. It has been be-
lieved that Wannier bands, for instance νy(kx), can be
continuously mapped to the edge spectrum localized at,
let us say, y-normal boundaries. But this is not neces-
sarily true in our case. In Fig. 4(a), the edge spectrum
(red lines in the top panel of Fig. 4) along x direction
closes its gap as we tune J2 to about 0.5. At this point,
the Wannier bands close their gap, too. Increasing J2 a
little bit further, the edge spectrum opens a gap imme-
diately while Wannier bands remain gapless (for a small
region approximately 0.5 . J2 . 0.65). It is still unclear
to us why the Wannier bands keep gapless for such a
small parameter region, while this clearly indicates that
the topological equivalence between Wannier bands and
edge spectrum is lost. If J2 is larger than about 0.65, the
Wannier bands gap also opens. The discrepancy between
these two bands is possible when we consider long-range
hopping between unit cells, see Refs. [43, 44]. If we
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Figure 5. Topological phase transition induced by the iJ2
hopping terms. (a) Energy spectrum as function of J2. We
find that the zero-energy mode splits around J2 = 0.5 due to
topological phase transition. (b) Calculated quadrupole mo-
ments qxy for fixed J2 = 0.5. The nontrivial regions shrink
due to topological phase transitions. (c) Numerically calcu-
lated qxy corresponding to (a). Here qxy jumps from one-half
to zero around J2 = 0.5. (d) Electron charge density in the
nontrivial phase for J2 = 0.2. Other parameters are fixed at
γx = 0.8, γy = 0.5 for all. Here we set system at size 40× 40
with periodic boundary for the calculation of qxy.
consider edge spectrum along ky direction , similar dis-
crepancy happens.
The nested Wilson approach thus loses its validity
to describe the topological phase. Due to the Wannier
bands lose their topological equivalence with edge spec-
trums, it is illegal to chose a Wannier sector to calculate
Berry phase of Wannier bands. Indeed, numerically cal-
culated pν is arbitrary within [0, 1] when Wannier bands
keep gapless. When J2 is larger than 0.65, the Wannier
bands gap is open, while the Wannier sector polarization
gives incorrect index.
Second, the edge gap close-reopen process is a topo-
logical phase transition. Note that the gap closes at
two different points. Since the real phase transition
happens at the sample boundaries, let us focus on the
edge spectrum and ignore the Wannier bands. To show
the phase transition explicitly, we employ several signa-
tures, including quadrupole moment qxy, fractional cor-
ner charges, and quantized edge polarizations. We com-
pare the change of these signatures before and after edge
spectrum closing point to make sure there is topologi-
cal phase transition. Most directly, the calculation of qxy
jumps from qxy = 1/2 to qxy = 0 (see Fig. 5(c)) indicates
that the edge spectrum gap close-reopen process drives
quadrupole insulator from a topological nontrivial phase
to trivial phase. The change of qxy is associated with
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Figure 6. Wannier values and edge polarization before (J2 =
0.2) and after (J2 = 0.6) the topological phase transition. (a)
νx for different eigen states, (b) edge polarization px along
Ry, (c) νy for different eigen states, (d) edge polarization py
along Rx. Other parameters are γx = 0.8, γy = 0.5.
the disappearance of zero-energy corner modes (see Fig.
5(a)) and fractional corner charges (see Fig. 5(d)). Be-
fore the phase transition point, the system is gapped with
zero-energy corner states, as shown in Fig. 5(a). Pass-
ing over the phase transition point, no zero-energy corner
modes appear in the trivial gap, which is consistent with
the result of qxy. The real space numerical calculations
of qxy turns out to be a better choice to characterize the
quadrupole moments. It is clear that this topological
phase transition will modify the original phase diagram.
Generally, the nontrivial region will shrink, as shown in
Fig. 5(b).
The edge polarization pedgex and pedgey , together with
the Wannier values of states, can also help to detect
the topological phase transition. Fig. 6 demonstrates
the edge polarizations and Wannier centers, respectively.
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Figure 7. (a) Lattice structure of extended BBH model H3.
The dashed dark blue lines represent hopping within and
between unit cells. Here the artificial asymmetric hopping
breaks mirror symmetry. (b) Energy bands corresponding to
(a) with parameters fixed at γx = γy = 0.5, and J3 = 0.3.
The band degeneracy is totally lifted.
Here we stress the difference between states before and
after phase transition point. The obvious signature is
that: for nontrivial case where there are nonzero edge
polarizations, both px(Ry) and py(Rx), accompanying
with two isolated topological modes with pinned Wan-
nier center vx,y = ±1/2 (the red circles). Note that the
edge polarizations penetrate into bulk a little bit, but
their integration over half of the lattice width still gives
quantized values ±e/2. Whereas in the trivial case the
edge polarization does not appear, neither the quantized
Wannier value states.
V. ROBUST TOPOLOGICAL QUADRUPOLE
PHASES UNDER MIRROR SYMMETRY
BREAKING
Mirror symmetries play an important role in the BBH
model to quantize quadrupole moments. Thus it is in-
triguing to consider the consequence of mirror symmetry
breaking. To this end, we consider a model that breaks
mirror symmetries explicitly, as shown in Fig. 7(a). The
generalized model is
H3 = H0 +
∑
R
J3(iC
†
R,2CR,1 − iC†R,4CR,3 +H.c.)
+
∑
R
J3(iC
†
R,1CR+xˆ,2 + iC
†
R,3CR+xˆ,4 +H.c.), (12)
where iJ3 is the imaginary hopping amplitude. Here we
assume the same hopping amplitudes within and between
unit cells for simplicity. Transforming H3 into momen-
tum space, it reads
H3(k) = Hq(k)+J3Γ24−J3(sin kxΓ23−cos kxΓ13). (13)
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Figure 8. (a) Energy spectrum as function of J3. (b) νx
for different eigen states and edge polarization px along Ry.
(c) Numerically calculated qxy corresponding to (a). (d) νy
for different eigen states, and edge polarization py along Rx.
Other parameters are fixed at γx = γy = 0.5, and J3 = 0.2.
Here we set system size is 40× 40 with periodic boundary for
the calculations of qxy.
The stressed feature of H3(k) is the mirror symmetry
breaking, which is obvious from our artificial design of
hopping in Fig. 7(a). Explicitly,
MsH3(k)M−1s 6= H3(Msk), s = x, y. (14)
The mirror symmetry operators under present basis are
Mx = τ1σ3, My = τ1σ1. While C2 = MxMy rotation
(resembles the inversion symmetry in this model) symme-
try of H3(k) is preserved, which maintains the vanishing
total bulk polarization to have well-defined quadrupole
moments [12]. Note that chiral and time-reversal sym-
metries C and T are both absent, thus the discrepancy
between edge spectrum and Wannier bands also happens
here. The only preserved particle-hole symmetry puts
the system into D class, whose classification is Z in 2D.
It is obvious from numerical result in Fig. 7(b) that the
band degeneracy is totally lifted.
One remarkable result from generalized modelH3(k) is
that the topological quadrupole phases persist although
mirror symmetries are absent. In the original BBH model
[11, 12], the quantization of quadrupole moments is pro-
tected by combination of mirror symmetries (H3(k) does
not respect C4 symmetry). Here the robust topologi-
cal quadrupole phases can be evidenced by several signa-
tures. First, it is always reliable to calculate quadrupole
moments qxy. In Fig. 8(c), numerical results indeed
show that qxy quantizes at 1/2 within present param-
eter regime as increasing J3. However, due to lacking
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Figure 9. Quadrupole moments qxy as functions of disorder
strength U0. (a) Nontrivial case γx = 0.8, γy = 0.5; (b)
trivial case with γx = 1.5, γy = 0.5. Here we set system size
50× 50 with periodic boundary condition. Here we only take
one disorder configuration.
of mirror symmetries, the Wannier sector polarization
pν is not quantized. Second, there are zero-energy cor-
ner modes. From the spectrum in Fig. 8(a), the red
line indicates four-fold degenerate zero-energy modes,
whose wave functions are sharply localized at corners
of the sample. Besides, it is also found that the corner
charges are fractionalized at ±e/2. Third, we found that
nontrivial quadrupole phase also corresponds to quan-
tized edge polarizations. Seen from Figs. 8(b) and
8(d), two topological states localized on the edge have
half-integer Wannier values, while other states are dis-
tributed over the bulk. The edge polarization px(Ry) (or
py(Rx)) shows nonzero value at the sample edge. Al-
though they are not sharply localized at the edge sites,
the integrated polarization over half of the lattice width
still gives quantized edge polarization pedge,±yx = ±e/2
(pedge,±xy = ±e/2). Together, these signatures determine
the topological quadrupole phases unambiguously.
The explanation for the robustness of qxy under mirror
symmetry breaking is as follows. Although mirror sym-
metry is used to construct the topological quadrupole
insulators, it is not essentially necessary to protect for
their existence. Upon mirror symmetry breaking, the ro-
bust states localized at corners persist to exist [13, 15],
and more generally, their existence even does not require
crystalline symmetry [57, 58].
VI. QUANTIZED QUADRUPOLE MOMENTS
AGAINST DISORDERS
In this section, we investigate the disorder effect on
BBH model. The topological quadrupole insulator in its
essence is topological crystalline insulator, and the pres-
ence of disorder can test the robustness of topological
phase. Besides, the involvement of disorder may induce
more interesting topological phases, such as topological
Anderson insulators [59].
Let us start with a simple on-site potential. The dis-
order is taken as a form Vdis = V (R)I4×4 at lattice site
R. Here I4×4 is identity matrix and the random on-
site potential, V (R), distributes uniformly in the inter-
val [−U0/2, U0/2] where U0 is the disorder strength. Seen
from Fig. 9, for quite small U0 the quadrupole moments
qxy keep well-quantized. From an intuitive aspect, it is
reasonable since disorder is such weak that it is consid-
ered as small perturbations. While qxy fluctuates dras-
tically as long as U0 becomes large (comparable to bulk
gap). If we perform disorder averages, the situation gets
better: the quantization of quadrupole moments recover
under the condition of “averaged mirror symmetry” [11].
However, it is still difficult to keep quantization of qxy
for much larger U0.
Interesting things happen when we consider another
type of disorder, namely, the hopping disorder with the
form V (R)Γ4. In Fig. 9, we chose a specific parame-
ter configuration to stress our points. It is shown that
the quadrupole moments are well-quantized, regardless
of the fact that no disorder average is made and disorder
strength is very strong. The quantization of quadrupole
moments is evidenced by zero-energy corner modes in the
bulk gap and fractional corner charges ±e/2 (not shown
here). This robustness can be explained as follows. From
one-dimensional point of view, the BBH model can be de-
composed to two uncoupled SSH models along x and y di-
rections, respectively. Expressed in terms of Γ matrices,
V (R)Γ4 type of disorder respects the chiral symmetry of
SSH model along x direction. Thus the topology of each
SSH model is still well-defined, regardless of presence of
strong disorder [60]. Assume in the limit U0 → ∞, the
system will be trivial as discussed before. The phase
transition from nontrivial to trivial phase is due to the
modification of mass term in the presence of strong dis-
order (see Appendix A). The key difference here is that
the phase transition happens at boundaries. The phase
diagram will be modified and even the high-order topo-
logical Anderson like phase will appear due to Γ4 type of
disorder [61]. Since our attentions in present work focus
on the quantization of quadrupole moments, we focus on
the fact that qxy is robust even strong disorder ruins the
crystalline symmetry.
VII. DISCUSSION AND CONCLUSIONS
On the one hand, nonspatial symmetries are not nec-
essary to protect quantization of quadrupole moments,
while it is shown from several generalized models that
nonspatial symmetry breaking could lead to more rich
topological phases to the system. On the other hand,
although BBH model is constructed based on a combi-
nation of mirror symmetries, the quantized quadrupole
moments and the topologically protected states at cor-
ners persist when mirror symmetry is broken. The ro-
8bustness of high-order phase under symmetry breaking
makes their experimental realization much easier.
Here we make a table to list the properties of several
generalized models (including the original BBH model).
From the symmetry analysis, only the C2 symmetry (in-
version symmetry) is necessary to assure well-defined
quadrupole moments, and there is quantized quadrupole
moments qxy even mirror symmetry is broken.
In summary, we study the topological quadrupole
phases and consequences of symmetry breaking in the
generalized BBH models. Some results here are wor-
thy to be stressed. First, nested Wilson loop approach
is not suitable to characterize the high-order topology
of the generalized models, and real space formula for
quadrupole moments turns out to be useful; second, the
topological equivalence between Wannier bands and edge
spectrum could be be lost; third, quantized quadrupole
moments and the topologically protected boundary sig-
natures continue to exist when mirror symmetry is bro-
ken or in the presence of disorder.
Table I. Symmetries and properties of the quantized
quadrupole insulator models.
Mx My C2 C4 C T P qxy = 0, 1/2 Quantized pedge
H0(k) X X X X X X X X X
H1(k) X X X X × X × X X
H2(k) X X X × × × X X X
H3(k) × × X × × × X X X
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Appendix A: The effective model
Let us derive an effective Hamiltonian from BBH
model. For the chosen parameters, the bulk gap of BBH
model close at (pi, pi) point when γx = γy = 1. Expand-
ing Eq. 2 at this gap closing point to the second order,
we have an effective model
Heff(k) =
(
0 Q
Q† 0
)
,
Q ≡ −mxσ0 − ikxσ3 − imyσ2 − ikyσ1, (A1)
where mx ≡ 1 − γx − k2x/2, and my ≡ 1 − γy − k2y/2.
Note that this effective Hamiltonian inherits all symme-
tries of the original BBH model. After proper rotation
of Gamma matrices, we arrive at
Heff(k) = mxβ + α · p, (A2)
where the Dirac matrices are defined as β = τ3σ0, and
αi = τ1σi. The “momentums” in Eq. A2 are defined as
p ≡ (ky,my, kx). (A3)
Here we recover the fact that this effective model Eq. A2
is exactly Dirac equation in two-dimension [6], whereas
one of the momentums is replaced by mass term my.
Tracing back the relation between Γi matrices before ro-
tation and {β, α} Dirac matrices in Eq. A2, we find
that Γ4 → β. This means that the disorder of the form
V (R)Γ4 modifies the mass term of Dirac Hamiltonian
Eq. A2. Besides, it explains why the quadrupole is still
quantized when strong disorder is applied, as shown in
Fig. 9, to some extent.
Actually, Eq. A2 describes the same physics as quan-
tum spin Hall insulator with an edge gap term. This
point would be transparent if the Dirac matrices are ro-
tated by a unitary transformation(
α′2
β′
)
=
1√
2
(
1 −1
1 1
)(
α2
β
)
. (A4)
For simplicity, let us set γx = γy = γ. With the help of
Eq. A4, the effective model is transformed to
Heff(k) = m(k)β
′ + kxα3 + kyα1 + ∆(k)α′2, (A5)
m(k) ≡
[√
2(1− γ)− k
2
2
√
2
]
,∆(k) ≡ k
2
x − k2y
2
√
2
. (A6)
From the mass term m(k), the system is topologically
nontrivial when γ < 1, which is consistent with BBH
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model. Note that the rotated Dirac matrices still obey
Clifford algebra. If ∆(k) = 0, which is only satisfied if
k2x = k
2
y, the effective Hamiltonian describes quantum
spin Hall insulator. Generally, ∆(k) acts as a mass term
to gap helical edge modes as it anticommutes with other
Dirac matrices in the Eq. A5, and it creates a domain
wall profile since it changes sign at adjacent two edges.
In this sense, the BBH model is equivalent to a quantum
spin Hall insulator with an anisotropic edge gap term.
Appendix B: Calculation details
Here we show the details about the calculation of
nested Wilson loop approach and edge polarization [11,
12]. The nested Wilson loop approach is based on Wil-
son loop, thus let us start with the construction of Wilson
loop. The Wilson loop operator parallel to y direction is
constructed as
Pˆy,k = PNyδky+kyP(Ny−1)δky+ky · · ·Pδky+kyPky , (B1)
where each projection operator is defined as Pmδky+ky ≡∑
n∈Nocc |unkx,mδky+ky 〉〈unkx,mδky+ky | with |unkx,mδky+ky 〉
being the n-th eigen state of occupied bands at point
(kx,mδky + ky), and m is an integer taking values from
{1, 2, · · · , Ny}. The projection method can avoid the ar-
bitrary phase problem in numerical realizations. Here
Ny is the number of unit cells, n is the band index, and
Nocc is the number of occupied bands. Note that Pˆy,k
has dimension of N now with N being the total bands
number. After projection onto the occupied bands at
base point k, there is Nocc ×Nocc matrix Wy,k that de-
fines a Wannier Hamiltonian HWy (k) from the relation
Wy,k = exp[iHWy (k)]. The eigen values of HWy (k) give
the Wannier bands 2piνy(kx) associated with eigen states
|νjy,k〉, j ∈ {1, 2, · · · , Nocc}. Similar procedure is applica-
ble for the construction of Wx,k.
These Wannier bands can carry their own topology
and have associated Berry phases. If the Wannier bands
are gapped, then one can chose a Wannier sector and
construct nested Wilson loop W˜x,ky by the similar pro-
jection procedures as before, which gives rise Wannier
section polarization pvyx . To this end, we need to define
the Wannier basis
|w`y,k〉 =
Nocc∑
n
|unk〉[ν`y,k]n, (B2)
where ` takes value from set {1, 2, · · · , Nws}, and Nws
is the dimension of chosen Wannier sector. Here [ν`y,k]
n
is the n-th component of eigen state |ν`y,k〉. The nested
Wilson loop operator parallel along x direction is con-
structed as
Pˆx,k = PNxδkx+kxP(Nx−1)δkx+kx · · · Pδkx+kxPkx , (B3)
where each projection operator is defined as Pqδkx+kx ≡∑Nws
`=1 |w`y,qδkx+kx,ky 〉〈w`x,qδkx+kx,ky | where q is also an in-
teger taking values from set {1, 2, · · · , Nx}. Note that
Pˆx,k also has dimension of N now. After projection onto
the Wannier basis of chosen sector, there is Nws × Nws
matrix W˜x,ky that defines a nested Wilson loop. The
polarization of Wannier bands is given as
pνyx =
1
2piiNy
∑
ky
log det W˜x,ky . (B4)
Similar procedure can be carried out for the construction
of pνxy .
The edge polarization is exhibited on ribbon samples
with finite width but infinite length [12]. It is a useful
signature to exhibit high-order topology in quadrupole
insulators. Let us assume the ribbon is infinite along
x direction. First, we treat the width along y as in-
ner degree of freedom and get Wannier band vskxusing
projection method described as above. The associated
wave functions are |νskx〉 where s ∈ {1, 2, · · · , Ntot} where
Ntot = Ny ×Nocc. Second, we construct hybrid Wannier
function as
|ΨsRx〉 =
1√
Nx
∑
kx
Ntot∑
n=1
[vskx ]
ne−ikxRxΥ †n,kx |0〉, (B5)
where Υn,kx is the basis that diagonalizes the Hamilto-
nian. One can check that |ΨsRx〉 is a complete basis such
that 〈ΨsRx |Ψs
′
Rx
〉 = δss′ . Third, we consider the probabil-
ity distribution of the Wannier function along y direction
ρs(Ry) =
∑
R′x,ζ
〈ΨsRx |φ
Ry,ζ
R′x
〉〈φRy,ζ
R′x
|ΨsRx〉,
|φRy,ζ
R′x
〉 =
∑
kx
e−ikxR
′
xC†kx,Ry,ζ |0〉, (B6)
where ζ denotes the inner degree of freedom at each unit
cell. Finally, the edge polarization along x direction is
px(Ry) =
Ntot∑
s=1
ρs(Ry)v
s
kx . (B7)
The total edge polarization pedgex is defined as summation
of px(Ry) over half of the width along y direction.
The corner charge is also a direct signature of high-
order topology of quadrupole insulators. The local charge
density is
ρ(Rx, Ry) ≡ e
Nocc∑
n=1
4∑
ζ=1
|un(Rx, Ry, ζ)|2 , (B8)
where un(Rx, Ry, ζ) is the component of n-th eigen state
|un〉. The corner charge is defined as the summation of
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charge density over a quarter of the sample, for instance,
Qcorner,−x,−y =
Nx/2∑
Rx=1
Ny/2∑
Ry=1
[ρ(Rx, Ry)− 2e]. (B9)
Note that here we need to eliminate contributions from
the atomic charge 2e.
