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Kurzfassung
Aus Sicherheitsaspekten haben viele technische Anwendungen mehr Akto-
ren, als zum Erreichen eines Regelzieles, wie etwa das Folgen einer Solltra-
jektorie durch den Systemausgang, no¨tig sind. Solche u¨beraktuierten Sys-
teme sollten dann die u¨berza¨hligen Aktoren mo¨glichst effizient einsetzen,
um Stellenergie zu sparen. Weist ein System hingegen keine Redundanz
auf, dann wird es das genannte Regelziel nach einem Aktorausfall und
aufgrund der daraus entstandenen Unteraktuierung meist verfehlen. Eine
effiziente Regelung solcher unteraktuierten Systeme sollte dann die ge-
ringstmo¨gliche Energie der Abweichungen von der Solltrajektorie erzielen.
Bisher existieren fu¨r diese beiden Systemklassen jedoch keine unkompli-
zierten Ansa¨tze fu¨r den Entwurf sowie die Implementierung von effizienten
Folgeregelungen.
Beide Problemstellungen ko¨nnen als ein linear-quadratisches optimales
Folgeregelungsproblem u¨ber einen unendlichen Horizont formuliert wer-
den. Das zugeordnete Kostenfunktional erlaubt eine freie Gewichtung der
Stellenergie und der Energie der Abweichungen von der Solltrajektorie.
Eine Minimierung dieses Kostenfunktionals ist jedoch unmo¨glich, da es
im Allgemeinen fu¨r jede Regelung mit zunehmender Zeit gegen unend-
lich strebt. Stattdessen wird eine Regelung gesucht, die jede andere mit
zunehmender Zeit im Sinne niedrigerer akkumulierter Kosten u¨berholt.
Diese Eigenschaft wird als u¨berholende Optimalita¨t bezeichnet. Aus den
notwendigen Optimalita¨tsbedingungen hierzu werden systematisch alge-
braische Entwurfsgleichungen in neuer Form abgeleitet, die auf eine zei-
tinvariante Regelung in Zwei-Freiheitsgrade-Struktur fu¨hren. Die bisherige
Theorie erweiternd wird anschließend deren u¨berholende Optimalita¨t mit-
hilfe der Variationsrechnung unter der Annahme beschra¨nkter Soll- und
Sto¨rgro¨ßen bewiesen. Trifft diese Annahme nicht zu, so wird hergeleitet,
dass diese Regelung ein Agreeable Plan ist. Dies bedeutet, dass sie u¨ber
jeden hinreichend langen endlichen Horizont die zugeho¨rige optimale Fol-
geregelung approximiert. Unter einer sinnvollen Anforderung an die Ei-
genwerte des geschlossenen Regelkreises wird daraus abgeleitet, dass ihre
Implementierung auch im Falle unbeschra¨nkter Soll- und Sto¨rgro¨ßen emp-
fehlenswert ist. Auf Basis der hergeleiteten Eigenschaften, des unkompli-
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zierten Entwurfs und der simplen, zeitinvarianten Reglerstruktur wird die
optimale Folgeregelung u¨ber unendliche Horizonte als der einheitliche An-
satz herausgearbeitet, der gleichermaßen die Zielstellungen fu¨r u¨ber- und
unteraktuierte Systeme erreicht.
Davon ausgehend wird die Output Regulation Theorie, die zum Entwurf
exakter Folgeregelungen dient, fu¨r beschra¨nkte Soll- und Sto¨rgro¨ßen auf
u¨ber- und unteraktuierte Systeme erweitert. Zur optimalen Output Regu-
lation werden neue Regulatorgleichungen hergeleitet und es wird belegt,
dass diese unter u¨blichen Annahmen lo¨sbar sind. Fu¨r u¨beraktuierte Syste-
me la¨sst sich mit diesen eine exakte Folgeregelung mit minimalem Mittel-
wert der Stellenergie entwerfen, wohingegen fu¨r unteraktuierte Systeme die
Folgeregelung mit minimaler mittlerer Energie des Folgefehlers bestimmt
wird. Fu¨r die gefundenen Folgeregelungen wird durch Grenzwertbetrach-
tungen der Gewichte des Kostenfunktionals nachgewiesen, dass diese Son-
derfa¨lle von u¨berholend optimalen Folgeregelungen u¨ber unendliche Hori-
zonte sind. Auf gleiche Weise wird fu¨r quadratische Systeme, die genauso
viele Aktoren besitzen, wie zur Erreichung des Regelzieles notwendig sind,
die Erkenntnis gewonnen, dass eine exakte Folgeregelung als Grenzwert
aus einer u¨berholend optimalen Folgeregelung hervorgeht. Damit wird die
erweiterte Output Regulation Theorie in die Theorie optimaler Folgerege-
lungen eingebettet.
Ein wesentlicher Beitrag dieser Arbeit besteht darin, dass der Entwurf
und die Implementierung von optimalen Folgeregelungen fu¨r u¨ber- und un-
teraktuierte Systeme mithilfe der entwickelten Verfahren nicht komplexer
sind als fu¨r quadratische Systeme. Daru¨ber hinaus sind sie unter u¨blichen
Bedingungen immer mo¨glich. Durch die umfassenden Analysen der An-
nahmen, Lo¨sbarkeit, Optimalita¨t und weiteren Eigenschaften sowie der
Zusammenha¨nge von exakten und optimalen Folgeregelungen tra¨gt die-
se Arbeit zu einer Vereinheitlichung der Theorie von Folgeregelungen fu¨r
lineare Systeme bei.
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Abstract
To increase safety, many technical applications have more actuators than
needed to achieve their control objectives such as tracking output refe-
rences and attenuating disturbances. Tracking controllers for these over-
actuated systems should use the additional actuators to save as much in-
put energy as possible. Without this redundancy, any actuator loss causes
an under-actuation and the system usually fails to reach the given goal.
Hence, for under-actuated systems, tracking controllers should attain the
lowest feasible energy of the tracking error instead. So far, however, a sim-
ple approach for the design and the implementation of tracking controllers
for these types of systems does not exist.
As a starting point we formulate a linear-quadratic optimal tracking
problem over an infinite horizon. The corresponding cost functional allows
to weigh the tracking error energy and the control input energy. Its mi-
nimization, however, is infeasible in general since it will grow constantly
with time and diverge eventually for every chosen control. Thus, we seek a
control that overtakes any other control in the sense that its accumulated
cost is lower over every sufficiently long horizon. This property is known as
overtaking optimality. Starting from necessary optimality conditions, we
derive methodically a new set of algebraic design equations that yield a
time-invariant control. As our contribution to the theory, we prove by the
calculus of variations that the resulting control is overtaking optimal in
the case of bounded references and disturbances. If these are unbounded
instead, we show that our control is an agreeable plan. That is, it ap-
proximates every optimal tracking controller that belongs to a sufficiently
long finite horizon. Hence, it is recommended to implement our control
even when unbounded references and disturbances are present provided
that a common assumption is satisfied by the closed loop eigenvalues. Ba-
sed on these properties, the uncomplicated control design and the simple,
time-invariant control structure, it is verified that the optimal tracking
controller over an infinite horizon is the unifying approach that allows to
achieve the goals of both, over- and under-actuated systems.
Based on these results, we extend the output regulation theory, which is
used for designing exact tracking controllers, for over- and under-actuated
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systems. When bounded references and disturbances are regarded, opti-
mal output regulation is achieved by solving new regulator equations that
we derive. The solution is feasible under standard assumptions. For over-
actuated systems it results in an exact tracking controller that minimizes
the average input energy. Whereas for under-actuated systems we obtain
a controller that minimizes the average tracking error energy. By utilizing
the weights of the cost functional it is shown that both optimal controllers
are limits of overtaking optimal controllers over infinite horizons. In the
same way we obtain the new insight that exact tracking controllers for
square systems, which have equally many inputs as outputs, are also li-
mits of optimal tracking controllers. Thus, the extended output regulation
theory is effectively included in the theory of optimal tracking controllers
as a special case.
As a main contribution, the design and implementation of optimal
tracking controllers for over- and under-actuated systems by our newly
developed methods is as simple as for square systems and, in addition,
it is feasible under common assumptions. Based on our detailed analysis
of assumptions, solvability, optimality and other properties as well as of
the connection between exact and optimal tracking controllers, our work
contributes to a unified theory of tracking controllers for linear systems.
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Viele technische Systeme verfu¨gen u¨ber mehr Aktoren als notwendig
wa¨ren, um die Aufgabe einer Regelung zu erfu¨llen. Ein bekanntes Bei-
spiel fu¨r ein solches, u¨beraktuiertes System ist das Bremssystem eines
herko¨mmlichen Kraftfahrzeuges, das zwei unabha¨ngige Bremskreisla¨ufe
aufweist [94]. Auch bei Ausfall eines Bremskreislaufes kann das Fahrzeug
noch sicher verzo¨gert werden. Eine solche Redundanz dient aber nicht
immer allein der Sicherheit, sondern kann es auch ermo¨glichen, die Funk-
tionalita¨t des Systems zu erweitern oder die Energieeffizienz zu verbes-
sern. So sind Quadrokopter mit schwenkbaren Rotoren agiler [59, 86] oder
Flugzeuge mit zusa¨tzlicher Aktorik ko¨nnen senkrecht starten und landen
[86, 160]. Bei gewo¨hnlichen Flugmano¨vern kann die zusa¨tzliche Aktorik da-
zu genutzt werden, den Leistungsbedarf zu verringern [120]. Das Gleiche
trifft auch auf Kraftfahrzeuge mit elektrischen Radnabenmotoren zu [46].
Bei Hybridelektrofahrzeugen kann neben der Rekuperation beim Bremsen
auch der Verbrennungsmotor in verbrauchsgu¨nstigeren Arbeitspunkten be-
trieben werden [145]. Hierdurch sind Kraftstoffeinsparungen von ca. 10%
bis 30% mo¨glich [145]. Auch in anderen Anwendungsbereichen finden sich
Beispiele. So werden in Fernwa¨rmesystemen mit verringerten Rohrdurch-
messern zusa¨tzliche Pumpen zur Vermeidung zu hoher Druckgradienten
beno¨tigt, mithilfe derer im Normalbetrieb die beno¨tigte elektrische Leis-
tung minimiert wird [97]. In der Natur treten ebenfalls u¨beraktuierte Sys-
teme auf, wie der Bewegungsapparat des Menschen [153] in Abbildung 1.1.
Ein kontra¨res Beispiel zu den bisherigen stellt die Regelung der Plasma-
kontur im Kernfusionsreaktor Joint European Torus (JET) vom Typ Toka-
mak dar [141]. Eine vorgegebene Kontur kann im Allgemeinen nicht exakt
mithilfe eines magnetischen Feldes realisiert werden, da hierfu¨r zu weni-
ge Magnetspulen zur Verfu¨gung stehen [54]. Stattdessen wird versucht,
die Abweichung von der gewu¨nschten Kontur mo¨glichst gering zu halten
[54]. Der JET ist somit ein unteraktuiertes System. Technische Systeme
mit einer solchen Unteraktuierung sind selten, da generell per Konstrukti-
on garantiert wird, dass ein System die gestellten Anforderungen erfu¨llen
kann. Jedoch geht jedes quadratische System, das genauso viele Aktoren
besitzt, wie zur Erreichung des Regelziels notwendig sind, durch den Aus-
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Abbildung 1.1: Der menschliche Bewegungsapparat beim Folgen ( ) eines
Kurses ( ) als Beispiel eines u¨beraktuierten Systems aus der Natur.
fall eines Aktors in ein unteraktuiertes System u¨ber. Ein Beispiel hierfu¨r
ist der Aktorausfall bei Raumfahrzeugen [156].
Aufgrund der zahlreichen technischen Anwendungen ist es evident, dass
geeignete Verfahren zum Reglerentwurf sowohl fu¨r u¨beraktuierte als auch
fu¨r unteraktuierte Systeme von hoher Relevanz sind. Dies gilt insbesonde-
re, wenn eine Folgeregelung bestimmt werden soll, wie es fu¨r die meisten
der genannten Beispiele der Fall ist. Das Regelziel besteht somit darin,
dass die Ausga¨nge des Systems vorgegebenen Solltrajektorien folgen sol-
len. Dann ist das System u¨beraktuiert, wenn es mehr Aktoren, die die
Einga¨nge des Systems darstellen, als Ausga¨nge besitzt. Liegen hingegen
weniger Einga¨nge als Ausga¨nge vor, so ist das System unteraktuiert. Bei
einer identischen Anzahl von Ein- und Ausga¨ngen liegt in der Regel ein
quadratisches System vor.
Quadratische und u¨beraktuierte Systeme haben die Gemeinsamkeit,
dass das Regelziel generell erreicht werden kann. Daher konzentrieren
sich viele Ansa¨tze in der Literatur darauf, bestehende Entwurfsverfahren
fu¨r quadratische Systeme so zu erweitern, dass die zusa¨tzlichen Freiheits-
grade nutzbar werden. Hierzu za¨hlen z. B. Erweiterungen der Verfahren
der Output Regulation Theorie [67, 108, 148], der Entkopplungsregelung
[20, 25, 120, 163] oder von Servokompensatoren [93, 126]. Andere Ansa¨tze
versuchen diese zusa¨tzlichen Freiheitsgrade unabha¨ngig vom gewa¨hlten
Verfahren zuga¨nglich zu machen [51, 66, 170]. Bis auf [25] sehen alle Ver-
fahren die Lo¨sung eines statischen Optimierungsproblems im Rahmen des
Entwurfs vor, um die Freiheitsgrade effizient einzusetzen. Die meisten die-
ser Verfahren haben gemein, dass sich zumindest der Reglerentwurf oder
die zu implementierende Reglerstruktur komplexer gestalten als im Falle
quadratischer Systeme.
3Unteraktuierte Systeme sind hingegen generell nicht im Stande, das Re-
gelziel zu erreichen. Es stehen zu wenige Aktoren zur Verfu¨gung, um zu ga-
rantieren, dass jeder Ausgang seiner Solltrajektorie exakt folgt. Deshalb ist
eine Erweiterung der Verfahren fu¨r quadratische Systeme nicht zielfu¨hrend.
Fu¨r unteraktuierte Systeme wird daher in der Literatur versucht, die Ab-
weichungen von der Solltrajektorie mo¨glichst gering zu halten. Hierzu wird
meist ein statisches Optimierungsproblem formuliert, durch dessen Lo¨sung
die Reglerparameter bestimmt werden. Dadurch ist die Anwendung meist
auf konstante Solltrajektorien [49, 52, 73, 159] oder Systeme mit einer
einzigen Stellgro¨ße [48, 50] limitiert. Andere Ansa¨tze sind allgemeiner an-
wendbar, jedoch wird nicht erla¨utert, wie die zugeho¨rige Regelung entwor-
fen werden kann [140, Kapitel 17].
Abbildung 1.2: Unterschiedliche Entwurfsverfahren fu¨r Folgeregelungen fu¨r
quadratische, u¨ber- und unteraktuierte Systeme (oben, links, rechts).
Analog zu dieser kompakten U¨bersicht stellt sich der Stand der Technik
wie in Abbildung 1.2 dar. Die bisherigen Beitra¨ge in der Literatur fokussie-
ren sich nur auf eine der Systemklassen. Fu¨r u¨beraktuierte Systeme werden
u¨berwiegend Erweiterungen der Verfahren fu¨r quadratische Systeme ange-
strebt, was meist die Komplexita¨t des Entwurfs und der Implementierung
erho¨ht. Fu¨r unteraktuierte Systeme werden Optimierungsprobleme aufge-
stellt, deren Anwendung jedoch limitiert ist. Im Kontext der Regelung von
u¨ber- und unteraktuierten Systemen wird bisher kein einheitlicher Ansatz
verfolgt.
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Es stellt sich die Frage, wie ein solcher einheitlicher Ansatz aussehen
ko¨nnte. Als Ausgangspunkt wird ein Beispielsystem, der Bewegungsap-
parat des Menschen zum Gehen in Abbildung 1.1, herangezogen. Dieser
stellt ein u¨beraktuiertes System dar [153], was auch aus einer biomechani-
schen Modellierung in [1, 57] hervorgeht. Die resultierenden Gangmuster
sowie die zugeho¨rigen Muskelkraftverla¨ufe sind somit nicht eindeutig [153].
Durch den Einsatz der Theorie optimaler Regelungen unter der Minimie-
rung energiebasierter Gu¨tefunktionale wurden Ergebnisse in [8] erzielt, die
”auf eindrucksvolle Weise“ mit den natu¨rlichen Gangmustern des Men-schen u¨bereinstimmen [153]. Es ist daher mo¨glich, dass dem menschlichen
Gang ein solches optimales Prinzip zur Nutzung der vorhanden Freiheits-
grade zugrunde liegt [8]. Die Wahl des Gu¨tefunktionals wird jedoch, wie
in [8, 153], noch kontrovers diskutiert. Eine U¨bersicht hierzu gibt [57].
Es ist naheliegend, dass den Bewegungsabla¨ufen des Menschen bei Auf-
gaben, die er nicht exakt erfu¨llen kann und wa¨hrend denen er ein unterak-
tuiertes System darstellt, ebenfalls ein optimales Prinzip zugrunde liegen
wird. In der Tat ermo¨glicht die Theorie optimaler Regelungen auch fu¨r die-
se Situation den Entwurf optimaler Folgeregelungen. Da an die Anzahl von
Aktoren und Ausga¨ngen keinerlei Voraussetzungen geknu¨pft werden, siehe
z. B. [6, 39, 43, 119], ist eine optimale Regelung fu¨r beide Systemklassen
gleichermaßen geeignet und wird daher in dieser Arbeit als einheitlicher
Ansatz verfolgt. Offen ist jedoch, ob es mo¨glich ist, hierdurch ebenfalls
die Nachteile, wie eine erho¨hte Reglerkomplexita¨t oder die limitierenden
Anwendungsvoraussetzungen, auszura¨umen.
1.1 Problemstellungen und Beitra¨ge der
Arbeit
Wie bei den meisten der zuvor genannten Verfahren zu u¨ber- und unter-
aktuierten Systemen, werden auch in dieser Arbeit lineare zeitinvariante
Systeme betrachtet. Als einheitlicher Ansatz wird ein optimales Folgere-
gelungsproblem formuliert. Dessen Kostenfunktional gewichtet die Abwei-
chungen des Ausgangs von der Solltrajektorie sowie die Stellgro¨ße jeweils in
einer quadratischen Form und integriert deren Summe u¨ber die Zeit. Hier-
durch wird die Energie des Folgefehlers und die Stellenergie beru¨cksichtigt.
Dabei werden lediglich Solltrajektorien zugelassen, die durch ein autono-
mes lineares System, das als Exosystem bezeichnet wird, erzeugt werden
ko¨nnen. Dies stellt keine besondere Einschra¨nkung dar. So sind z. B. belie-
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bige Polynome mit der Zeit als Variable oder periodische Signale, die sich
als Fourierreihe mit endlich vielen Koeffizienten entwickeln lassen, zuge-
lassen.
Weiterhin wird als Integrationsintervall ein unendlicher Horizont be-
trachtet, wie es auch die zuvor genannten Verfahren explizit oder im-
plizit tun. Dies bringt die Besonderheit mit sich, dass im Allgemeinen
keine minimalen Kosten existieren ko¨nnen, da fu¨r jede Regelung die
u¨ber unendlich lange Zeit akkumulierten Kosten unendlich groß werden.
Ursa¨chlich hierfu¨r ist, dass einem System normalerweise fortlaufend Stel-
lenergie zugefu¨hrt werden muss, damit dessen Ausgang einer Solltrajek-
torie folgt. Auf die Problematik eines nicht existenten Minimums wird in
der Literatur oft nicht eingegangen, siehe z. B. [56, 123, 130, 149], ob-
wohl sie maßgeblich fu¨r eine Optimalita¨tsanalyse ist. Andere Ansa¨tze wie
[32, 93, 100, 101, 109, 129, 164] formulieren daher Probleme mit modifi-
zierten Kostenfunktionalen, die in jedem Falle endlich sind. Hierbei wird
jedoch in der Regel die Existenz einer Regelung, fu¨r die der Systemaus-
gang der Solltrajektorie asymptotisch exakt folgt, vorausgesetzt. Deswe-
gen ist die Anwendbarkeit fu¨r unteraktuierte Systeme nicht gegeben. Fu¨r
u¨beraktuierte Systeme garantiert die Lo¨sung hingegen nicht mehr, dass
die zusa¨tzlichen Aktoren tatsa¨chlich effizient genutzt werden.
Abbildung 1.3: Optimale Folgeregelung u¨ber unendliche Horizonte als der ver-
bindende Theoriebaustein zur Abbildung 1.2.
Im ersten Teil dieser Arbeit wird ausgehend von speziellen notwendi-
gen Optimalita¨tsbedingungen u¨ber unendliche Horizonte [76] ein Kandi-
dat zur Lo¨sung des optimalen Folgeregelungsproblems und zur Komplet-
tierung des Theoriegeba¨udes in Abbildung 1.2 bestimmt. Es wird nach-
gewiesen, dass dieser unter der Voraussetzung beschra¨nkter Solltrajekto-
rien eine u¨berholend optimale Lo¨sung ist und damit eine starke Optima-
lita¨tsdefinition [11, 42, 43] erfu¨llt, die auch fu¨r unbeschra¨nkte Kosten sinn-
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voll ist. Fu¨r unbeschra¨nkte Solltrajektorien wird unter praxisnahen An-
nahmen gezeigt, dass sich die Anwendung des Kandidaten ebenfalls emp-
fiehlt. Hier stellt er na¨mlich als sogenannter Agreeable Plan [42, 78, 83] eine
Na¨herung der optimalen Lo¨sungen u¨ber hinreichend lange endliche Hori-
zonte dar. Die folgenden zentralen Beitra¨ge heben hervor, das hierdurch ein
einheitliches Vorgehen fu¨r quadratische, u¨ber- und unteraktuierte Syste-
me gewonnen wird, das die Lu¨cke in Abbildung 1.2 wie gewu¨nscht schließt,
was auch Abbildung 1.3 andeutet:
B1) Einfach zu implementierende, zeitinvariante Regelung in Zwei-
Freiheitsgrade-Struktur, d. h. mit einer Zustandsru¨ckfu¨hrung und ei-
ner Vorsteuerung.
B2) Unkomplizierte Berechnung der Reglermatrizen mithilfe hergeleiteter
algebraischer Entwurfsgleichungen.
B3) Nachweis des Vorliegens einer u¨berholend optimalen Lo¨sung bzw. ei-
nes Agreeable Plan sowie umfassende Analyse der Voraussetzungen
hierfu¨r.
B4) Anwendbarkeit fu¨r quadratische, u¨beraktuierte und unteraktuierte
Systeme.
Außerdem wird noch auf bekannte Sonderfa¨lle aus der Literatur [13, 106,
135] eingegangen sowie eine sogenannte Turnpike-Eigenschaft [171, 173]
untersucht, die den Zusammenhang der u¨berholend optimalen Lo¨sung zu
den optimalen Lo¨sungen u¨ber hinreichend lange endliche Horizonte be-
schreibt. Weiterhin wird die Verbindung zur Lo¨sung eines statischen Op-
timierungsproblems, das aus [108] abgeleitet wird, aufgezeigt.
Der zweite Teil der Arbeit widmet sich der Output Regulation Theorie
[95, 140, 155] fu¨r quadratische, u¨ber- und unteraktuierte Systeme. Das Ziel
der Output Regulation fu¨r lineare Systeme ist es, eine zeitinvariante exak-
te Folgeregelung in Zwei-Freiheitsgrade-Struktur zu bestimmen, sodass der
Systemausgang exakt einer Solltrajektorie folgt, nachdem die anfa¨nglichen
Abweichungen infolge der Anfangswerte asymptotisch abgeklungen sind.
Im Zentrum des Entwurfs stehen sogenannte, algebraische Regulatorglei-
chungen, deren Lo¨sbarkeit unter u¨blichen Voraussetzungen notwendig und
hinreichend fu¨r die Existenz der exakten Folgeregelung ist. Wa¨hrend deren
Lo¨sung fu¨r u¨beraktuierte Systeme nicht eindeutig ist, existiert fu¨r unter-
aktuierte Systeme in der Regel gar keine und somit auch erwartungsgema¨ß
keine exakte Folgeregelung. Im zweiten Teil der Arbeit wird die Output
Regulation Theorie fu¨r lineare u¨ber- und unteraktuierte Systeme durch
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die Lo¨sung zweier formulierter optimaler Output Regulation Probleme er-
weitert. Dies erfolgt auf Basis der Ergebnisse aus dem ersten Teil und
der damit verbundenen Methoden. Fu¨r u¨beraktuierte Systeme wird ge-
zeigt, dass es und wie es immer mo¨glich ist, die exakte Folgeregelung zu
bestimmen, die den Mittelwert der Stellenergie minimiert. Fu¨r unteraktu-
ierte Systeme wird hergeleitet, wie eine Folgeregelung berechnet wird, die
den Mittelwert der Energie des auftretenden Folgefehlers minimiert. Dass
auch hier die Lu¨cke aus Abbildung 1.2 geschlossen wird, verdeutlichen die
zentralen Beitra¨ge:
B5) Herleitung neuer Regulatorgleichungen jeweils fu¨r u¨ber- und unterak-
tuierte Systeme.
B6) Zeitinvariante Folgeregelung in Zwei-Freiheitsgrade-Struktur, sodass
entweder der Systemausgang asymptotisch exakt einer Solltrajektorie
folgt und dabei der Mittelwert der Stellenergie minimiert wird oder
nur der Mittelwert der Energie des Folgefehlers minimiert wird.
B7) Umfassende Analyse der Voraussetzungen fu¨r die Existenz und Ein-
deutigkeit der Lo¨sungen der Regulatorgleichungen und der optimalen
Output Regulation Probleme.
B8) Nachweis, dass die Lo¨sungen der optimalen Output Regulation Pro-
bleme fu¨r u¨ber- und unteraktuierte Systeme als Lo¨sungen von Son-
derfa¨llen eines optimalen Folgeregelungsproblems u¨ber einen unend-
lichen Horizont hervorgehen.
B9) Aufstellung einer einheitlichen Theorie, indem der Nachweis aus B8)
auch fu¨r quadratische Systeme erbracht wird und damit die klassi-
sche Output Regulation Theorie samt der beigetragenen neuen Erwei-
terungen vollsta¨ndig in die Theorie optimaler Folgeregelungen u¨ber
unendliche Horizonte eingebettet wird.
Im Gegensatz zu den aus der Literatur wie [67, 148] bekannten Methoden
wird mithilfe dieser Ergebnisse der Entwurf der Regelung und deren Im-
plementierung fu¨r u¨ber- und unteraktuierte Systeme genauso einfach wie
fu¨r quadratische Systeme. Weiterhin werden im Rahmen einer Diskussi-
on bisher unbekannte Eigenschaften der Lo¨sung eines statischen Optimie-
rungsproblems aus [108] ero¨rtert.
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1.2 U¨bersicht und Aufbau des Inhalts der
Arbeit
Der Hauptteil der Arbeit besteht aus den drei Kapiteln 2, 3 und 4. De-
ren wesentlichen Inhalte und Zusammenha¨nge zeigt Abbildung 1.4, wobei
die folgenden Absa¨tze noch na¨her auf die Inhalte eingehen. In Kapitel 2
werden die Grundlagen fu¨r die Kernkapitel 3 und 4 gelegt. Zu Beginn
der Kernkapitel werden die elementaren Problemstellungen formuliert. Sie
sind farblich hervorgehoben ( ). Diese sind das optimale Folgeregelungs-
problem u¨ber unendliche Horizonte in Kapitel 3 und zwei optimale Output
Regulation Probleme in Kapitel 4. Der Beitrag der Kapitel und deren Auf-
bau sowie der Stand der Technik werden umfangreich diskutiert. Danach
folgt die Pra¨sentation der erzielten Resultate, die sich in der Regel in Her-
leitungen und Beweisfu¨hrungen gliedern. Die wichtigsten Ergebnisse wer-
den farblich akzentuiert ( ). Zur Erho¨hung der U¨bersichtlichkeit werden
einige Beweise in den Anhang verschoben. Erga¨nzende Bemerkungen sind
an den Enden der Abschnitte zu finden. Die Anwendbarkeit der Ergeb-
nisse wird an einem u¨beraktuierten Helikopter und einem unteraktuierten
geda¨mpften Drei-Massen-Schwinger durch Simulationen demonstriert. An
den Enden der Kapitel 3 und 4 werden die gewonnenen Erkenntnisse in
Faziten bewertet und es wird eine tabellarische U¨bersicht der jeweiligen
Hauptresultate, die die relevanten Gleichungen fu¨r den Reglerentwurf und
die wichtigsten Eigenschaften umfasst, gegeben. Abschließend werden die
Ergebnisse noch einmal in Kapitel 5 zusammengefasst und ein Ausblick
zeigt Mo¨glichkeiten fu¨r die weitere Forschung.
Zu den Grundlagen in Kapitel 2 geho¨rt eine mathematische Formulie-
rung des optimalen Folgeregelungsproblems u¨ber unendliche und endliche
Horizonte. Wichtige Definitionen, wie von zula¨ssigen Lo¨sungen, des Be-
griffes einer u¨berholend optimalen Lo¨sung, der Turnpike oder des Agree-
able Plan, werden angegeben. Außerdem wird in die Variationsrechnung
eingefu¨hrt. Es werden optimale Regelungen u¨ber endliche Horizonte her-
geleitet und die notwendigen Optimalita¨tsbedingungen u¨ber unendliche
Horizonte angegeben sowie in Beziehung zu den notwendigen Bedingun-
gen u¨ber endliche Horizonte gesetzt. U¨berdies werden einige hinreichende
Optimalita¨tsbedingungen aus der Literatur beleuchtet. Auch auf den be-
kannten linear-quadratischen Regler wird kurz eingegangen.
Auf dieser Basis wird im ersten Teil von Kapitel 3 das optimale
Folgeregelungsproblem u¨ber einen unendlichen Horizont gelo¨st. Hierzu
werden algebraische Entwurfsgleichungen aus den notwendigen Optima-
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Definitionen
Variationsrechnung
Optimale Regelungen
u¨ber endliche Horizonte
Notwendige Optimalita¨ts-
bedingungen u¨ber
unendliche Horizonte
Kapitel 2
U¨berholend optimale
Folgeregelung u¨ber
unendliche Horizonte
Zusammenhang zu
optimalen Folgeregelungen
u¨ber endliche Horizonte
Kapitel 3
Optimale Output Regulation
fu¨r u¨beraktuierte Systeme
Optimale Output Regulation
fu¨r unteraktuierte Systeme
Zusammenhang zu optimalen
Folgeregelungsproblemen u¨ber
unendliche Horizonte
Kapitel 4
Abbildung 1.4: Aufbau des Hauptteils der Arbeit mit wesentlichen Inhalten.
lita¨tsbedingungen abgeleitet. Mithilfe der Variationsrechnung wird bewie-
sen, dass der gefundene Kandidat eine u¨berholend optimale Lo¨sung ist
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und ein optimales stationa¨res Verhalten aufweist. Dass hierfu¨r im Allge-
meinen beschra¨nkte Solltrajektorien vorausgesetzt werden mu¨ssen, wird
anhand eines Gegenbeispiels verdeutlicht. Außerdem wird noch auf die
Struktur der optimalen Kosten und verschiedene Sonderfa¨lle sowie auf eine
getrennte Vorgabe der Gu¨te fu¨r die Transition und das stationa¨re Verhal-
ten eingegangen. Der zweite Teil von Kapitel 3 widmet sich vordergru¨ndig
unbeschra¨nkten Solltrajektorien. Dort wird der Zusammenhang zwischen
den Lo¨sungen der optimalen Folgeregelungsprobleme u¨ber endliche und
unendliche Horizonte untersucht. Hierzu geho¨rt unter anderem der Nach-
weis, unter welchen Bedingungen die optimale Folgeregelung u¨ber unendli-
che Horizonte ein Agreeable Plan ist und welche Aussagen sich daraus u¨ber
die Approximation der optimalen Folgeregelungen u¨ber endliche Horizon-
te treffen lassen. Es wird auch auf eine Turnpike-Eigenschaft eingegangen.
Abschließend wird noch aufgezeigt, wie das optimale stationa¨re Verhal-
ten als Lo¨sung eines statischen Optimierungsproblems bestimmt werden
kann, falls spezielle Voraussetzungen eingehalten werden. Dieses Optimie-
rungsproblem ist an eines aus [108] angelehnt, das dort im Zusammenhang
der Output Regulation fu¨r u¨beraktuierte Systeme aufgestellt wurde und
in Kapitel 4 na¨her betrachtet wird.
Im Kapitel 4 wird auch das klassische Output Regulation Problem neben
den zwei optimalen Output Regulation Problemen fu¨r u¨ber- und unterak-
tuierte Systeme formuliert. Auf Grundlage der Variationsrechnung werden
fu¨r letztere mo¨gliche Kandidaten bestimmt. Schwache hinreichende Nicht-
Resonanz-Bedingungen, unter denen diese Kandidaten existieren, werden
ausfu¨hrlich diskutiert. Fu¨r u¨beraktuierte Systeme werden daru¨ber hinaus
auch notwendige Bedingungen fu¨r deren Existenz ero¨rtert. Dass die Kandi-
daten optimale Lo¨sungen der optimalen Output Regulation Probleme sind,
wird mittels der Variationsrechnung nachgewiesen. Diese dient auch zur
Herleitung von hinreichenden und notwendigen Bedingungen, die die Ein-
deutigkeit der optimalen Lo¨sung garantieren. Abschließend wird auf den
Zusammenhang zur Lo¨sung des statischen Optimierungsproblems aus [108]
eingegangen, wodurch bisher unbekannte Eigenschaften dieser Lo¨sung auf-
gezeigt werden, und weitere Aspekte diskutiert.
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2 Grundlagen zu optimalen
Regelungen u¨ber endliche
und unendliche Horizonte
In diesem Kapitel wird in die optimale Regelung u¨ber endliche und un-
endliche Horizonte eingefu¨hrt. Den Ausgangspunkt bildet eine Diskussi-
on der verschiedenen Problemstellungen. Diese motiviert die Definitionen
wichtiger Begriffe, wie der Optimalita¨t, und weiterer Eigenschaften. Da-
nach wird in die Variationsrechnung eingefu¨hrt, die als wichtiges Werkzeug
in den Beweisfu¨hrungen dieser Arbeit dient. Mittels dieser wird im An-
schluss die Lo¨sung des optimalen Folgeregelungsproblems auf einem end-
lichen Horizont hergeleitet, die in Abschnitt 3 eine wichtige Rolle spielt.
Weiterhin werden die notwendigen Optimalita¨tsbedingungen u¨ber einen
unendlichen Horizont fu¨r die betrachtete linear-quadratische Problemstel-
lung hergeleitet. Diese dienen in den folgenden Kapiteln zur Bestimmung
von Lo¨sungskandidaten. Abschließend werden einige der Erkenntnisse am
Beispiel des linear-quadratischen Reglers demonstriert.
2.1 Diskussion der Problemstellungen
In dieser Arbeit werden lineare, zeitinvariante Systeme der Form
x˙ = Ax+Bu+Edx (2.1a)
y = Cx+Ddx (2.1b)
betrachtet. Zu einem Zeitpunkt t ∈ [0,∞) ist x(t) ∈ Rn der Zustandsvek-
tor der Systemdynamik (2.1a) mit dem Anfangswert x(0) = x0, u(t) ∈ Rm
ist der Stellgro¨ßenvektor und y(t) ∈ Rp ist der Ausgangsvektor des Sys-
tems. Das System wird von Sto¨rungen Edx(t) und Ddx(t) auf die Sys-
temdynamik bzw. auf den Ausgang beeinflusst. Man bezeichnet A als Sy-
stemmatrix, B als Eingangsmatrix, C als Ausgangsmatrix sowie Ed und
Dd als Sto¨rmatrizen. Eine DurchgriffsmatrixD, durch die die Stellgro¨ße u
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linear auf den Ausgang y wirkt, wird nur deshalb nicht beru¨cksichtigt, um
eine u¨bersichtliche Pra¨sentation der Ergebnisse zu ermo¨glichen. Es werden
die folgenden drei Klassen von Systemen unterschieden:
Definition 2.1 (Quadratische, u¨ber- und unteraktuierte Systeme). Das
System (2.1) mit der Eingangsmatrix B und p Ausga¨ngen1) in y heißt
(i) quadratisch, falls rang (B) = p gilt.
(ii) u¨beraktuiert, falls rang (B) > p gilt.
(iii) unteraktuiert, falls rang (B) < p gilt.
Weiterhin wird angenommen, dass die Sto¨rungen Edx(t) und Ddx(t)
durch ein autonomes Exosystem
x˙ = Ax (2.2a)
y = Cx (2.2b)
modelliert werden ko¨nnen. Hier heißt x(t) ∈ Rn Zustandsvektor des Exo-
systems mit dem Anfangswert x(0) = x0. Weiterhin wird angenommen,
dass der Vektor y(t) ∈ Rp der gewu¨nschten Solltrajektorien ebenfalls durch
das Exosystem generiert werden kann. Die Dynamik des Exosystems wird
dann ha¨ufig in einer Blockdiagonalstruktur vorliegen, da in den meisten
Fa¨llen eine strikte Trennung der Dynamik des Sto¨rmodells und des Soll-
wertmodells zu erwarten ist.
Ausgehend von diesen Zusammenha¨ngen steht das folgende linear-
quadratische optimale Folgeregelungsproblem im Fokus dieser Arbeit:
Optimales Folgeregelungsproblem: OFP∞2.1 (Unendlicher Hori-
zont). Fu¨r jedes beliebige T > 0 seien die Kosten bzw. das quadratische
Gu¨temaß
J0,T
(
x0,x0,u(·)
)
:= 12
T∫
0
(
(y − y)TQ(y − y) + uTRu)dt (2.3)
1)Bei dieser Unterscheidung wird implizit von rang (C) = p ausgegangen. Dies ist sinn-
voll, denn jedes System mit rang (C) < p verha¨lt sich im Grunde wie ein unter-
aktuiertes System, da es sein Regelziel, der Solltrajektorien y ohne Fehler zu fol-
gen, im Allgemeinen nicht erreichen kann. Jedoch wird in dieser Arbeit keinesfalls
rang (C) = p vorausgesetzt. Bis auf wenige Ausnahmen lassen die getroffenen Annah-
men rang (C) < p zu und die Ergebnisse bleiben auch fu¨r diesen Fall gu¨ltig.
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mit den symmetrischen Gewichtungsmatrizen Q  0 des Folgefehlers
y˜(t) := y(t) − y(t) und R  0 der Stellgro¨ßen definiert. Fu¨r gegebene
Anfangswerte x0 des Systems (2.1) und x0 des Exosystems (2.2), finde
eine zula¨ssige Lo¨sung2)
(
x∗(·),u∗(·)) der Systemdynamik (2.1) auf dem
Intervall [0,∞), die optimal bezu¨glich der Kosten J0,T (·) u¨ber einen un-
endlichen Horizont: T →∞ ist.
Dieses hat zum Ziel, den bestmo¨glichen Kompromiss zwischen der
beno¨tigten Stellenergie
∫ T
0 u
TRu dt und der Energie des Folgefehlers∫ T
0 (y − y)TQ(y − y) dt zu erreichen und die Kosten J0,T
(
x(·),u(·)) fu¨r
T → ∞, folglich u¨ber den unendlichen Horizont, mo¨glichst gering zu hal-
ten. Dabei ist jedoch zu beachten, dass einem System (2.1) fu¨r gewo¨hnlich
fortlaufend Stellenergie zugefu¨hrt werden muss, damit der Ausgang y ei-
ner Solltrajektorie y folgt und der Folgefehler gegen null konvergiert. Die
Kosten weisen daher fu¨r T →∞ im Allgemeinen kein Minimum auf, son-
dern sind, unabha¨ngig von der Wahl von u(·), unbeschra¨nkt. Dies stellt
die gro¨ßte Herausforderung bei der Lo¨sung des Problems OFP∞2.1 dar.
Hierauf wird in der Diskussion zur Optimalita¨t am Ende dieses Abschnit-
tes weiter eingegangen. Ein klassischer Sonderfall des Problems OFP∞2.1
ist die durch y(t) ≡ 0 und ohne Sto¨rungen vereinfachte Problemstellung,
fu¨r die unter u¨blichen Annahmen die Kosten ein Minimum besitzen. Die
Lo¨sung ist durch den bekannten linear-quadratischen Regler gegeben, auf
den in Abschnitt 2.6 na¨her eingegangen wird, siehe hierzu z. B. auch [6].
Im Gegensatz zu herko¨mmlichen statischen Optimierungsproblemen
(vergleiche Anhang A.2) hat das optimale Folgeregelungsproblem eine Dif-
ferenzialgleichung (2.1a) als Nebenbedingung. Außerdem ist keine feste
Optimierungsvariable (wie bspw. ein Parametervektor) gesucht, sondern
eine Funktion u∗(t) : [0,∞) → Rm, durch die die Lo¨sung (x∗(·),u∗(·))
mittels (2.1a) bestimmt wird. Das Gu¨temaß (2.3) wird daher auch als
Gu¨tefunktional bzw. Kostenfunktional bezeichnet im Unterschied zur
Gu¨tefunktion. Da die Reglerstruktur durch das optimale Folgeregelungs-
problem OFP∞2.1 nicht festgelegt ist, wird in der Literatur auch von
Strukturoptimierung gesprochen [62]. Hier werden diese Aspekte unter
dem Begriff der dynamischen Optimierung zusammengefasst. Zur Bestim-
mung einer Lo¨sung sind weiterfu¨hrende Methoden wie die Variationsrech-
nung notwendig, die u¨ber jene fu¨r statische Optimierungsprobleme in An-
hang A.2 hinausgehen und in Abschnitt 2.3 erla¨utert werden. Wie angedeu-
tet, erha¨lt man als Ergebnis eine Funktion u∗(t) der Zeit t, die prinzipiell
2)Der Begriff der zula¨ssigen Lo¨sung wird im na¨chsten Abschnitt definiert.
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eine Steuerung darstellt. Im Rahmen dieser Arbeit werden diese Funktio-
nen jedoch als Regelungen mit einer Zustandsru¨ckfu¨hrung u∗(x,x) vorlie-
gen, sodass die Bezeichnung als Folgeregelungsproblem berechtigt ist.
In der Literatur wird zwischen zwei Klassen von optimalen Regelungs-
problemen elementar unterschieden. Dies sind zum einen die optimalen
Regelungsprobleme u¨ber einen endlichen Horizont [0, T ] mit bekanntem
T > 0 und zum anderen jene u¨ber einen unendlichen Horizont [0,∞),
d. h. T →∞, wozu auch das Problem OFP∞2.1 geho¨rt. Dabei ist der Fall
T →∞ ”keinesfalls als triviale Erweiterung des Problems u¨ber einen end-lichen Horizont“ aufzufassen [121, Abschnitt 3.3]. Um die Schwierigkeiten
aufzuzeigen, die Probleme mit unendlichem Horizont gegenu¨ber denen mit
endlichem mit sich bringen, wird zuna¨chst das optimale Folgeregelungspro-
blem u¨ber einen endlichen Horizont formuliert:
Optimales Folgeregelungsproblem: OFPT2.1 (Endlicher Horizont).
Fu¨r gegebene Anfangswerte x0 des Systems (2.1) und x0 des Exosystems
(2.2) sowie ein gegebenes T > 0, finde eine zula¨ssige Lo¨sung
(
x∗T (·),u∗T (·)
)
der Systemdynamik (2.1) auf dem Intervall [0, T ], die die Kosten J0,T (·),
gegeben durch (2.3), minimiert.
Eine Lo¨sung
(
x∗T (·),u∗T (·)
)
ist offensichtlich dann optimal, falls
J0,T
(
x0,x0,u
∗
T (·)
) ≤ J0,T (x0,x0,u(·)) (2.4)
fu¨r jede zula¨ssige Lo¨sung
(
x(·),u(·)) auf dem Intervall [0, T ] erfu¨llt ist.
Dahingehend ist eine Optimalita¨tsdefinition mit der Forderung nach einem
Minimum, wie in der Ungleichung (2.4), fu¨r den Fall T →∞ in der Regel
ungeeignet. Der Grund ist, dass die Kosten im Allgemeinen unbeschra¨nkt
sind. D. h., es gilt
lim
T→∞
J0,T
(
x(·),u(·)) = +∞ (2.5)
fu¨r jede zula¨ssige Lo¨sung (x(·),u(·)) der Systemdynamik (2.1a) und da-
mit natu¨rlich auch fu¨r die optimale (x∗(·),u∗(·)). Es bedarf demnach der
Auswahl eines geeigneten Optimalita¨tskriteriums fu¨r unendliche Horizon-
te, bevor man das optimale Folgeregelungsproblem OFP∞2.1 in Kapitel 3
lo¨sen kann. Im na¨chsten Abschnitt werden hierzu verschiedene Optima-
lita¨tskonzepte vorgestellt und auch gekla¨rt, welche Lo¨sungen (x(·),u(·))
der Systemdynamik (2.1a) u¨berhaupt zula¨ssig sind.
Wie bereits durch das vorangestellte Zitat aus [121] angedeutet, mag
man intuitiv davon ausgehen, dass es einen Zusammenhang zwischen den
Lo¨sungen
(
x∗T (·),u∗T (·)
)
und
(
x∗(·),u∗(·)) gibt, zumindest fu¨r große T .
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Dieser Zusammenhang kann durch die im na¨chsten Abschnitt eingefu¨hrten
Konzepte der Turnpike und des Agreeable Plan quantitativ erfasst werden.
Unter welchen Voraussetzungen diese Konzepte dann vorliegen, wird in
Kapitel 3 untersucht.
Im Abschnitt 2.4 wird aufgezeigt, dass die z. B. aus [6] oder [121] bekann-
te optimale Lo¨sung des optimalen Folgeregelungsproblems OFPT 2.1 leicht
mittels der in Abschnitt 2.3 eingefu¨hrten Variationsrechnung ermittelt wer-
den kann. Mithilfe der ermittelten notwendigen Optimalita¨tsbedingungen
wird ein Kandidat bestimmt, dessen Optimalita¨t dann durch hinreichen-
de Bedingungen nachgewiesen wird. Es stellt sich die Frage, ob diese
Optimalita¨tsbedingungen auf den unendlichen Horizont u¨bertragen wer-
den ko¨nnen. Dies muss verneint werden, was in Abschnitt 2.3 aufgezeigt
wird. In Abschnitt 2.5 werden daher die notwendigen Bedingungen fu¨r
das optimale Folgeregelungsproblem OFP∞2.1 auf Basis der Ergebnisse
in [76] hergeleitet. Im Anschluss wird das Fehlen geeigneter hinreichen-
der Optimalita¨tsbedingungen fu¨r das gegebene Problem diskutiert. Dies
unterstreicht, dass sich die Lo¨sung des optimalen Folgeregelungsproblems
OFP∞2.1 komplexer gestaltet als die des Problems OFPT 2.1.
2.2 Definitionen
In diesem Abschnitt werden alle Begrifflichkeiten definiert, die im Rahmen
der Lo¨sung des optimalen Folgeregelungsproblems OFP∞2.1 bzw. der Er-
fassung des Zusammenhangs der Lo¨sungen beider Probleme OFP∞2.1 und
OFPT 2.1 von Bedeutung sind. Grundlegende Definitionen, auf denen da-
bei aufgebaut wird, sind im Anhang A.1 zu finden.
2.2.1 Zula¨ssige Lo¨sungen, Optimalita¨tskriterien und
stationa¨res Verhalten
Zula¨ssige Lo¨sungen
Die folgende Definition legt fest, welche Lo¨sungen der Systemdynamik
(2.1a) als Lo¨sungen der Probleme OFP∞2.1 und OFPT 2.1 zugelassen wer-
den.
Definition 2.2 (Zula¨ssige Lo¨sung). Zu einem Anfangswert x0 sei x(t)
die Lo¨sung des Exosystems x˙ = Ax aus (2.2a) auf dem Intervall [0,∞)
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([0, T ]). Fu¨r einen gegebenen Anfangswert x0 heißt eine Lo¨sung (x(·),u(·))
der Systemdynamik (2.1a)
x˙ = Ax+Bu+Edx
zula¨ssig u¨ber einen unendlichen
(
endlichen
)
Horizont, falls x(t) : [0,∞)→
Rn
(
x(t) : [0, T ] → Rn fu¨r ein gegebenes T > 0) mit x(0) = x0 ste-
tig und stu¨ckweise stetig differenzierbar ist und falls u(t) : [0,∞) → Rm(
u(t) : [0, T ]→ Rm) stu¨ckweise stetig ist.
Diese Definition ist an die in [74] und [76] gegebenen angelehnt. Die De-
finition A.1 zur stu¨ckweisen Stetigkeit garantiert, dass u(t) auf jedem be-
schra¨nkten Teilintervall von [0,∞) ([0, T ]) beschra¨nkt3) ist. Daher ist die
Riemann-Integrierbarkeit gewa¨hrleistet und es existiert fu¨r jede zula¨ssige
Lo¨sung das Gu¨temaß Jt0,t1(·) u¨ber jedes abgeschlossene und beschra¨nkte
Teilintervall [t0, t1] ⊂ [0,∞). Eine Verallgemeinerung wie in [11], [43] oder
[117] mittels der Lebesgue-Integration sowie der Forderung nach absolu-
ter Stetigkeit von x(·) und Messbarkeit von u(·) ist mo¨glich, wird hier
aber nicht weiter beru¨cksichtigt. Weiterhin sei erwa¨hnt, dass die Lo¨sung
(x(·),u(·)) die Systemdynamik (2.1a) gegebenenfalls lediglich fu¨r fast al-
le t ∈ [0,∞) (t ∈ [0, T ]) erfu¨llt, da x(·) auf jedem abgeschlossenen, be-
schra¨nkten Teilintervall an endlich vielen Stellen nicht differenzierbar sein
darf. Im Weiteren wird darauf verzichtet, dies erneut fu¨r eine zula¨ssige
Lo¨sung (x(·),u(·)) anzumerken.
Im Folgenden heißen zwei zula¨ssige Lo¨sungen verschieden falls
(x1(t),u1(t)) 6≡ (x2(t),u2(t)). (2.6)
Aus der Definition 2.2 und der Definition A.1 zur stu¨ckweisen Stetigkeit
folgt, dass es dann zumindest ein abgeschlossenes, endliches Teilintervall
gibt, auf dem (x1(t),u1(t)) 6= (x2(t),u2(t)) fu¨r fast alle t gilt.
Optimalita¨tskriterien
Die na¨chste Definition fasst die fu¨r diese Arbeit relevanten Optima-
lita¨tskonzepte fu¨r unendliche Horizonte zusammen. Es wird empfohlen,
diese gemeinsam mit der Darstellung von anschaulichen Beispielen in Ab-
bildung 2.1, S. 18, zu studieren. Anhand dessen wird auch die Benennung4)
einzelner Kriterien nachvollziehbar.
3)Da diese Schranke eine beliebig große, positive reelle Zahl ist, ist demnach eine Stell-
gro¨ßenbeschra¨nkung im technischen Sinne nicht vorhanden.
4)Die Begriffe sind sinngema¨ß aus dem Englischen u¨bersetzt: ”strongly optimal“ (SO),
”overtaking optimal“ (U¨O), ”catching-up optimal“ (AO), ”finitely optimal“ (EO).
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Definition 2.3 (Optimalita¨t u¨ber unendliche Horizonte). Es sei ein Kos-
tenfunktional J0,T
(
x0,x0,u(·)
)
sowie Anfangswerte x0 und x0 gegeben.
Eine zula¨ssige Lo¨sung
(
x∗(·),u∗(·)) u¨ber einen unendlichen Horizont heißt
(i) stark optimal (SO), falls
J0,∞
(
x0,x0,u
∗(·)) := lim
T→∞
J0,T
(
x0,x0,u
∗(·)) < +∞ (2.7)
und fu¨r jede zula¨ssige Lo¨sung
(
x(·),u(·)) ein T̂ (x,u) ∈ [0,∞) exis-
tiert, sodass fu¨r alle T ≥ T̂ gilt:
J0,T
(
x0,x0,u
∗(·)) ≤ J0,T (x0,x0,u(·)). (2.8)
(ii) u¨berholend optimal (U¨O)
(
schwach u¨berholend optimal (SU¨O)
)
,
falls zu jeder zula¨ssigen Lo¨sung
(
x(·),u(·)), die verschieden zu(
x∗(·),u∗(·)) ist, ein (x,u) > 0 ((x,u) ≥ 0) existiert und es ein
T̂ (x,u, ) ∈ [0,∞) gibt, sodass fu¨r alle T ≥ T̂ gilt:
J0,T
(
x0,x0,u
∗(·))+  ≤ J0,T (x0,x0,u(·)). (2.9)
(iii) aufholend optimal (AO), falls zu jeder zula¨ssigen Lo¨sung
(
x(·),u(·))
und zu jedem  > 0 ein T̂ (x,u, ) ∈ [0,∞) existiert, sodass fu¨r alle
T ≥ T̂ gilt:
J0,T
(
x0,x0,u
∗(·))−  ≤ J0,T (x0,x0,u(·)). (2.10)
(iv) endlich optimal (EO), falls fu¨r jedes T > 0 und jede zula¨ssige Lo¨sung(
x(·),u(·)) u¨ber den endlichen Horizont [0, T ], die die Endwertbe-
dingung x(T ) = x∗(T ) erfu¨llt, gilt:
J0,T
(
x0,x0,u
∗(·)) ≤ J0,T (x0,x0,u(·)). (2.11)
Die Definition zu starker und aufholender5) Optimalita¨t sind [42] bzw.
[43] entnommen. Starke Optimalita¨t verlangt, dass J0,∞
(
x0,x0,u
∗(·)) ein
5)Diese wird in der Literatur oft verku¨rzt mittels des Limes inferior (Definition A.2)
lim inf
T→∞
(
J0,T
(
x0,x0,u(·)
)
− J0,T
(
x0,x0,u
∗(·)
))
≥ 0 (2.12)
definiert und auch als ”u¨berholend optimal“ bezeichnet, was aber die Eigenschafteiner solchen Lo¨sung missversta¨ndlich beschreibt.
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Abbildung 2.1: Darstellung der u¨ber die Zeit t kumulierten Kosten J0,t(·)
einer zula¨ssigen Lo¨sung ( ), die eines der Optimalita¨tskriterien in Definition 2.3
erfu¨llt, und einer dazu verschiedenen zula¨ssigen Lo¨sung ( ). In Abbildung (d)
ist zusa¨tzlich der Zustand, der hier skalar sei, aufgetragen.
globales Minimum ist, und fu¨hrt daher auf einen gewohnten Optima-
lita¨tsbegriff wie fu¨r endliche Horizonte in Problem OFPT 2.1, vergleiche
Abbildung 2.1a. Eine optimale Lo¨sung nach Definition 2.3(iii) holt zu je-
der verschiedenen Lo¨sung auf, sodass ihre Kosten u¨ber jeden hinreichend
langen Horizont, wenn nicht niedriger, dann zumindest asymptotisch ge-
nauso niedrig sind. Einen Extremfall zeigt Abbildung 2.1c.
U¨berholende Optimalita¨t wird fu¨r die Lo¨sung des optimalen Folgerege-
lungsproblems OFP∞2.1 in Kapitel 3 nachgewiesen. Wie Abbildung 2.1b
veranschaulicht, u¨berholt eine solche Lo¨sung jede verschiedene Lo¨sung, so-
dass ihre Kosten u¨ber jeden hinreichend langen Horizont im Vergleich nied-
riger sind. Die aufgefu¨hrte Definition entspricht dabei der in [11]. Dies ist
eine sta¨rkere Formulierung als die u¨bliche wie in [151], die auch (x,u) = 0
erlaubt und der schwach u¨berholenden Optimalita¨t entspricht. Die Defi-
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nition 2.3(ii) verhindert durch (x,u) > 0, dass eine aufholend optimale
Lo¨sung verschieden von
(
x∗(·),u∗(·)) existieren kann. Außerdem schließt
sie aus, dass es eine zweite u¨berholend optimale Lo¨sung geben kann und so-
mit ist eine solche per Definition eindeutig. Eine stark, schwach u¨berholend
oder endlich optimale Lo¨sung ist hingegen nur dann eindeutig, wenn die
jeweilige strikte Ungleichung (< statt ≤) in (2.8), (2.9) bzw. (2.11) fu¨r
jede Lo¨sung verschieden von der optimalen erfu¨llt ist. Falls der Grenzwert
(2.7) existiert, ist daher eine u¨berholend optimale Lo¨sung gleichbedeu-
tend zu einer eindeutigen stark optimalen Lo¨sung, wohingegen die schwach
u¨berholende Optimalita¨t und die starke Optimalita¨t identisch sind.
Endliche Optimalita¨t ist analog zu [43] definiert. Diese besagt, dass an
den Zeitpunkten, an denen der Zustand einer endlich optimalen Lo¨sung
mit dem einer dazu verschiedenen Lo¨sung u¨bereinstimmt, die Kosten der
endlich optimalen Lo¨sung niedriger oder gleich groß sind. Abseits dieser
Zeitpunkte ist es jedoch mo¨glich, dass die verschiedene Lo¨sung niedrige-
re Kosten als die endlich optimale Lo¨sung aufweist. Die Zusammenha¨nge
werden durch Abbildung 2.1d veranschaulicht, wobei ein skalarer Zustand
angenommen wurde.
In [42] wird endliche Optimalita¨t auch als Optimalita¨tsprinzip bezeich-
net. Dies hat den Hintergrund, dass jede Lo¨sung, die eines der Optima-
lita¨tskonzepte aus Definition 2.3(i)-(iii) erfu¨llt, auch endlich optimal ist.
Das la¨sst sich anhand der folgenden U¨berlegung aus [76] vergegenwa¨rtigen:
Angenommen zu einer Lo¨sung 1
(
x1(·),u1(·)
)
u¨ber einen unendlichen
Horizont existiert auf einem Intervall [0, T̂ ] eine verschiedene Lo¨sung 2(
x2(·),u2(·)
)
, die x2(T̂ ) = x1(T̂ ) und
J0,T̂ (·,u2(·)) < J0,T̂ (·,u1(·)) (2.13)
erfu¨llt. D. h., die Lo¨sung 1 ist nicht endlich optimal. Da x2(T̂ ) = x1(T̂ ) gilt,
kann man eine Lo¨sung 3
(
x3(·),u3(·)
)
konstruieren, die auf dem Intervall
[0, T̂ ] der Lo¨sung 2 entspricht und auf [T̂ ,∞) identisch ist zur Lo¨sung 1.
Fu¨r jedes Intervall [0, T ] mit T ≥ T̂ gilt dann
J0,T (·,u1(·))− J0,T (·,u3(·)) = J0,T̂ (·,u1(·))− J0,T̂ (·,u2(·)) > 0. (2.14)
Aus dieser Ungleichung ist sofort ersichtlich, dass Lo¨sung 1 keine der De-
finitionen 2.3(i)-(iii) erfu¨llen kann. Daher stellt die endliche Optimalita¨t
eine notwendige Eigenschaft fu¨r jede Lo¨sung dar, die ein sta¨rkeres Optima-
lita¨tskriterium erfu¨llt [83]. Dieser Zusammenhang wird bei der Herleitung
von notwendigen Optimalita¨tsbedingungen in Abschnitt 2.5 ausgenutzt.
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(SO)
(SU¨O)
(U¨O)
(AO) (EO)
Abbildung 2.2: Implikationen aus den Optimalita¨tsdefinitionen 2.3(i)-(iv).
Zusammengefasst ko¨nnen aus den Definitionen die in Abbildung 2.2 dar-
gestellten Zusammenha¨nge, die aus der Literatur bekannt sind, abgeleitet
werden. Jede Lo¨sung, die z. B. (U¨O) ist, ist somit auch (SU¨O), (AO) und
(EO). Die umgekehrte Richtung gilt im Allgemeinen nicht, wie man an-
hand von Gegenbeispielen in [43, Kapitel 2] nachvollziehen kann.
Stationa¨res Verhalten
In den weiteren Kapiteln wird oft zwischen der Transition eines Systems
und seinem stationa¨ren Verhalten, das sich nach der Transition fu¨r t→∞
einstellt, differenziert. Die Optimalita¨tskriterien in Definition 2.3 beziehen
die Transition und das stationa¨re Verhalten gleichermaßen ein. Es werden
zwei Kriterien eingefu¨hrt, die das stationa¨re Verhalten bewerten. Im An-
schluss werden die Definitionen durch das Beispiel 2.1 mit Abbildung 2.3
veranschaulicht.
Definition 2.4 (Optimales stationa¨res Verhalten). Es seien ein Kosten-
funktional J0,T
(
x0,x0,u(·)
)
sowie die Anfangswerte x0 und x0 gegeben.
Das stationa¨re Verhalten einer zula¨ssigen Lo¨sung
(
x̂(·), û(·)) heißt opti-
mal, wenn fu¨r jede verschiedene zula¨ssige Lo¨sung
(
x(·),u(·)) entweder
lim
T→∞
(
J0,T
(
x0,x0,u(·)
)− J0,T (x0,x0, û(·))) = +∞ oder (2.15a)
lim sup
T→∞
∣∣J0,T (x0,x0,u(·))− J0,T (x0,x0, û(·))∣∣ < +∞ (2.15b)
gilt und, falls die zweite Bedingung (2.15b) zutrifft, daraus folgt, dass
lim
t→∞
(
x(t)− x̂(t)) = 0. (2.16)
Weist eine zula¨ssige Lo¨sung
(
x̂(·), û(·)) ein optimales stationa¨res Verhal-
ten auf, so strebt jede Lo¨sung
(
x∗(·),u∗(·)), die eines der Kriterien aus De-
finition 2.3(i)-(iii) erfu¨llt und fu¨r die daher die erste Bedingung (2.15a) aus-
geschlossen werden muss, aufgrund von (2.16) zu diesem stationa¨ren Ver-
halten. Dies begru¨ndet die hier gewa¨hlte Bezeichnung. Im Umkehrschluss
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muss
(
x̂(·), û(·)) aber nicht zwingend eines dieser Optimalita¨tskriterien
erfu¨llen, da die Transition in Definition 2.4 keine ausschlaggebende Rolle
spielt. Dies kann man daran erkennen, dass das Vorzeichen einer endlichen
Kostendifferenz (2.15b) irrelevant ist. Aus diesen Gru¨nden wird
(
x̂(·), û(·))
in [116] und [174] auch nur als eine ”gute“ Lo¨sung bezeichnet.Weist eine u¨berholend optimale Lo¨sung
(
x∗(·),u∗(·)) ein optimales sta-
tiona¨res Verhalten auf, dann existiert fu¨r jede Lo¨sung mit verschiedenem
stationa¨ren Verhalten nicht nur ein  > 0 wie in Definition 2.3(ii), sondern
dieses kann sogar beliebig groß gewa¨hlt werden. Dies unterstreicht, dass
Definition 2.4 ein starkes Optimalita¨tskriterium beschreibt. In Kapitel 3
wird hergeleitet, wie das optimale stationa¨re Verhalten zum optimalen
Folgeregelungsproblem OFP∞2.1 explizit parametrisiert werden kann. Es
sei noch erwa¨hnt, dass Definition 2.4 an ein Ergebnis in [174] angelehnt
ist und eine wichtige Rolle im Rahmen der Turnpike-Theorie einnimmt,
vergleiche hierzu [171, 173]. Auf die Turnpike-Theorie wird im na¨chsten
Abschnitt eingegangen.
Ein anderes Kriterium, das ebenfalls oft in der Literatur verwendet wird,
wie z. B. in [48, 116, 126], ist
Definition 2.5 (QMW Optimalita¨t). Es seien ein quadratisches Kosten-
funktional J0,T
(
x0,x0,u(·)
)
sowie die Anfangswerte x0 und x0 gegeben.
Eine zula¨ssige Lo¨sung (x∗(·),u∗(·)) heißt QMW optimal, wenn sie den
quadratischen Mittelwert (QMW) minimiert. Dieser ist gegeben durch
QMW
(
x(·),u(·)) := lim
T→∞
(
1
T
J0,T
(
x0,x0,u(·)
))
. (2.17)
Die Definition setzt voraus, dass der quadratische Mittelwert existiert.
Dies wird in der Regel nur der Fall sein, wenn auch das Exosystem
(2.2) bestimmte Bedingungen erfu¨llt und zusa¨tzliche Anforderungen an
die zula¨ssigen Lo¨sungen gestellt werden.
Im Allgemeinen fu¨hren zula¨ssige Lo¨sungen, die sich nur in der Transi-
tion unterscheiden, zum selben QMW. In [167] wird das Kriterium daher
lediglich zur Beurteilung des stationa¨re Verhaltens als geeignet eingestuft.
Aber auch dabei ist Vorsicht geboten, da zwei zula¨ssige Lo¨sungen, fu¨r die
sogar jeweils (2.15a) gilt, dennoch den selben QMW haben ko¨nnen. Das
Beispiel 2.1 in Abbildung 2.3 illustriert dies. Der Grund ist, dass ein un-
terschiedlicher QMW nur vorliegt, wenn die Kostendifferenz auf der linken
Seite von (2.15a) wenigstens linear in T anwa¨chst. Dies bedeutet im Um-
kehrschluss, falls die Minimierung von (2.17) zu einer eindeutigen Lo¨sung
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Abbildung 2.3: Darstellung fu¨r Beispiel 2.1 mit QMW-optimaler Lo¨sung(
x∗(·),u∗(·)
)
( ), die ein optimales stationa¨res Verhalten aufweist, und zwei
zula¨ssigen verschiedenen Lo¨sungen ( ) und ( ).
(x∗(·),u∗(·)) fu¨hrt, so stellt QMW Optimalita¨t eine noch sta¨rkere Opti-
malita¨tseigenschaft als das optimale stationa¨re Verhalten dar. Demnach ist
QMW Optimalita¨t insbesondere geeignet, wenn die in Betracht gezogenen
zula¨ssigen Lo¨sungen aus nachvollziehbaren Gru¨nden so eingeschra¨nkt sind,
dass diese Eindeutigkeit gewa¨hrleistet wird. In Kapitel 4 wird gezeigt, dass
dies im Falle der optimalen Output Regulation zutrifft.
Beispiel 2.1. Gegeben seien eine QMW-optimale Lo¨sung
(
x∗(·),u∗(·))
( ), die ein optimales stationa¨res Verhalten aufweist, und zwei zula¨ssige
verschiedene Lo¨sungen ( ) und ( ). Fu¨r diese werden in Abbildung 2.3
illustrativ die u¨ber die Zeit t kumulierten Kosten J0,t(·) auf dem Inter-
vall [0, 15 s] und 1t J0,t(·) auf [0, 150 s] sowie die euklidische Abweichung
von x∗(t) dargestellt. Die Lo¨sung ( ) strebt nicht zum optimalen stati-
ona¨ren Verhalten von
(
x∗(·),u∗(·)), wie anhand der euklidischen Abwei-
chung zu sehen ist. Somit ist die notwendige Bedingung (2.16) nicht erfu¨llt
und die Kostendifferenz divergiert nach (2.15a), was Abbildung 2.3a zeigt.
Der resultierende QMW, der dem Grenzwert von 1t J0,t(·) fu¨r t → ∞ ent-
spricht, ist gro¨ßer als das durch
(
x∗(·),u∗(·)) angestrebte Minimum, wie
in Abbildung 2.3b zu erkennen ist. Obwohl die Lo¨sung ( ) die Bedingung
(2.16) erfu¨llt und der Zustand das gleiche stationa¨re Verhalten wie von(
x∗(·),u∗(·)) aufweist, divergiert die Kostendifferenz, sodass (2.15a) gilt.
Jedoch nimmt die Kostendifferenz nur logarithmisch mit der Zeit zu, so-
dass die Lo¨sung ( ) dennoch zum gleichen QMW wie
(
x∗(·),u∗(·)) fu¨hrt
und somit auch QMW-optimal ist.
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2.2.2 Turnpike und Agreeable Plan
Mithilfe der hier eingefu¨hrten Definitionen wird der Zusammenhang der
Lo¨sungen der beiden Probleme OFP∞2.1 und OFPT 2.1 quantitativ in
Kapitel 3 analysiert.
Turnpike
Zu Beginn wird ein anschauliches Beispiel aus [172] aufgegriffen: Um mit
dem Auto auf einem schnellen und spritsparenden Weg zu einem Zielort zu
reisen, wird man fu¨r gewo¨hnlich vom Startpunkt aus auf eine Schnellstraße
(im Englischen: ”turnpike“) fahren, auf dieser den Großteil der Reisezeitverbringen und erst in der Na¨he des Ziels die Schnellstraße verlassen.
Wenn das optimale Folgeregelungsproblem OFPT 2.1 u¨ber einen endli-
chen Horizont [0, T ] eine Turnpike-Eigenschaft besitzt, kann ein a¨hnliches
Verhalten fu¨r jede optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
beobachtet werden.
Dann gibt es eine Lo¨sung
(
xTP(·),uTP(·)
)
der Systemdynamik (2.1a) und
x∗T (t) wird die meiste Zeit des Intervalls [0, T ] in der Na¨he der Turnpi-
ke xTP(t) verlaufen. Einen kompakten Einstieg in die Turnpike-Theorie
bietet [172]. Ein illustratives Beispiel 2.2 mit Abbildung 2.4 ist am Ende
dieses Abschnittes gegeben. Eine formale Definition, die angelehnt an jene
in [171, 172] ist, lautet:
Definition 2.6 (Turnpike). Sei
(
xTP(·),uTP(·)
)
eine Lo¨sung der System-
dynamik (2.1a) zu den Anfangswerten xTP(0) und x0. Dann heißt xTP(·)
Turnpike des optimalen Folgeregelungsproblems OFPT 2.1, falls fu¨r jedes
 > 0 sowie jeden beliebigen Anfangswert x0 ein T1(x0,x0, ) > 0 und ein
T2(x0,x0, ) > 0 existieren, sodass u¨ber jeden beliebigen Horizont [0, T ]
mit T ≥ T1 + T2 und fu¨r jede optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
des optima-
len Folgeregelungsproblems OFPT 2.1 mit den Anfangswerten x0 und x0
gilt:
‖x∗T (t)− xTP(t)‖2 ≤ , ∀t ∈ [T1, T − T2]. (2.18)
Es ist hervorzuheben, dass die Zeitspannen T1, in der Zustand x∗T (t) zur
Turnpike strebt, und T2, in der er die Turnpike verla¨sst, unabha¨ngig von
der La¨nge T des Horizontes sind. Das ist ein zentrales Merkmal.
Fu¨r gegebene Anfangswerte x0 und x0 sowie unterschiedliche La¨ngen
T des Horizontes zeigt Abbildung 2.4, S. 25, den in der Literatur ha¨ufig
betrachteten autonomen Fall. Fu¨r diesen ist die Turnpike keine Trajek-
torie, sondern ein stationa¨rer Punkt xTP ∈ Rn. Dieser Fall tritt fu¨r
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gewo¨hnlich ein, wenn der Integrand des Gu¨temaßes (2.3) und die System-
dynamik (2.1a) abgesehen von den Zusta¨nden x(t) und den Stellgro¨ßen
u(t) autonom sind, folglich unabha¨ngig von der Zeit t. Das ist fu¨r das
Problem OFP∞2.1 nur erfu¨llt, falls x(t) = const gilt. Nach [43, Kapitel 4]
ist die Turnpike dann ein stationa¨rer Zustand der Systemdynamik, der
daher
0 = AxTP +BuTP +Edx (2.19)
erfu¨llt und fu¨r den der Integrand des Gu¨tefunktionals (2.3) ein globales Mi-
nimum annimmt. Das Paar
(
xTP,uTP
)
ist demnach durch die Lo¨sung eines
statischen Optimierungsproblems bestimmt. Jede Lo¨sung
(
x(·),u(·)), die
fu¨r t → ∞ zu dieser Turnpike konvergiert, weist außerdem ein optima-
les stationa¨res Verhalten auf. Hierdurch ist fu¨r den autonomen Fall eine
Verbindung zur Definition 2.4 hergestellt.
In [43] und [60] wird unter bestimmten Annahmen belegt, dass der Zu-
stand x∗(t) einer aufholend optimalen Lo¨sung des zugeho¨rigen Problems
u¨ber einen unendlichen Horizont zu diesem optimalen stationa¨ren Zustand
lim
t→∞x
∗(t) = xTP (2.20)
konvergiert. Dieser Zusammenhang wird in [167] genutzt, um eine Lo¨sung
des Problems OFP∞2.1 fu¨r das einfache Szenario konstanter Soll- und
Sto¨rgro¨ßen zu konstruieren. Wie man erkennt, ist die Turnpike-Eigenschaft
somit auch fu¨r Probleme u¨ber unendliche Horizonte von Interesse. Sind der
Integrand oder die Systemdynamik jedoch aufgrund eines zeitabha¨ngigen
Zustandes x(t) nicht autonom, wie fu¨r die optimalen Folgeregelungspro-
bleme OFP∞2.1 und OFPT 2.1 zu erwarten ist, dann gestaltet sich die
Analyse deutlich komplexer. Zuna¨chst sind meist zahlreiche Annahmen,
die nicht immer alle fu¨r die Probleme OFP∞2.1 und OFPT 2.1 zutreffen,
vorausgesetzt, damit Schlussfolgerungen gezogen werden ko¨nnen, wie z. B.
in [171, 173, 174]. Insbesondere existiert im Allgemeinen keine einfache
Methode, um eine Turnpike explizit zu bestimmen. Im Gegensatz zu [173,
Kapitel 2], beschra¨nkt sich die Betrachtung hier auch nicht auf periodische
Solltrajektorien und Sto¨rungen. Fu¨r diese ko¨nnte nach [173] zumindest die
Turnpike als periodische Funktion angesetzt werden und mittels eines pe-
riodischen optimalen Regelungsproblems6) gelo¨st werden.
Aus den genannten Gru¨nden wird in dieser Arbeit in umgekehrter
Weise vorgegangen: Es wird gezeigt, wie mithilfe der Lo¨sung des Pro-
blems OFP∞2.1 auf einfachem Wege eine generell zeitabha¨ngige Turnpike
6)Fu¨r den linear-quadratischen Fall sei z. B. auf [124] verwiesen.
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Abbildung 2.4: Darstellung der Turnpike ( ), der Solltrajektorie ( ) und der
optimalen Lo¨sungen ( ) u¨ber verschiedene endliche Horizonte zum Beispiel 2.2.
xTP(t) fu¨r das Problem OFPT 2.1 konstruiert werden kann. Dies wird ge-
lingen, selbst wenn diese nicht periodisch ist. Daraus werden auch einfache
hinreichende Voraussetzungen gewonnen, sodass fu¨r das Problem OFPT 2.1
eine Turnpike-Eigenschaft vorliegt. Außerdem qualifiziert sich so auch die
Lo¨sung von Problem OFP∞2.1 als eine phasenweise Approximation der
Lo¨sung von Problem OFPT 2.1. Das erweist sich als nu¨tzlich, falls ein langer
endlicher aber unbekannter Horizont vorliegt und die Lo¨sung von Problem
OFPT 2.1 nicht im Voraus bestimmt werden kann. Wie solche Approxima-
tionen konstruiert werden ko¨nnen, ist z. B. in [7] beschrieben.
Beispiel 2.2. Betrachtet wird die Minimierung von
J0,T
(
0, 1, u(·)) = T∫
0
(
4(x− y)2 + u2) dt (2.21)
durch die Wahl von uT (·) auf dem Intervall [0, T ] unter Beru¨cksichtigung
der Dynamik x˙ = −x + u mit x0 = 0 und der Lo¨sung y = x = 1 des
Exosystems x˙ = 0 mit x0 = 1. Wie auf S. 24 erla¨utert, liegt hier ein
autonomes Problem vor. Die Zusta¨nde x∗T (t) der optimalen Lo¨sungen ( )
der jeweiligen optimalen Regelungsprobleme fu¨r
T ∈ {5 s; 7,5 s; 10 s; 12,5 s; 15 s} (2.22)
sind jeweils u¨ber die Intervalle [0, T ] in Abbildung 2.4 aufgetragen. Diese
streben zur Turnpike xTP = 0,8 ( ), die von der Referenz ( ) abweicht,
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und verlassen diese erst am Ende des jeweiligen Horizontes [0, T ]. Letzteres
ist durch eine sogenannte Transversalita¨tsbedingung zu erkla¨ren, die die
optimalen Lo¨sungen einhalten und die im na¨chsten Abschnitt erla¨utert
wird. Es ist zu erkennen, dass das Verhalten unabha¨ngig von der La¨nge
T des Horizontes ist. Die Turnpike xTP = 0,8 ist durch das Argument des
statischen Optimierungsproblems
min
x,u
4(x− 1)2 + u2 (2.23a)
u.d.Nb. 0 = −x+ u. (2.23b)
bestimmt.
Agreeable Plan
In Kapitel 3 wird festgestellt werden, dass man unter bestimmten Bedin-
gungen weder von der Existenz einer Lo¨sung des Problems OFP∞2.1 noch
von der Existenz einer Turnpike ausgehen kann. Aus den gleichen Gru¨nden
wie zuvor ist man aber an einer Approximation der Lo¨sung des Problems
OFPT 2.1 interessiert. Unter diesen Gegebenheiten ist das Konzept des
Agreeable Plan nu¨tzlich. Dieses geht auf [78] zuru¨ck und ist darin durch
Beispiele motiviert, fu¨r die eine schwach u¨berholend optimale Lo¨sung nicht
existiert. Die Eigenschaften eines Agreeable Plan werden in [77] (fu¨r zeit-
diskrete Systeme) na¨her untersucht.
Die Idee wird a¨hnlich wie in [78] beschrieben: Angenommen, ein langer
Horizont [0, T ] ist nicht genau bekannt und die optimale Lo¨sung von Pro-
blem OFPT 2.1 ist daher nicht bestimmbar. Es ist aber davon auszugehen,
dass man zu einem noch unbekannten Zeitpunkt TAP > 0 vom Ende T des
Horizontes erfahren wird und das auch mit einem hinreichendem Abstand
T − TAP > 0. Dann ist es mo¨glich, sich darauf zu einigen, mit der folgen-
den Lo¨sung, dem sogenannten Agreeable Plan, zu beginnen. Sie wird bis
zum Zeitpunkt TAP, demnach u¨ber das Intervall [0, TAP] des Horizontes,
angewendet und erst auf dem verbleibenden Teilintervall [TAP, T ] durch
eine dort bestimmbare optimale Lo¨sung ersetzt. Die in Summe anfallen-
den Kosten u¨ber den Horizont [0, T ] sind dabei nur unwesentlich ho¨her
als die minimalen Kosten, die fu¨r die a priori nicht bestimmbare optima-
le Lo¨sung angefallen wa¨ren. Am Ende dieses Abschnittes veranschaulicht
dies die Abbildung 2.5 zum Beispiel 2.3, S. 28.
Aus den U¨berlegungen entsteht die Definition in der Variante von [83]:
Definition 2.7. Es seien ein Kostenfunktional J0,T
(
x0,x0,u(·)
)
sowie die
Anfangswerte x0 und x0 gegeben. Eine zula¨ssige Lo¨sung
(
xAP(·),uAP(·)
)
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heißt Agreeable Plan, falls fu¨r jedes  > 0 und jedes TAP > 0 ein
T̂ (, TAP) ≥ 0 existiert, sodass
 ≥ J0,TAP
(
x0,x0,uAP(·)
)
+ JTAP,T
(
xAP(TAP),x(TAP),u∗TAP,T (·)
)
− J0,T
(
x0,x0,u
∗
T (·)
)
(2.24)
fu¨r jedes T ≥ T̂ (, TAP) gilt, wobei u∗T (·) durch die Lo¨sung des Problems
OFPT 2.1 auf [0, T ] und u∗TAP,T (·) durch die Lo¨sung des Problems OFPT 2.1
auf [TAP, T ] mit den Anfangswerten xAP(TAP) und x(TAP) gegeben sind.
Da T beliebig groß sein darf, kann die Definition 2.7 nach [42] u¨berpru¨ft
werden, indem fu¨r die positive rechte Seite der Ungleichung (2.24) der
Grenzwert
lim
T→∞
(
J0,TAP
(
x0,x0,uAP(·)
)
+ JTAP,T
(
xAP(TAP),x(TAP),u∗TAP,T (·)
)
− J0,T
(
x0,x0,u
∗
T (·)
))
= 0 (2.25)
fu¨r jedes TAP > 0 nachgewiesen wird. Der Grenzwert in null ist durch eine
beliebig kleine Wahl von  > 0 begru¨ndet.
In Kapitel 3 wird ein Lo¨sungskandidat fu¨r das optimale Folgeregelungs-
problem OFP∞2.1 hergeleitet, fu¨r den zwar unter gewissen Bedingungen
keine Optimalita¨t (wie (SO) oder (U¨O)) nachgewiesen werden kann, der
aber zumindest immer noch einen Agreeable Plan darstellt.
Falls eine Turnpike xTP(·) zum Problem OFPT 2.1 existiert, so wird
in Kapitel 3 belegt, dass xAP(·) zu dieser Turnpike konvergiert. Das In-
tervall [T − T2, T ], auf dem die optimale Trajektorie x∗T (·) die Turnpike
verla¨sst, korrespondiert zu dem Intervall [TAP, T ], auf dem der Agreeable
Plan durch eine optimale Lo¨sung ersetzt wird. Es gibt hierbei aber einen
elementaren Unterschied der beiden Konzepte. Wie bemerkt, darf nach De-
finition 2.6 die Zeitspanne T2 nicht von der La¨nge T des Horizontes und
damit auch nicht von T − T2 abha¨ngen. Im Gegensatz dazu darf die Zeit-
spanne T −TAP mit T ≥ T̂ (·, TAP) explizit von TAP abha¨ngig sein. Wegen
dieses Unterschieds, kann unter bestimmten Bedingungen keine Turnpike,
aber trotzdem ein Agreeable Plan existieren. In diesem Fall wird die untere
Schranke
T − TAP ≥ T̂ (·, TAP)− TAP (2.26)
gewo¨hnlich mit TAP anwachsen.
Folglich ist ein Agreeable Plan insbesondere dann von Interesse, wenn
weder starke oder (schwach) u¨berholende Optimalita¨t noch die Existenz
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(b) Agreeable Plan mit Umschalten nach TAP,i
Abbildung 2.5: Darstellung zu Beispiel 2.3 fu¨r den Agreeable Plan bzw. die
zusammengesetzten Lo¨sungen ( ), die Solltrajektorie ( ) und die optimalen
Lo¨sungen ( ) u¨ber verschiedene endliche Horizonte.
einer Turnpike nachgewiesen werden kann. In Kapitel 3 wird das fu¨r un-
beschra¨nkte Solltrajektorien oder Sto¨rgro¨ßen aufgezeigt.
Beispiel 2.3. Es wird die gleiche Problemstellung wie in Beispiel 2.2
betrachtet, jedoch sei die Solltrajektorie y =
[
1 0
]
x und das Exosystem
x˙ =
[
0 1
0 0
]
x (2.27)
mit xT0 =
[
10 1
]
gegeben. Daraus folgt
y(t) = 10 + t. (2.28)
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Abbildung 2.5 zeigt links die Referenz y(t) ( ), die Zusta¨nde x∗T (t) ( )
der optimalen Lo¨sungen der optimalen Regelungsprobleme fu¨r
T ∈ {5 s; 10 s; 15 s} (2.29)
auf dem jeweiligen Intervall [0, T ], den Agreeable Plan xAP(t) ( ) in Ab-
bildung 2.5a und die Zusta¨nde x̂T (t) von zusammengesetzten Lo¨sungen(
x̂T (t), ûT (t)
)
( ) jeweils u¨ber [0, T ] in Abbildung 2.5b. Die zusammen-
gesetzten Lo¨sungen schalten zu den Zeitpunkten
TAP,i ∈ {4,57 s; 9,44 s; 14,34 s} (2.30)
von der Stellgro¨ße ûT (t) = uAP(t) des Agreeable Plan zu einer optima-
len Stellgro¨ßen ûT (t) = u∗TAP,i,T (t) auf [TAP,i, T ] um. Rechts sind die
Kostendifferenzen J0,T
(
0, uAP(·)
) − J0,T (0, u∗T (·)) in Abbildung 2.5a und
J0,T
(
0, ûT (·)
)−J0,T (0, u∗T (·)) in Abbildung 2.5b aufgetragen ( ). Wie in
Abbildung 2.5a zu sehen ist, sind die Unterschiede des Agreeable Plan ( )
und der optimalen Lo¨sung ( ) erst am Ende jedes Horizontes [0, T ] aus-
schlaggebend, wodurch die Kostendifferenz erst zum Ende hin zunimmt.
Es reicht daher aus, zu einem Zeitpunkt TAP ( ) kurz vor Ende jedes
Horizontes vom Agreeable Plan auf eine optimale Lo¨sung umzuschalten,
um die Kostendifferenz unterhalb einer gewu¨nschten Schranke  = 5 ( )
zu halten. Dies wird von der zusammengesetzten Lo¨sung ( ) im Grenz-
fall T̂ (5, TAP,i) = T gerade gewa¨hrleistet, wie Abbildung 2.5b zeigt. Es ist
auch zu erkennen, dass bei zunehmendem Horizont ”fru¨her“ umgeschaltetwerden muss, d. h. T − TAP,i muss fu¨r gro¨ßere T zunehmen.
2.3 Variationsrechnung
Die Variationsrechnung ist eine ga¨ngige Methode zur Lo¨sung dynamischer
Optimierungsprobleme. Ein klassisches Beispiel ist das Brachistochrone-
Problem (siehe z. B. [125], [38]). Bei diesem sucht man die Bahn einer
Kugel in der vertikalen Ebene, auf der zwei vorgegebene Punkte durch
den Einfluss der Schwerkraft in ku¨rzester Zeit durchlaufen werden. In all-
gemeiner Form lautet das Problem der Variationsrechnung:
min
x(·)
b∫
a
l(x, x˙, t) dt (2.31)
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unter Nebenbedingungen wie vorgegebenen Anfangswert x(a) und End-
wert x(b). Eine notwendige Optimalita¨tsbedingung fu¨hrt auf die bekannte
Euler-Lagrange-Differenzialgleichung
∂l(t, x, x˙)
∂x
− ddt
∂l(t, x, x˙)
∂x˙
= 0. (2.32)
Diese ist in der technischen Mechanik als Lagrangesche Gleichung zweiter
Art gela¨ufig und wird zur Bestimmung der Bewegungsgleichungen konser-
vativer mechanischer Systeme genutzt, wobei l(·) der Differenz aus kineti-
scher und potentieller Energie entspricht (siehe z. B. [75]).
In diesem Abschnitt wird unter anderem gezeigt, wie notwendige und
hinreichende Optimalita¨tsbedingungen fu¨r optimale Regelungsprobleme
wie OFPT 2.1 mithilfe der Variationsrechnung hergeleitet werden ko¨nnen.
Das grundlegende Vorgehen wird spa¨ter in der Beweisfu¨hrung in Kapitel 3
und in den Herleitungen von Kapitel 4 angewendet. Im Folgenden werden
die Kenntnisse zu Lo¨sungen (beschra¨nkter) statischer Optimierungspro-
bleme aus Anhang A.2, ab S. 217, vorausgesetzt.
2.3.1 Allgemeiner Fall
Es sei das Gu¨tefunktional
J0,T
(
x0,u(·)
)
=
T∫
0
L(x,u, t) dt (2.33)
und die Systemdynamik
x˙ = f(x,u, t) (2.34)
gegeben. Die reellwertigen Funktionen L(·) und f(·) seien hinreichend oft
stetig partiell differenzierbar in ihren Argumenten. Gesucht werden not-
wendige Bedingungen, die eine zula¨ssige7) optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
des dynamischen Optimierungsproblems:
min
u(·)
J0,T
(
x0,u(·)
)
(2.35)
unter den Nebenbedingungen der Systemdynamik (2.34) und eines gege-
ben Anfangswertes x(0) = x0 erfu¨llen muss. Die folgenden Ausfu¨hrungen
zur Variationsrechnung sind an [13, 39] orientiert. Einen versta¨ndlichen
Einstieg bietet [62].
7)Nach Definition 2.2, S. 15, wobei hier die Systemdynamik (2.34) erfu¨llt werden muss.
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Variationen
Zuna¨chst wird der Begriff der Variation eingefu¨hrt. Es sei angenommen,
dass eine optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
bekannt ist. Wie in [13, 39] sei
angenommen, dass es mo¨glich ist, eine beliebige zula¨ssige Lo¨sung durch
x(t) = x∗T (t) + δx(t) + o(), (2.36a)
u(t) = u∗T (t) + δu(t) (2.36b)
auszudru¨cken, wobei  ∈ R und x(t) ein nicht na¨her spezifiziertes Restglied
von der Ordnung8) o() entha¨lt. Die Funktionen δx(t) : [0, T ] → Rn und
δu(t) : [0, T ]→ Rm heißen Variationen. Die Variation ist zula¨ssig, falls sie
eine Lo¨sung der Dynamik
˙δx = ∂f(x,u, t)
∂x
∣∣∣∣
∗
δx+ ∂f(x,u, t)
∂u
∣∣∣∣
∗
δu (2.37)
zum Anfangswert δx(0) = 0 ist9) und fu¨r sie die Anforderungen aus De-
finition 2.2 gelten. Der Anfangswert δx(0) = 0 resultiert daraus, dass
alle zula¨ssigen Trajektorien x(·) den selben Anfangswert, na¨mlich x(0) =
x∗T (0) = x0, haben. Es ist hervorzuheben, dass damit fu¨r eine gegebene
zula¨ssige Variation
(
δx(·), δu(·)) die Lo¨sung (x(·),u(·)), die mittels (2.36)
aus einer beliebigen Wahl von  und eines geeigneten Restglieds von der
Ordnung o() hervorgeht, ebenfalls zula¨ssig ist und daher die Systemdy-
namik (2.34) erfu¨llt.
Reduktion auf ein statisches Optimierungsproblem
Die Variationen ko¨nnen zu einer Umformulierung der Problemstellung ge-
nutzt werden. Die Optimalita¨t von
(
x∗T (·),u∗T (·)
)
verlangt
J0,T
(
x0,u
∗
T (·)
) ≤ J0,T (x0,u(·)) (2.38)
fu¨r jede beliebige zula¨ssige Lo¨sung
(
x(·),u(·)). Durch Ersetzung dieser
mittels (2.36) erha¨lt man fu¨r die rechte Seite
J0,T () := J0,T
(
x0,u
∗
T (·) + δu(·)
)
. (2.39)
Da die Ungleichung (2.38) bei festgehaltener Variation
(
δx(·), δu(·)) fu¨r
beliebig kleine || erfu¨llt sein muss und J0,T (0) = J0,T
(
x0,u
∗
T (·)) gilt, muss
8)Siehe Definition A.4 in Anhang A.1, S. 216.
9)Hier wird die verku¨rzte Notation fu¨r eine Funktion: g(x,u, ·)|∗ = g(x∗T ,u∗T , ·) genutzt.
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folglich die Funktion J0,T () in  = 0 ein globales Minimum annehmen. Die
Herleitung notwendiger Bedingungen fu¨r das dynamische Optimierungs-
problem fu¨hrt daher mithilfe der Variationsrechnung auf die notwendigen
Bedingungen eines statischen Optimierungsproblems [62].
Diese werden nun bestimmt. Dazu entwickelt man J0,T () in einer Tay-
lorreihe im Punkt  = 0 und erha¨lt J0,T
(
x0,u(·)
)
in der Form
J0,T
(
x0,u(·)
)
= J0,T
(
x0,u
∗
T (·)
)
+ δ1J∗T
(
δu(·))+ 22 δ2J∗T (δu(·))+ o(2).
(2.40)
Hierin heißt δ1J∗T
(
δu(·)) die erste Variation der Kosten J0,T (x0,u∗T (·) +
δu(·)) und ist durch
δ1J∗T
(
δu(·)) := dJ0,T ()d
∣∣∣∣
=0
(2.41)
bestimmt. Die zweite Variation der Kosten ist
δ2J∗T
(
δu(·)) := d2J0,T ()d2
∣∣∣∣
=0
. (2.42)
Damit das Gu¨temaß (2.40) in  = 0 ein Minimum annimmt, mu¨ssen die
notwendigen Bedingungen erster Ordnung
δ1J∗T
(
δu(·)) = 0 (2.43)
und zweiter Ordnung
δ2J∗T
(
δu(·)) ≥ 0 (2.44)
fu¨r statische Optimierungsprobleme gelten (vergleiche Anhang A.2). Jede
beliebige Variation
(
δx, δu
)
ist zula¨ssig, wenn sie eine zula¨ssige Lo¨sung der
linearen Dynamik (2.37) ist. Daher mu¨ssen die Bedingungen (2.43) und
(2.44) fu¨r alle zula¨ssigen Variationen erfu¨llt sein. Im Folgenden werden
diese Bedingungen genauer analysiert.
Notwendige Optimalita¨tsbedingungen
Fu¨r den weiteren Verlauf ist es hilfreich, die Systemdynamik (2.34) als
Nebenbedingung explizit zu beru¨cksichtigen. Das ist auf a¨hnliche Wei-
se mo¨glich wie bei der Methode der Lagrange-Multiplikatoren fu¨r be-
schra¨nkte statische Optimierungsprobleme in Anhang A.2.2, ab S. 219.
Allerdings muss die Nebenbedingung (2.34) zu jedem Zeitpunkt t ∈ [0, T ]
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eingehalten werden. Daher wird ein zeitabha¨ngiger Lagrange-Multiplikator
φT (t) : [0, T ] → Rn eingefu¨hrt, der als Kozustand bezeichnet wird. Zur
kompakteren Darstellung verwendet man die Hamilton-Funktion
H(x,u,φT , t) = L(x,u, t) + φTTf(x,u, t). (2.45)
Auf Basis der Nebenbedingung (2.34) ist es mo¨glich, das Gu¨tefunktional
(2.33) fu¨r jede zula¨ssige Lo¨sung
(
x(·),u(·)) a¨quivalent auszudru¨cken durch
J0,T
(
x0,u(·)
)
=
T∫
0
(
H(x,u,φT , t)− φTT x˙
)
dt. (2.46)
Durch partielle Integration wird der Ausdruck noch umgeschrieben:
J0,T (x0,u(·)) =
T∫
0
(
H(·) + φ˙TTx
)
dt+ φT (0)Tx0 − φT (T )Tx(T ). (2.47)
Nachdem darin x(·) und u(·) mittels der Variationen (2.36) ausgedru¨ckt
werden, la¨sst sich die erste Variation gema¨ß (2.41) berechnen. Unter An-
wendung der Kettenregel folgt
δ1J∗T
(
δu(·)) = T∫
0
((
∂H(x,u,φT , t)
∂x
∣∣∣
∗
+ φ˙T
)T
δx+ ∂H(x,u,φT , t)∂u
T∣∣∣
∗
δu
)
dt
+ φT (0)Tδx(0)− φT (T )Tδx(T ). (2.48)
Aus der Gl. (2.48) ko¨nnen nun Bedingungen fu¨r eine optimale Lo¨sung(
x∗T (·),u∗T (·)
)
abgeleitet werden, sodass fu¨r jede zula¨ssige Variation
δ1J∗T
(
δu(·)) = 0 erfu¨llt ist. Zuerst ist festzustellen, dass φT (0)Tδx(0) auf-
grund von δx(0) = 0 entfa¨llt. Da der Kozustand frei gewa¨hlt werden kann,
eliminiert man die von diesem abha¨ngigen Terme durch Vorgabe der Dy-
namik fu¨r den Kozustand
φ˙T = −
∂H(x,u,φT , t)
∂x
∣∣∣∣
∗
(2.49)
mit dem Endwert φT (T ) = 0. Es verbleibt
δ1J∗T
(
δu(·)) = T∫
0
∂H(x,u,φT , t)
∂u
T∣∣∣∣
∗
δu dt. (2.50)
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Das Integral muss folglich identisch null sein fu¨r jede beliebige stu¨ckweise
stetige Funktion δu(·), um die notwendige Bedingung erster Ordnung
(2.43) zu gewa¨hrleisten. Nach dem fundamentalen Lemma A.1 der Va-
riationsrechnung aus Anhang A erfordert das notwendigerweise
∂H(x,u,φT , t)
∂u
∣∣∣∣
∗
= 0. (2.51)
Zusammengefasst ergeben sich die notwendigen Optimalita¨tsbedingungen
erster Ordnung fu¨r eine optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
zu
0 = ∂H(x,u,φT , t)
∂u
∣∣∣∣
∗
(2.52a)
φ˙T = −
∂H(x,u,φT , t)
∂x
∣∣∣∣
∗
(2.52b)
φT (T ) = 0. (2.52c)
Diese heißen auch Euler-Lagrange Gleichungen. Die Kozustandsdynamik
(2.52b) bestimmt den Verlauf des Kozustandes φT (t) in Abha¨ngigkeit der
optimalen Lo¨sung und der sogenannten Transversalita¨tsbedingung (2.52c).
Durch (2.52a) wird garantiert, dass die notwendige Optimalita¨tsbedingung
erster Ordnung fu¨r ein Extremum der Hamilton-Funktion entlang der op-
timalen Lo¨sung und zu jedem Zeitpunkt erfu¨llt ist. Falls ein Extremum
vorliegt, so muss dieses ein Minimum sein, wie die folgende Analyse der
notwendigen Bedingung zweiter Ordnung (2.44) zeigt.
Erneut ersetzt man x(·) und u(·) mittels der Variationen durch (2.36)
in J0,T (x0,u(·)) in (2.46). Der Ausdruck wird zweimal nach  abgeleitet
und danach  = 0 ersetzt. So erha¨lt man die zweite Variation10)
δ2J∗T (δu(·)) =
T∫
0
[
δx
δu
]T [∂2H(x,u,φT , t)
∂x2
∂2H(x,u,φT , t)
∂x∂u
∂2H(x,u,φT , t)
∂u∂x
∂2H(x,u,φT , t)
∂u2
] ∣∣∣∣∣
∗
[
δx
δu
]
dt.
(2.53)
Da δ2J∗T (δu(·)) ≥ 0 fu¨r jede stu¨ckweise stetige Funktion δu(·) gelten muss,
ist z. B. aus [74, Theorem 3.14] bekannt, dass
∂2H(x,u,φT , t)
∂u2
∣∣∣∣
∗
 0 (2.54)
10)Hier wurde bereits die Bedingung (2.43) fu¨r
(
x∗T (·),u∗T (·)
)
angewendet. Dadurch
entfa¨llt der Einfluss des Restglieds von (2.36a). Fu¨r Details siehe [13, Abschn. 5-7].
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fu¨r alle t ∈ [0, T ] eine notwendige Bedingung zweiter Ordnung ist. Die-
se heißt Legendre-Clebsch Bedingung. Ist daru¨ber hinaus die verscha¨rfte
Legendre-Clebsch Bedingung erfu¨llt, dann ist die Hesse-Matrix in (2.54)
positiv definit fu¨r alle t und die Hamilton-Funktion nimmt ein Minimum
an [13, Theorem 5-3]. Da
(
x∗T (·),u∗T (·)
)
das dynamische Optimierungs-
problem lo¨st und nicht nur eine lokale optimale Lo¨sung ist, liegt nach [13,
Abschnitt 5-7] ein globales Minimum vor und es gilt
u∗T (t) = arg min
u(t)
H
(
x∗T (t),u(t),φT (t), t
)
, (2.55)
wobei φT (t) die Kozustandsdynamik (2.52b) und die Transversa-
lita¨tsbedingung (2.52c) erfu¨llt. Damit gehen die gefundenen Bedingungen
in die des Minimumprinzips von Pontrjagin u¨ber (siehe z. B. [13, 62, 74]).
Dieses gibt notwendige Bedingungen fu¨r das dynamische Optimierungs-
problem unter Stellgro¨ßenbeschra¨nkungen an und wird daher nicht na¨her
betrachtet.
Hinreichende Optimalita¨tsbedingungen
Die hergeleiteten notwendigen Optimalita¨tsbedingungen (2.52) und (2.54)
ko¨nnen genutzt werden, um Kandidaten fu¨r eine optimale Lo¨sung zu be-
stimmen. Um Optimalita¨t zu verifizieren, bedarf es zusa¨tzlich hinreichen-
der Optimalita¨tsbedingungen. Sei
(
x∗T (·),u∗T (·)
)
ein Kandidat, dann gilt
J0,T
(
x0,u(·)
)
= J0,T
(
x0,u
∗
T (·)
)
+ 
2
2 δ
2J∗T
(
δu(·))+ o(2) (2.56)
fu¨r die Taylorreihe (2.40) aufgrund der erfu¨llten notwendigen Bedingung
(2.43). In Analogie zu statischen Optimierungsproblemen in Anhang A.2
ist man geneigt anzunehmen, dass fu¨r jede zula¨ssige, nicht triviale Varia-
tion
(
δx(·), δu(·)) 6≡ (0,0)
δ2J∗T
(
δu(·)) > 0 (2.57)
eine hinreichende Optimalita¨tsbedingung fu¨r ein lokales Minimum11) in(
x∗T (·),u∗T (·)
)
sei. Dies ist jedoch nur dann immer der Fall, wenn das
Restglied in (2.56) identisch null ist und somit entfa¨llt. Grundlage zu der
11)Fu¨r lokale Minima muss Ungleichung (2.38) nur fu¨r Variationen gelten, die bspw.
supt∈[0,T ] ‖x(t)− x∗(t)‖2 +Mu · supt∈[0,T ] ‖u(t)− u∗T (t)‖2 ≤Mδ fu¨r ein gegebenes
Mδ ∈ R>0 mit Mu ∈ {0; 1} erfu¨llen. Man spricht fu¨r Mu = 1 von einem schwachen
und fu¨r Mu = 0 von einem starken lokalen Minimum. Vergleiche hierzu [33, 38, 39].
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Annahme ist die U¨berlegung, dass es eine lokale Analyse erlaubt, nur belie-
big kleine || zu beru¨cksichtigen und daher das Restglied von der Ordnung
o(2) gegenu¨ber Termen ∼ 2 vernachla¨ssigbar sei. Dies muss aber nicht
immer zutreffen. So ko¨nnen Variationen existieren, fu¨r die 22 δ2J∗T
(
δu(·))
die selbe Gro¨ßenordnung annimmt wie das Restglied [38]. Abhilfe schaffen
zusa¨tzliche Anforderungen an δ2J∗T
(
δu(·)) wie in [13, Theorem 5-4], bei
denen die Terme ho¨herer Ordnung mitberu¨cksichtigt werden. U¨blicher ist
es, Bedingungen verschieden von (2.57) zu pru¨fen, wie in [39, Abschnitt
6.3] oder [74, Abschnitt 3.3.5]. Letztere erlauben auch den Ru¨ckschluss auf
ein globales Minimum. Diese werden nicht weiter erla¨utert, da bei allen
im Rahmen dieser Arbeit betrachteten Problemen das Restglied entfallen
wird.
Unendlicher Horizont
Die bisherige Analyse hat sich auf endliche Horizonte beschra¨nkt. Es stellt
sich die Frage, ob die erzielten notwendigen Bedingungen auf den unendli-
chen Horizont T →∞ u¨bertragen werden ko¨nnen. Dies ist im Allgemeinen
jedoch nicht mo¨glich. Die gezeigte Herleitung basierte auf Bedingungen fu¨r
ein Minimum von
J0,T
(
x0,u(·)
)
= J0,T
(
x0,u
∗
T (·) + δu(·)
)
(2.58)
in  = 0. Eine notwendige Bedingung δ1J∗T
(
δu(·)) = 0 in (2.43) folg-
te aus einer Analyse der Taylorreihe (2.40). Dem lag zugrunde, dass
der Term δ1J∗T
(
δu(·)), der linear in  ist, den quadratischen Term
2
2 δ
2J∗T
(
δu(·)) fu¨r hinreichend kleine || u¨berwiegt, da die zweite Varia-
tion δ2J∗T
(
δu(·)) immer beschra¨nkt ist. Letzteres ist aber fu¨r T → ∞ im
Allgemeinen nicht mehr gegeben, weshalb die Bedingung (2.43) zwar in
limT→∞ δ1J∗T
(
δu(·)) = 0 u¨bergehen wu¨rde, diese aber nicht mehr not-
wendig ist.
Die Herleitung notwendiger Bedingungen u¨ber unendliche Horizonte er-
folgt daher in Abschnitt 2.5.1 auf anderem Wege, na¨mlich durch Einbezie-
hung der endlichen Optimalita¨t aus Definition 2.3(iv), S. 17. Dabei wird
sich herausstellen, dass die Transversalita¨tsbedingung (2.52c) entfa¨llt.
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2.3.2 Linear-quadratischer Fall
Die im vorhergehenden Abschnitt hergeleiteten Bedingungen werden nun
fu¨r die linear-quadratische Problemstellung OFPT 2.1 konkretisiert. Dann
gilt
L(x,u,x) = 12
(
(y − y)TQ(y − y) + uTRu), (2.59a)
f(x,u,x) = Ax+Bu+Edx, (2.59b)
mit Q  0 und R  0, wobei die Abha¨ngigkeit von x(t) als explizite
Zeitabha¨ngigkeit aufgefasst werden kann. Unter Nutzung der Ausgangs-
gleichung (2.1b) und der Solltrajektorie (2.2b) resultiert fu¨r die Hamilton-
Funktion:
H(x,u,φT , t) = 12
((
Cx+ (Dd −C)x
)T
Q
(
Cx+ (Dd −C)x
)
+ uTRu
)
+ φTT (Ax+Bu+Edx). (2.60)
Aus der notwendigen Bedingung erster Ordnung (2.52a) folgt zuna¨chst
∂H(x,u,φT , t)
∂u
∣∣∣∣
∗
= Ru∗T +BTφT = 0. (2.61)
Da R  0, erha¨lt man durch Auflo¨sen
u∗T (t) = −R−1BTφT (t). (2.62)
Weiterhin wird mittels der notwendigen Optimalita¨tsbedingung erster
Ordnung (2.52b) die Kozustandsdynamik
φ˙T = −
∂H(x,u,φT , t)
∂x
∣∣∣∣
∗
= −ATφT −CTQ
(
Cx∗T + (Dd−C)x
)
(2.63)
bestimmt. Setzt man (2.62) in die Systemdynamik x˙ = Ax+Bu+Edx
aus (2.1a) ein, so kann diese durch
x˙∗T =
∂H(x,u,φT , t)
∂φT
∣∣∣∣
∗
(2.64)
ausgedru¨ckt werden. Die Zusammenfassung mit der Kozustandsdynamik
fu¨hrt dadurch auf das sogenannte Hamiltonsche System[
x˙∗T
φ˙T
]
=
[
A −BR−1BT
−CTQC −AT
] [
x∗T
φT
]
+
[
Ed
CQ(C −Dd)
]
x (2.65)
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mit denen aus Anfangswert und Transversalita¨tsbedingung (2.52c) gewon-
nenen Randbedingungen
x∗T (0) = x0, (2.66a)
φT (T ) = 0. (2.66b)
Die eindeutige Lo¨sung liefert in Verbindung mit (2.62) einen Kandidaten(
x∗T (·),−R−1BTφT (·)
)
. (2.67)
Fu¨r diesen ist die Erfu¨llung der notwendigen Bedingung zweiter Ordnung
(2.54) durch die verscha¨rfte Legendre-Clebsch Bedingung
∂2H(x,u,φT , t)
∂u2
∣∣∣∣
∗
= R  0 (2.68)
bereits impliziert. Hinsichtlich hinreichender Bedingungen ist vorerst fest-
zustellen, dass eine zula¨ssige Variation
(
δx(·), δu(·)) in Folge der Berech-
nung der Dynamik (2.37) der Variation durch
˙δx = Aδx+Bδu (2.69)
fu¨r δx(0) = 0 bestimmt wird. Außerdem entfa¨llt trivialerweise das Rest-
glied in (2.36) aufgrund der linearen Systemdynamik (2.1a). Dadurch ist
es mo¨glich, jede beliebige zula¨ssige Lo¨sung fu¨r ein beliebiges  ∈ R durch
x(t) = x∗T (t) + δx(t), (2.70a)
u(t) = u∗T (t) + δu(t) (2.70b)
auszudru¨cken, indem man eine geeignete Variation
(
δx(·), δu(·)) wa¨hlt.
Dies erlaubt es beispielsweise, ohne Beschra¨nkung der Allgemeinheit  = 1
zu setzen. Weiterhin ist der Integrand der Kosten J0,T
(
x0,u(·)
)
nach (2.3)
quadratisch in x(t) und u(t). Aus diesen Gru¨nden entfa¨llt auch das Rest-
glied in der Taylorreihe (2.40):
J0,T
(
x0,u(·)
)
= J0,T
(
x0,u
∗
T (·)
)
+ δ1J∗T
(
δu(·))+ 22 δ2J∗T (δu(·)). (2.71)
Wegen (2.65) und (2.66) entfa¨llt die erste Variation δ1J∗T
(
δu(·)) = 0. Dann
ist es ersichtlich, dass die Bedingung (2.57)
δ2J∗T
(
δu(·)) > 0 (2.72)
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fu¨r jede zula¨ssige, nicht triviale Variation hinreichend fu¨r ein eindeuti-
ges, globales Minimum im linear-quadratischen Fall ist. Da jede beliebige
zula¨ssigen Variation
(
δx(·), δu(·)) und jedes beliebige  gewa¨hlt werden
kann, ist na¨mlich impliziert, dass J0,T
(
x0,u(·)
)
> J0,T
(
x0,u
∗
T (·)
)
fu¨r je-
de zula¨ssige Lo¨sung
(
x(·),u(·)) 6≡ (x∗T (·),u∗T (·)) gilt. Zur U¨berpru¨fung der
Optimalita¨t muss demnach lediglich das Vorzeichen der zweiten Variation
untersucht werden, die nach (2.53) gegeben ist zu
δ2J∗T
(
δu(·)) = T∫
0
δxTCTQCδx+ δuTRδu dt. (2.73)
2.4 Optimale Regelungen u¨ber endliche
Horizonte
Im Folgenden wird das linear-quadratische Folgeregelungsproblem
OFPT 2.1 u¨ber einen endlichen Horizont T gelo¨st. Die Lo¨sung dient zur
Beurteilung der Gu¨te der in Kapitel 3 hergeleiteten Lo¨sung des Problems
OFP∞2.1, falls lange endliche Horizonte betrachtet werden. Weiterhin
wird ein optimales Regelungsproblem fu¨r einen vorgegebenen Endwert
x(T ) = xT u¨ber einen endlichen Horizont gelo¨st. Die hier hergeleitete Dar-
stellung der zugeho¨rigen minimalen Kosten werden in der Beweisfu¨hrung
in Kapitel 3 verwendet.
2.4.1 Optimale Folgeregelung
In diesem Abschnitt wird die Lo¨sung fu¨r das optimale Folgeregelungs-
problem OFPT 2.1 u¨ber einen endlichen Horizont hergeleitet. Diese wird
insbesondere in der Analyse in Kapitel 3 von Bedeutung sein.
Den Ausfu¨hrungen in Abschnitt 2.3.2 folgend, sucht man eine Lo¨sung fu¨r
das Hamiltonsche System (2.65) mit den Randbedingungen (2.66). Um die-
se analytisch zu bestimmten, wird meistens ein bekannter und geeigneter
Lo¨sungsansatz fu¨r φT (·) nach der Sweep-Methode, die auf [39, Kapitel 5]
zuru¨ckgeht, gewa¨hlt. Hier wird eine auf das Problem angepasste Variante
der Sweep Methode aus [121, Abschnitt 3.2] angewendet. Alternativ wa¨re
es auch mo¨glich, zuna¨chst ein erweitertes System bestehend aus dem Sys-
tem (2.1) und dem Exosystem (2.2) mit dem Zustand
[
x
x
]
aufzustellen.
Dies entspra¨che einer Umformung des Problems OFPT 2.1 in ein Servo-
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Problem aus [6, Abschnitt 4.2] und wu¨rde die Anwendung der klassischen
Sweep-Methode aus [39, Abschnitt 5.2] erlauben.
Wie in [121, Abschnitt 3.2] wird als geeigneter Ansatz
φT (t) = P T (t)x∗T (t) + ΠT (t)x(t) (2.74)
mit P T (t) : [0, T ] → Rn×n und ΠT (t) : [0, T ] → Rn×n gewa¨hlt. Das
Einsetzen dieses Ansatzes fu¨r φT (t) in das Hamiltonsche System (2.65)
fu¨hrt zur Dynamik des geschlossenen Regelkreises
x˙∗T =
(
A−BR−1BTP T (t)
)
x∗T +
(−BR−1BTΠT (t) +Ed)x (2.75)
und zu einer Bedingung zur Erfu¨llung der Kozustandsdynamik:
φ˙T = P˙ Tx∗T + P T x˙∗T + Π˙Tx+ ΠT x˙
=
(−ATP T −CTQC)x∗T + (−ATΠT +CTQ(C −Dd))x. (2.76)
Wird in der letzten Gleichung x˙∗T mittels (2.75) und x˙ mithilfe der Dyna-
mik (2.2) des Exosystems ersetzt, so folgt nach Sortieren der Terme:(
P˙ T + P TA+ATP T − P TBR−1BTP T +CTQC
)
x∗T =(
−Π˙T −ΠTA−
(
A−BR−1BTP T
)TΠT − P TEd +CTQ(C −Dd))x.
(2.77)
Diese Gleichung muss zu jedem Zeitpunkt t ∈ [0, T ] erfu¨llt sein. Dies ist
garantiert, falls die Terme in Klammern auf der linken und rechten Seite
identisch null sind. Daru¨ber hinaus ist die Gleichung dann unabha¨ngig von
den vorliegenden Anfangswerten und damit fu¨r beliebige x0 und x0 erfu¨llt.
Daraus ergibt sich eine nichtlineare Riccatische Matrixdifferenzialgleichung
− P˙ T = P TA+ATP T − P TBR−1BTP T +CTQC (2.78)
und eine lineare Matrixdifferenzialgleichung
−Π˙T = ΠTA+
(
A−BR−1BTP T
)TΠT+P TEd+CTQ(Dd−C). (2.79)
Die Transversalita¨tsbedingung φT (T ) = 0 in (2.52c) wird ebenfalls fu¨r
beliebige Anfangswerte x0 und x0 eingehalten, wenn man die Endwer-
te P T (T ) = 0 und ΠT (T ) = 0 wa¨hlt. Da hier Endwerte vorgegeben
sind, mu¨ssen die beiden Matrixdifferenzialgleichungen ru¨ckwa¨rts in der
Zeit gelo¨st werden, um P T (t) und ΠT (t) zu bestimmen.
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Durch die Linearita¨t von (2.79) ist die Existenz einer eindeutigen Lo¨sung
ΠT (t) auf [0, T ] fu¨r jedes gegebene T > 0 und gegebene P T (t) garantiert.
Fu¨r die nichtlineare Matrixdifferenzialgleichung (2.78) ist dies nicht di-
rekt ersichtlich. Es ist allerdings ein bekanntes Ergebnis, dass ebenfalls
immer eine eindeutige Lo¨sung P T (t) existiert, die wegen der symmetri-
schen Matrizen CTQC  0 und R  0 positiv semidefinit P T (t)  0 und
symmetrisch ist. Siehe hierzu [34, Theorem 4.5] und [121, Theorem 3.1]
sowie die ausfu¨hrlichen Herleitungen in [6, Abschnitt 2.3].
Nun ist es mo¨glich, folgenden Satz zu formulieren, der die aus der Li-
teratur wie [121] bekannte Lo¨sung des optimalen Folgeregelungsproblems
OFPT 2.1 zusammenfasst:
Satz 2.1 (Optimale Folgeregelung u¨ber endliche Horizonte). Sei ein be-
liebiges T > 0 gegeben und seien P T (t) die eindeutige Lo¨sung der Ricca-
tischen Matrixdifferenzialgleichung (2.79) zum Endwert P T (T ) = 0, die
symmetrisch und positiv semidefinit ist, sowie ΠT (t) die Lo¨sung von (2.79)
zum Endwert ΠT (T ) = 0. Zu jedem beliebigen gegebenen Anfangswert x0
des Systems und x0 des Exosystems ist die zula¨ssige Lo¨sung
(
x∗T (·),u∗T (·)
)
der Systemdynamik (2.1a) mit
u∗T (t) = −R−1BT
(
P T (t)x∗T (t) + ΠT (t)x(t)
)
(2.80)
die eindeutige optimale Lo¨sung des optimalen Folgeregelungsproblems
OFPT 2.1. D. h., dass das Gu¨temaß J0,T (x0,x0,u∗T (·)) ein globales Mi-
nimum von J0,T (x0,x0,u(·)) unter allen zula¨ssigen Lo¨sungen
(
x(·),u(·))
ist.
Beweis. Auf Basis der Herleitungen in diesem Abschnitt sind die in Ab-
schnitt 2.3.2 angegebenen notwendigen Optimalita¨tsbedingungen fu¨r be-
liebige Anfangswerte x0 und x0 durch die zula¨ssige Lo¨sung
(
x∗T (·),u∗T (·)
)
erfu¨llt. Daher gilt auch fu¨r beliebige, gegebene Anfangswerte x0 und x0:
J0,T
(
x0,x0,u(·)
)− J0,T (x0,x0,u∗T (·)) = 22 δ2J∗T (δu(·)) (2.81)
fu¨r jede gegebene, zula¨ssige Lo¨sung
(
x(·),u(·)) 6≡ (x∗T (·),u∗T (·)). Zu je-
der solchen Lo¨sung existiert wegen (2.70) ein  6= 0 und eine Variati-
on
(
δx(·), δu(·)), die (2.69) fu¨r δx(0) = 0 auf [0, T ] erfu¨llt und fu¨r die(
δx(·), δu(·)) 6≡ (0,0) gilt. Letzteres ist aufgrund von δx(0) = 0 nur
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mo¨glich, falls ein stu¨ckweise stetiges δu(t) 6≡ 0 vorliegt. Unter Einbezie-
hung von (2.73) und R  0 sowie CTQC  0 resultiert
δ2J∗T
(
δu(·)) ≥ T∫
0
δuTRδu dt > 0. (2.82)
Daraus resultiert J0,T
(
x0,u(·)
) − J0,T (x0,u∗T (·)) > 0 fu¨r jede zula¨ssige
Lo¨sung
(
x(·),u(·)) 6≡ (x∗T (·),u∗T (·)) und der Satz ist bewiesen.
Abschließend sollen zwei praktische Aspekte hervorgehoben werden. Der
Ansatz (2.74) hat es ermo¨glicht, eine optimale Regelung in der Form
u∗T (t) = −K∗(t, T )x∗T (t) + F ∗(t, T )x(t) (2.83)
mit K∗(t, T ) = R−1BTP T (t) und F ∗(t, T ) = −R−1BTΠT (t) fu¨r beliebi-
ge Anfangswerte x0 als auch x0 anzugeben. Dies ist aus praktischer Sicht
sehr vorteilhaft, da eine Implementierung des Regelgesetzes (2.80) somit
ein optimales Folgen jeder beliebigen Solltrajektorie, die durch das Exo-
system (2.2a) generiert werden kann, ermo¨glicht. Allerdings fallen bei der
Betrachtung von (2.83) auch zwei elementare Nachteile auf:
1. Die La¨nge T des Horizontes muss a priori exakt bekannt sein.
2. Die optimale Regelung ist zeitvariant.
Ersteres wird sich nicht fu¨r jede Anwendung sicherstellen lassen und moti-
viert, wie bereits in Abschnitt 2.2 diskutiert, das Konzept eines Agreeable
Plan, der zuna¨chst auch ohne Kenntnis von T implementiert werden kann.
Weiterhin wird es in den wenigstens Fa¨llen gelingen, die Matrixdiffe-
renzialgleichungen (2.78) und (2.79) explizit zu lo¨sen. Zur Implementie-
rung wird daher die Hinterlegung numerisch bestimmter Zeitreihen der
Ru¨ckfu¨hrmatrix K∗(t, T ) und der Vorfiltermatrix F ∗(t, T ) erforderlich.
Aufgrund der Zeitvarianz des Regelgesetzes bedarf es einer entsprechen-
den Speicherkapazita¨t. Soll diese reduziert werden, indem die Matrizen
nur zu ausgewa¨hlten Zeitpunkten hinterlegt werden, wird dies jedoch fu¨r
gewo¨hnlich eine Interpolation zur Laufzeit erfordern. Speicherkapazita¨t
und Rechenkapazita¨t sind demnach gegeneinander abzuwa¨gen.
Um den Speicherbedarf drastisch zu reduzieren, wird in [119] vorge-
schlagen, vor der Implementierung die Anfangswerte P T (0) und ΠT (0)
durch Ru¨ckwa¨rtslo¨sung von (2.78) und (2.79) zu bestimmen, sodass dann
die beiden Matrixdifferenzialgleichungen zur Laufzeit vorwa¨rts numerisch
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gelo¨st werden ko¨nnen. Von einer solchen dynamischen Regelstrategie ist
allerdings abzuraten, da die numerische Stabilita¨t bei Vorwa¨rtslo¨sung von
(2.78) und (2.79) nur schwer sichergestellt werden kann.
Zusammenfassend wa¨re es wu¨nschenswert, statt des zeitvarianten Re-
gelgesetzes (2.83) ein zeitinvariantes mit konstanten Matrizen K∗ und F ∗
implementieren zu ko¨nnen.
2.4.2 Optimale Regelung mit vorgegebenem
Endzustand
Die Ergebnisse zum folgenden optimalen Regelungsproblem mit vorgege-
benem Endzustand werden in der Beweisfu¨hrung in Kapitel 3 angewendet.
Dort werden sie genutzt, um eine untere Schranke der zweiten Variation
δ2J∗T (δu) in (2.73) fu¨r eine gegebene Variation
(
δx(·), δu(·)) anzugeben.
Optimales Regelungsproblem 2.1 (Vorgegebener Endwert). Fu¨r ein
gegebenes T > 0 sowie einen gegebenen Anfangswert x0 und Endwert
xT finde eine zula¨ssige Lo¨sung
(
x∗T (·),u∗T (·)
)
der Systemdynamik x˙ =
Ax+Bu auf dem Intervall [0, T ], die die Kosten
J0,T
(
x0,xT ,u(·)
)
= 12
T∫
0
(
xTQxx+ uTRu
)
dt (2.84)
mit Qx  0 und R  0 minimiert sowie x(T ) = xT erfu¨llt.
Die Problemstellung wird unter zwei Annahmen12) betrachtet:
Annahme 2.1. Das Paar (A,B) ist vollsta¨ndig steuerbar.
Annahme 2.2. Es existiert ein Qx,1/2, sodass QTx,1/2Qx,1/2 = Qx gilt und
das Paar (Qx,1/2,A) vollsta¨ndig beobachtbar ist.
Es werden zwei Ziele verfolgt: Erstens soll nachgewiesen werden, dass
eine optimale Lo¨sung unter diesen Annahmen immer existiert. Zweitens,
sollen die minimalen Kosten in einer Form angegeben werden, die die
Abha¨ngigkeit von Anfangs- und Endwert ersichtlich macht.
Damit diese Form der minimalen Kosten fu¨r die spa¨tere Analyse geeig-
net ist, wird das Problem 2.1 jedoch zuna¨chst mittels einer Zeittransfor-
mation in ein a¨quivalentes Problem u¨berfu¨hrt. Es wird tˆ := T − t und
12)Erla¨uterungen hierzu sind in Anhang B.1, S. 221, zu finden.
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x̂(tˆ) := x(T − tˆ) sowie û(tˆ) := u(T − tˆ) fu¨r tˆ ∈ [0, T ] definiert. Daraus
folgt x̂(0) = xT und x̂(T ) = x0. Die Transformation der Systemdynamik
liefert
˙̂x = −Ax̂−Bû. (2.85)
Durch die Annahmen 2.1 und 2.2 ist offensichtlich sichergestellt, dass
(−A,−B) vollsta¨ndig steuerbar und (Q1/2,−A) vollsta¨ndig beobachtbar
ist. Nach der Substitutionsregel lauten die Kosten
Ĵ0,T
(
xT ,x0, û(·)
)
= 12
T∫
0
(
x̂TQxx̂+ û
TRû
)
dtˆ. (2.86)
Die Bestimmung einer Lo¨sung
(
x̂∗T (·), û∗T (·)
)
des a¨quivalenten Problems
entspricht dem Lo¨sen des Problems 2.1 ”ru¨ckwa¨rts“ in der Zeit. Daherliefert die Ru¨cktransformation die Lo¨sung(
x∗T (t),u∗T (t)
)
=
(
x̂∗T (T − t), û∗T (T − t)
)
. (2.87)
Im Folgenden wird eine Lo¨sung, die Ĵ0,T (·) unter beliebigen gegebe-
nen Randbedingungen x̂(0) = xT und x̂(T ) = x0 minimiert, angegeben
und deren Existenz ero¨rtert. In Anhang C.1 wird nachgewiesen, dass diese
Lo¨sung notwendige und hinreichende Optimalita¨tskriterien fu¨r beliebige
x0 und xT erfu¨llt, sowie eine Herleitung der optimalen Kosten skizziert.
Dies basiert im Wesentlichen auf [39, Abschnitt 5.3].
Die optimale Regelung lautet
û∗T (tˆ) = R−1BT
(
P̂ T (tˆ)x̂∗T (tˆ) + Φ̂(T, tˆ)Tν
)
(2.88)
mit P̂ T (tˆ) : [0, T ] → Rn×n, der Transitionsmatrix13) Φ̂(tˆ, T ) : [0, T ] ×
R>0 → Rn×n und ν ∈ Rn. Darin ist P̂ T (tˆ) die Lo¨sung der Riccatischen
Matrixdifferenzialgleichung
− ˙̂P T = −P̂ TA−ATP̂ T − P̂ TBR−1BTP̂ T +Qx (2.89)
zum Endwert P̂ T (T ) = 0. Wie bereits aus Abschnitt 2.4.1 bekannt ist, ist
P̂ T (tˆ) symmetrisch, eindeutig und existiert fu¨r jedes T > 0. Nach Satz B.1
gilt P̂ T (tˆ)  0 fu¨r jedes tˆ ∈ [0, T ) aufgrund von Annahme 2.2.
13)Anhang B.4, S. 223, gibt Eigenschaften von Transitionsmatrizen wie Φ̂(tˆ, T ) an. Ins-
besondere ist Φ̂(tˆ, T ) invertierbar fu¨r jedes tˆ ∈ [0, T ] und es gilt Φ̂(tˆ, T )−1 = Φ̂(T, tˆ).
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Die Matrix Φ̂(tˆ, T ) ist die Transitionsmatrix des zeitvarianten mit û∗T (tˆ)
geschlossenen Regelkreises und erfu¨llt den Endwert Φ̂(T, T ) = I sowie
˙̂Φ(tˆ, T ) =
(
−A−BR−1BTP̂ T (tˆ)
)
Φ̂(tˆ, T ). (2.90)
Aufgrund der Linearita¨t existiert die Lo¨sung der Dynamik (2.90) immer
und ist eindeutig bestimmt. Der reelle Vektor ν ist festgelegt durch
ν = Ŵ s(T, 0)−1
(
Φ̂(T, 0)xT − x0
)
(2.91)
mit der durch R−1 gewichteten Gramschen Steuerbarkeitsmatrix14)
Ŵ s(T, 0) =
T∫
0
Φ̂(T, tˆ)BR−1BTΦ̂(T, tˆ)T dtˆ (2.92)
zum zeitvarianten geschlossenen Regelkreis
(−A−BR−1BTP̂ T (tˆ),−B).
Bekannterweise hat eine solche Zustandsru¨ckfu¨hrung keinen Einfluss auf
die Steuerbarkeit. Daher folgt aus der vollsta¨ndigen Steuerbarkeit von
(−A,−B), dass auch der zeitvariante geschlossene Regelkreis fu¨r jedes
T > 0 auf dem Intervall [0, T ] in jeden beliebigen Zustand u¨berfu¨hrt wer-
den kann. Dies ist nach [150, Theorem 5 in Abschn. 3.5] genau dann der
Fall, wenn Ŵ s(T, 0)  0. Durch Annahme 2.1 ist daher Ŵ s(T, 0) inver-
tierbar und ν ist fu¨r jedes T > 0 mittels (2.91) berechenbar.
Zusammengefasst ist es unter den Annahmen 2.1 und 2.2 fu¨r jedes T > 0
mo¨glich, die optimale Regelung nach (2.88) zu ermitteln. Nach Anhang C.1
existiert zu dieser eine eindeutige Lo¨sung x̂∗T (tˆ) des zeitvarianten geschlos-
senen Regelkreises, die die beiden Randbedingungen erfu¨llt. Aus den vor-
angegangenen Herleitungen folgt unmittelbar der Satz:
Satz 2.2 (Optimale Regelung mit vorgegebenem Endwert). Die Annah-
men 2.1 und 2.2 seien erfu¨llt. Es seien P̂ T (T − t), Φ̂(T − t, T ), ν und
Ŵ s(T, 0) wie zuvor bestimmt. Fu¨r jedes gegebene T > 0 und jeden ge-
gebenen Anfangswert x0 sowie Endwert xT existiert die optimale Lo¨sung(
x∗T (t),u∗T (t)
)
des Problems 2.1 mit u∗T (t) gegeben in (2.88). Mit P̂ T (0) 
0 berechnen sich die minimalen Kosten J∗0,T (x0,xT ) := JT
(
x0,xT ,u
∗
T (·)
)
durch
J∗0,T (x0,xT ) = 12
(
xT P̂ T (0)xT
+
(
xT − Φ̂(T, 0)x0
)T
Ŵ s(T, 0)−1
(
xT − Φ̂(T, 0)x0
))
. (2.93)
14)Siehe hierzu z. B. [84, Abschnitt 3.8].
46 2 Grundlagen zu optimalen Regelungen
Die Darstellung (2.93) der minimalen Kosten bietet einen Vorteil ge-
genu¨ber der Standarddarstellung in [39, Abschnitt 5.3 (Problem 1)], die
auch in [22] verwendet wird. Aus Gl. (2.93) ist direkt ersichtlich, dass
J(x0,xT ,u∗T (·)) ≥ 12xT P̂ (0)xT > 0 (2.94)
fu¨r jedes xT 6= 0 und T > 0 gilt. Fu¨r die Standarddarstellung in [39] ist
hingegen der gleiche Schluss nicht offensichtlich, da in dieser x0 und xT
vertauschte Rollen bei selber Beschaffenheit der Matrizen annehmen.
2.5 Optimalita¨tsbedingungen u¨ber
unendliche Horizonte
In den folgenden beiden Abschnitten werden zum einen notwendige Op-
timalita¨tsbedingungen fu¨r eine Lo¨sung des optimalen Folgeregelungspro-
blems OFP∞2.1 u¨ber einen unendlichen Horizont ermittelt und zum an-
deren bekannte hinreichende Optimalita¨tsbedingungen diskutiert.
2.5.1 Notwendige Optimalita¨tsbedingungen
Es wird zuna¨chst die allgemeinere Problemstellung aus Abschnitt 2.3.1,
S. 30, unter der zusa¨tzlichen Beru¨cksichtigung einer Stellgro¨ßenbegrenzung
U ⊂ Rm: u(t) ∈ U , ∀t ∈ [0,∞) betrachtet. Angenommen (x∗(·),u∗(·)) ist
eine optimale zula¨ssige Lo¨sung, die eines der in Definition 2.3 vorgestellten
Optimalita¨tskriterien u¨ber einen unendlichen Horizont, d. h. fu¨r T →∞,
erfu¨llt. Dann werden von dieser die folgenden Bedingungen nach [76] ein-
gehalten: Es existiert ein µ ≥ 0 und ein stetiger und stu¨ckweise stetig
differenzierbarer Kozustand φ(t) ∈ Rn, sodass Folgendes gilt:
0 6= ‖ [µ φ(0)T] ‖2, (2.95a)
φ˙ = −∂H(x,u,φ, µ, t)
∂x
∣∣∣∣
∗
, (2.95b)
u∗(t) = arg min
u(t)∈U
H
(
x∗(t),u(t),φ(t), µ, t
)
(2.95c)
fu¨r alle t ∈ [0,∞) mit der modifizierten Hamilton-Funktion
H(·) = µL(x,u, t) + φTf(x,u, t). (2.96)
Der entscheidende Unterschied zu den bisher in Abschnitt 2.3 dis-
kutierten Bedingungen ist das Entfallen der Transversalita¨tsbedingung
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φT (T ) = 0 in (2.52c). D. h., der Kozustand φ(·) wird durch seine Dy-
namik (2.95b) und einen prinzipiell frei wa¨hlbaren Anfangswert φ(0), der
lediglich der neuen Bedingung (2.95a) genu¨gen muss, festgelegt. Die reel-
le Zahl µ wird beno¨tigt, um zwei unterschiedliche Fa¨lle zu unterscheiden.
Diese sind das normale Problem µ > 0 und das abnormale Problem µ = 0.
Die Bezeichnung des abnormalen Problems ru¨hrt daher, dass fu¨r dieses die
notwendigen Bedingungen (2.95) vo¨llig unabha¨ngig vom Gu¨tefunktional
(2.33) sind.15) Ein abnormales Problem kann beispielsweise fu¨r das opti-
male Regelungsproblem 2.1 vorliegen, wenn ein vorgegebener Endwert auf
einem endlichen Horizont unter einer Stellgro¨ßenbegrenzung erreicht wer-
den muss. Dass die Wahl µ = 0 auch u¨ber einen unendlichen Horizont not-
wendig sein kann, zeigt ein Beispiel in [76]. Fu¨r den Fall µ = 0 verhindert
dann (2.95a) die triviale Wahl φ(0) = 0, wodurch sonst φ(t) ≡ 0 aufgrund
der in φ(t) linearen Dynamik (2.95b) und auch H(·) ≡ 0 gelten wu¨rde und
somit (2.95c) keine sinnvolle Information zu u∗(t) enthielte. Liegt hinge-
gen ein normales Problem vor, dann ist es ohne Weiteres mo¨glich, µ = 1
zu setzen.16)
Das Ziel dieses Abschnittes ist es, die allgemeinen notwendigen Optima-
lita¨tsbedingungen (2.95) aus [76] fu¨r das vorliegende linear-quadratische
optimale Folgeregelungsproblem OFP∞2.1 zu konkretisieren. Es wird
nachgewiesen, dass die Bedingungen auch fu¨r den unbeschra¨nkten Stell-
gro¨ßenvektor u(t) ∈ Rm gu¨ltig sind und es sich immer um ein normales
Problem µ = 1 handelt.
Tatsa¨chlich ko¨nnen die Bedingungen (2.95) nicht direkt auf eine Pro-
blemstellung ohne Stellbegrenzungen u¨bertragen werden, wie aus [83] her-
vorgeht. Infolgedessen werden die Bedingungen fu¨r das Problem OFP∞2.1
mit unbeschra¨nkten Stellgro¨ßen hergeleitet, wobei analog zu [76] vorge-
gangen wird. In [76] erfolgte die Herleitung aus den notwendigen Bedin-
gungen fu¨r endliche Optimalita¨t, da alle Optimalita¨tskriterien aus Defini-
tion 2.3 endliche Optimalita¨t implizieren (vergleiche Abbildung 2.2). Von
einer endlich optimalen Lo¨sung
(
x∗(·),u∗(·)) des Problems OFP∞2.1 wird
nach Definition 2.3 verlangt, dass sie fu¨r jedes beliebige T > 0 eine opti-
male Lo¨sung des folgenden Problems ist.
15)Der Integrand L(·) entfa¨llt in (2.95), da H(·) = φTf(x,u, t) fu¨r µ = 0.
16)Jede andere Wahl µ > 0 impliziert nur eine Skalierung des Gu¨tefunktionals: µJ0,T (·),
was aber bekannterweise keinen Einfluss auf eine optimale Lo¨sung hat.
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Optimales Regelungsproblem 2.2. Fu¨r gegebene Anfangswerte x0
und x0, finde eine zula¨ssige Lo¨sung
(
x∗T (·),u∗T (·)
)
, die das Gu¨tefunktional
(2.3) u¨ber einen endlichen Horizont [0, T ] unter der Endwertbedingung
x(T ) = x∗(T ) minimiert.
Aus den gleichen U¨berlegungen wie zum Optimalita¨tsprinzip, S. 19,
folgt, dass eine optimale Lo¨sung
(
x∗(·),u∗(·)) des Problems 2.2 u¨ber den
Horizont [0, T2] mit T2 > 0 auch eine optimale Lo¨sung des Problems 2.2
u¨ber jeden Horizont [0, T1] mit 0 < T1 ≤ T2 ist. Um notwendige Kriterien
fu¨r endliche Optimalita¨t zu finden, genu¨gt es folglich, notwendige Optima-
lita¨tsbedingungen fu¨r das Problem 2.2 u¨ber einen beliebig langen Horizont
zu ermitteln. In [76] wurden daher die bekannten notwendigen Bedingun-
gen fu¨r ein Problem17) wie 2.2 aufgestellt und im Anschluss der U¨bergang
T →∞ vollzogen, woraus letztendlich die Bedingungen (2.95) resultierten.
Durch ein analoges Vorgehen unter Einbeziehung der Linearita¨t des Sys-
tems (2.1), der quadratischen Gestalt der Kosten (2.3) und des Wegfallens
der Stellgro¨ßenbegrenzung ist es mo¨glich folgenden Satz herzuleiten:
Satz 2.3 (Notwendige Optimalita¨tsbedingungen). Es sei
(
x∗(·),u∗(·))
eine zula¨ssige Lo¨sung auf dem Intervall [0,∞), die eines der Optima-
lita¨tskriterien aus Definition 2.3 bezu¨glich des linear-quadratischen opti-
malen Folgeregelungsproblems OFP∞2.1 erfu¨llt. Dann existiert ein An-
fangswert φ(0) ∈ Rn des Kozustandes, sodass die Bedingungen18)
φ˙ = −∂H(x,u,φ, t)
∂x
∣∣∣∣
∗
(2.97a)
0 = ∂H(x,u,φ, t)
∂u
∣∣∣∣
∗
(2.97b)
mit der Hamilton-Funktion gema¨ß (2.60)
H(x,u,φ, t) = 12
(
(y−y)TQ(y−y)+uTRu)+φT(Ax+Bu+Edx) (2.98)
fu¨r jedes t ∈ [0,∞) erfu¨llt sind.
Beweis. Der Beweis ist in Anhang C.2, S. 229, zu finden.
17)Fu¨r die allgemeinere Problemstellung aus Abschnitt 2.3.1, S. 30, und unter
Beru¨cksichtigung einer Stellgro¨ßenbegrenzung U .
18)Hier wird die Notation fu¨r eine Funktion: g(x,u, ·)|∗ = g(x∗,u∗, ·) verwendet.
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Da fu¨r das Problem OFP∞2.1 gema¨ß (2.68) wegenR  0 die verscha¨rfte
Legendre-Clebsch Bedingung ∂2H(·)/∂u2  0 gilt, ist (2.97b) a¨quivalent zu
u∗(t) = arg min
u(t)∈Rm
H
(
x∗(t),u(t),φ(t), t
)
. (2.99)
Zusammengefasst wurde durch Satz 2.3 bewiesen, dass die Bedingungen
(2.95) aus [76] fu¨r die spezielle Wahl µ = 1 und die Erweiterung auf
U = Rm notwendige Optimalita¨tsbedingungen fu¨r das linear-quadratische
Folgeregelungsproblem OFP∞2.1 sind.
Der Vergleich des Ergebnisses von Satz 2.3 mit denen in Abschnitt 2.3.2
aufgestellten notwendigen Bedingungen fu¨r das optimale Folgeregelungs-
problem OFPT 2.1 u¨ber einen endlichen Horizont T > 0 offenbart nur
einen Unterschied. U¨ber den unendlichen Horizont existiert kein Pendant
zur Transversalita¨tsbedingung φT (T ) = 0 in (2.66b). Stattdessen ist die
Wahl des Anfangswertes φ(0) vo¨llig frei. In Abschnitt 2.4.1 war ein Kandi-
dat
(
x∗T (·),u∗T (·)
)
fu¨r das Problem OFPT 2.1 bereits durch die notwendi-
gen Bedingungen und daher durch die Lo¨sung des Hamiltonschen Systems
(2.65) fu¨r die Randbedingungen (2.66) eindeutig bestimmt. Im Gegen-
satz dazu kann mithilfe der Bedingungen aus Satz 2.3 kein eindeutiger
Kandidat
(
x∗(·),u∗(·)) gefunden werden. Es stellt sich die Frage, wie der
Anfangswert φ(0) zu wa¨hlen ist. Diese wird in Kapitel 3 beantwortet.
2.5.2 Hinreichende Optimalita¨tsbedingungen
Bevor hinreichende Optimalita¨tsbedingungen diskutiert werden, wird auf
Basis der notwendigen Bedingungen aus Satz 2.3 und der Variationsrech-
nung 2.3.1 eine Analyse der Kosten JT
(
x0,x0,u
∗(·)) durchgefu¨hrt.
Fu¨r einen Kandidaten
(
x∗(·),u∗(·)) einer optimalen Lo¨sung des linear-
quadratischen Folgeregelungsproblems OFP∞2.1 seien die Bedingungen
in Satz 2.3 erfu¨llt. Dann liegt ein Kozustand φ(t) auf [0,∞) vor und
die notwendigen Optimalita¨tsbedingungen erster Ordnung (2.52a) sowie
(2.52b) sind fu¨r jedes t ∈ [0,∞) erfu¨llt. Im Folgenden werden Variationen(
δx(·), δu(·)), wie in Abschnitt 2.3.2 eingefu¨hrt, verwendet. Eine zula¨ssige
Lo¨sung kann daher immer durch x = x∗ + δx und u = u∗ + δu fu¨r ein
beliebiges  ∈ R und eine entsprechende Variation ausgedru¨ckt werden.
Fu¨r die erste Variation der Kosten JT
(
x0,x0,u
∗(·)) in (2.48) folgt daher
wegen δx(0) = 0
δ1J∗T
(
δu(·)) = −φ(T )Tδx(T ). (2.100)
Wie bereits im vorherigen Abschnitt festgestellt wurde, fehlt ein Pendant
zur Transversalita¨tsbedingung φT (T ) = 0 aus (2.52c), die fu¨r das Pro-
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blem OFPT 2.1 u¨ber einen endlichen Horizont notwendig ist. Mit Blick auf
die Kozustandsdynamik (2.97a) ist davon auszugehen, dass im Allgemei-
nen limT→∞ δ1J∗T
(
δu(·)) 6= 0 gilt, wie bereits in Abschnitt 2.3.1 disku-
tiert wurde. Als Resultat entfa¨llt die erste Variation δ1J∗T
(
δu(·)) nicht
asymptotisch fu¨r T → ∞. Dies ist ein signifikanter Unterschied zu einem
Kandidaten
(
x∗T (·),u∗T (·)
)
einer Lo¨sung des Problems OFPT 2.1, fu¨r den
δ1J∗T
(
δu(·)) = 0 nach Abschnitt 2.4.1 vorliegt. Fu¨r die Differenz der Kos-
ten zu einer beliebigen zula¨ssigen Lo¨sung
(
x(·),u(·)) auf [0,∞) erha¨lt man
fu¨r die Wahl  = 1 o. B. d. A., siehe hierzu die Erla¨uterung auf S. 38,
J0,T
(
x0,x0,u(·)
)− J0,T (x0,x0,u∗(·)) = −φ(T )Tδx(T ) + 12δ2J∗T (δu(·)),
(2.101)
wobei die zweite Variation durch (2.73) in Abschnitt 2.3.2 gegeben ist. Ei-
ne Pru¨fung des Vorzeichens der zweiten Variation ist hier im Unterschied
zu Abschnitt 2.4.1 offensichtlich nicht hinreichend, um eines der Optima-
lita¨tskriterien aus Definition 2.3 fu¨r
(
x∗(·),u∗(·)) nachzuweisen. D. h., dass
die in Abschnitt 2.3.2 eingefu¨hrten hinreichenden Bedingungen nicht auf
den unendlichen Horizont zu u¨bertragen sind.
Im Anschluss werden verschiedene hinreichende Kriterien und Methoden
zum Finden einer optimalen Lo¨sung diskutiert. Anhand dessen wird auf-
gezeigt, dass keine einfach anzuwendende Vorgehensweise existiert, die fu¨r
die Problemstellung OFP∞2.1 geeignet ist. Dies motiviert die individuelle
Beweisfu¨hrung in Kapitel 3.
Transversalita¨tsbedingungen u¨ber unendliche Horizonte
In der Regel werden alternative Transversalita¨tsbedingungen zu (2.52c)
von hinreichenden Bedingungen u¨ber unendliche Horizonte zum Nach-
weis der Optimalita¨t eines Kandidaten, der die notwendigen Bedingungen
erfu¨llt, vorausgesetzt. Eine auf Basis von (2.101) naheliegende, leicht zu
pru¨fende und in [43, Abschnitt 2.4] oder [44] angegebene Bedingung ist
lim
T→∞
φ(T ) = 0. (2.102)
Wird daru¨ber hinaus wie in [43] oder [44] angenommen, dass jede zula¨ssige
Trajektorie x(·) und damit auch jede Variation δx(·) auf [0,∞) beschra¨nkt
ist, dann folgt
lim
T→∞
φ(T )Tδx(T ) = 0. (2.103)
Aus (2.101) ist ersichtlich, dass eine U¨berpru¨fung eines der Kriterien aus
Definition 2.3 nun wieder auf einfache Weise anhand der zweiten Variation
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mo¨glich ist. Gilt (2.102) fu¨r ein allgemeines, normales Problem, wie zu Be-
ginn von Abschnitt 2.5.1 behandelt mit zusa¨tzlicher Einschra¨nkung x(t) ∈
X ⊂ Rn, dann ist die Konvexita¨t der Hamilton-Funktion H(x,u,φ, t) aus
(2.60) bezu¨glich der Variablen x und u hinreichend fu¨r aufholende Opti-
malita¨t [43].
Unter dieser Bedingung an die Hamilton-Funktion ist eine allgemeinere
und wohlbekannte hinreichende Transversalita¨tsbedingung fu¨r aufholende
Optimalita¨t durch
lim inf
T→∞
φ(T )δx(T ) ≥ 0 (2.104)
fu¨r jede zula¨ssige Variation
(
δx(·), δu(·)) gegeben. Analog ist es fu¨r eine
schwach u¨berholend optimale Lo¨sung hinreichend, falls zu jeder zula¨ssigen
Lo¨sung
(
x(·),u(·)) ein T̂ (x,u) ∈ [0,∞) existiert, sodass
φ(T )δx(T ) ≥ 0 (2.105)
fu¨r alle T ≥ T̂ erfu¨llt ist. Es ist zu erkennen, dass sich diese Transver-
salita¨tsbedingungen an den jeweiligen Optimalita¨tsdefinitionen 2.3 orien-
tieren. Diese Transversalita¨tsbedingungen sind in [43, 146, 147] zu finden.
Ihre Herleitung la¨sst sich mithilfe des Beweises von [74, Theorem 3.29]
nachvollziehen.
Wa¨hrend (2.102) noch einfach zu u¨berpru¨fen ist, mu¨ssen fu¨r (2.104) und
(2.105) alle zula¨ssigen Lo¨sungen
(
x(·),u(·)) in Betracht gezogen werden.
Dies wird in der Regel nur sehr schwer durchzufu¨hren sein. Nichtsdesto-
trotz ko¨nnen diese Transversalita¨tsbedingungen fu¨r spezielle Problemstel-
lung wie optimale o¨konomische Wachstumsprobleme geeignet sein [43]. Im
Falle des linear-quadratischen optimalen Folgeregelungsproblem OFP∞2.1
wird im Allgemeinen jedoch kein Kandidat, der mittels der notwendi-
gen Bedingungen in Satz 2.3 bestimmt wurde, eine dieser Transversa-
lita¨tsbedingungen erfu¨llen. Daher sind diese hier nicht als hinreichende
Bedingungen geeignet.
Hamilton-Jacobi-Bellman Gleichung
Es soll das Gu¨tefunktional
J0,T
(
x0,u(·)
)
= 12
T∫
0
L(x,u, t) dt (2.106)
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unter Einbezug der Systemdynamik x˙ = f(x,u, t) minimiert werden. Die
Gleichung
− ∂V (t,x)
∂t
= min
u(t)
(
L(x,u, t) + ∂V (t,x)
∂x
T
f(x,u, t)
)
(2.107)
heißt Hamilton-Jacobi-Bellman (HJB) Gleichung. Ist das Gu¨tefunktional
hinreichend glatt, dann ist die Existenz einer Lo¨sung V (t,x(t)) der HJB
Gleichung zum Endwert V (T,x(T )) = 0 eine notwendige und hinreichende
Bedingung fu¨r die Existenz einer Lo¨sung des optimalen Folgeregelungspro-
blems. Genauer gesagt gilt:
J0,T
(
x0,u
∗
T (·)
)
= V (0,x0) (2.108)
und die optimale Regelung u∗T (t) ist das Argument des Optimierungspro-
blems in der HJB Gleichung. Dieses bekannte Ergebnis wird z. B. in [6]
und [39] hergeleitet.
Es stellt sich die Frage, ob dieses Ergebnis auch auf den unendlichen
Horizont T → ∞ erweitert werden kann. Hierzu kann man feststellen,
dass im Allgemeinen
lim
T→∞
Jt,T
(
x∗(t),u∗(·)) =∞ (2.109)
fu¨r jedes t ∈ [0,∞) eintritt. Ein direkter Zusammenhang zu einer Lo¨sung
V (t,x(t)) der HJB Gleichung wie zuvor ist demnach nicht zu erwarten.
Trotz alledem gibt es Ansa¨tze in der Literatur, wie in [41, 152], die auf
der HJB Gleichung basieren. Existiert zu dieser eine Lo¨sung V (t,x(t)), die
bestimmte Eigenschaften aufweist, so kann mithilfe dieser eine hinreichen-
de Optimalita¨tsbedingung [41, Theorem 3.4] formuliert werden oder ggf.
auch direkt eine schwach u¨berholend optimale Regelung gefunden werden
[152, Theorem III.5].
Jedoch ist man dann damit konfrontiert, ein solches V (t,x(t)), falls
dieses u¨berhaupt existiert, zu finden. Eine Lo¨sung der HJB Gleichungen
mit einer vorgegeben Randbedingung zu bestimmen, ist im Allgemeinen
bereits sehr komplex. Wohingegen im Falle des endlichen Horizontes die
Randbedingung V (T,x(T )) = 0 zu erfu¨llen war, liegt nun entweder gar
keine Randbedingung vor, wie in [152], oder diese ist nicht eindeutig fest-
gelegt, wie in [41]. Sind einmal Kandidaten fu¨r das gewu¨nschte V (t,x(t))
gefunden, stellt sich die Schwierigkeit, die geforderten Eigenschaften in
[41, 152] nachzuweisen. Wie bei den Transversalita¨tsbedingungen kann es
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hierfu¨r erforderlich sein, bestimmte Eigenschaften fu¨r beliebige zula¨ssige
Lo¨sungen zu u¨berpru¨fen.
In Hinsicht auf das Problem OFP∞2.1 erscheint es wegen den genann-
ten Schwierigkeiten wenig vielversprechend, mithilfe dieser Methoden die
Optimalita¨t eines Kandidaten
(
x∗(·),u∗(·)) zu zeigen oder eine optimale
Lo¨sung direkt zu bestimmen. Diese Ansa¨tze werden daher nicht vertieft.
Weitere Ansa¨tze
Ein weiterer Ansatz zur Formulierung hinreichender Bedingungen basiert
auf sogenannten G-unterstu¨tzten Trajektorien. Die Trajektorie x(t) einer
zula¨ssigen Lo¨sung
(
x(·),u(·)) heißt G-unterstu¨tzt, falls eine Funktion
G(x(t)) existiert, fu¨r die eine spezielle Ungleichungsbedingung erfu¨llt
wird, fu¨r Details siehe [43, Kapitel 6]. Ist nun x∗(t) G-unterstu¨tzt und
werden daru¨ber hinaus verschiedene weitere Annahmen erfu¨llt, dann
kann dies hinreichend sein fu¨r aufholende Optimalita¨t von
(
x∗(·),u∗(·)),
siehe z. B. [43, Theorem 6.3]. Wie diese Voraussetzungen u¨berpru¨ft
werden ko¨nnen, ist jedoch nicht offensichtlich. Dies erfordert na¨mlich
das Bestimmen von Hilfsfunktionen, wie beispielsweise G(·), fu¨r die nur
schwer nachweisbare Eigenschaften erfu¨llt sein mu¨ssen, siehe z. B. [152,
Theorem III.6]. Außerdem wird in der Regel verlangt, dass unter anderem
x(t) ∈ X ⊂ Rn gilt, wobei X kompakt ist. Im Gegensatz zu [41, 152]
ist dies hier nicht gegeben. Aus den genannten Gru¨nden werden Ansa¨tze
basierend auf G-unterstu¨tzten Trajektorien nicht in Betracht gezogen.
Ein weiteres mo¨gliches Vorgehen wa¨re die in [74, Abschnitt 3.3.6] vorge-
stellte ”direkte Methode der Optimierung“. Diese umfasst als ersten Schrittden Nachweis der Existenz einer zula¨ssigen Lo¨sung, die eines der Opti-
malita¨tskonzepte nach Definition 2.3 erfu¨llt. Gelingt dieser Nachweis, so
folgt darauf die Bestimmung desjenigen Kandidaten
(
x∗(·),u∗(·)) aus den
notwendigen Bedingungen aus Abschnitt 2.5.1, fu¨r den die Bedingungen
des betreffenden Optimalita¨tskriteriums in Definition 2.3 unter Betrach-
tung aller verschiedenen mo¨glichen Kandidaten erfu¨llt werden. Durch den
Nachweis der Existenz entfa¨llt somit die Notwendigkeit, diese Bedingun-
gen fu¨r jede zula¨ssige Lo¨sung zu pru¨fen. Ideal wa¨re es, wenn ohnehin nur
ein einziger mo¨glicher Kandidat vorla¨ge, sodass der zweite Schritt ga¨nzlich
entfallen ko¨nnte. Das ist allerdings nicht erfu¨llt, da die notwendigen Be-
dingungen keinen eindeutigen Kandidaten liefern, wie in Abschnitt 2.5.1
diskutiert wurde. Daher liegt hier bereits ein Nachteil dieser direkten Me-
thode vor.
54 2 Grundlagen zu optimalen Regelungen
Wa¨hrend es fu¨r diese direkte Methode zwar mo¨glich erscheint, dass
hinreichende Bedingungen nicht mehr angegeben und u¨berpru¨ft werden
mu¨ssen, so muss man sich nun mit der Existenztheorie u¨ber unendliche
Horizonte auseinandersetzen, was ebenfalls nicht trivial ist. Fu¨r das hier
vorliegende nicht autonome19) Problem OFP∞2.1 fu¨hrt dies oft auf die
Turnpike-Theorie zuru¨ck, siehe z. B. [171, 173, 174]. Wie schon in Ab-
schnitt 2.2.2 bemerkt, sind mit dieser zahlreiche Annahmen verbunden,
die auch nicht immer alle fu¨r das Problem OFP∞2.1 erfu¨llt werden. Dies
verhindert im Allgemeinen die Anwendung der Ergebnisse zur Existenz aus
[173, Kapitel 2] oder [174] bzw. [171, Kapitel 7]. Wie in [74] bleibt es hier
bei dem Hinweis zu diesem Vorgehen und es wird nicht na¨her ero¨rtert, ob
geeignete Existenztheoreme existieren, die eine einfache Anwendung dieses
Vorgehens auf das Problem OFP∞2.1 allgemein ermo¨glichen wu¨rden.
2.6 Linear-quadratischer Regler u¨ber
endliche und unendliche Horizonte
Zum Abschluss dieses Kapitels wird die folgende klassische Problemstel-
lung u¨ber unendliche Horizonte betrachtet:
Optimales Regelungsproblem 2.3 (Linear-quadratischer Regler). Fu¨r
einen gegebene Anfangswert x0, finde eine zula¨ssige Lo¨sung
(
x∗(·),u∗(·))
der Systemdynamik x˙ = Ax+Bu, die das Gu¨tefunktional
J0,T
(
x0,u(·)
)
= 12
T∫
0
(
xTQxx+ uTRu
)
dt (2.110)
mit Qx  0 und R  0 fu¨r T →∞ minimiert.
Die folgenden bekannten Ergebnisse ko¨nnen beispielsweise [6] entnom-
men werden. Es werden typische Annahmen zur Stabilisierbarkeit und Ent-
deckbarkeit20) getroffen:
Annahme 2.3. Das Paar (A,B) ist stabilisierbar.
Annahme 2.4. Es existiert ein Qx,1/2 gegeben durch QTx,1/2Qx,1/2 = Qx,
sodass das Paar (Qx,1/2,A) entdeckbar ist.
19)Dies bezieht sich auf die Abha¨ngigkeit des Integranden der Kosten (2.3) von der Zeit
durch x(t) unter der Annahme, dass nicht jede Komponente von Cx(t) konstant ist.
20)Siehe hierzu Anhang B.1.
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Da ein unendlicher Horizont vorliegt, ist die Erfu¨llung der Bedingungen
aus Satz 2.3 notwendig. Wie in Abschnitt 2.5.1 diskutiert, gehen diese aus
den notwendigen Bedingungen (2.52) u¨ber einen endlichen Horizont durch
Entfallen der Transversalita¨tsbedingung (2.52c) hervor. Außerdem ist fest-
zustellen, dass das Problem 2.3 aus dem optimalen Folgeregelungsproblem
OFPT 2.1 fu¨r T → ∞ resultiert, falls man x(t) ≡ 0 wa¨hlt und CTQC
durch Qx ersetzt. Aus beidem folgt, dass man die notwendigen Bedingun-
gen fu¨r das Problem 2.3 einfach aus den Bedingungen (2.62) und (2.65), die
in Abschnitt 2.3.2 fu¨r das Problem OFPT 2.1 hergeleitet wurden, gewinnen
kann.
Daher ist jeder mo¨gliche Kandidat
(
x∗(·),−RBTφ(·)) durch die Lo¨sung
des Hamiltonschen Systems[
x˙∗
φ˙
]
=
[
A −BR−1BT
−Qx −AT
] [
x∗
φ
]
(2.111)
bestimmt, wobei ein Anfangswert φ(0) gewa¨hlt werden muss. Um einen
geeigneten Anfangswert zu finden, wird eine Transformation durchgefu¨hrt:
φ(t) = Px∗(t) + ξ(t), (2.112)
wobei P ∈ Rn×n die positiv semidefinite und symmetrische Lo¨sung der
algebraischen Riccatigleichung
PA+ATP − PBR−1BTP +Qx = 0 (2.113)
ist. Dass eine solche Lo¨sung P  0 von (2.113) existiert und auch unter
den getroffenen Annahmen eindeutig ist, geht z. B. aus [110] hervor. Wen-
det man die Transformation (2.112) auf das Hamiltonsche System (2.111)
unter Verwendung der Riccatigleichung (2.113) an, so erha¨lt man[
x˙∗
ξ˙
]
=
[
A−BR−1BTP −BR−1BT
0 −(A−BR−1BTP )T
] [
x∗
ξ
]
. (2.114)
Wie aus [6, Abschn. 3.2] bekannt ist, ist die Matrix A−BR−1BTP unter
den getroffenen Annahmen eine Hurwitzmatrix. Daraus folgt sofort, dass
das autonome Teilsystem bezu¨glich ξ(t), in der zweiten Zeile von (2.114),
instabil ist und jede Wahl ξ(0) 6= 0 zu einer unbeschra¨nkten Lo¨sung ξ(t)
fu¨hren wu¨rde. Bestenfalls wa¨ren die Kosten J0,T (·) davon unbeeinflusst,
was BTξ(t) ≡ 0 erfordern wu¨rde und auf die selbe Lo¨sung (x∗(·),u∗(·))
wie fu¨r ξ(0) = 0 fu¨hren wu¨rde. Andernfalls wa¨ren die Kosten unbeschra¨nkt
56 2 Grundlagen zu optimalen Regelungen
fu¨r T → ∞. Nach dieser U¨berlegung kann o.B.d.A. ξ(0) = 0 gewa¨hlt
werden, woraus dann ξ(t) ≡ 0 und somit φ(t) = Px∗(t) resultiert.
Auf Basis dieser Wahl erha¨lt man aus der Bedingung (2.62) den linear-
quadratischen Regler
u∗(t) = −R−1BTPx∗(t), (2.115)
der auch nachweislich eine eindeutige optimale Regelung ist [6]. Weiterhin
liefert (2.114) den geschlossenen Regelkreis
x˙∗ =
(
A−BR−1BTP )x∗, (2.116)
der asymptotisch stabil ist, wie aus der obigen Diskussion hervorgeht. Die
endlichen minimalen Kosten ko¨nnen zu
J∗(x0) := lim
T→∞
J0,T
(
x0,u
∗(·)) = 12xT0Px0 (2.117)
berechnet werden.
Fu¨r die Herleitungen in Kapitel 3 ist auch der Zusammenhang zur
Lo¨sung des analogen Problems u¨ber einen endlichen Horizont relevant:
Optimales Regelungsproblem 2.4. Lo¨se das optimale Regelungspro-
blem 2.3 fu¨r ein gegebenes T > 0.
Das Problem 2.4 ist a¨quivalent zum Problem OFPT 2.1, wenn man
CTQC durch Qx und x(t) ≡ 0 ersetzt. Entsprechend kann die gesuchte
Lo¨sung direkt aus den Ergebnissen in Abschnitt 2.4.1 abgeleitet werden.
Die optimale Regelung ist demnach
u∗T (t) = −R−1BTP T (t)x∗T (t) (2.118)
mit der eindeutigen positiv semidefiniten und symmetrischen Lo¨sung
P T (t) der Riccatischen Matrixdifferenzialgleichung
− P˙ T = P TA+ATP T − P TBR−1BTP T +Qx (2.119)
zum Endwert P T (T ) = 0. Die optimalen Kosten sind gegeben durch
J∗0,T (x0) = 12xT0P T (0)x0.
Der durch das folgende Lemma gegebene Zusammenhang wird in Kapi-
tel 3 wichtig.
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Lemma 2.1 (siehe [40]). Es seien die Annahmen 2.3 und 2.4 erfu¨llt. Die
eindeutige positiv semidefinite und symmetrische Lo¨sung der algebraischen
Riccatigleichung (2.113) sei P . Fu¨r ein beliebiges T > 0 sei P T (t) die
Lo¨sung der Riccatischen Matrixdifferenzialgleichung (2.119) auf dem In-
tervall [0, T ] zum Endwert P T (T ) = 0. Außerdem seien Konstanten α > 0
und Mcl > 0 gegeben, sodass∥∥e(A−BR−1BTP )t∥∥2 ≤Mcle−αt (2.120)
fu¨r alle t ≥ 0 erfu¨llt ist.21) Dann existiert ein M˜P > 0, sodass
‖P T (t)− P ‖2 ≤ M˜P e−2α(T−t) (2.121)
fu¨r jedes T > 0 und jedes t ∈ [0, T ] gilt.
Eine genaue Bestimmung der Konstanten M˜P ist in [40] zu finden. Aus
Lemma 2.1 folgt fu¨r jedes gegebene t ≥ 0, dass limT→∞P T (t) = P vor-
liegt. Dies fu¨hrt auf das bekannte Resultat, dass die optimalen Kosten
des Problems 2.4 fu¨r immer la¨ngere Horizonte gegen die des Problems 2.3
konvergieren, d. h., dass limT→∞ J∗0,T (x0) = J∗(x0) gilt.
Auf Basis dieser Konvergenz wird in [6, Abschnitt 3.1] nachgewiesen,
dass die hergeleitete Lo¨sung
(
x∗(·),u∗(·)) die Kosten des Problems 2.3
minimiert. Hier wird noch untersucht, welches Optimalita¨tskriterium aus
Definition 2.3 aus dieser Konvergenz abgeleitet werden kann. Hierzu sei
daran erinnert, dass J∗0,T (x0) ≤ J0,T (x0,u(·)) fu¨r jede zula¨ssige Lo¨sung(
x(·),u(·)) und jedes T > 0 gilt. Außerdem resultiert aus der Konvergenz,
dass fu¨r jedes beliebige  > 0 ein T̂ > 0 existiert, sodass
J0,T (x0,u∗(·))−  ≤ J∗0,T (x0) (2.122)
fu¨r alle T ≥ T̂ erfu¨llt wird. Fu¨hrt man beides zusammen, so erha¨lt man
unmittelbar, dass zu jeder zula¨ssigen Lo¨sung
(
x(·),u(·)) und zu jedem
beliebigen  > 0 ein T̂ > 0 existiert, sodass
J0,T (x0,u∗(·))−  ≤ J0,T (x0,u(·)) (2.123)
fu¨r alle T ≥ T̂ erfu¨llt ist. Damit wurde belegt, dass (x∗(·),u∗(·)) eine
aufholend optimale Lo¨sung ist.
21)Dies ist immer zu erfu¨llen, falls man α so wa¨hlt, dass Re{λ} < −α fu¨r jeden Eigenwert
λ ∈ σ
(
A−BR−1BTP
)
gilt.
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Konvergieren die optimalen Kosten des Problems u¨ber [0, T ] fu¨r immer
la¨ngere Horizonte gegen die Kosten eines Kandidaten fu¨r das Problem u¨ber
einen unendlichen Horizont, so la¨sst sich demnach aufholende Optimalita¨t
fu¨r diesen Kandidaten nachweisen. Tatsa¨chlich muss dies aber nicht das
sta¨rkste Optimalita¨tskriterium sein, dass durch diesen Kandidaten erfu¨llt
wird. Im Falle des linear-quadratischen Reglers ist es mittels der Methode
der quadratischen Erga¨nzung (siehe [155, Abschnitt 10.2]) oder der in Ab-
schnitt 2.3.2 vorgestellten Variationsrechnung mo¨glich, starke Optimalita¨t
und, aufgrund der Eindeutigkeit der optimalen Lo¨sung, auch u¨berholende
Optimalita¨t zu beweisen.
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3 Explizite linear-quadratische
optimale Folgeregelung u¨ber
unendliche Horizonte
In diesem Kapitel wird aufgezeigt, dass eine linear-quadratische optimale
Folgeregelung u¨ber unendliche Horizonte ein einheitlicher Ansatz fu¨r die
Regelung von quadratischen, u¨ber- und unteraktuierten Systemen ist. Der
Schwerpunkt des Kapitels liegt auf der Herleitung von einfachen Entwurfs-
gleichungen und der sorgfa¨ltigen quantitativen Analyse der Eigenschaften
der so entworfenen Folgeregelung. Die Ergebnisse gehen in weiten Teilen
auf die Vero¨ffentlichungen [20–22, 25] und deren Pra¨sentation [24] zuru¨ck.
3.1 Problemstellung und Annahmen
Es sei das lineare und zeitinvariante System
x˙ = Ax+Bu+Edx (3.1a)
y = Cx+Ddx (3.1b)
gegeben, wobei der Zustandsvektor x(t) ∈ Rn mit dem Anfangswert
x(0) = x0, die Stellgro¨ße u(t) ∈ Rm und der Ausgangsvektor y(t) ∈ Rp
zum Zeitpunkt t ∈ [0,∞) definiert sind. Die Sto¨rungen Edx und Ddx
sowie die Solltrajektorie y werden durch das Exosystem
x˙ = Ax (3.2a)
y = Cx (3.2b)
mit dem zugeho¨rigen Zustandsvektor x(t) ∈ Rn und dem Anfangswert
x(0) = x0 generiert. Um sowohl der Erzeugung der Sto¨rgro¨ßen als auch
der Solltrajektorien gerecht zu werden, wird das Exosystem meist in block-
diagonaler Form vorliegen.
Im Zentrum dieses Kapitels steht die Lo¨sung des folgenden Problems,
das das Problem OFP∞2.1 aus Abschnitt 2.1 pra¨zisiert:
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Optimales Folgeregelungsproblem: OFP∞3.1 (Unendlicher Hori-
zont). Fu¨r gegebene Anfangswerte x0 des Systems (3.1) und x0 des Exosys-
tems (3.2), finde eine zula¨ssige Lo¨sung
(
x∗(·),u∗(·)) der Systemdynamik
(3.1) auf dem Intervall [0,∞), die u¨berholend optimal ist bezu¨glich der
Kosten
J0,T
(
x0,x0,u(·)
)
= 12
T∫
0
(
(y − y)TQ(y − y) + uTRu)dt (3.3)
mit den symmetrischen Gewichtungsmatrizen Q  0 und R  0.
Im Allgemeinen werden fu¨r jede beliebige zula¨ssige Lo¨sung1) die Kos-
ten J0,T
(
x0,x0,u(·)
)
fu¨r T → ∞ unbeschra¨nkt sein. Die Ursache hierfu¨r
ist, dass ein System (2.1) im Allgemeinen fortlaufend Stellenergie beno¨tigt,
damit der Ausgang y einer Solltrajektorie y folgt. Daher ko¨nnen der Folge-
fehler y−y und die Stellgro¨ße u nicht gleichzeitig gegen null konvergieren.
Aus diesem Grund besitzen die Kosten u¨ber einen unendlichen Horizont
u¨blicherweise kein Minimum und die herko¨mmliche Forderung nach einer
Minimierung der Kosten ist nicht mehr zielfu¨hrend. Stattdessen wird daher
eine u¨berholend optimale Lo¨sung gesucht. Dabei stellt die u¨berholende Op-
timalita¨t nach Definition 2.3(ii), S. 17, das sta¨rkste Optimalita¨tskriterium
dar, das fu¨r unbeschra¨nkte Kosten in der Literatur zu finden ist, vgl. auch
[11, 42, 151]. Eine allgemeine Diskussion und weitere Details sind in Ab-
schnitt 2.1 und 2.2 zu finden.
In diesem Kapitel werden die folgenden Annahmen2) vorausgesetzt:
Annahme 3.1. Das Paar (A,B) ist stabilisierbar.
Annahme 3.2. Es existiert ein Q1/2 gegeben durch QT1/2Q1/2 = Q, sodass
das Paar (Q1/2C,A) entdeckbar ist.
Die erste Annahme ist die schwa¨chste, die getroffen werden muss, um
das System (3.1) generell durch eine Regelung stabilisieren zu ko¨nnen.
Die zweite Annahme ist eine schwache Standardannahme in der Litera-
tur zur optimalen Regelung [6] und ist die schwa¨chste, ga¨ngige Annahme
im Zusammenhang mit dem Problem OFP∞3.1, siehe [92]. Oft werden
strengere Annahmen vorausgesetzt, wie die vollsta¨ndige Steuerbarkeit und
Beobachtbarkeit in [11, 107, 117, 167], die jedoch nicht erforderlich sind.
1)Siehe Definition 2.2 in Abschnitt 2.2, S. 15.
2)Stabilisierbarkeit und Entdeckbarkeit sind in Anhang B.1, S. 221, definiert.
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Die na¨chste Annahme wird eine wichtige Rolle bei der Lo¨sung des Pro-
blems OFP∞3.1 spielen und wird im Anschluss detailliert erla¨utert.
Annahme 3.3 (Beschra¨nkte Solltrajektorien und Sto¨rungen). Fu¨r jeden
Eigenwert λ ∈ σ (A) des Exosystems entfa¨llt der Realteil, d. h. Re{λ} = 0,
und die algebraische Vielfachheit ist identisch zur geometrischen.
Diese Annahme garantiert, dass alle Zusta¨nde des Exosystems und so-
mit ‖x(t)‖2 fu¨r jedes t ∈ [0,∞) beschra¨nkt sind. Sie stellt sicher, dass
weder exponentiell wachsende Zusta¨nde noch Integratorketten und somit
Polynome in der Zeit als Zustandsverla¨ufe auftreten ko¨nnen. Eine solche
Forderung nach der Beschra¨nkung von Solltrajektorien und Sto¨rungen ist
Standard in Hinblick auf die Lo¨sung von Problemen wie OFP∞3.1, vgl.
dazu z. B. [11, 92, 117, 152, 167] und [171, Kap. 6 und 7].
Die Annahme 3.3 schließt auch den Fall Re{λ} < 0 und damit asympto-
tisch stabile Verla¨ufe von x aus. Dies ist jedoch keine Einschra¨nkung, da
mit Annahme 3.1 die asymptotisch stabile Teildynamik des Exosystems
(3.2a) auch als stabilisierbare Teildynamik des Systems (3.1a) modelliert
werden ko¨nnte. Außerdem sind asymptotisch abklingende Solltrajektorien
im Rahmen einer Folgeregelung ohnehin wenig von Interesse, da sie wegen
limt→∞ y(t) = 0 stationa¨r entfallen [155, Abschnitt 9.1].
Falls dennoch unbeschra¨nkte Solltrajektorien oder auch Sto¨rungen vor-
liegen, ist davon auszugehen, dass nicht ein unendlicher, sondern ein endli-
cher Horizont relevant ist. Dieser kann natu¨rlich ebenso von Interesse sein,
falls Annahme 3.3 doch erfu¨llt ist. Fu¨r den endlichen Horizont wird das
optimale Folgeregelungsproblem OFPT 2.1 aus Abschnitt 2.1 betrachtet,
dass hier noch einmal angegeben wird:
Optimales Folgeregelungsproblem: OFPT3.1 (Endlicher Horizont).
Fu¨r gegebene Anfangswerte x0 des Systems (3.1) und x0 des Exosystems
(3.2) sowie ein gegebenes T > 0, finde eine zula¨ssige Lo¨sung
(
x∗T (·),u∗T (·)
)
der Systemdynamik (3.1) auf dem Intervall [0, T ], die die Kosten J0,T (·)
in (3.3) minimiert.
Die Lo¨sung dieses Problems wurde bereits in Abschnitt 2.4.1 hergelei-
tet und auch deren Nachteile diskutiert. Dabei hat sich herausgestellt, dass
das optimale Regelgesetz zeitvariant ist, was jedoch oft fu¨r eine Implemen-
tierung unerwu¨nscht ist. Außerdem wird in vielen praktischen Fa¨llen das
Ende des Horizontes T nicht exakt vorausgesagt werden ko¨nnen. Dessen
genaue Kenntnis ist jedoch zur Implementierung zwingend erforderlich.
Aus diesen Gru¨nden wird in diesem Kapitel ero¨rtert, inwieweit der Kan-
didat einer Lo¨sung des Problems OFP∞3.1 Nachteile, wie die Zeitvarianz,
62 3 Explizite optimale Folgeregelung u¨ber unendliche Horizonte
vermeidet und die Mo¨glichkeit bietet, die Lo¨sung des Problems OFPT 3.1
zumindest auf Teilen des Intervalls [0, T ] zu approximieren. Hierbei wird
der Nachweis der Existenz und die Konstruktion einer Turnpike nach De-
finition 2.6, S. 23, und eines Agreeable Plan nach Definition 2.7, S. 26, im
Vordergrund stehen.
3.2 Beitra¨ge und Aufbau dieses Kapitels
Wie in Kapitel 1 diskutiert, ist das Hauptziel dieser Arbeit, Verfahren
fu¨r den Entwurf von Folgeregelungen fu¨r quadratische, unteraktuierte und
u¨beraktuierte Systeme herzuleiten. In dieser Hinsicht ist es ein wichtiger
Aspekt der Probleme OFP∞3.1 und OFPT 3.1, dass das Verha¨ltnis der An-
zahl der Ausga¨nge p zu der der Aktoren m bzw. das wichtigere Verha¨ltnis
zum Rang der Eingangsmatrix B keinen Einfluss auf die Existenz einer
Lo¨sung hat. Das bedeutet, dass das hier beigetragene Lo¨sungsverfahren
fu¨r das Problem OFP∞3.1 den Entwurf einer Trajektorienfolgeregelung
fu¨r alle drei Systemklassen aus Definition 2.1, insbesondere sowohl fu¨r ei-
ne U¨beraktuierung
rang (B) > p (3.4)
als auch fu¨r eine Unteraktuierung
rang (B) < p, (3.5)
ermo¨glicht.3) In beiden Fa¨llen kann u¨ber die Gewichtungen Q und R
die Relevanz des Folgefehlers y − y gegenu¨ber der beno¨tigten Stellenergie∫ T
0 u
TRu dt beeinflusst werden. Daher kann fu¨r eine U¨beraktuierung eine
optimale Folgeregelung gefunden werden, die den Folgefehler nach Wunsch
”klein“ ha¨lt, gleichzeitig aber die u¨berschu¨ssigen Aktoren bestmo¨glich zurEinsparung von Stellenergie nutzt. Fu¨r eine Unteraktuierung ist es in der
Regel unmo¨glich, den Folgefehler dauerhaft beliebig klein zu halten. Je-
doch kann eine optimale Folgeregelung bestimmt werden, die bestmo¨glich
die Energie des Folgefehlers
∫ T
0 (y − y)TQ(y − y) dt senkt, ohne die Ak-
toren dabei zu stark zu beanspruchen. Diese U¨berlegungen ko¨nnen auch
auf quadratische Systeme mit rang (B) = p u¨bertragen werden, wenn man
zwischen einem tolerierbaren Folgefehler und der dafu¨r no¨tigen Stellenergie
abwa¨gen mo¨chte.
3)Hierbei wird implizit von rang (C) = p ausgegangen, was jedoch im Folgenden nicht
vorausgesetzt wird. Siehe hierzu die Erla¨uterung in Fußnote 1), S. 12.
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Abbildung 3.1: Hergeleitete Reglerstruktur der Lo¨sung zu Problem OFP∞3.1.
Ein weiterer wichtiger Beitrag dieses Kapitels ist es, die Lo¨sung des
Problems OFP∞3.1 in Form einer einfachen statischen Reglerstruktur, die
in Abbildung 3.1 dargestellt ist, herzuleiten. Damit unterscheidet sich die
Reglerstruktur der optimalen Folgeregelung nicht von der einer exakten
Folgeregelung, die mit dem ga¨ngigen Verfahren der Output Regulation,
das im na¨chsten Kapitel beleuchtet wird, bestimmt wurde. Daher kann
das hier hergeleitete Verfahren als eine Alternative zur Output Regulation
aufgefasst werden, bei dem die Notwendigkeit entfa¨llt, nach dem asympto-
tischen Abklingen anfa¨nglicher Fehler der Solltrajektorie exakt folgen zu
mu¨ssen. Diese Notwendigkeit in der Output Regulation Theorie ist auch
der Grund, weshalb diese bisher generell nicht auf unteraktuierte Systeme
angewendet werden kann.
Zusammengefasst, tra¨gt dieses Kapitel ein einheitliches Verfahren zum
Entwurf einer Regelung mit einer einfachen Struktur fu¨r quadratische,
u¨ber- und unteraktuierte Systeme bei. Die einzelnen Beitra¨ge dieses Ka-
pitels werden nun im Detail erla¨utert. Diese wurden bereits in großen Tei-
len in [20], [21], [22] und [25] vero¨ffentlicht sowie in [24] pra¨sentiert.
B1) Entwurfsgleichungen [22],[25]. Auf Grundlage der notwendigen
Optimalita¨tsbedingungen werden algebraische Entwurfsgleichungen
in neuer Gestalt hergeleitet, mit denen ein Kandidat fu¨r die Lo¨sung
des Problems OFP∞3.1 bestimmt werden kann.
B2) Beweisfu¨hrung [22]. Auf Basis der Variationsrechnung wird durch
eine Beweisfu¨hrung die u¨berholende Optimalita¨t dieses Kandidaten
fu¨r beliebige Anfangswerte x0 und x0, somit fu¨r alle Solltrajektori-
en und Sto¨rungen, die durch das Exosystem (3.2) generiert werden
ko¨nnen, nachgewiesen. Die Beweisfu¨hrung erfolgt unter schwa¨cheren
Annahmen als in der Literatur. Aus dieser wird auch die stationa¨re
Optimalita¨t4) gefolgert.
4)Siehe Definition 2.4 in Abschnitt 2.2.1.
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B3) Weiterfu¨hrende Erkenntnisse [22]. Eine Analyse der Kosten der
gefundenen u¨berholend optimalen Lo¨sung zeigt, dass sich diese aus ei-
nem beschra¨nkten Teil und einem unbeschra¨nkten zusammensetzen.
Zudem wird eine Mo¨glichkeit aufgezeigt, wie die Gu¨te der Transiti-
on, welche die Ausregelung der Sto¨rung infolge des Anfangswertes x0
erfasst, und die Gu¨te des stationa¨ren Verhaltens unabha¨ngig vorge-
geben werden ko¨nnen. Dies ist hilfreich, da an beide im Allgemei-
nen unterschiedliche Anforderungen gestellt werden. Außerdem wer-
den neue Erkenntnisse zu Sonderfa¨llen wie der Reduzierbarkeit auf
eine linear-quadratische Regelung erzielt und die Notwendigkeit der
Annahme 3.3 anhand eines Beispieles diskutiert.
B4) Grenzwert zum Problem OFPT3.1 [22]. Durch ein systemati-
sches Vorgehen wird nachgewiesen, dass zu jedem gegebenen Zeit-
punkt t ∈ [0,∞) der Kandidat aus B1) der Grenzwert der optimalen
Lo¨sung des Problems OFPT 3.1 fu¨r T → ∞ ist. Es wird aufgezeigt,
dass sich die Kosten beider Lo¨sungen fu¨r T →∞ dennoch unterschei-
den.
B5) Turnpike und Turnpike-Eigenschaft. Unter Annahme 3.3 wird
eine Turnpike konstruiert und eine Turnpike-Eigenschaft fu¨r Approxi-
mationen der optimalen Lo¨sungen u¨ber endliche Horizonte bewiesen.
Durch ein Beispiel wird die Notwendigkeit der Annahme 3.3 belegt.
B6) Agreeable Plan [22]. Es wird gezeigt, dass der Kandidat aus B1)
unter sinnvollen Voraussetzungen ein Agreeable Plan fu¨r das Problem
OFPT 3.1 ist, selbst wenn Annahme 3.3 nicht erfu¨llt wird. Mithilfe
dessen kann eine Faustregel formuliert werden, die besagt, wann der
Agreeable Plan die optimale Lo¨sung des Problems OFPT 3.1 auf einem
Intervall [0, T ] zufriedenstellend approximieren wird.
B7) Statisches Optimierungsproblem [20], [21]. Es wird bewiesen,
dass mithilfe eines statischen Optimierungsproblems ein optimales
stationa¨res Verhalten des Problems OFPT 3.1 unter bestimmten Be-
dingungen berechnet werden kann. Dieses Optimierungsproblem wird
aus einem von A. J. Krener [108] intuitiv vorgeschlagenem statischen
Optimierungsproblem abgeleitet, welches zwar in der Literatur zur
U¨beraktuierung ha¨ufig Anwendung findet, fu¨r das die Eigenschaften
der Lo¨sung aber bisher unerforscht zu sein scheinen.
Die Abbildung 3.2 zeigt, wie die Beitra¨ge aufeinander aufbauen und
wie das Kapitel organisiert ist. Abschließend werden in Abschnitt 3.7 die
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Abschnitt 3.4.1
B2) Beweisfu¨hrung,
Abschnitt 3.4.2
B3) Weiterfu¨h. Erkenntnis.,
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Explizite Lo¨sung von OFP∞3.1,
Abschnitt 3.4
Zusammenhang zur Lo¨sung
von OFPT 3.1, Abschnitt 3.5
Abbildung 3.2: Aufbau der Beitra¨ge und Struktur des Kapitels.
Beitra¨ge an Simulationsbeispielen zu u¨ber- und unteraktuierten Systemen
demonstriert und in Abschnitt 3.8 wird ein Fazit gezogen.
3.3 Stand der Technik
In der Literatur zu u¨beraktuierten Systemen, wie [20, 51, 66–68, 120, 126,
148, 163, 170], und zu unteraktuierten Systemen, wie [48–50, 52, 54, 73,
140], wird die Mo¨glichkeit, die jeweils gegebene Problemstellung als opti-
males Folgeregelungsproblem zu formulieren, nahezu außer Acht gelassen.
Bei den wenigen Ausnahmen werden jedoch nu¨tzliche Methoden, wie die
Variationsrechnung, nicht angewendet [48, 50] oder aber keine Entwurfs-
gleichungen fu¨r die Regelgesetze hergeleitet [140, Kap. 17]. Als Konsequenz
sind die Anwendungsfa¨lle der Verfahren oft eingeschra¨nkt, z. B. auf kon-
stante Sollwerte [49, 51, 52, 54, 73, 170], auf periodische Sollwerte [66, 148]
oder auf Systeme mit skalarer Stellgro¨ße [48–50]. Auch muss die Regler-
struktur in Abbildung 3.1 oft um eine zusa¨tzliche Reglerdynamik erweitert
werden [51, 66, 67, 148, 170]. Ein anderer Ansatz [37] formuliert anstelle
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von (3.3) quadratische Kosten im Frequenzbereich und bestimmt ein Re-
gelgesetz, das diese minimiert. Die Ru¨cktransformation dieses Regelgeset-
zes in den Zeitbereich ist jedoch aufwendig und es wird nicht analysiert,
welche Eigenschaften die erzielte Lo¨sung im Zeitbereich aufweist. Es ist
festzustellen, dass in der Literatur zu unteraktuierten und u¨beraktuierten
Systemen bisher kein einfaches einheitliches Verfahren pra¨sentiert wurde,
das auf beide Fa¨lle angewendet werden kann. Ein solches Verfahren ist ein
zentraler Beitrag dieses Kapitels.
Ein Grund fu¨r die vorangegangenen Beobachtungen ko¨nnte sein, dass
optimale Folgeregelungen auch u¨ber unendliche Horizonte im Allgemei-
nen zeitvariant sind, wie z. B. in [6, 11, 92, 117, 152], und die in Ab-
schnitt 2.4.1 diskutieren Nachteile aufweisen. Ko¨nnen Solltrajektorien und
Sto¨rungen allerdings durch ein Exosystem (3.2) modelliert werden, dann
geht zumindest die Lo¨sung des Problems OFPT 3.1 fu¨r T →∞ im Grenz-
wert in ein statisches Regelgesetz wie in Abbildung 3.1 u¨ber. Dieses Er-
gebnis geht auf [107] zuru¨ck und wird im Rahmen von Beitrag B4) in
Abschnitt 3.5.1 genauer beleuchtet. Allerdings wird diese interessante Er-
kenntnis in der Standardliteratur zur optimalen Regelung nicht vermittelt,
vgl. z. B. [6, 13, 39, 112, 119, 121], und die Entwurfsgleichungen aus [107]
sind bis auf Ausnahmen, wie [123], nicht in der Lehrliteratur verbreitet.
Wichtig ist an dieser Stelle zu bemerken, dass keinesfalls davon ausge-
gangen werden kann, dass dieser Grenzwert tatsa¨chlich auch eine Lo¨sung
des Problems OFP∞3.1 ist. Genauer gesagt, kann dieser Grenzwert exis-
tieren, obwohl es keine Lo¨sung des Problems OFP∞3.1 gibt, was in Ab-
schnitt 3.5.1 ero¨rtert wird. Auf diesen Sachverhalt wird teils in der Li-
teratur nicht eingegangen oder sogar aus der Existenz des Grenzwertes
fa¨lschlicherweise Optimalita¨t gefolgert, siehe [6, 55, 130, 149]. In [56, 123]
und [130] wird von einem Minimum der Kosten limT→∞ J0,T (·) fu¨r die
zu diesem Grenzwert zugeho¨rige Regelung ausgegangen, jedoch sind die
Kosten generell nur unter speziellen restriktiven Annahmen beschra¨nkt.
Unter u¨blichen Annahmen sind sie hingegen in der Regel fu¨r jede Rege-
lung unbeschra¨nkt und ein Minimum existiert nicht. Dann bleibt unklar,
ob die Regelung dieses Grenzwertes u¨berhaupt vorteilhafte Eigenschaften
aufweist. Ausnahmen von dieser Regel treten auch nur in Sonderfa¨llen auf,
die in [13, Abschnitt 9-11],[6, Kap. 4],[106, 135, 136] diskutiert und in [164,
Kap. 5] zusammengefasst werden. Der Beitrag B4) in Abschnitt 3.4.5 liefert
neue und einfach zu pru¨fende Kriterien, wann diese Sonderfa¨lle auftreten.
Im Rahmen des Beitrages B1) in Abschnitt 3.4.1 wird abweichend
von dem Ansatz per Grenzwertbildung ein Kandidat fu¨r das Problem
OFP∞3.1 mithilfe der notwendigen Bedingungen aus Abschnitt 2.5.1 her-
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geleitet. Dieser wird die gewu¨nschte Struktur aus Abbildung 3.1 aufweisen.
Liegen lediglich konstante Sollgro¨ßen und Sto¨rungen vor, so kann aus den
Ergebnissen von [167] gefolgert werden, dass dieser Kandidat auch das Pro-
blem OFP∞3.1 lo¨st. Fu¨r allgemeinere Exosysteme unter Annahme 3.3 sind
keine Resultate aus der Literatur bekannt, die diese Schlussfolgerung un-
ter den schwachen Annahmen 3.1 und 3.2 zulassen. Beispielsweise wird in
[92] die Klasse der zula¨ssigen Lo¨sungen eingeschra¨nkt. In [11] wird die Pe-
riodizita¨t der Solltrajektorien vorausgesetzt. Außerdem muss das System
vollsta¨ndig steuerbar und beobachtbar sein, was auch in [117] notwendig
ist. Die in [152] getroffenen Annahmen stimmen zwar mit den hier voraus-
gesetzten u¨berein, jedoch ist der Beweis der zentralen Aussage von [152,
Theorem 3.1] fehlerhaft, wie es in der Bemerkung 3.11 in Abschnitt 3.5.1
ero¨rtert wird. Daher ko¨nnen keine Ru¨ckschlu¨sse aus [152] gezogen werden.
Wie bereits in Abschnitt 2.5.2 resu¨miert, sind weiterhin keine geeigne-
ten, einfach anzuwendenden hinreichenden Optimalita¨tsbedingungen fu¨r
das vorliegende Problem bekannt. Der Beitrag B2) in Abschnitt 3.4.2 ist
daher eine individuelle Beweisfu¨hrung zur u¨berholenden Optimalita¨t, aus
der auch die stationa¨re Optimalita¨t gefolgert werden kann. Letzteres ist
eine starke Eigenschaft, die nur selten fu¨r einen gegebenen Kandidaten
nachgewiesen wird, wie z. B. in [117].
Aus dem Beitrag B4) zur Grenzwertbildung werden in Abschnitt 3.5.2
die Beitra¨ge B5) zur Turnpike abgeleitet. Zur Charakterisierung einer
Turnpike wird meist lediglich ein periodisches optimales Regelungsproblem
unter der Voraussetzung angegeben, dass periodische Solltrajektorien und
Sto¨rgro¨ßen vorliegen, vgl. [171, Kap. 6] und [173, Kap. 2]. Fu¨r diesen Fall
wird eine explizite Bestimmung einer Turnpike fu¨r linear-quadratische Pro-
bleme in [154] vorgestellt. Liegen hingegen nichtperiodische Einflu¨sse vor,
so wird in [171, Kap. 7] gar keine Vorschrift zur Bestimmung angegeben.
In dieser Hinsicht ist eine einfache, explizite Konstruktionsvorschrift ei-
ner Turnpike auch fu¨r nichtperiodische Solltrajektorien und Sto¨rungen als
Beitrag von Abschnitt 3.5.2 hervorzuheben. Auch die Demonstration, dass
im Allgemeinen keine Turnpike bei Verletzung der Annahme 3.3 existiert,
ist eine interessante Erkenntnis.
Wie in Abschnitt 3.1 erla¨utert, ist es der Standard in der Literatur, die
Beschra¨nkung der Soll- und Sto¨rgro¨ßen durch eine Annahme wie Annah-
me 3.3 vorauszusetzen. Ein Entfallen einer solchen Annahme wird dann
nicht ero¨rtert. Dass ohne Beschra¨nkung dieser Gro¨ßen tatsa¨chlich die Exis-
tenz einer Lo¨sung des Problems OFP∞3.1 nicht zu erwarten ist, ist der
Beitrag B4) von Abschnitt 3.4.6. Interessanter ist jedoch der Beitrag B6)
in Abschnitt 3.5.3. Dieser belegt, dass der Kandidat aus Beitrag B1) un-
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ter schwa¨cheren Voraussetzungen als Annahme 3.3 ein Agreeable Plan
ist. Demgema¨ß ist dieser trotz unbeschra¨nkter Soll- und Sto¨rgro¨ßen ei-
ne sinnvolle Wahl, insbesondere falls ein unbekannter, hinreichend langer
Horizont vorliegt.
In Publikationen zu u¨beraktuierten Systemen, wie [69, 70, 148], wird
die Lo¨sung eines statischen Optimierungsproblems nach [108] angewendet,
um die u¨berschu¨ssigen Aktoren effizient zu nutzen. Ob dies tatsa¨chlich
gelingt, ist bisher jedoch nicht erwiesen. Der Beitrag B7) in Abschnitt 3.6
beweist, dass diese Lo¨sung zu einem optimalen stationa¨ren Verhalten eines
entsprechend formulierten Problems OFP∞3.1 fu¨hrt, falls eine spezielle
Zustandsraumdarstellung des Exosystems gewa¨hlt wird.
Auf Basis des Stands der Technik ist festzustellen, dass die Literatur kei-
ne Analyse zum Problem OFP∞3.1 bietet, die so umfassend und detailliert
ist, wie die hier pra¨sentierte.
3.4 Explizite Lo¨sung des Problems u¨ber
unendliche Horizonte
In diesem Abschnitt wird eine optimale Lo¨sung zum Problem OFP∞3.1
hergeleitet. Hierzu za¨hlen das Aufstellen von algebraischen Entwurfs-
gleichungen, eine Beweisfu¨hrung zur u¨berholenden Optimalita¨t sowie
weiterfu¨hrende Erkenntnisse. Dies umfasst daher die in Abschnitt 3.2
erla¨uterten Beitra¨ge B1) bis B3), S. 63.
3.4.1 Herleitung algebraischer Entwurfsgleichungen in
neuer Form
Das Ziel ist es, einen Kandidaten
(
x∗(·),u∗(·)) fu¨r die Lo¨sung des
Problems OFP∞3.1 zu bestimmen, der die notwendigen Optima-
lita¨tsbedingungen aus Abschnitt 2.5.1 fu¨r beliebige Anfangswerte x0 und
x0 erfu¨llt. Es wird analog zu Abschnitt 2.3.2 vorgegangen. Die Ergebnisse
wurden in der Vero¨ffentlichung [22] vorgestellt.
Hierzu wird zuna¨chst die Hamilton-Funktion
H(x,u,φ, t) = 12
((
Cx+ (Dd −C)x
)T
Q
(
Cx+ (Dd −C)x
)
+ uTRu
)
+ φT(Ax+Bu+Edx) (3.6)
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mit dem Kozustand φ(t) : [0,∞) → Rn aufgestellt. Aus der notwendigen
Optimalita¨tsbedingung (2.97b) im Satz 2.3, S. 48, folgt
∂H(x,u,φ, t)
∂u
∣∣∣∣
∗
= Ru∗ +BTφ = 0. (3.7)
Daraus resultiert der Kandidat fu¨r eine u¨berholend optimale Regelung zu
u∗(t) = −R−1BTφ(t) (3.8)
fu¨r jedes t ∈ [0,∞). Setzt man diesen Kandidaten in die Systemdyna-
mik (3.1a) ein und fu¨hrt diese mit der zweiten notwendigen Optima-
lita¨tsbedingung (2.97a)
φ˙ = −∂H(x,u,φ, t)
∂x
∣∣∣∣
∗
= −ATφ−CTQ(Cx∗ + (Dd −C)x) (3.9)
zusammen, so erha¨lt man das Hamiltonsche System[
x˙∗
φ˙
]
=
[
A −BR−1BT
−CTQC −AT
]
︸ ︷︷ ︸
=H
[
x∗
φ
]
+
[
Ed
CTQ(C −Dd)
]
x. (3.10)
Dieses fasst die notwendigen Bedingungen (2.97a) und (2.97b) zusammen.
Die Anfangsbedingung x∗(0) = x0 ist gegeben. Dahingegen kann der An-
fangswert φ(0) nach Satz 2.3 vo¨llig frei gewa¨hlt werden.
Es stellt sich nun die Frage, welche Wahl von φ(0) geeignet ist. Die
gleiche Frage stellte sich bereits fu¨r den linear-quadratischen Regler in Ab-
schnitt 2.6. Jedoch fa¨llt beim Vergleich der beiden Hamiltonschen Systeme
auf, dass (3.10) im Gegensatz zu (2.111) ein inhomogenes lineares Differen-
tialgleichungssystem (DGLS) ist. Daher unterteilt man die Lo¨sung mittels
einer Superposition in zwei Teile:
x∗(t) = x˜∗(t) + x∗s (t), (3.11a)
φ(t) = φ˜(t) + φs(t). (3.11b)
Die ersten Summanden x˜∗(·) und φ˜(·) lo¨sen dabei das homogene DGLS,
das aus (3.10) fu¨r x(t) ≡ 0 hervorgeht. Die zweiten Summanden x∗s (·) und
φs(·) bilden dann die partikula¨re Lo¨sung zum inhomogenen DGLS (3.10).
Da die Inhomogenita¨t von einem speziellen Typ ist, hier lo¨st x(t) das
homogene Exosystem (3.2), bietet sich ein Ansatz vom Typ der rechten
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Seite fu¨r x∗s (t) und φ∗s (t) an, vgl. [9, Kap. 13.4]. Fu¨r diesen Fall ist ein
geeigneter Ansatz in der Output Regulation Theorie [89, 95, 140], die in
Kapitel 4 na¨her behandelt wird, zu finden. Dieser lautet
x∗s (t) = Π∗xx(t), (3.12a)
φs(t) = Πφx(t) (3.12b)
mit Π∗x,Πφ ∈ Rn×n. Durch das Einsetzen dieses Ansatzes in (3.10) unter
der Nutzung der Dynamik des Exosystems x˙ = Ax in (3.2) wird ersicht-
lich, dass dieser Ansatz das DGLS (3.10) fu¨r jeden beliebigen Anfangswert
x0 erfu¨llt, falls (Π∗x,Πφ) die folgende Sylvestergleichung lo¨st:[
Π∗x
Πφ
]
A =
[
A −BR−1BT
−CTQC −AT
] [
Π∗x
Πφ
]
+
[
Ed
CTQ(C −Dd)
]
. (3.13)
Es verbleibt die Aufgabe, die Lo¨sung x˜∗, φ˜ des homogenen Hamilton-
schen Systems [
˙˜x∗
˙˜
φ
]
=
[
A −BR−1BT
−CTQC −AT
] [
x˜∗
φ˜
]
(3.14)
zum Anfangswert x˜∗(0) = x0−Π∗xx0 zu bestimmen. Man stellt fest, dass
(3.14) genau dem Hamiltonschen System (2.111) (fu¨r Qx = CTQC) aus
Abschnitt 2.6 entspricht. Den Herleitungen in Abschnitt 2.6 folgend muss
φ˜(0) = P x˜(0) gewa¨hlt werden, wobei P ∈ Rn×n die positiv semidefinite,
symmetrische Lo¨sung der algebraischen Riccatigleichung
PA+ATP − PBR−1BTP +CTQC = 0 (3.15)
ist. Eine solche Lo¨sung der Riccatigleichung existiert immer unter den
Annahmen 3.1 sowie 3.2 und ist eindeutig, siehe [110]. Wie in Abschnitt 2.6
gezeigt, resultiert dann φ˜(t) = P x˜(t) und x˜(t) lo¨st
˙˜x∗ = (A−BR−1BTP )x˜∗ (3.16)
zum Anfangswert x˜∗(0) = x0 − Π∗xx0. Da die Systemmatrix bekannt-
lich eine Hurwitzmatrix ist [6], folgt limt→∞ x˜∗(t) = 0 und daraus auch
limt→∞ x∗(t) −Π∗xx(t) = 0. Daher wird x∗s (t) = Π∗xx(t) auch als stati-
ona¨re Lo¨sung der Systemdynamik (3.1a) und x˜∗(t) = x∗(t)−Π∗xx(t) als
Fehler oder Abweichung von dieser bezeichnet.
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Setzt man die gefundenen Lo¨sungen φ˜(·) und φs(·) zur Bestimmung von
φ(·) in (3.11b) ein, so erha¨lt man den Ansatz
φ(t) = P
(
x∗(t)−Π∗xx(t)
)
+ Πφx(t). (3.17)
Wird φ(0) entsprechend gewa¨hlt, dann lo¨st (3.17) die Kozustandsdyna-
mik fu¨r beliebige, gegebene x0 sowie x0 und fu¨r den Kandidaten (3.8)
einer u¨berholend optimalen Regelung sind damit die notwendigen Opti-
malita¨tsbedingungen erfu¨llt. Man kommt zu dem Resultat:
Satz 3.1 (Reglerentwurf). Seien die Annahmen 3.1 und 3.2 erfu¨llt. Es
existiert eine positiv semidefinite, symmetrische Matrix P , die die alge-
braische Riccatigleichung (3.15) eindeutig lo¨st. Es gelten die Eigenwertbe-
dingungen
Re{λ}+ Re{λ} < 0 (3.18)
und Re{λ} ≥ 0 fu¨r alle λ ∈ σ (A) und alle λ ∈ σ(A − BR−1BTP ).
Dann existiert eine eindeutige Lo¨sung (Π∗x,Πφ) der Sylvestergleichung
(3.13). Fu¨r beliebige, gegebene Anfangswerte x0 und x0 sei
(
x∗(·),u∗(·))
die zula¨ssige Lo¨sung des asymptotisch stabilen geschlossenen Regelkreises
(3.1a) zum zeitinvarianten Regelgesetz
u∗(t) = −K∗(x∗(t)−Π∗xx(t))+ F ∗x(t) (3.19)
mit der Ru¨ckfu¨hrmatrix K∗ und der Vorfiltermatrix F ∗, die durch
K∗ = R−1BTP , (3.20a)
F ∗ = −R−1BTΠφ (3.20b)
gegeben sind. Dann sind fu¨r alle gegebenen Anfangswerte x0 und x0 die
notwendigen Optimalita¨tsbedingungen (2.97) aus Satz 2.3 zum Problem
OFP∞3.1 durch die zula¨ssige Lo¨sung
(
x∗(·),u∗(·)) erfu¨llt.
Außerdem weist die zula¨ssige Lo¨sung
(
x∗(·),u∗(·)) das stationa¨re Ver-
halten
(
x∗s (·),u∗s (·)
)
:=
(
Π∗xx(·),F ∗x(·)
)
auf, da
lim
t→∞
(
x∗(t)−Π∗xx(t)
)
= 0, (3.21a)
lim
t→∞
(
u∗(t)− F ∗x(t)) = 0. (3.21b)
Beweis. Beru¨cksichtigt man die vorangegangene Herleitung, so verbleibt es
lediglich zu zeigen, dass die Sylvestergleichung (3.13) unter den getroffenen
Annahmen eine eindeutige Lo¨sung hat. Aus Anhang A.1 ist bekannt, dass
die lineare, algebraische Gleichung (3.13) mittels der Kronecker-Summe5)
5)Fu¨r die Matrizen A ∈ Rn×n und H ∈ R2n×2n gilt AT⊕−H = AT⊗I2n+In⊗−H
mit dem Kronecker-Produkt aus Definition A.3 in Anhang A.1.
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⊕ und des Operators vec(·) zur Vektorisierung, der die Spalten einer Ma-
trix gema¨ß (A.5) im Abschnitt A.1 stapelt, umgeschrieben werden kann
zu (
A
T ⊕−H)vec([Π∗xΠφ
])
= vec
([
Ed
CTQ(C −Dd)
])
(3.22)
mit der Matrix H aus (3.10). Hierbei handelt es sich um ein lineares
Gleichungssystem, das bekanntlich immer eine eindeutige Lo¨sung hat, falls
die quadratische Matrix
(
A
T⊕−H) keinen Eigenwert in null aufweist. Das
Spektrum der Matrix lautet nach [30, Kap 7.2]
σ
(
A
T ⊕−H) = {λ+ λ | λ ∈ σ (A) , λ ∈ σ(−H)}. (3.23)
Da alle Eigenwerte λ von A einen nicht negativen Realteil haben, ist folg-
lich die Summe λ+λ nur fu¨r die Eigenwerte λ von −H mit nicht positivem
Realteil zu pru¨fen. Unter den getroffenen Annahmen weist die Hamilton-
sche Matrix H keine Eigenwerte auf der imagina¨ren Achse auf und das
Spektrum ist symmetrisch zur imagina¨ren Achse [6]. Da man H nach Ab-
schnitt 2.6 in die blockdiagonale Gestalt (2.114) transformieren kann, folgt
σ(H) = σ(A−BR−1BTP ) ∪ σ(− (A−BR−1BTP )). (3.24)
Die Eigenwerte von −H mit nicht positivem Realteil sind somit die des
geschlossenen Regelkreises λ ∈ σ(A −BR−1BTP ) ⊂ C−. Durch die Ei-
genwertbedingung (3.18) ist λ+ λ 6= 0 fu¨r alle diese λ und alle λ ∈ σ (A)
gewa¨hrleistet und die Matrix
(
A
T⊕−H) hat keinen Eigenwert in null.
Der geschlossenen Regelkreises mit dem Regelgesetz (3.19) liegt in einer
Zwei-Freiheitsgrade-Struktur vor und ist in Abbildung 3.3 abgebildet. Es
folgen Bemerkungen unter anderem zu der Eigenwertbedingung (3.18), der
Beru¨cksichtigung von Zustands- oder Sto¨rgro¨ßenbeobachtern und einem
Durchgriff der Stellgro¨ße u auf den Ausgang y.
Bemerkung 3.1. Die Eigenwertbedingung (3.18) besagt, dass der Feh-
ler x˜(t) ”schneller“ gegen null konvergiert wird als der Zustand x(t) desExosystems divergieren kann. Dies stellt sicher, dass die Transition des
Ausganges y∗(t) = Cx∗(t) + Ddx(t) zu seinem stationa¨ren Zustand
(CΠ∗x + Dd)x(t) vollzogen ist, bevor relevante Teile der Solltrajektorie
y(t) durchlaufen werden. Jede sinnvolle Trajektorienfolgeregelung muss
dieses Kriterium erfu¨llen. Daher ist die Bedingung (3.18) keine strenge,
sondern eine sinnvolle Forderung. Sie ist offensichtlich erfu¨llt, falls Annah-
me 3.3 gilt, da dann Re{λ} = 0 fu¨r alle λ ∈ σ (A). Falls Annahme 3.3
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x˙ = Ax
y = Cx F
∗ x˙ = Ax+Bu+Edx
y = Cx+Ddx
Π∗x
K∗Exosystem LZI-System
x us u x
x˜
u˜
−
−
Abbildung 3.3: Hergeleitete Reglerstruktur des Kandidaten aus Satz 3.1.
nicht gu¨ltig ist, dann ist die Eigenwertbedingung zwar prinzipiell nicht not-
wendig fu¨r die Existenz des Regelgesetzes (3.19), jedoch wird sie fu¨r den
Nachweis vorteilhafter Eigenschaften des Regelgesetzes beno¨tigt. So wird
sie eine wichtige Rolle bei der Herleitung des Grenzwertes der Lo¨sung des
Problems OFPT 3.1 fu¨r T →∞ in Abschnitt 3.5.1 einnehmen.
Bemerkung 3.2. Die Zwei-Freiheitsgrade-Struktur ko¨nnte ohne Weiteres
in die Struktur von Abbildung 3.1 umgeformt werden. Jedoch kann bei
der Zwei-Freiheitsgrade-Struktur die Ru¨ckfu¨hrmatrix K∗ prinzipiell durch
jede beliebige andere stabilisierende Ru¨ckfu¨hrmatrix ersetzt werden, ohne
das stationa¨re Verhalten x∗s = Π∗xx zu beeinflussen. Dies ist von Vorteil,
falls fu¨r die Transition x˜(t) andere Gu¨tekriterien als fu¨r das stationa¨re
Verhalten x∗s = Π∗xx vorliegen, was in Abschnitt 3.4.4 ero¨rtert wird.
Bemerkung 3.3. Das Exosystem muss nicht zur Laufzeit gelo¨st werden.
Stattdessen kann die Transitionsmatrix eAt offline explizit bestimmt wer-
den, sodass zur Laufzeit lediglich x(t) = eAtx0 ausgewertet werden muss.
Ist der Anfangszustand x0 jedoch nicht messbar, was in der Regel fu¨r das
Teilsystem der Sto¨rungen zu erwarten ist, dann kann die Reglerstruktur
auch um einen Sto¨rgro¨ßenbeobachter erga¨nzt werden. Ebenso ist die Er-
weiterung durch einen Zustandsbeobachter mo¨glich, falls x nicht gemessen
werden kann. Beides setzt natu¨rlich hinreichende Annahmen zur Beobacht-
barkeit voraus. Welche Einflu¨sse dies auf die Optimalita¨tseigenschaften des
geschlossenen Regelkreises hat, wird in Abschnitt 3.4.4 diskutiert.
Bemerkung 3.4. Der Beweis von Satz 3.1 zeigt auch, wie eine Sylvester-
gleichung wie (3.13) explizit gelo¨st werden kann [30, Kap. 7.2]. Es verbleibt
lediglich in (3.22) von links mit der Inverse
(
A
T⊕−H)−1 zu multiplizieren
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und anschließend die Umkehrabbildung vec−1(·) der Vektorisierung anzu-
wenden. Da die Dimension (2nn)2 der zu invertierenden Matrix jedoch
groß sein kann, ist es mo¨glicherweise effizienter, auf Algorithmen wie [16]
zuru¨ckzugreifen.
Bemerkung 3.5. Um die Herleitungen u¨bersichtlich zu halten, wurde
weder ein Durchgriff Du im Ausgang y des Systems (3.1) noch ein Misch-
produkt xTSu in den Kosten (3.3) beru¨cksichtigt. Liegen diese vor, so
kann das Problem OFP∞3.1 mittels einer Transformation in [6, Kap.
3.4] unter einfachen Voraussetzungen in ein Problem ohne Durchgriff und
Mischprodukt u¨berfu¨hrt werden. Der Kandidat wird wieder mittels der
Entwurfsgleichungen (3.13) und (3.15), die fu¨r das transformierte System
aufgestellt werden, ermittelt. Die resultierende algebraische Riccatiglei-
chung kann auch aus [6, Kap. 3.4] oder [25, Theorem 1] abgelesen werden.
Die sich ergebende Sylvestergleichung kann aus der Vero¨ffentlichung [25,
Beweis von Theorem 3] gewonnen werden. Werden alle Annahmen und
Bedingungen in diesem Kapitel dem transformierten System entsprechend
angepasst, so bleiben alle Schlussfolgerungen erhalten.
3.4.2 Nachweis der u¨berholenden und stationa¨ren
Optimalita¨t unter schwachen Annahmen
Im Folgenden wird bewiesen, dass der Kandidat
(
x∗(·),u∗(·)) aus Satz 3.1
eine eindeutige Lo¨sung des Problems OFP∞3.1 fu¨r beliebige Anfangswerte
x0 und x0 ist. Dies ist ein Hauptresultat dieser Arbeit. Die Beweisfu¨hrung
erfolgt unter schwa¨cheren Annahmen als in der Vero¨ffentlichung [22].
Fu¨r alle Anfangswerte x0 und x0 ist nach Definition 2.3(ii) der
u¨berholenden Optimalita¨t zu zeigen, dass fu¨r jede verschiedene zula¨ssige
Lo¨sung
(
x(·),u(·)) 6≡ (x∗(·),u∗(·)) auf dem Intervall [0,∞) ein  > 0 und
ein T̂ ≥ 0 existieren, sodass die Kostendifferenz ∆J0,T (·) die Ungleichung
∆J0,T (·) := J0,T
(
x0,x0,u(·)
)− J0,T (x0,x0,u∗(·)) ≥  (3.25)
fu¨r alle T ≥ T̂ erfu¨llt. Es sei daran erinnert, dass es mithilfe der Variations-
rechnung in Abschnitt 2.3 und den Ausfu¨hrungen in Abschnitt 2.5.2 immer
mo¨glich ist, jede verschiedene zula¨ssige Lo¨sung durch eine nicht triviale,
zula¨ssige Variation des Kandidaten x = x∗ + δx und u = u∗ + δu darzu-
stellen. Die nicht triviale Variation
(
δx(·), δu(·)) 6≡ (0,0) heißt zula¨ssig,
falls sie die Dynamik
˙δx = Aδx+Bδu (3.26)
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zum Anfangswert δx(0) = 0 und auf dem Intervall [0,∞) erfu¨llt. Dies
ermo¨glicht es, die Kostendifferenz ∆J0,T
(
δx(·), δu(·)) in (3.25) im folgen-
den Beweis in die geeignetere Gestalt (2.101) umzuformen.
Es folgt das erste Hauptresultat der Arbeit:
Satz 3.2 (U¨berholende Optimalita¨t). Es seien die Annahmen 3.1, 3.2
und 3.3 aus Abschnitt 3.1 erfu¨llt. Weiterhin sei gema¨ß Satz 3.1, S. 71, das
eindeutige Regelgesetz (3.19)
u∗(t) = −K∗(x∗(t)−Π∗xx(t))+ F ∗x(t)
mit der Ru¨ckfu¨hrmatrix K∗ und der Vorfiltermatrix F ∗, die durch (3.20)
K∗ = R−1BTP ,
F ∗ = −R−1BTΠφ
berechnet werden, gegeben. Hierzu seien die algebraischen Entwurfsglei-
chungen, das sind die Sylvestergleichung (3.13)[
Π∗x
Πφ
]
A =
[
A −BR−1BT
−CTQC −AT
] [
Π∗x
Πφ
]
+
[
Ed
CTQ(C −Dd)
]
.
und die algebraische Riccatigleichung (3.15)
PA+ATP − PBR−1BTP +CTQC = 0,
gelo¨st worden. Zu beliebigen, gegebenen Anfangswerten x0 und x0 sei dann(
x∗(·),u∗(·)) die zula¨ssige Lo¨sung des asymptotisch stabilen geschlossenen
Regelkreises x˙∗ = Ax∗+Bu∗+Edx. Fu¨r alle gegebenen Anfangswerte x0
und x0 ist
(
x∗(·),u∗(·)) die eindeutige Lo¨sung des Problems OFP∞3.1 und
daher eine u¨berholend optimale Lo¨sung gema¨ß Definition 2.3(ii), S. 17.
Beweis. Infolge der Annahmen ist Satz 3.1 anwendbar. Zu beliebigen An-
fangswerten existiert die Lo¨sung
(
x∗(·),u∗(·)) und sie erfu¨llt die notwen-
digen Optimalita¨tsbedingung aus Satz 2.3. Daraus resultiert, dass die Kos-
tendifferenz in (3.25) nach (2.101) in Abschnitt 2.5.2 durch
∆J0,T
(
δx(·), δu(·)) = δ1J∗T (δu(·))+ 12δ2J∗T (δu(·))
= −φ(T )Tδx(T ) + 12
T∫
0
(
δxTCTQCδx+ δuTRδu
)
dt (3.27)
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bestimmt ist, da sich jede verschiedene zula¨ssige Lo¨sung durch eine nicht
triviale, zula¨ssige Variation
(
δx(·), δu(·)) beschreiben la¨sst. Hierin ist φ(t)
durch (3.17) fu¨r alle t ∈ [0,∞) bestimmt. Wegen Annahme 3.3 ist x(t)
beschra¨nkt auf [0,∞) fu¨r jedes x0. Außerdem ist die Fehlerdynamik (3.16)
nach Satz 3.1 asymptotisch stabil und damit ist der Fehler x˜∗(t) = x∗(t)−
Π∗xx(t) beschra¨nkt fu¨r jedes x0. Aufgrund dessen ist auch der Kozustand
φ(t) = P x˜∗(t) + Πφx(t) in (3.17) auf [0,∞) fu¨r jedes x0 und jedes x0
beschra¨nkt.
Um u¨berholende Optimalita¨t von
(
x∗(·),u∗(·)) und somit die Aussage
zu (3.25) fu¨r alle Anfangswerte x0 und x0 zu beweisen, genu¨gt es, dass
lim inf
T→∞
∆J0,T
(
δx(·), δu(·)) = lim inf
T→∞
(
δ1J∗T (·) + 12δ2J∗T (·)
)
> 0 (3.28)
fu¨r alle Anfangswerte x0 und x0 und jede zula¨ssige Variation
(
δx(·), δu(·))
gezeigt wird.6) Dies erschwert die erste Variation δ1J∗T (·), weil sie nicht nur
negative Werte annehmen, sondern sogar nach −∞ divergieren ko¨nnte.
Im Folgenden wird bewiesen, dass diese Effekte stets von einer positi-
ven, ggf. unbeschra¨nkten zweiten Variation δ2J∗T (·) u¨berwogen werden und
(3.28) erfu¨llt wird. Hierfu¨r ist eine Fallstudie hilfreich. Alle nicht trivia-
len, zula¨ssigen Variationen ko¨nnen immer einem der folgenden drei Fa¨lle
zugeordnet werden:
1. Die Zustandsvariation konvergiere gegen null: limt→∞ δx(t) = 0.
2. Die Zustandsvariation konvergiere nicht gegen null. Stattdessen gelte
lim supt→∞ ‖δx(t)‖2 > 0 und δx(t) sei beschra¨nkt.
3. Die Zustandsvariation sei unbeschra¨nkt: lim supt→∞ ‖δx(t)‖2 =∞.
Fu¨r die Fallstudie wird angenommen, dass (A,B) vollsta¨ndig steuer-
bar ist. Dies ist ohne Beschra¨nkung der Allgemeinheit immer mo¨glich: Die
Dynamik (3.26) der Variation kann gema¨ß Abschnitt B.2, S. 221, immer
in ein vollsta¨ndig steuerbares Teilsystem und ein autonomes Teilsystem
˙δx2 = A22δx2 mit dem Zustand δx2(·) zerlegt werden. Aus dem Anfangs-
wert δx(0) = 0 folgt δx2(0) = 0 und somit ist die Variation δx2(t) ≡ 0
immer trivial.7) Damit hat die Variation δx2(·) keinen Einfluss auf die
Kostendifferenz (3.27) und muss in der Analyse nicht weiter beru¨cksichtigt
6)Siehe Anhang A.1 fu¨r eine Definition des Limes inferior.
7)Demnach weisen alle zula¨ssigen Lo¨sungen den gleichen Verlauf x2(t) auf. Aufgrund
von Annahme 3.1 ist das Teilsystem mit dem Zustand x2 asymptotisch stabil.
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werden. Um die Zerlegung zu vermeiden, wird nun der Einfachheit halber
die vollsta¨ndige Steuerbarkeit angenommen.
Weiterhin sei fu¨r die Fa¨lle 2 und 3 zuna¨chst eine strengere Annahme als
3.2 vorausgesetzt:
Annahme 3.4. Es existiert ein Q1/2 gegeben durch Q = QT1/2Q1/2, sodass
das Paar (Q1/2C,A) vollsta¨ndig beobachtbar ist.
Nach der Fallstudie wird auf die schwa¨chere Annahme 3.2 eingegangen.
Fall 1. Da φ(t) beschra¨nkt ist, folgt aus der Konvergenz von δx(t)
lim
T→∞
δ1J∗T
(
δu(·)) = lim
T→∞
−φ(T )Tδx(T ) = 0 (3.29)
und damit
lim inf
T→∞
∆J0,T (·) = lim inf
T→∞
1
2δ
2J∗T
(
δu(·)) ≥ lim inf
T→∞
1
2
T∫
0
δuTRδu dt. (3.30)
Zwei Varianten solcher nicht trivialer Variationen auf dem Intervall [0,∞)
sind prinzipiell mo¨glich. Entweder ist δx(t) ≡ 0, was δu(t) 6≡ 0 erfordert
und nur auftreten kann, falls rang (B) < m vorliegt. Oder aber es gilt
δx(t) 6≡ 0, was wegen des Anfangswertes δx(0) = 0 ebenfalls δu(t) 6≡ 0
erfordert. Aufgrund der Definition 2.2 zula¨ssiger Lo¨sungen, S. 15, ist δu(·)
eine stu¨ckweise stetige Funktion. Sei δu(t) 6≡ 0 auf [0, T̂ ] fu¨r ein T̂ > 0,
dann erha¨lt man nach Integration δ2J∗T
(
δu(·)) > 0 fu¨r alle T ≥ T̂ aufgrund
von R  0. Folglich ist lim infT→∞∆J0,T
(
0, δu(·)) > 0 erfu¨llt und damit
auch (3.28), da δu(t) 6≡ 0 u¨ber dem unendlichen Horizont [0,∞).
Fall 2. Die erste Variation δ1J∗T
(
δu(·)) ist beschra¨nkt fu¨r T ∈ (0,∞),
weil δx(T ) und φ(T ) beschra¨nkt sind. Jedoch nimmt lim infT→∞ δ1J∗T (·)
mo¨glicherweise einen negativen Wert an. Da aber δx(t) nicht gegen null
konvergiert, kann im Anschluss gezeigt werden, dass die positive, monoton
wachsende zweite Variation δ2J∗T (·) fu¨r T →∞ unbeschra¨nkt ist. Daraus
resultiert
lim inf
T→∞
∆J0,T
(
δx(·), δu(·)) ≥ lim inf
T→∞
δ1J∗T (·) + lim inf
T→∞
1
2δ
2J∗T (·) = +∞
(3.31)
und die Ungleichung (3.28) ist erfu¨llt.8)
8)Hierbei wurde angewendet, dass zwei reelle Folgen an und bn die Ungleichung
lim infn→∞(an + bn) ≥ lim infn→∞ an + lim infn→∞ bn erfu¨llen, solange nicht der
Limes inferior einer der beiden Folgen +∞ und der der anderen −∞ ist, vergleiche
[4, Abschnitt II.5].
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Die Zustandsvariation δx(t) konvergiert nicht gegen null. Daher ist
es immer mo¨glich, eine passende, streng monoton wachsende Sequenz
T0, T1, T2, . . . zu finden, sodass [0,∞) = ∪i=1,2,...[Ti−1, Ti], die La¨nge
Ti − Ti−1 der Teilintervalle fu¨r i → ∞ nicht gegen null konvergiert und
die Folge
(
δx(Tk)
)
k∈N0 nicht gegen null konvergiert. Man unterteilt diezweite Variation den Intervallen entsprechend:
δ2J∗Tk(·) =
k∑
i=1
δ2J∗Ti−1,Ti
(
δu(·)) = k∑
i=1
Ti∫
Ti−1
(
δxTCTQCδx+ δuTRδu
)
dt.
(3.32)
Um eine untere Schranke fu¨r die zweite Variation zu bestimmen, stellt
man fu¨r jedes Intervall das optimale Regelungsproblem 2.1 fu¨r vorgegebene
Endwerte aus Abschnitt 2.4.2, S. 43, auf:
min
ui(·)
δ2J∗Ti−1,Ti
(
ui(·)
)
, (3.33)
wobei ui(t) : [Ti−1, Ti] → Rm und xi(t) : [Ti−1, Ti] → Rn eine zula¨ssige
Lo¨sung der Dynamik (3.26) zu dem Anfangswert xi(Ti−1) = δx(Ti−1)
und dem vorgegebenen Endwert xi(Ti) = δx(Ti) bilden. Auf Ba-
sis der vollsta¨ndigen Steuerbarkeit von (A,B) und der angenommenen
vollsta¨ndigen Beobachtbarkeit gema¨ß Annahme 3.4 kann Satz 2.2 ange-
wendet werden. Demnach existiert immer eine Lo¨sung
(
x∗i (·),u∗i (·)
)
des
gegebenen Problems und die minimalen Kosten erfu¨llen die Ungleichung
δ2J∗Ti−1,Ti
(
u∗i (·)
) ≥ δx(Ti)TP̂ Ti(Ti−1)δx(Ti) (3.34)
wegen (2.93) mit der positiv definiten Matrix P̂ Ti(Ti−1).9) Auf diesem
Weg kann eine untere Schranke fu¨r die zweite Variation angegeben werden
δ2J∗Tk
(
δu(·)) ≥ k∑
i=1
δx(Ti)TP̂ Ti(Ti−1)δx(Ti). (3.35)
Aufgrund der passenden Wahl der Sequenz konvergieren die einzelnen
Summanden der Summe nicht gegen null fu¨r i → ∞. Damit ist aber ei-
ne notwendige Bedingung fu¨r die Konvergenz einer Reihe verletzt [176,
Abschnitt 3.1.4]. Fu¨r k →∞ divergiert die Summe gegen +∞ und die po-
sitive zweite Variation ist unbeschra¨nkt. Da die zweite Variation monoton
wa¨chst, folgt sofort lim infT→∞ δ2J∗T
(
δu(·)) = +∞ und (3.28) ist erfu¨llt.
9)Die symmetrische Matrix P̂Ti (t) lo¨st die Riccatische Matrixdifferenzialgleichung
(2.89) (fu¨r Qx = CTQC) auf dem Intervall [Ti−1, Ti] zum Endwert P̂Ti (Ti) = 0.
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Fall 3. Analog zum Fall 2 kann zuna¨chst festgestellt werden, dass die mo-
noton wachsende zweite Variation unbeschra¨nkt ist. Dies impliziert wieder
lim inf
T→∞
δ2J∗T
(
δu(·)) = +∞. (3.36)
Im Gegensatz zum Fall 2 ist es aber mo¨glich, dass die erste Variation
δ1J∗T
(
δu(·)) = −φ(T )Tδx(T ) ebenfalls unbeschra¨nkt ist. Daher ist
lim inf
T→∞
δ1J∗T
(
δu(·)) = −∞ (3.37)
mo¨glich. Dies ist auch der einzige verbleibende relevante Fall, da (3.36)
fu¨r lim infT→∞ δ1J∗T (·) > −∞ trivialerweise (3.28) impliziert. Es sei
daher angenommen, dass Variationen
(
δx(·), δu(·)) existieren, fu¨r die
(3.37) zutrifft. Diese werden im Folgenden ausschließlich betrachtet. Da-
bei ist es hinreichend, beliebige Teilfolgen (Ti)i∈N zu untersuchen, fu¨r die
δ1J∗Ti
(
δu(·)) auch gegen −∞ strebt.
Folglich sei T1, T2, T3, . . . eine beliebige streng monoton wachsende Se-
quenz mit T1 > 0, sodass
lim
i→∞
δ1J∗Ti
(
δu(·)) = lim
i→∞
−φ(Ti)Tδx(Ti) = −∞ (3.38)
vorliegt. Weiterhin gilt fu¨r den vorliegenden Fall 3, dass
lim
i→∞
‖δx(Ti)‖2 = +∞. (3.39)
Es wird eine untere Schranke fu¨r die zweite Variation δ2J∗Ti
(
δu(·)) be-
stimmt. Hierzu stellt man a¨hnlich zum Fall 2 ein optimales Regelungspro-
blem 2.1 fu¨r vorgegebene Endwerte aus Abschnitt 2.4.2, S. 43, auf:
min
uTi (·)
δ2J∗0,Ti
(
uTi(·)
)
, (3.40)
wobei uTi(t) : [0, Ti]→ Rm und xTi(t) : [0, Ti]→ Rn eine zula¨ssige Lo¨sung
der Dynamik (3.26) zu dem Anfangswert xTi(0) = δx(0) = 0 und dem
vorgegebenen Endwert xTi(Ti) = δx(Ti) bilden. Wegen der vollsta¨ndigen
Steuerbarkeit und Beobachtbarkeit kann auch hier Satz 2.2 angewendet
werden und die Existenz einer Lo¨sung
(
x∗Ti(·),u∗Ti(·)
)
ist garantiert. Aus
Gl. (2.93) folgt fu¨r die minimalen Kosten die Ungleichung
δ2J∗0,Ti
(
u∗Ti(·)
) ≥ δx(Ti)TP̂ Ti(0)δx(Ti). (3.41)
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Die symmetrische Matrix P̂ Ti(0) ist positiv definit und wird bestimmt mit-
tels der Lo¨sung P̂ Ti(t) der Riccatischen Matrixdifferenzialgleichung (2.89)
(fu¨r Qx = CTQC) auf dem Intervall [0, Ti] zum Endwert P̂ Ti(Ti) = 0.
Aus [110, Theorem 10] ist bekannt, dass P̂ Ti(0) monoton wa¨chst in dem
Sinne, dass P̂ Ti(0)  P̂ Tj (0)  0 fu¨r alle natu¨rlichen Zahlen i ≥ j ≥ 1
erfu¨llt ist. Auf dieser Basis konstruiert man die untere Schranke
δ2J∗Ti
(
δu(·)) ≥ δx(Ti)TP̂ T1(0)δx(Ti). (3.42)
Aus (3.39) und (3.42) folgt, dass die untere Schranke der zweiten Variation
als quadratische Funktion in δx(Ti) gegen +∞ strebt. Dagegen strebt die
erste Variation δ1J∗Ti(·) = −φ(Ti)Tδx(Ti) lediglich als lineare Funktion in
δx(Ti) gegen −∞. Daraus folgt lim infi→∞∆J0,Ti(·) = +∞ trotz (3.38).
Da die Wahl der Sequenz T1, T2, . . ., fu¨r die die erste Variati-
on δ1JTi(·) gegen −∞ strebt, vo¨llig beliebig war, folgert man, dass
lim infT→∞∆J0,T (·) = +∞ trotz (3.37) gilt. Somit ist die Ungleichung
(3.28) erfu¨llt.
Falls keine vollsta¨ndige Beobachtbarkeit vorliegt, sondern lediglich An-
nahme 3.2 zutrifft, verbleibt fu¨r die Fa¨lle 2 und 3 die Ungleichung (3.28)
nachzuweisen. Nach Abschnitt B.2 ist es immer mo¨glich, das System (3.1)
in ein vollsta¨ndig beobachtbares Teilsystem mit dem Zustand x1(t) und
in ein nicht beobachtbares mit dem Zustand x2(t) zu zerlegen, sodass
y =
[
C1 0
] [x1
x2
]
+Ddx = C1x1 +Ddx (3.43)
gilt. Fu¨r diese Zerlegung und die daraus resultierende Systemmatrix A
gema¨ß (B.4) folgt fu¨r die Dynamik des Kozustandes (3.9)[
φ˙1
φ˙2
]
=
[−AT11 −AT21
0 −AT22
] [
φ1
φ2
]
−
[
CT1
0
]
Q
(
C1x
∗
1 + (Dd −C)x
)
, (3.44)
wobei der Kozustand φ(·) analog in φ1(·) und φ2(·) zerlegt wurde. Der
Kozustand φ2(·), der dem nicht beobachtbaren Teilsystem zuzuordnen ist,
muss demnach die autonome Dynamik φ˙2 = −AT22φ2 erfu¨llen. Dem Ansatz
φ = P
(
x∗−Π∗xx
)
+Πφx fu¨r den Kozustand in (3.17) aus Abschnitt 3.4.1
folgend muss
φ2(t) =
[
P 21 P 22
] (
x∗(t)−Πxx(t)
)
+ Πφ,2x(t) (3.45)
gelten, wobei P und Πφ entsprechend der Unterteilung des Kozustandes
partitioniert wurden. Begutachtet man die algebraische Riccatigleichung
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(3.15) unter Beru¨cksichtigung der Zerlegung, so ist ersichtlich, dass de-
ren eindeutige Lo¨sung P 21 = 0 und P 22 = 0 impliziert. Einsetzen von
φ2(t) = Πφ,2x(t) in die autonome Dynamik von φ˙2 = −AT22φ2 fu¨hrt
zur Sylvestergleichung Πφ,2A = −AT22Πφ,2. Aufgrund der Annahme 3.2
zur Entdeckbarkeit ist A22 eine Hurwitzmatrix. Somit haben die Matri-
zen −AT22 und A infolge der Annahme 3.3 keine gemeinsamen Eigenwerte.
Daher hat die Sylvestergleichung die eindeutige Lo¨sung Πφ,2 = 0, vgl.
[30, Kap. 7.2]. Hieraus folgt φ2(t) ≡ 0 fu¨r den Kandidaten
(
x∗(·),u∗(·)).
Dementsprechend nimmt die Kostendifferenz die Form
∆J0,T (·) = −φ1(T )Tδx1(T )+ 12
T∫
0
(
δxT1C
T
1QC1δx1 +δuTRδu
)
dt (3.46)
an. Weiterhin liefert die Zerlegung der Dynamik (3.26) der Variation[
δx˙1
δx˙2
]
=
[
A11 0
A21 A22
] [
δx1
δx2
]
+
[
B1
B2
]
δu. (3.47)
Offensichtlich hat die Variation δx2 des nicht beobachtbaren Teilsystems
keinen Einfluss auf die Kostendifferenz und damit auch nicht auf die ers-
te Variation δ1J∗T (·).10) Das Verhalten der ersten Variation δ1J∗T (·) war
aber ausschlaggebend bei der Untersuchung der Fa¨lle 2 und 3. Diese Fa¨lle
mu¨ssen daher nur betrachtet werden, wenn δx1(·) die gestellten Fallkri-
terien erfu¨llt. Dann ist es mo¨glich, bei der Analyse der Fa¨lle 2 und 3
lediglich die Dynamik von δx1 zu beru¨cksichtigen, sodass die dort erforder-
lichen Annahmen zur Beobachtbarkeit gewa¨hrleistet sind. Damit bleiben
die Schlussfolgerungen der beiden Fa¨lle erhalten.
Aus der Fallstudie zieht man den Schluss, dass die Bedingung (3.28) fu¨r
jede nicht triviale Variation erfu¨llt ist, und daher
(
x∗(·),u∗(·)) u¨berholend
optimal ist. Die Fallstudie hat neben den Annahmen lediglich die Be-
schra¨nkung von φ(t) vorausgesetzt. Da diese unter den getroffenen An-
nahmen fu¨r alle gegebenen Anfangswerte x0 und x0 nachgewiesen wurde,
ist der selbe Schluss zur Bedingung (3.28) auch fu¨r alle gegebenen An-
fangswerte mo¨glich und der Satz ist bewiesen.
Aus der Beweisfu¨hrung geht nicht nur die u¨berholende Optimalita¨t von(
x∗(·),u∗(·)) hervor, sondern sogar, dass der Parameter  > 0 zur Bedin-
gung (3.25) fu¨r gewisse Variationen beliebig groß gewa¨hlt werden kann.
10)Dies ist wenig verwunderlich, da x2 keinen Einfluss auf die Kosten (3.3) hat, was
nach Einsetzen von (3.43) und Zerlegung der Systemdynamik (3.1a) ersichtlich ist.
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Dies betrifft alle Variationen, die den Fa¨llen 2 und 3 zuzuordnen sind.
Diese Fa¨lle umfassen all jene Variationen, die fu¨r t → ∞ von dem sta-
tiona¨ren Verhalten der u¨berholend optimalen Lo¨sung abweichen. Es ist
daher naheliegend, das stationa¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
auf Opti-
malita¨t gema¨ß der Definition 2.4, S. 20, zu untersuchen. Ausgehend von
der Beweisfu¨hrung von Satz 3.2 erha¨lt man hierzu das folgende Korollar.
Dieses wird unter der strengeren Annahme 3.4 zur vollsta¨ndigen Beob-
achtbarkeit hergeleitet, um eine kompakte Beweisfu¨hrung zu erlauben. Im
Anschluss wird kurz diskutiert, dass es auch unter der schwa¨cheren An-
nahme 3.2 zur Entdeckbarkeit seine Gu¨ltigkeit beha¨lt.
Korollar 3.1 (Optimales stationa¨res Verhalten). Die Annahmen 3.1, 3.3
und 3.4 seien erfu¨llt. Die zula¨ssige Lo¨sung
(
x∗(·),u∗(·)) sei die u¨berholend
optimale Lo¨sung nach Satz 3.2 fu¨r beliebige Anfangswerte x0 sowie x0
und ihr stationa¨res Verhalten sei gegeben durch
(
Π∗xx(·),F ∗x(·)
)
gema¨ß
Satz 3.1. Fu¨r alle gegebenen x0 und x0 weist
(
x∗(·),u∗(·)) ein optimales
stationa¨res Verhalten auf. Fu¨r jedes x0 und jedes x0 gilt insbesondere
lim
T→∞
∆J0,T (·) = lim
T→∞
(
J0,T
(
x0,x0,u(·)
)− J0,T (x0,x0,u∗(·))) = +∞
(3.48)
fu¨r jede zula¨ssige Lo¨sung
(
x(·),u(·)), falls
lim sup
t→∞
‖x(t)−Π∗xx(t)‖2 > 0. (3.49)
Beweis. Aus den Fa¨llen 2 und 3 der Fallunterscheidung im Beweis von
Satz 3.2 geht fu¨r beliebige Anfangswerte x0 und x0 hervor, dass jede
zula¨ssige Lo¨sung
(
x(·),u(·)), die die Bedingung
lim sup
t→∞
‖x(t)− x∗(t)‖2 > 0 (3.50)
erfu¨llt, auch limT→∞∆J0,T (·) = +∞ erfu¨llt. Daher ist die Bedingung
(2.16)
lim
t→∞(x(t)− x
∗(t)) = 0 (3.51)
notwendig fu¨r eine beschra¨nkte Kostendifferenz ∆J0,T (·) fu¨r T → ∞.
Nach Definition 2.4 folgt daraus, dass fu¨r alle gegebenen Anfangswerte
die Lo¨sung
(
x∗(·),u∗(·)) ein optimales stationa¨res Verhalten aufweist.
Die zweite Aussage des Korollars resultiert aus der Beobachtung, dass
(3.49) gemeinsam mit Satz 3.1 die Bedingung (3.50) impliziert.
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Bemerkung 3.6. Das Korollar 3.1 kann auch unter der schwa¨cheren An-
nahme 3.2 bewiesen werden. Hierzu beru¨cksichtigt man die Zerlegung in
ein vollsta¨ndig beobachtbares Teilsystem mit dem Zustand x1 und ein
nicht beobachtbares Teilsystem mit dem Zustand x2 wie im Beweis von
Satz 3.2. Die Aussage des Korollar 3.1 wird nicht von der Fallstudie im Be-
weis von Satz 3.2 abgedeckt, wenn Variationen mit limt→∞ δx1(t) = 0 und
lim supt→∞ ‖δx2(t)‖2 > 0 vorliegen – falls eine zula¨ssige Lo¨sung nur im
stationa¨ren Verhalten des nicht beobachtbaren Teilsystems abweicht. Fu¨r
diesen Fall wurde bisher nur limT→∞∆J0,T (·) > 0 gezeigt. Jedoch trifft
dann ebenso limT→∞∆J0,T (·) =∞ zu, da eine unbeschra¨nkte Stellenergie
limT→∞
∫ T
0 δu
TRδudt =∞ beno¨tigt wird, um lim supt→∞ ‖δx2(t)‖2 > 0
zu erreichen, weil das nicht beobachtbare Teilsystem nach Annahme 3.2
asymptotisch stabil ist.
3.4.3 Analyse der Kosten der u¨berholend optimalen
Lo¨sung
Es werden nun die Kosten der u¨berholend optimalen Lo¨sung
(
x∗(·),u∗(·))
analysiert. Ermittelt man die Kosten des optimalen stationa¨ren Verhaltens(
Π∗xx(·),F ∗x(·)
)
anhand des Kostenfunktionals (3.3)
J
∗
0,T (x0) := J0,T
(
Π∗xx0,x0,F ∗x(·)
)
, (3.52)
so erha¨lt man
J
∗
0,T (x0) = 12
T∫
0
xT
(
(CΠ∗x+Dd−C)TQ(CΠ∗x+Dd−C)+F ∗TRF ∗
)
x dt.
(3.53)
Dann kann das Kostenfunktional (3.3), a¨hnlich wie in [167], in zwei Teile
zerlegt werden:
J0,T
(
x0,x0,u
∗(·)) = J˜∗0,T (x0,x0) + J∗0,T (x0). (3.54)
Hierin erfasst J˜∗0,T (x0,x0) die Kosten der Transition vom Anfangswert x0
zur stationa¨ren Trajektorie x∗s (t) = Π∗xx(t). Diese Transition wird durch
den in Abschnitt 3.4.1 eingefu¨hrten Fehler x˜∗(t) = x∗(t)−Π∗xx(t) und die
zugeho¨rige Stellgro¨ße
u˜∗(t) = u∗(t)− F ∗x(t) = −K∗x˜(t) (3.55)
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beschrieben. Sie bilden zusammen die Lo¨sung
(
x˜∗(·), u˜∗(·)) der Fehlerdy-
namik (3.16).
Mithilfe der Variationsrechnung werden die Transitionskosten in An-
hang D.1, S. 233, bestimmt. Daraus folgt, dass sie konvergieren:
lim
T→∞
J˜∗0,T (x0,x0) = 12 (x0−Π∗xx0)TP (x0−Π∗xx0) + (x0−Π∗xx0)TΠφx0.
(3.56)
Es ist plausibel, dass der Grenzwert existiert, da die Fehlerdynamik (3.16)
asymptotisch stabil ist und gleichzeitig der Zustand x(t) wegen Annah-
me 3.3 beschra¨nkt bleibt. Zu bemerken ist noch, dass dieser Grenzwert
auch negativ sein kann.
Zusammenfassend kann festgehalten werden, dass die optimalen Kosten
der u¨berholend optimalen Lo¨sung in Transitionskosten J˜∗0,T (x0,x0) und
Kosten J∗0,T (x0) fu¨r das stationa¨re Verhalten aufgeteilt werden ko¨nnen.
Die Transitionskosten sind endlich, wohingegen die Kosten des stationa¨ren
Verhaltens unbeschra¨nkt sind. Damit sind diese alleine dafu¨r verantwort-
lich, dass kein endlicher Grenzwert der optimalen Kosten existiert.
Auf Basis dieser Aufteilung der Kosten folgen einige Bemerkungen.
Bemerkung 3.7. Im Gegensatz zu [167] ist es hier gelungen, einen expli-
ziten Term der Transitionskosten nicht nur fu¨r konstante Solltrajektorien
sondern auch fu¨r zeitlich variierende Solltrajektorien und Sto¨rungen her-
zuleiten. Daru¨ber hinaus liegen diese hier in einer aussagekra¨ftigeren Form
vor, was der Anwendung der Variationsrechnung und der neuen Entwurfs-
gleichung (3.13) zuzuschreiben ist. So ist beispielsweise abzulesen, dass der
Grenzwert der Transitionskosten limT→∞ J˜∗t,T (x(t),x(t)) zum Zeitpunkt
t auf den Zusammenhang
φ(t) = ∂
∂x
(
lim
T→∞
J˜∗t,T (x,x)
)
(3.57)
fu¨r den Kozustand (3.17) der u¨berholend optimalen Lo¨sung fu¨hrt. Unter
Beru¨cksichtigung der Diskussion in [39, Kap. 4.2] zum Zusammenhang zwi-
schen dem Kozustand und den optimalen Kosten auf endlichen Horizonten,
ist es daher nicht u¨berraschend, dass
V (t,x) = lim
T→∞
J˜∗t,T (x(t),x(t)) (3.58)
die HJB Gleichung (2.107) zum Endwert limt→∞ V (t,x) = 0 lo¨st.
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Bemerkung 3.8. Es ist auch mo¨glich ein a¨quivalentes optimales Folge-
regelungsproblem zu OFP∞3.1 aufzustellen, indem das Kostenfunktional
modifiziert wird:
J˜0,T
(
x0,x0,u(·)
)
= J0,T
(
x0,x0,u(·)
)− J∗0,T (x0). (3.59)
Dies bedeutet lediglich eine Verschiebung des Nullniveaus. Daher folgt
wieder aus Satz 3.2, dass
(
x∗(·),u∗(·)) eine u¨berholend optimale Lo¨sung
ist. Da der Grenzwert (3.56) der Kosten existiert, ist damit nach Definition
2.3(i) eine eindeutige, stark optimale Lo¨sung dieses a¨quivalenten Problems
gefunden. Die modifizierten Kosten werden folglich u¨ber den unendlichen
Horizont minimiert. Im Sinne von [167] wurde hier somit eine ”rigoroseLo¨sung“ des linear-quadratischen optimalen Folgeregelungsproblems sogar
unter zeitlich variierenden Solltrajektorien und Sto¨rgro¨ßen gefunden.
Bemerkung 3.9. Fu¨hrt man die Matrix Π∞ = Πφ−PΠ∗x ein, so ist der
Grenzwert zum Zeitpunkt t analog zu (3.56) durch
lim
T→∞
J˜∗t,T
(
x(t),x(t)
)
= 12x
TPx+xTΠ∞x−xT
(
1
2Π
∗T
x PΠ∗x + Π∗Tx Π∞
)
x
(3.60)
gegeben. Die ersten beiden Summanden ko¨nnen auch durch
1
2x(t)
TPx(t) + x(t)Tv(t) (3.61)
mit v(t) = Π∞x(t) ausgedru¨ckt werden. Sind die Solltrajektorien und
die Sto¨rungen konstant, so ist v(t) ebenfalls konstant. Dann entspricht
der Term (3.61) einem sogenannten Endkostenterm, der gelegentlich in
der ”Economic Model Predictive Control“ (EMPC)
11) verwendet wird [3,
Theorem 3], [5, Abschn. 4.1]. Im Umkehrschluss kommt der hier herge-
leitete Term (3.61) als Endkostenterm fu¨r die EMPC in Frage, wenn im
Gegensatz zu [3, 5] nicht ein zeitunabha¨ngiger, sondern ein zeitvarianter
Integrand des Kostenfunktionals der EMPC vorliegt.
3.4.4 Unabha¨ngige Vorgabe der Gu¨te fu¨r die
Transition und fu¨r das stationa¨re Verhalten
In der Praxis ist davon auszugehen, dass die Anforderungen an eine Re-
gelung wa¨hrend der Transition und wa¨hrend des stationa¨ren Verhaltens
unterschiedlich sind. In diesem Abschnitt wird gezeigt, wie auf einfache
11)Zu Deutsch: ”o¨konomische modellpra¨diktive Regelung“.
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Weise unterschiedliche Gu¨tefunktionale fu¨r diese beiden Phasen vorgege-
ben werden ko¨nnen und welche Optimalita¨tseigenschaften sichergestellt
werden ko¨nnen.
Hierzu wird analog zu Abschnitt 2.6 das optimale Regelungsproblem fu¨r
einen linear-quadratischen Regler betrachtet:
min
u˜(·)
1
2
∞∫
0
(
x˜TQ˜x˜+ u˜TR˜u˜
)
dt (3.62)
mit Q˜  0 und R˜  0 sowie der Dynamik ˙˜x = Ax˜+Bu˜, dem Anfangswert
x˜(0) = x˜0 und der
Annahme 3.5. Es existiert ein Q˜1/2 gegeben durch Q˜
T
1/2Q˜1/2 = Q˜, sodass
das Paar (Q˜1/2,A) entdeckbar ist.
Wie bereits in Abschnitt 2.6 aufgezeigt, ist die optimale Lo¨sung durch(
x˜∗(·),−K˜∗x˜∗(·)) mit der Ru¨ckfu¨hrmatrix K˜∗ = R˜−1BTP˜ und der sym-
metrischen Lo¨sung P˜  0 der algebraischen Riccatigleichung
P˜A+ATP˜ − P˜BR˜−1BTP˜ + Q˜ = 0 (3.63)
gegeben. Wa¨hlt man Q˜ = CTQC und R˜ = R, so ist offensichtlich, dass
die optimale Lo¨sung genau der Lo¨sung
(
x˜∗(·), u˜∗(·)) der Fehlerdynamik
(3.16) aus Abschnitt 3.4.1 entspricht. D. h., dass die u¨berholend optimale
Lo¨sung
(
x∗(·),u∗(·)) nach Satz 3.2 das obige optimale Regelungsproblem
als Teilproblem lo¨st und in diesem Sinne eine optimale Transition aufweist.
Aus praktischer Sicht ist jedoch davon auszugehen, dass die Anforde-
rungen an das stationa¨re Verhalten und an die Transition unterschiedlich,
wenn nicht sogar widerspru¨chlich sind. Das optimale Folgeregelungspro-
blem OFP∞3.1 ist beispielsweise geeignet, um mit einem u¨beraktuierten
System einer Solltrajektorie mo¨glichst exakt zu folgen und gleichzeitig die
zusa¨tzlichen Stellgro¨ßen stationa¨r effizient zu nutzen. Dann werden Dia-
gonaleintra¨ge von Q verha¨ltnisma¨ßig gro¨ßer sein als jene von R. Fu¨r die
Transition ist dann eine sehr schnelle Ausregelzeit zu erwarten, die mit
einem unerwu¨nscht hohen Stellenergiebedarf und infolge der Stellbegren-
zungen ggf. sogar mit einer nicht implementierbaren Regelung einhergeht.
Nutzt man die Zwei-Freiheitsgrade-Struktur des Kandidaten aus
Satz 3.1 aus, so kann die Ru¨ckfu¨hrmatrix K∗ durch K˜
∗
ersetzt werden:
u∗(t) = −K˜∗(x∗(t)−Π∗xx(t))+ F ∗x(t). (3.64)
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Eine geeignete Wahl der Matrizen Q˜ und R˜ erlaubt es, die gewu¨nschten
Anforderungen an die Transition zu erfu¨llen.
In vielen Fa¨llen wird sich die Gewichtung R bzw. R˜ der Stellgro¨ßen
an den Stellbegrenzungen orientieren, vgl. [6, Kap. 6.3]. Dann empfiehlt
sich die Wahl R = R˜. Unter dieser Bedingung ist es mo¨glich zu zeigen,
dass der Kandidat
(
x∗(·),u∗(·))mit dem Regelgesetz (3.64) tatsa¨chlich ein
geschlossen formulierbares optimales Folgeregelungsproblem lo¨st. Dieses
ist durch OFP∞3.1 gegeben, wenn man die Kosten (3.3) durch
Ĵ0,T
(
x0,x0,u(·)
)
= J0,T (·) + 12
T∫
0
(x−Π∗xx)T
(
Q˜−CTQC)(x−Π∗xx) dt
(3.65)
ersetzt, wobei Π∗x mittels der Sylvestergleichung (3.13) bestimmt wird.
Fu¨hrt man eine Herleitung dem Abschnitt 3.4.1 entsprechend durch,
so erha¨lt man als Entwurfsgleichungen die algebraische Riccatigleichung
(3.63) und die Sylvestergleichung (3.13). Diese liefern eine eindeutige
Lo¨sung, falls neben den Annahmen 3.1, 3.2 und 3.5 auch die Eigenwertbe-
dingung (3.18) sowohl fu¨r die Lo¨sung P von (3.15) als auch fu¨r die Lo¨sung
P˜ von (3.63) erfu¨llt ist. Die Eigenwertbedingung ist garantiert unter der
Annahme 3.3 und die Lo¨sung
(
x∗(·),u∗(·)) mit dem Regelgesetz (3.64) ist
u¨berholend optimal fu¨r beliebige Anfangswerte x0 und x0.
Dass die Erweiterung der Kosten in (3.65) lediglich die Transition beein-
flusst, war zu erwarten, da diese nur fu¨r eine Abweichung x˜ = x−Π∗xx 6= 0
vom stationa¨ren Verhalten einen Einfluss hat.
Es ist jedoch mo¨glich, dass die Wahl R˜ 6= R erforderlich ist. Oder aber es
wird, wie in Bemerkung 3.3 diskutiert, ein ggf. reduzierter Zustandsbeob-
achter oder ein Sto¨rgro¨ßenbeobachter beno¨tigt, um den Zustand x(t) und
x(t) zu ermitteln und das Regelgesetz (3.64) bzw. (3.19) implementieren
zu ko¨nnen. Diese ko¨nnen z. B. wie in [123] unter u¨blichen Voraussetzun-
gen entworfen werden. Das folgende Ergebnis belegt, dass in diesen Fa¨llen
zumindest immer ein optimales stationa¨res Verhalten garantiert ist:
Satz 3.3. Die Annahmen 3.1 bis 3.3 seien erfu¨llt und ein Paar (Π∗x,Πφ),
das die Sylvestergleichung (3.13) lo¨st, sowie F ∗ = −R−1BTΠφ seien ge-
geben. Fu¨r beliebige Anfangswerte x0 und x0 sei
(
x̂(·), û(·)) eine zula¨ssige
Lo¨sung, fu¨r die Mx := Mx(x0,x0) > 0, Mu := Mu(x0,x0) > 0 und α > 0
existieren, sodass ∥∥x̂(t)−Π∗xx(t)∥∥2 ≤Mxe−αt,∥∥û(t)− F ∗x(t))∥∥2 ≤Mue−αt (3.66)
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erfu¨llt sind. Dann weist
(
x̂(·), û(·)) ein optimales stationa¨res Verhalten
bezu¨glich des Kostenfunktionals (3.3) fu¨r alle Anfangswerte x0 und x0 auf.
Beweis. Sei
(
x∗(·),u∗(·)) nach Satz 3.2 gegeben und sei die Variation
δx̂ = x̂−x∗ und δû = û−u∗ definiert. Fu¨r die Kostendifferenz (3.25) gilt
∆J0,T
(
δx̂(·), δû(·)) = −φ(T )Tδx̂(T ) + 12
T∫
0
(
δx̂TCTQCδx̂+ δûTRδû
)
dt
(3.67)
in Analogie zu der Gl. (3.27). Wegen Satz 3.1 und der Bedingung
(3.66) konvergieren ‖δx̂(t)‖2 und ‖δû(t)‖2 exponentiell gegen null fu¨r
t → ∞. Da ‖φ(T )‖2 beschra¨nkt ist, existiert ein endlicher Grenzwert
limT→∞∆J0,T (δx̂(·), δû(·)) ≥ 0. Man betrachtet nun die Kostendifferenz
J0,T (·,u(·))− J0,T (·, û(·)) fu¨r eine beliebige zula¨ssige Lo¨sung, die die Be-
dingung limt→∞
(
x(t)− x̂(t)) = 0 nicht erfu¨llt. Wegen (3.66) und Satz 3.1
ist daher auch die Bedingung limt→∞
(
x(t)− x∗(t)) = 0 nicht erfu¨llt und
auf Basis des optimalen stationa¨ren Verhaltens von
(
x∗(·),u∗(·)) nach
Korollar 3.1 bzw. der Bemerkung 3.6 folgt
lim
T→∞
(
J0,T
(·,u(·))− J0,T (·, û(·))) =
lim
T→∞
(
J0,T
(·,u(·))− J0,T (·,u∗(·))−∆J0,T (δx̂(·), δû(·))) = +∞.
(3.68)
Damit weist
(
x̂(·), û(·)) nach Definition 2.4 ein optimales stationa¨res Ver-
halten auf. Dies trifft fu¨r alle x0 und x0 zu, da die Erfu¨llung der Bedingung
zu (3.66) fu¨r beliebige Anfangswerte vorausgesetzt wurde.
3.4.5 Sonderfa¨lle wie die Reduzierbarkeit auf einen
linear-quadratischen Regler
Ein bekannter Sonderfall fu¨r ein optimales Folgeregelungsproblem wie
OFP∞3.1 geht auf [13, Kap. 9-11] zuru¨ck. Dort wurde fu¨r SISO-Systeme
mit vollem relativen Grad festgestellt, dass sowohl die optimale Stellgro¨ße
u∗ als auch der Folgefehler y− y gegen null konvergieren, falls die Solltra-
jektorie y(t) eine Lo¨sung der homogenen Dynamik des Systemausganges
zu einem geeigneten Anfangswert ist. Der Grenzwert der optimalen Kos-
ten (3.3) ist dann endlich fu¨r T → ∞ und das optimale Regelgesetz ist
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durch einen linear-quadratischen Regler gegeben, der ein optimales Re-
gelungsproblem 2.3 wie in Abschnitt 3.4.4 lo¨st und zu einer optimalen
Transition fu¨hrt. Aus diesem Grund wird auch von der Reduzierbarkeit
auf einen linear-quadratischen Regler gesprochen. Die genannte Bedin-
gung aus [13] wurden auf SISO-Systeme mit invarianten Nullstellen und
auf MIMO-Systeme erweitert [135], [136].
Wird die Solltrajektorie durch eine Dynamik wie (3.2a) beschrieben,
dann ist es offensichtlich notwendig, wenn auch nicht hinreichend fu¨r die
Reduzierbarkeit, dass der offene Regelkreis ein internes Modell von (3.2a)
aufweist [6, Kap. 4]. Der Zusammenhang wird in einigen Quellen genutzt,
wie z. B. [32, 47, 65, 93, 101, 164], um diesen Sonderfall durch Einfu¨hrung
eines internen Modells mittels einer Reglerdynamik mit virtueller Stell-
gro¨ße herbeizufu¨hren. Es wird dann ein optimales Folgeregelungsproblem
aufgestellt, dessen Kostenfunktional den Fehler y − y und die virtuel-
le Stellgro¨ße beru¨cksichtigt. Dessen Lo¨sung bedingt jedoch lediglich ei-
ne optimale Transition, da die Kosten des stationa¨ren Verhaltens (3.53)
unberu¨cksichtigt bleiben. Gerade fu¨r u¨beraktuierte Systeme ist das un-
befriedigend. Fu¨r unteraktuierte Systeme ist es hingegen normalerweise
unmo¨glich, diesen Sonderfall herbeizufu¨hren, da y − y → 0 nicht umsetz-
bar ist.
Stattdessen sind hier pru¨fbare Bedingungen, wann tatsa¨chlich der Son-
derfall der Reduzierbarkeit fu¨r das Problem OFP∞3.1 vorliegt, von Inter-
esse. In [6, Kap. 4] und [106] werden als Bedingungen algebraische Glei-
chungen vorgestellt, deren Lo¨sbarkeit notwendig und hinreichend ist. Die
U¨berpru¨fung bedarf allerdings vorangehender Zustandstransformationen
des Systems und des Exosystems. Durch die folgende Herleitung auf Basis
der neuen Entwurfsgleichung (3.13):[
Π∗x
Πφ
]
A =
[
A −BR−1BT
−CTQC −AT
] [
Π∗x
Πφ
]
+
[
Ed
CTQ(C −Dd)
]
wird gezeigt, dass es mo¨glich ist, solche Transformationen zu vermeiden
und eine leichter zu pru¨fende Bedingung zu finden. Auf einfache Weise wer-
den zwei neue Sonderfa¨lle angegeben, die bisher unberu¨cksichtigt waren.
Einer von diesen fu¨hrt ebenfalls auf einen linear-quadratischen Regler.
Um bei der Analyse zusa¨tzliche Spezialfa¨lle zu vermeiden, werden hier
wie in der Literatur Sto¨rungen nicht betrachtet, d. h. Ed = 0 und Dd = 0.
Weiterhin sei (C,A) vollsta¨ndig beobachtbar und A besitze ausschließlich
Eigenwerte mit nicht negativem Realteil, d. h. σ
(
A
) ⊂ C+0 . Die Annah-
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me 3.3 von S. 61 wird folglich nicht vorausgesetzt. Nach Abschnitt 3.4.1
ist das Regelgesetz eines Kandidaten zum Problem OFP∞3.1 durch
u∗(t) = −K∗(x∗(t)−Π∗xx(t))−R−1BTΠφx(t) (3.69)
bestimmt. Damit die Stellgro¨ße generell konvergiert u∗(t)→ 0, muss
BTΠφ = 0 (3.70)
vorliegen. Daraus geht der linear-quadratische Regler u∗(t) = −K∗x˜∗(t)
mit x˜∗ = x∗ − Π∗xx hervor, der durch die Lo¨sung eines optimale Rege-
lungsproblems, wie 2.3 in Abschnitt 2.6 auf S. 54, gegeben ist und eine
optimale Transition bewirkt, wie in Abschnitt 3.4.4 diskutiert. Um auch
die Konvergenz des Folgefehlers y∗ − y → 0 zu garantieren, muss dieser
fu¨r das stationa¨re Verhalten verschwinden:
CΠ∗xx(t)−Cx(t) ≡ 0. (3.71)
Hieraus resultiert die Forderung
C = CΠ∗x. (3.72)
Beru¨cksichtigt man diese, so folgt ΠφA = −ATΠφ aus der zweiten Zei-
le der Sylvestergleichung (3.13). Um dies zu gewa¨hrleisten, wa¨hlt man
ohne Beschra¨nkung der Allgemeinheit Πφ = 0, wodurch auch die Bedin-
gung (3.70) garantiert ist. Es verbleiben somit lediglich die erste Zeile der
Sylvestergleichung (3.13) und die Forderung (3.72), die gemeinsam eine
notwendige und hinreichende Bedingung bilden:
Π∗xA = AΠ∗x, (3.73a)
C = CΠ∗x. (3.73b)
Nur falls fu¨r diese eine Lo¨sung Π∗x gefunden werden kann, ist die optima-
le Regelung zum Problem OFP∞3.1 auf einen linear-quadratischen Reg-
ler reduzierbar. Dann ist na¨mlich die Lo¨sung
(
x˜(·) + Π∗xx(·),−K∗x˜(·)
)
u¨berholend optimal und das selbst, wenn die Annahme 3.3 verletzt wird.
Im Allgemeinen wird die Annahme 3.3 beno¨tigt, um die Beschra¨nkung des
Kozustandes φ(t) zu gewa¨hrleisten, denn nur dann kann der Beweis von
Satz 3.2 gefu¨hrt werden. Fu¨r den vorliegenden Sonderfall ist der Kozu-
stand jedoch durch φ(t) = P x˜∗(t) gegeben und wegen limt→∞ x˜∗(t) = 0
ohne zusa¨tzliche Annahme beschra¨nkt. Das Problem OFP∞3.1 kann daher
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in ein optimales Regelungsproblem 2.3 aus Abschnitt 2.6, S. 54, transfor-
miert werden [6, 106], fu¨r das bekanntlich unter den Annahmen 3.1 und
3.2 immer eine eindeutige Lo¨sung existiert.
Die neue Bedingung (3.73) erlaubt auch eine einfache Interpretation.
Wie im Beweis von Satz 3.1 verwendet, hat eine Sylvestergleichung wie
(3.73a) nur dann eine nicht triviale Lo¨sung, wenn A und A gemeinsame
Eigenwerte haben, vgl. [30, Kap. 7.2]. Dies tritt offener zutage, wenn man
wie in [111] den Ansatz Π∗x = UT−1 mit U ∈ Cn×n wa¨hlt, wobei die
Matrix T ∈ Cn×n die Systemmatrix des Exosystems in die Jordansche
Normalform AJ = T−1AT transformiert. Aus (3.73) folgt dann
UAJ = AU , (3.74a)
CT = CU . (3.74b)
Aufgrund der vollsta¨ndigen Beobachtbarkeit von (C,A), die die selbe Ei-
genschaft fu¨r (CT ,AJ) impliziert, resultiert aus diesen Bedingungen, dass
alle Jordanblo¨cke in AJ auch Jordanblo¨cke von A sein mu¨ssen. Folglich
muss die Dynamik des Exosystems vollsta¨ndig als inneres Modell in der
Dynamik des offenen Regelkreises enthalten sein. Die Bedingung (3.74b)
stellt daru¨ber hinaus sicher, dass dieses innere Modell am Systemausgang
y die Solltrajektorie y erzeugt.
Die Untersuchungen in der Literatur zur Reduzierbarkeit setzen immer
die Konvergenz des Folgefehlers y−y → 0 voraus. Wird (3.72) nicht mehr
gefordert aber zumindest (3.70), so folgt aus der Sylvestergleichung (3.13)[
Π∗x
Πφ
]
A =
[
A 0
−CTQC −AT
] [
Π∗x
Πφ
]
+
[
0
CQC
]
, (3.75a)
0 = BTΠφ. (3.75b)
Findet man eine Lo¨sung fu¨r diese Bedingung, dann liegt u∗(·) wieder als
linear-quadratischer Regler vor. U¨ber die Optimalita¨t dieser Lo¨sung la¨sst
sich an dieser Stelle keine Aussage treffen, da der Kozustand nicht mehr
beschra¨nkt ist. Im folgenden Abschnitt wird gezeigt, dass diese Lo¨sung
im Allgemeinen nicht u¨berholend optimal sein wird. Außerdem sind die
Kosten unbeschra¨nkt.
Ein weiterer, mo¨glicher Sonderfall ist durch[
Π∗x
Πφ
]
A =
[
A −BR−1B
0 −AT
] [
Π∗x
Πφ
]
, (3.76a)
C = CΠ∗x (3.76b)
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festgelegt. Das resultierende Regelgesetz liegt zwar nicht unbedingt als
linear-quadratischer Regler vor, aber es fu¨hrt zu einer exakten Folgerege-
lung y−y → 0. Interessant ist dieser Fall, wenn A Eigenwerte mit positi-
vem Realteil hat. Im Gegensatz zum Vorherigen muss hier nicht zwingend
die Systemmatrix A diese Eigenwerte durch ein inneres Modell aufweisen.
Stattdessen ko¨nnen diese auch in −A vorhanden sein, unter der Voraus-
setzung, dass die Eigenwerte steuerbar sind. Der Kozustand ist in diesem
Sonderfall erneut nicht beschra¨nkt und Optimalita¨t daher nicht zu erwar-
ten. Vorteilhafte Eigenschaften kann der Regler dennoch besitzen, was im
Abschnitt 3.5 ero¨rtert wird.
3.4.6 Unbeschra¨nkte Soll- oder Sto¨rgro¨ßen
In diesem Abschnitt wird aufgezeigt, dass man die Existenz einer Lo¨sung
des Problems OFP∞3.1 ohne die Annahme 3.3 nicht erwarten kann, wenn
der Sonderfall zur Reduzierbarkeit auf einen linear-quadratischen Regler
in Abschnitt 3.4.5 außer Acht gelassen wird. Die Annahme 3.3 ist fu¨r al-
le unbeschra¨nkten Solltrajektorien oder Sto¨rgro¨ßen verletzt, insbesondere
fu¨r nichtkonstante Polynome oder exponentiell anwachsende Signale. Dies
motiviert das Gegenbeispiel aus der Vero¨ffentlichung [21]:
Gegenbeispiel 3.1. Es sei das System
x˙ = x− u (3.77)
gegeben. Der Ausgang y = x soll der Solltrajektorie y = x1 folgen, die
durch das Exosystem
x˙ =
0 1 00 0 1
0 0 0
x (3.78)
zum Anfangswert xT0 =
[
0 0 1
]
generiert wird. Die Solltrajektorie ist ein
Polynom zweiter Ordnung y(t) = t2/2 und ist offensichtlich unbeschra¨nkt.
Die Annahme 3.3 ist folglich nicht erfu¨llt, was auch daraus hervorgeht,
dass der Eigenwert λ = 0 der Systemmatrix A des Exosystems eine alge-
braische Vielfachheit gleich drei hat, aber eine geometrische Vielfachheit
von lediglich eins. Die Lo¨sung von (3.78) lautet x(t)T =
[
t2/2 t 1
]
. Es
wird das Problem OFP∞3.1 mit den Kosten
J0,T (·, u(·)) =
T∫
0
((
x− t22
)2 + u2)dt (3.79)
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betrachtet. Aus der Herleitung eines Kandidaten in Abschnitt 3.4.1, der
die notwendigen Optimalita¨tsbedingungen in Satz 2.3 erfu¨llt, folgt, dass
dieser fu¨r t → ∞ immer gegen ein stationa¨res Verhalten (Πxx(·),Fx(·))
konvergieren muss. Es wird gema¨ß (3.13) durch eine Bedingung der Form
ΠxA = AΠx +BF (3.80)
an Πx =
[
pi1 pi2 pi3
]
und F =
[
f1 f2 f3
]
mit pii, fi ∈ R einge-
schra¨nkt. Fu¨r das vorliegende Problem fu¨hrt dies zu
Πx =
[
f1 f1 + f2 f1 + f2 + f3
]
. (3.81)
Der Kandidat liegt dann in einer Zwei-Freiheitsgrade-Struktur, wie in Ab-
bildung 3.3 in Abschnitt 3.4.1 dargestellt, vor. Fu¨r jeden beliebigen An-
fangswert x0 kann ein solcher Ansatz durch
(
x˜(·) + Πxx(·), u˜(·) + Fx(·)
)
dargestellt werden, wobei die Fehler x˜(t) und u˜(t) fu¨r t → ∞ exponen-
tiell gegen null konvergieren. Letzteres ist unabha¨ngig von der Wahl von
(Πx,F ) mo¨glich, da das System vollsta¨ndig steuerbar ist. Setzt man den
Ansatz in das Kostenfunktional ein, dann resultiert
J0,T
(·, u˜(·) + Fx(·)) = T∫
0
(
x˜2 + 2x˜
(
Πxx− t22
)
+ 2u˜Fx+ u˜2
)
dt
+
T∫
0
((
Πxx− t22
)2 + (Fx)2)dt. (3.82)
Das erste Integral erfasst die Kosten der Transition vom Anfangswert x0
zum gewu¨nschten stationa¨ren Verhalten. Diese sind fu¨r jede beliebige Wahl
von (Πx,F ) beschra¨nkt. Das zweite Integral erfasst die Kosten des stati-
ona¨ren Verhaltens
(
Πxx(·),Fx(·)
)
und wird berechnet zu
J0,T
(
Πxx0,x0,Fx(·)
)
=
(
(pi1 − 1)2 + f21
)
T 5
20 +
(
(pi1 − 1)pi2 + f1f2
)
T 4
4
+
(
(pi1 − 1)pi3 + pi22 + f1f3 + f22
)
T 3
3 +
(
pi2pi3 + f2f3
)
T 2 + (pi23 + f23 )T.
(3.83)
Da die Transitionskosten in jedem Fall beschra¨nkt sind, u¨berwiegen die
Kosten des stationa¨ren Verhaltens fu¨r hinreichend große T > 0. Die-
se mu¨ssen demnach fu¨r das stationa¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
einer
u¨berholend optimalen Lo¨sung langsamer anwachsen als fu¨r jedes andere
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(
Πxx(·),Fx(·)
)
. Die Kosten liegen als Polynom in T vor. Daher mu¨ssen
offensichtlich F ∗ und Π∗x der Gleichung (3.81) entsprechend so gewa¨hlt
werden, dass die Koeffizienten der Potenzen von T minimal sind. Hier-
bei muss mit der Minimierung der ho¨chsten Potenz von T , diese ist hier
gleich fu¨nf, begonnen werden. Danach folgt die Minimierung des Koeffi-
zienten der na¨chstniedrigeren Potenzen bis schrittweise alle Koeffizienten
minimiert wurden. Nur falls dies gelingt, kann eine u¨berholend optimale
Lo¨sung existieren.
Unter Beru¨cksichtigung von (3.81) fu¨hrt die eindeutige Wahl f∗1 = 0,5
zu einem globalen Minimum des Koeffizienten von T 5. Der Koeffizient von
T 4 ist dann unabha¨ngig von f2 und f3, wohingegen der Koeffizient von
T 3 fu¨r die eindeutige Wahl f∗2 = −0,125 ein globales Minimum annimmt.
Bestimmt man nun den Koeffizienten von T 2, so erha¨lt man
pi2pi3 + f2f3 = 964 +
1
4f3. (3.84)
Dieser Koeffizient besitzt kein Minimum. Zu jedem beliebigen f∗3 wird
daher eine Wahl f3 < f∗3 zu langsamer anwachsenden Kosten (3.83) fu¨r
hinreichend große T fu¨hren. Daraus folgt, dass keine u¨berholend optimale
Lo¨sung zum vorliegenden Problem existiert. Dies ist daru¨ber hinaus fu¨r
beliebige xT0 =
[
0 0 x3,0
]
mit x3,0 6= 0 der Fall.
Vergleichbare Gegenbeispiele ko¨nnen auch fu¨r exponentiell wachsende
Solltrajektorien oder Sto¨rgro¨ßen konstruiert werden. Daraus schließt man,
dass die Existenz einer Lo¨sung des Problems OFP∞3.1 nicht zu erwar-
ten ist, falls die Annahme 3.3 durch unbeschra¨nkte Solltrajektorien oder
Sto¨rgro¨ßen verletzt wird. Aus diesem Grund wird in den folgenden Ab-
schnitten untersucht, welche vorteilhaften Eigenschaften jenseits der Op-
timalita¨t ein Kandidat aus Abschnitt 3.4.1 in solchen Fa¨llen aufweist.
3.4.7 Fazit
Aus den notwendigen Optimalita¨tsbedingungen u¨ber unendliche Horizon-
te ko¨nnen algebraische Entwurfsgleichungen bestimmt werden. Mit diesen
la¨sst sich unter sinnvollen Voraussetzungen immer ein eindeutiger Kan-
didat zum Problem OFP∞3.1 berechnen. Gilt die Annahme 3.3, die be-
schra¨nkte Soll- und Sto¨rgro¨ßen garantiert, dann ist dieser u¨berholend opti-
mal und weist ein optimales stationa¨res Verhalten auf. Letzteres trifft auch
zu, falls die Implementierung von Zustands- oder Sto¨rgro¨ßenbeobachtern
no¨tig ist. Ist die Annahme 3.3 nicht erfu¨llt und treten unbeschra¨nkte Soll-
oder Sto¨rgro¨ßen auf, so existiert in der Regel keine u¨berholend optimale
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Lo¨sung, wenn nicht der Sonderfall der Reduzierbarkeit auf einen linear-
quadratischen Regler vorliegt.
3.5 Zusammenhang mit Lo¨sungen u¨ber
endliche Horizonte
Dieser Abschnitt widmet sich der Relation zwischen den Lo¨sungen des
Problems OFPT 3.1 u¨ber endliche Horizonte und dem Kandidaten u¨ber
einen unendlichen Horizont aus Satz 3.1. Im Fokus steht der Zusammen-
hang durch die Grenzwertbildung T →∞. Die daraus ableitbaren Eigen-
schaften geben Aufschluss daru¨ber, ob eine zufriedenstellende Gu¨te des
Kandidaten auch u¨ber endliche Horizonte zu erwarten ist. Dies ist insbe-
sondere fu¨r unbeschra¨nkte Soll- und Sto¨rgro¨ßen von Interesse, fu¨r die im
Allgemeinen keine u¨berholend optimale Lo¨sung u¨ber einen unendlichen
Horizont existiert. Es werden die in Abschnitt 3.2 erla¨uterten Beitra¨ge
B4) zur Grenzwertbildung, B5) zur Turnpike und Turnpike-Eigenschaft
sowie B6) zum Agreeable Plan aufeinanderfolgend pra¨sentiert.
3.5.1 Der Grenzwert der Lo¨sungen u¨ber endliche
Horizonte
In diesem Abschnitt wird bewiesen, dass der Kandidat
(
x∗(·),u∗(·)) einer
Lo¨sung des Problems OFP∞3.1 unter den Annahmen des Satzes 3.1 zum
Reglerentwurf dem Grenzwert der Lo¨sung
(
x∗T (·),u∗T (·)
)
des Problems
OFPT 3.1 fu¨r T → ∞ entspricht. Die Ergebnisse aus der Vero¨ffentlichung
[22] werden hier ausfu¨hrlich hergeleitet. Dabei werden u¨bliche Techniken
wie z. B. in [118, 152] angewendet.
Die optimale Folgeregelung
u∗T (t) = −R−1BT
(
P T (t)x∗T (t) + ΠT (t)x(t)
)
(3.85)
zum Problem OFPT 3.1 wurde in Satz 2.1 in Abschnitt 2.4.1 hergeleitet.
Diese weist die gleiche Struktur wie die Folgeregelung u∗(t) in (3.19) aus
Satz 3.1 auf, wenn man letztere umformt zu
u∗(t) = −R−1BT(Px∗(t) + (−PΠ∗x + Πφ)x(t)). (3.86)
Im Lemma 2.1 in Abschnitt 2.6 wurde nach [40] bereits der Zusammen-
hang von der Lo¨sung P T (t) der Riccatischen Matrixdifferenzialgleichung
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mit der Lo¨sung P der algebraischen Riccatigleichung durch eine Unglei-
chung (2.121) erfasst. Das folgende erste Teilergebnis erfasst quantitativ
den Zusammenhang zwischen jeweils dem zweiten Teil der Regelgesetze,
na¨mlich von ΠT (t) zu den Matrizen P , Π∗x und Πφ.
Lemma 3.1. Es seien die Annahmen 3.1 und 3.2 erfu¨llt. Fu¨r ein beliebiges
T > 0 seien die symmetrische und positiv semidefinite Matrix P T (t) als
Lo¨sung der Riccatischen Matrixdifferenzialgleichung (2.78) zum Endwert
P T (T ) = 0 sowie die Lo¨sung ΠT (t) zur Matrixdifferenzialgleichung (2.79)
zum Endwert ΠT (T ) = 0 definiert. Weiterhin seien eine eindeutige Lo¨sung
der Sylvestergleichung (3.13) durch das Paar (Π∗x,Πφ) und eine positiv
semidefinite, symmetrische Lo¨sung P der algebraischen Riccatigleichung
(3.15) gegeben. Zudem seien α, α > 0 und Mcl,M > 0 so gewa¨hlt, dass
die Transitionsmatrizen des mit u∗(t) geschlossenen Regelkreises und des
Exosystems die Ungleichungen∥∥e(A−BR−1BTP )t∥∥2 ≤Mcle−αt, (3.87a)∥∥eAt∥∥2 ≤Meαt (3.87b)
fu¨r alle t ≥ 0 erfu¨llen.12) Auf dem Intervall [t0, T ] mit t0 ≥ 0 sei die
Transitionsmatrix ΦT (t, t0) des zeitvarianten geschlossenen Regelkreises
z˙T =
(
A−BR−1BTP T (t)
)
zT (3.88)
mit ΦT (t0, t0) = I definiert. Fu¨r ein M˜Φ > 0 und jedes T > 0 gilt∥∥ΦT (t, t0)− e(A−BR−1BTP )(t−t0)∥∥2 ≤ M˜Φe−2α(T−t) (3.89)
fu¨r jedes beliebige t0 ∈ [0, T ] und t ∈ [t0, T ]. Außerdem existiert ein
M˜Π > 0, sodass fu¨r jedes x0 die Ungleichung∥∥(ΠT (t)−Π∞)x(t)∥∥2 ≤ M˜Πeαte−(α−α)T ‖x0‖2 (3.90)
mit Π∞ = Πφ − PΠ∗x fu¨r jedes T > 0 und jedes t ∈ [0, T ] erfu¨llt wird.
Beweis. Der Beweis wird in Anhang D.2, ab S. 234, durchgefu¨hrt.
Das optimale Regelgesetz u∗T (·) in (3.85) liegt im Gegensatz zu u∗(·)
nicht in einer vorteilhaften Zwei-Freiheitsgrade-Struktur vor. Daher wur-
de u∗(·) der Struktur von u∗T (·) zuvor in (3.86) angepasst. Wie bereits in
12)Dies ist immer mo¨glich, da A−BR−1BTP nach Satz 3.1 eine Hurwitzmatrix ist.
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Bemerkung 3.9 konnte dann die Matrix Π∞ eingefu¨hrt werden. In bei-
spielsweise [107] und der Vero¨ffentlichung [22] ist eine direkte Entwurfs-
gleichung (D.19) fu¨r Π∞ angegeben. Diese ist durch die Grenzwertbildung
limT→∞ΠT (t) = Π∞ fu¨r jedes t ∈ [0,∞), die aus (3.90) fu¨r α > α ab-
geleitet werden kann, motiviert. Die an u∗T (·) angepasste Reglerstruktur
von u∗(·) in [107] hat allerdings den Nachteil, dass fu¨r sie Methoden wie
in Abschnitt 3.4.4 nicht umgesetzt werden ko¨nnen.
Mithilfe von Lemma 3.1 ist es nun mo¨glich im folgenden Satz einen direk-
ten quantitativen Zusammenhang von
(
x∗T (·),u∗T (·)
)
zu
(
x∗(·),u∗(·)) in
Abha¨ngigkeit der La¨nge des Horizontes T herzuleiten. Aus diesem Zusam-
menhang geht eine Eigenwertbedingung hervor, unter der
(
x∗(·),u∗(·))
den Grenzwert zu
(
x∗T (·),u∗T (·)
)
fu¨r T →∞ darstellt.
Satz 3.4. Die Annahmen 3.1 und 3.2 seien erfu¨llt. Fu¨r beliebige An-
fangswerte x0 und x0 seien die optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
des Pro-
blems OFPT 3.1 gema¨ß Satz 2.1, S. 41, und ein Kandidat
(
x∗(·),u∗(·))
zum Problem OFP∞3.1 nach Satz 3.1, S. 71, der eindeutig sei, gegeben.
Man wa¨hle α, α > 0 gema¨ß den Bedingungen (3.87a) und (3.87b) in Lem-
ma 3.1. Fu¨r alle x0 und x0 existieren dann Mx := Mx(x0,x0) > 0 und
Mu := Mu(x0,x0) > 0, sodass
‖x∗T (t)− x∗(t)‖2 ≤Mxeαte−(α−α)T , (3.91a)
‖u∗T (t)− u∗(t)‖2 ≤Mueαte−(α−α)T (3.91b)
fu¨r jedes T > 0 und alle t ∈ [0, T ] erfu¨llt werden. Es seien die Eigenwert-
bedingungen
Re{λ}+ Re{λ} < 0 (3.92)
und Re{λ} ≥ 0 fu¨r alle λ ∈ σ (A) und alle λ ∈ σ(A −BR−1BTP ) mit
der positiv semidefiniten, symmetrischen Lo¨sung P der algebraischen Ric-
catigleichung (3.15) erfu¨llt. Dann ist die Existenz des eindeutigen Kan-
didaten
(
x∗(·),u∗(·)) garantiert. Fu¨r alle x0 und x0 sowie jedes gege-
bene t ∈ [0,∞) ist (x∗(t),u∗(t)) der Grenzwert der optimalen Lo¨sung(
x∗T (t),u∗T (t)
)
:
lim
T→∞
(
x∗T (t)− x∗(t)
)
= 0, (3.93a)
lim
T→∞
(
u∗T (t)− u∗(t)
)
= 0. (3.93b)
Beweis. Der Beweis wird in Anhang D.3, ab S. 237, pra¨sentiert.
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Dieser Satz stellt einen quantitativen Zusammenhang der Lo¨sung des
Problems OFPT 3.1 mit dem Kandidaten einer Lo¨sung des Problems
OFP∞3.1 dar. Dieser quantitative Zusammenhang ist fu¨r die Herleitun-
gen der na¨chsten Abschnitte von Bedeutung. Er geht u¨ber Ergebnisse aus
der genannten Literatur hinaus, die lediglich die Konvergenz der Regler-
koeffizienten beru¨cksichtigen [6, 107, 118] oder nur Fa¨lle, in denen α = 0
gewa¨hlt werden kann, zulassen [11, 13, 117, 118, 152]. Der Satz 3.4 unter-
streicht die Wichtigkeit der Eigenwertbedingung (3.92) fu¨r die Konvergenz
(3.93). Tatsa¨chlich ist diese Bedingung im Allgemeinen auch notwendig,
da andernfalls limT→∞ΠT (t) = Π∞ nicht mehr zutrifft, vgl. [107].
Wachsen die Solltrajektorien oder Sto¨rungen nur als Polynom in der
Zeit oder sind sie sogar beschra¨nkt, dann wird die Eigenwertbedingung
(3.92) immer erfu¨llt. Folglich ist unter der Annahme 3.3 die optimale
Lo¨sung
(
x∗(·),u∗(·)) nach Satz 3.2 auch immer ein Grenzwert der op-
timalen Lo¨sung
(
x∗T (·),u∗T (·)
)
fu¨r T →∞.
Bemerkung 3.10. Aus dem Zusammenhang u¨ber eine Grenzwertbil-
dung wird in der Literatur auf inada¨quate Weise auf eine Optima-
lita¨tseigenschaft geschlossen, wie z. B. in [6, Kap. 4] oder [55]. Selbst
wenn die Eigenwertbedingung (3.92) und damit die Konvergenz (3.93)
gewa¨hrleistet ist, ist der Schluss, dass die Kostendifferenz ebenfalls fu¨r
T → ∞ gegen null konvergieren wu¨rde, unzula¨ssig. Dies wird nun unter
Annahme 3.3 kurz aufgezeigt. Auf Basis der Variationsrechnung in Ab-
schnitt 2.3.2 gilt
J0,T
(·,u∗(·))− J0,T (·,u∗T (·)) = 12δ2J∗T (δuT (·)) ≥ 12
T∫
0
δuTTRδuT dt
(3.94)
fu¨r die Variation δuT (t) = u∗(t)−u∗T (t). Sie verschwindet nicht zum Ende
des Intervalls [0, T ], vielmehr resultiert δuT (T ) = u∗(T ) wegen u∗T (T ) = 0
aufgrund der Transversalita¨tsbedingung φT (T ) = 0 in (2.52c). Außer in
Sonderfa¨llen, wie in Abschnitt 3.4.5, konvergiert u∗(T ) nicht gegen den
Nullvektor fu¨r T → ∞. Zusa¨tzlich ist es mittels Lemma 3.1 und Satz 3.4
nachzuvollziehen, dass die Ableitung ddt‖δuT (t)‖2 beschra¨nkt ist und die
Schranke unabha¨ngig von T gewa¨hlt werden kann.13) Damit besitzt das
13)Um dies nachzuvollziehen, bietet es sich an, die Differentiation unter Verwendung
der Differenzialgleichungen (2.78), (2.79), (2.75), (3.1a) und (3.2a) durchzufu¨hren.
Danach kann eine Abscha¨tzung der oberen Schranke mithilfe der Ungleichungen aus
Lemma 3.1 und Satz 3.4 sowie deren Beweisen erfolgen.
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Integral auf der rechten Seite von (3.94) fu¨r beliebig große und geeignet
gewa¨hlte T > 0 eine feste untere, positive Schranke und die Kostendifferenz
kann nicht gegen null konvergieren.
Offensichtlich liegt ein Fall vor, indem die Grenzwertbildung nicht mit
der Integration vertauscht werden darf. Im Gegensatz zu Abschnitt 2.6
sind aufgrund der nicht verschwindenden Abweichung der Kosten hier kei-
ne Ru¨ckschlu¨sse aus der Konvergenz (3.92) auf Optimalita¨tseigenschaften
mo¨glich. Solche getroffenen Ru¨ckschlu¨sse, wie beispielsweise in [6, 55, 56,
130], sind daher im Allgemeinen inada¨quat.
Bemerkung 3.11. Mit Blick auf Abschnitt 3.3, werden die Un-
zula¨nglichkeiten in der Beweisfu¨hrung zur u¨berholenden Optimalita¨t von
[152, Theorem 3.1] kurz diskutiert. Im finalen Schritt [152, Gl. (3.12)] wird
fa¨lschlicherweise angenommen, dass am Ende des Horizontes [0, T ] die Ab-
weichung der Trajektorie x∗T (T ) einer Lo¨sung des Problems OFPT 3.1 von
der Trajektorie x∗(T ) zum Problem OFP∞3.1 mit T → ∞ verschwindet.
Dies gilt im Allgemeinen jedoch nicht: x∗T (T ) − x∗(T ) 6→ 0 fu¨r T → ∞,
was auch bereits die Ungleichung (3.91a) vermuten la¨sst. Das Ergebnis
(3.93a) ist auch nicht anwendbar, da in (3.93a) t ∈ [0,∞) ein gegebener
fester Parameter ist, wa¨hrend hier t = T mit T →∞ zunimmt.
Wie in Bemerkung 3.10 analysiert, konvergiert das optimale Regelgesetz
zum Problem OFPT 3.1: limt→T u∗T (t) = 0 fu¨r jedes T > 0. Der zugeho¨rige
geschlossene Regelkreis verha¨lt sich somit am Ende eines Horizontes wie
der offene Regelkreis. Ganz im Gegensatz dazu wird das Verhalten von
x∗(t) mit zunehmendem T durch das Exosystem bestimmt werden. Fu¨r
z. B. konstante Soll- und Sto¨rgro¨ßen kann es vorkommen, dass x∗(t) mit
t→ T in die Umgebung eines konstanten Punktes im Zustandsraum kon-
vergiert, wohingegen x∗T (t) zum Ursprung strebt. Die falsche Annahme
in [152] geht auf eine inada¨quate Schlussfolgerung aus der Beweisfu¨hrung
zum [152, Lemma 3.2] und auf eine fehlerhafte Ungleichung im Rahmen
von [152, Gl. (3.5)] zuru¨ck.
Schlussendlich wu¨rde die Beweisfu¨hrung von [152, Theorem 3.1] impli-
zieren, dass die Kostendifferenz J0,T
(·,u∗(·)) − J0,T (·,u∗T (·)) fu¨r T → ∞
gegen null konvergieren wu¨rde, was in Bemerkung 3.10 widerlegt wurde.
3.5.2 Konstruktion einer Turnpike und Nachweis
einer Turnpike-Eigenschaft
Aus den hergeleiteten Zusammenha¨ngen im vorherigen Abschnitt ko¨nnen
nun Eigenschaften von
(
x∗(·),u∗(·)) abgeleitet werden. Hier wird nach-
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gewiesen, dass eine Turnpike14) des Problems OFPT 3.1 durch das sta-
tiona¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
der in Satz 3.2 hergeleiteten Lo¨sung(
x∗(·),u∗(·)) des Problems OFP∞3.1 gegeben ist. Die damit verbundenen
Eigenschaften werden ero¨rtert und insbesondere die wichtige Rolle der An-
nahme 3.3 aufgezeigt.
Der folgende Satz belegt, dass eine Turnpike selbst im Falle nichtperi-
odischer Solltrajektorien und Sto¨rgro¨ßen explizit konstruiert werden kann.
Satz 3.5 (Turnpike). Die Annahmen 3.1, 3.2 und 3.3 seien erfu¨llt. Das
Paar (Π∗x,Πφ) sei die eindeutige Lo¨sung der Sylvestergleichung (3.13).
Fu¨r beliebige Anfangswerte x0 und x0 ist dann Π∗xx(·) eine Turnpike des
Problems OFPT 3.1. D. h., fu¨r jedes beliebige  > 0 existieren Konstanten
T1(x0,x0, ) > 0 und T2(x0,x0, ) > 0, sodass fu¨r die in Satz 2.1 her-
geleitete optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
des Problems OFPT 3.1 zu jedem
hinreichend langen Horizont [0, T ] mit T ≥ T1 + T2 gilt:
‖x∗T (t)−Π∗xx(t)‖2 ≤ , ∀t ∈ [T1, T − T2]. (3.95)
Beweis. Es wird nachgewiesen, dass die gesuchten positiven Konstanten
T1 und T2 immer gefunden werden ko¨nnen. Infolge der Annahmen kann
dazu Satz 3.4 genutzt werden, wobei die Wahl α = 0 in (3.87b) wegen der
Annahme 3.3 eines beschra¨nkten Zustandes x(t) des Exosystems mo¨glich
ist.
Es sei an die Superposition x∗(t) = x˜∗(t)+Π∗xx(t) nach Abschnitt 3.4.1
erinnert. Hierbei lo¨st x˜∗(t) die Fehlerdynamik (3.16). Damit ist fu¨r ein
M˜x := M˜x(x0,x0) > 0 die Ungleichung
‖x˜∗(t)‖2 ≤ M˜xe−αt (3.96)
erfu¨llt, wobei α > 0 gema¨ß (3.87a) gewa¨hlt wurde. Weiterhin gelten
‖x∗T (t)− x∗(t)‖2 ≥ ‖x∗T (t)−Π∗xx(t)‖2 − ‖x˜∗(t)‖2 (3.97)
und
‖x∗T (t)− x∗(t)‖2 ≤Mxe−α(T−t) (3.98)
mit Mx = Mx(x0,x0) > 0 wegen (3.91a) und α = 0. Fu¨hrt man diese
Ungleichungen zusammen, dann wird (3.95) erfu¨llt, falls die Ungleichung
‖x∗T (t)−Π∗xx(t)‖2 ≤Mxe−α(T−t) + M˜xe−αt ≤  (3.99)
14)Siehe Definition 2.6 in Abschnitt 2.2.2, S. 23.
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gewa¨hrleistet ist. Fu¨r beliebige T1, T2 > 0 und jedes T ≥ T1 + T2 ist dann
 := Mxe−αT2 + M˜xe−αT1 ≥Mxe−α(T−t) + M˜xe−αt (3.100)
sofort fu¨r jedes t ∈ [T1, T − T2] ersichtlich. Werden T1 und T2 hinreichend
groß gewa¨hlt, sodass  ≤  gilt, dann ist (3.99) wegen (3.100) offensichtlich
erfu¨llt.
Der na¨chste Satz zeigt eine Turnpike-Eigenschaft fu¨r jede zula¨ssige
Lo¨sung
(
x(·),u(·)), die die optimale Lo¨sung des Problems OFPT 3.1 ap-
proximiert. Umso geringer deren Kosten von den minimalen Kosten der
optimalen Lo¨sung
(
x∗T (·),u∗T (·)
)
abweichen, umso na¨her wird x(·) an der
Turnpike Π∗xx(·) verlaufen. Der Satz wird zwecks einer kompakten Herlei-
tung fu¨r die strengere Annahme 3.4 zur Beobachtbarkeit formuliert.
Satz 3.6. Die Annahmen 3.1, 3.3 und 3.4 seien erfu¨llt und das Paar
(Π∗x,Πφ) lo¨se eindeutig die Sylvestergleichung (3.13). Es seien zwei Kon-
stanten ∆ > 0 und  > 0 gegeben. Fu¨r beliebige Anfangswerte x0 und x0
seien T1(x0,x0, ) > 0 und T2(x0,x0, ) > 0 wie in Satz 3.5 gewa¨hlt. Es
sei ein beliebiges T ≥ T1 +T2 gegeben. Dann existiert ein MJ(T1, T2) > 0,
sodass fu¨r jede zula¨ssige Lo¨sung
(
xT (·),uT (·)
)
auf dem Intervall [0, T ],
deren Kostendifferenz die Ungleichung
∆J0,T (·) = J0,T
(
x0,x0,uT (·)
)− J0,T (x0,x0,u∗T (·)) ≤ ∆2 (3.101)
mit der optimalen Lo¨sung
(
x∗T (·),u∗T (·)
)
des Problems OFPT 3.1 erfu¨llt,
die folgende Ungleichung gilt:
‖xT (t)−Π∗xx(t)‖2 ≤ +MJ∆, ∀t ∈ [T1, T − T2]. (3.102)
Beweis. Der Beweis ist in Anhang D.4 gegeben.
Das diesem Satz zugrundeliegende Ergebnis erweitert [173, Theorem
2.5] im linear-quadratischen Fall auf nichtperiodische Solltrajektorien und
Sto¨rungen. Daru¨ber hinaus ist es als eine Erweiterung von [171, Theorem
7.1.3] auf beliebige zula¨ssige Lo¨sungen, statt nur schwach u¨berholende op-
timale Lo¨sungen, sowie auf eine explizite Turnpike aufzufassen.
Fu¨r die Herleitung der beiden Sa¨tze 3.5 und 3.6 wurde angenommen,
dass die Solltrajektorien und die Sto¨rungen beschra¨nkt sind. Eine solche
Voraussetzung ist Standard in der Literatur, vgl. [154, 171, 173]. Durch
die zugeho¨rige Annahme 3.3 war es mo¨glich, in (3.87b) α = 0 zu wa¨hlen
und somit die Ungleichung zur Abweichung ‖x∗T (t) − x∗(t)‖2 (3.91a)
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in (3.98) im Beweis von Satz 3.5 zu u¨berfu¨hren. Darin konnte dann
noch eα(T−t) mittels eαT2 abgescha¨tzt werden. Diese Schritte haben
es erlaubt, die Abweichung zur Turnpike ‖x∗T (t) − Π∗xx(t)‖2 mittels
(3.100) unabha¨ngig von der La¨nge des Horizontes T auszudru¨cken. Daher
konnte T1 aber insbesondere auch T2 unabha¨ngig von jedem hinreichend
langen T gewa¨hlt werden, um die Bedingung (3.95) zu erfu¨llen. Nach
Abschnitt 2.2.2 stellt eine solche Wahl von T1, T2 unabha¨ngig von T ein
elementares Merkmal einer Turnpike dar.
Als ein weiterer Beitrag dieses Abschnittes wird aufgezeigt, dass im All-
gemeinen keine Turnpike existieren wird, falls Annahme 3.3 nicht mehr
zutrifft und unbeschra¨nkte Soll- oder Sto¨rgro¨ßen auftreten. Dann muss
na¨mlich α > 0 gema¨ß (3.87b) gewa¨hlt werden und die zuvor beschriebe-
nen Schritte fu¨hren zu der Abscha¨tzung
‖x∗T (t)−Π∗xx(t)‖2 ≤Mxeαte−(α−α)T+M˜xe−αt ≤Mxe−αT2eαT+M˜xe−αT1
(3.103)
fu¨r jedes t ∈ [T1, T − T2]. Damit diese obere Schranke unterhalb einer
vorgegebenen Konstante bleibt, muss offensichtlich T2 als Funktion der
La¨nge des Horizontes T gewa¨hlt werden. Dies suggeriert, dass das oben
genannte Merkmal einer Turnpike nicht vorliegt. Prinzipiell erscheint es
noch mo¨glich, dass die obere Abscha¨tzung (3.91a) von ‖x∗T (t) − x∗(t)‖2
in diesem Szenario zu konservativ und daher nicht mehr hinreichend fu¨r
den Nachweis einer Turnpike ist. Daher wird mittels eines Gegenbeispieles
aufgezeigt, dass bereits fu¨r eine Solltrajektorie, die eine lineare Funktion
der Zeit ist, keine Turnpike existiert.
Gegenbeispiel 3.2. Aus Abschnitt 2.2.2 wird das Beispiel 2.2, S. 25,
mit der Solltrajektorie des Beispieles 2.3, S. 28, betrachtet. D. h., das
Gu¨tefunktional
J0,T
(
0, 1, u(·)) = T∫
0
4(x− y)2 + u2dt (3.104)
wird durch die Wahl von uT (·) auf dem Intervall [0, T ] unter
Beru¨cksichtigung der Dynamik x˙ = −x + u mit dem Anfangswert x0 = 0
minimiert. Die Annahmen 3.1 und 3.2 sind erfu¨llt. Die Solltrajektorie ist
eine lineare Funktion der Zeit y(t) = 10 + t. Diese wird durch das Exosys-
tem
x˙ =
[
0 1
0 0
]
x (3.105)
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mit dem Anfangswert xT0 =
[
10 1
]
mittels y =
[
1 0
]
x generiert. Die
Lo¨sung des Exosystems ist durch x(t)T =
[
10 + t 1
]
gegeben.
Da die Systemmatrix des Exosystems einen doppelten Eigenwert in null
mit geometrischer Vielfachheit gleich eins besitzt, wird zwar die Annah-
me 3.3 nicht erfu¨llt, aber die Eigenwertbedingung (3.18) wird zwingend
eingehalten. Daher hat die Sylvestergleichung (3.13) nach Satz 3.1 eine
eindeutige Lo¨sung (Π∗x,Πφ). Fu¨r diese erha¨lt man die Geradengleichung
Π∗xx(t) =
[
0,8 0
]
x(t) = 8 + 0,8 · t. (3.106)
Fu¨r die eindeutige optimale Lo¨sung
(
x∗T (·), u∗T (·)
)
des gestellten Problems
u¨ber den endlichen Horizont [0, T ] folgt aus (3.103), dass die Ungleichung
‖x∗T (t)−Π∗xx(t)‖2 ≤Mxeαte−(α−α)T + M˜xe−αt (3.107)
mit konstanten Mx, M˜x > 0 gilt. Aufgrund des Eigenwertes λ ≈ −2, 236
des geschlossenen Regelkreises muss der positive Parameter α kleiner gleich
2, 236 gewa¨hlt werden, um die Bedingung (3.87a) zu erfu¨llen. Es ist ersicht-
lich, dass ein beliebig kleines α > 0 bestimmt werden kann, um (3.87b)
und α > α einzuhalten. Auf Basis von (3.107) ist fu¨r jedes  > 0 und
jedes gegebene t ≥ T1, wobei T1 > 0 hinreichend groß gewa¨hlt sei, die
Ungleichung
‖x∗T (t)−Π∗xx(t)‖2 ≤  (3.108)
fu¨r alle hinreichend großen T erfu¨llt. Infolgedessen ist Π∗xx(t) der einzige
mo¨gliche Kandidat fu¨r eine Turnpike nach Definition 2.6, S. 23.
Neben einer analytischen Betrachtung, die in Anhang D.5 pra¨sentiert
wird, belegt eine Simulation, dass die Bedingung (3.108) nur dann auf
einem Intervall t ∈ [T1, T − T2] fu¨r einen hinreichend langen Horizont
[0, T ] erfu¨llt wird, wenn T2 mit T anwa¨chst.
Abbildung 3.4 zeigt links die Solltrajektorie y(t) ( ), die Zusta¨nde
x∗T (t) ( ) der mittels Satz 2.1, S. 41, bestimmten, eindeutigen optima-
len Lo¨sungen u¨ber die Horizonte [0, T ] mit den La¨ngen
T ∈ {10 s; 20 s; . . . ; 90 s; 100 s}, (3.109)
den Kandidaten fu¨r eine Turnpike Π∗xx(t) ( ) sowie die Umgebung
U = {x ∈ R | |x−Π∗xx(t)| ≤ } (3.110)
fu¨r  = 4 ( ). Auf der rechten Seite sind die Zeitabsta¨nde T2,i u¨ber
den Enden T der Horizonte aufgetragen ( ), fu¨r die der optimale Zustand
x∗T (T − T2) die Umgebung U=4 verla¨sst.
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Abbildung 3.4: Darstellung von Π∗xx(t) ( ), der Solltrajektorie ( ) und der
optimalen Lo¨sungen ( ) u¨ber verschiedene endliche Horizonte zum Beispiel 3.2.
In allen Fa¨llen kann fu¨r den Zeitpunkt des Eintrittes in die Umgebung
U=4 das gleiche T1 = 0,311 s gewa¨hlt werden, wohingegen der Zeitabstand
T2,i offensichtlich mit T zunehmen muss. Der Zusammenhang wird durch
T2 ≈ −1,236 + 0,446 · ln(T + 10,807) (3.111)
approximiert,15) was als Graph ( ) auf der rechten Seite von Abbil-
dung 3.4 eingezeichnet ist. Diese Approximation extrapoliert auch sehr
pra¨zise fu¨r T > 100 s. Da T2 wa¨chst, ohne zu konvergieren, erfu¨llt der
einzige mo¨gliche Kandidat Π∗xx(t) einer Turnpike fu¨r  = 4 nicht die An-
forderungen der Definition 2.6. Da diese Anforderungen fu¨r jedes beliebige
 > 0 eingehalten werden mu¨ssen, existiert folglich keine Turnpike fu¨r
das gestellte Problem. Diese Beobachtung wird in Anhang D.5 auch auf
analytischem Wege begru¨ndet.
15)Ausgehend von der Tatsache, dass man im vorliegend Fall ‖x(t)‖2 durch eine Gera-
dengleichung anstelle von Meαt‖x0‖2 abscha¨tzen kann, bietet sich
‖x∗T (t)−Π∗xx(t)‖2 ≤Mxe−α(T−t)(M1T +M2)
als obere Schranke alternativ zu (3.107) an, wobei der zweite Summand in (3.107)
fu¨r ein hinreichend großes t vernachla¨ssigbar ist. Fu¨r ein gegebenes  > 0 muss dann
T2 so bestimmt werden, dass die Ungleichung
‖x∗T (T − T2)−Π∗xx(T − T2)‖2 ≤Mxe−αT2 (M1T +M2) ≤ 
erfu¨llt wird. Dies la¨sst vermuten, dass T2 logarithmisch von T abha¨ngt. Anhand die-
ser U¨berlegung wurde eine Ansatzfunktion gema¨ß (3.111) gewa¨hlt. Deren Koeffizien-
ten wurden mittels nichtlinearer Regression fu¨r das vorliegende Beispiel bestimmt.
Abbildung 3.4 belegt, dass hierdurch der Zusammenhang von T2 zu T pra¨zise be-
schrieben wird.
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Zusammengefasst kann festgehalten werden, dass im Allgemeinen die
Existenz einer Turnpike nicht zu erwarten ist, falls unbeschra¨nkte Solltra-
jektorien oder Sto¨rgro¨ßen auftreten und demnach die Annahme 3.3 nicht
erfu¨llt ist. Weiterfu¨hrend wa¨re es interessant zu untersuchen, ob es eine
Turnpike fu¨r die beiden Sonderfa¨lle aus Abschnitt 3.4.5 gibt, fu¨r die zu-
mindest eine u¨berholende optimale Lo¨sung existiert.
3.5.3 Agreeable Plan ohne Annahme 3.3
Die Gegenbeispiele 3.1 und 3.2 haben belegt, dass im Allgemeinen weder
eine u¨berholend optimale Lo¨sung noch eine Turnpike existieren wird, falls
die Solltrajektorien und die Sto¨rungen nicht beschra¨nkt sind und somit
Annahme 3.3, S. 61, verletzt wird. Falls aber wenigstens die Eigenwertbe-
dingung (3.92) erfu¨llt ist, dann wird in diesem Abschnitt bewiesen, dass der
Kandidat
(
x∗(·),u∗(·)) fu¨r das Problem OFP∞3.1 ein Agreeable Plan16)
zum Problem OFPT 3.1 ist. Dies ist eine wertvolle Erkenntnis, wenn man
nach Bemerkung 3.1, S. 72, beru¨cksichtigt, dass die Eigenwertbedingung
(3.92) als Voraussetzung fu¨r eine sinnvolle Trajektorienfolgeregelung an-
zusehen ist. Die Ergebnisse gehen von der Vero¨ffentlichung [22] aus.
Zuna¨chst wird gezeigt, dass die Konvergenz aus Satz 3.4, S. 97, auf end-
lichen Intervallen gleichma¨ßig erfolgt.
Lemma 3.2. Die Annahmen 3.1 und 3.2 seien erfu¨llt und fu¨r alle Ei-
genwerte des Exosystems λ ∈ σ (A) gelte Re{λ} ≥ 0. Weiterhin treffe
die Eigenwertbedingung (3.92) zu. Fu¨r jedes x0 und jedes x0 sowie jedes
gegebene t1 > 0 ist dann die Konvergenz (3.93)
lim
T→∞
(
x∗T (t)− x∗(t)
)
= 0, (3.112a)
lim
T→∞
(
u∗T (t)− u∗(t)
)
= 0 (3.112b)
gleichma¨ßig auf dem Intervall t ∈ [0, t1].
Beweis. Das Ergebnis kann aus den Ungleichungen (3.91a) bzw. (3.91b)
fu¨r beliebige x0 und x0 abgeleitet werden. Die gleichma¨ßige Konvergenz
ist durch die folgende Aussage definiert [177, Abschn. 16.1.3]:
∀ > 0 ∃T̂ > 0: ∀T > T̂ : ‖x∗T (t)− x∗(t)‖2 < , ∀t ∈ [0, t1]. (3.113)
Aus (3.91a) folgt sofort, dass
‖x∗T (t)− x∗(t)‖2 ≤Mxeαte−(α−α)T ≤Mxeαt1e−(α−α)T (3.114)
16)Siehe Definition 2.7 in Abschnitt 2.2.2, S. 26.
106 3 Explizite optimale Folgeregelung u¨ber unendliche Horizonte
fu¨r alle t ∈ [0, t1] gilt, wobei α, α > 0 nach Lemma 3.1 gewa¨hlt sind. Fu¨r
1
α−α
(
αt1 + ln
(
Mx

)) ≤ T̂ (3.115)
erha¨lt man Mxeαt1e−(α−α)T <  fu¨r alle T > T̂ und die Aussage (3.113)
trifft zu. Dass die Konvergenz (3.112b) gleichma¨ßig ist, kann vo¨llig analog
bewiesen werden.
Der Nachweis eines Agreeable Plan ist das zweite Hauptresultat dieser
Arbeit.
Satz 3.7 (Agreeable Plan). Es seien die Annahmen 3.1 und 3.2 aus Ab-
schnitt 3.1 erfu¨llt und fu¨r alle Eigenwerte des Exosystems λ ∈ σ (A) treffe
Re{λ} ≥ 0 zu. Es sei die Eigenwertbedingung
Re{λ}+ Re{λ} < 0 (3.116)
fu¨r alle λ ∈ σ (A) und alle λ ∈ σ(A−BR−1BTP ) mit der positiv semide-
finiten, symmetrischen Lo¨sung P der algebraischen Riccatigleichung (3.15)
erfu¨llt. Fu¨r beliebige Anfangswerte x0 und x0 sei die zula¨ssige, eindeutige
Lo¨sung
(
x∗(·),u∗(·)) gema¨ß Satz 3.1, S. 71, bestimmt. Fu¨r alle gegebenen
Anfangswerte x0 und x0 ist die Lo¨sung
(
x∗(·),u∗(·)) ein Agreeable Plan
zum Problem OFPT 3.1 gema¨ß Definition 2.7, S. 26.
Beweis. Zu beliebigen Anfangswerten x0 und x0, einem beliebigen
TAP > 0 sowie jedem T > TAP sei
(
x∗TAP,T (·),u∗TAP,T (·)
)
die Lo¨sung des
Problems OFPT 3.1, S. 61, auf dem Intervall [TAP, T ] zu den Anfangswerten
x(TAP) = x∗(TAP) und x(TAP). Weiterhin sei
(
x∗T (·),u∗T (·)
)
die eindeuti-
ge Lo¨sung des Problems OFPT 3.1 auf dem Intervall [0, T ]. Beide Lo¨sungen
sind durch Satz 2.1, S. 41, bestimmt. Die Voraussetzungen fu¨r einen Agree-
able Plan nach Definition 2.7 sind erfu¨llt, falls die Bedingung (2.25)
lim
T→∞
(
J0,TAP
(
x0,x0,u
∗(·))+ JTAP,T (x∗(TAP),x(TAP),u∗TAP,T (·))
− J0,T
(
x0,x0,u
∗
T (·)
))
= 0 (3.117)
fu¨r jedes gegebene TAP > 0 eingehalten wird.
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Es sei L(x(t),u(t),x(t)) der Integrand des Kostenfunktionals (3.3) zum
Zeitpunkt t wie in Abschnitt 2.3.2. Mit den Abweichungen definiert durch
x˜∗T (t) := x∗T (t)− x∗(t) und u˜∗T (t) := u∗T (t)− u∗(t) gilt fu¨r die Differenz
L
(
x∗(t),u∗(t),x(t)
)− L(x∗T (t),u∗T (t),x(t)) = − 12(x˜∗TT CTQCx˜∗T
+ 2x˜∗TT CTQ
(
Cx∗ + (Dd −C)x
)
+ 2u˜∗TT Ru∗ + u˜
∗T
T Ru˜
∗
T
)
(3.118)
fu¨r jedes t ∈ [0, T ]. Auf Basis von Lemma 3.2 ist bekannt, dass fu¨r jedes
TAP > 0 die Abweichungen x˜∗T (t) und u˜
∗
T (t) auf dem Teilintervall [0, TAP]
fu¨r T →∞ gleichma¨ßig gegen den Nullvektor konvergieren. Da außerdem
‖x∗(t)‖2, ‖u∗(t)‖2 und ‖x(t)‖2 auf diesem Intervall [0, TAP] beschra¨nkt
sind, konvergiert damit auch die Differenz (3.118) auf [0, TAP] gleichma¨ßig
gegen null fu¨r T → ∞. Nach [177, Abschn. 16.3.4] ist es somit mo¨glich,
die Grenzwertbildung und Integration auf [0, TAP] zu vertauschen, sodass
fu¨r die Kostendifferenz
∆J0,TAP(·) = J0,TAP
(·,u∗(·))− J0,TAP(·,u∗T (·)) (3.119)
folgt
lim
T→∞
(
J0,TAP
(
x0,x0,u
∗(·))− J0,TAP(x0,x0,u∗T (·))) =
TAP∫
0
lim
T→∞
(
L
(
x∗(t),u∗(t),x(t)
)− L(x∗T (t),u∗T (t),x(t)))dt = 0 (3.120)
fu¨r jedes TAP > 0. Es verbleibt fu¨r jedes TAP > 0 zu u¨berpru¨fen, ob auch
lim
T→∞
(
JTAP,T
(
x∗(TAP),x(TAP),u∗TAP,T (·)
)
− JTAP,T
(
x∗T (TAP),x(TAP),u∗T (·)
))
= 0 (3.121)
zutrifft. Mittels der Variationsrechnung in Abschnitt 2.3 setzt sich fu¨r die
mo¨gliche Wahl  = 1, vgl. S. 38, die Kostendifferenz
∆J∗TAP,T
(
δx(·), δu(·)) = δ1J∗TAP,T (·) + 12δ2J∗TAP,T (·) (3.122)
aus der ersten Variation δ1J∗TAP,T (·) = φT (TAP)Tδx(TAP) analog zu (2.48)
und der zweiten Variation
δ2J∗TAP,T (·) =
T∫
TAP
(
δxTCTQCδx+ δuTRδu
)
dt (3.123)
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nach (2.73) zusammen. Hierin sind δx = x∗TAP,T −x∗T und δu = u∗TAP,T −
u∗T . Die Variation
(
δx(·), δu(·)) erfu¨llt die Dynamik δx˙ = Aδx + Bδu
zum Anfangswert δx(TAP) = x∗(TAP) − x∗T (TAP). Aus der Ungleichung
(D.42), S. 240, la¨sst sich mittels α > α ableiten, dass fu¨r den Kozustand
‖φT (TAP)‖2 ≤ M̂φeαTAP fu¨r jedes beliebige TAP > 0 und jedes T > TAP
gilt. Mithilfe der Ungleichung (3.91a) schließt man dann auf die Unglei-
chung
|δ1J∗TAP,T (·)| ≤Mδ1e(α+α)TAPe−(α−α)T (3.124)
mit Mδ1 := Mδ1(x0,x0) > 0 fu¨r die erste Variation. Nun wird eine obere
Schranke der zweiten Variation bestimmt. Hierzu beru¨cksichtigt man, dass
sowohl u∗TAP,T (·) als auch u∗T (·) durch (2.80) nach Satz 2.1 und somit durch
u∗TAP,T (t) = −R−1BT
(
P T (t)x∗TAP,T (t) + ΠT (t)x(t)
)
,
u∗T (t) = −R−1BT
(
P T (t)x∗T (t) + ΠT (t)x(t)
) (3.125)
bestimmt sind. Daher erha¨lt man
δu(t) = u∗TAP,T (t)− u∗T (t) = −R−1BTP T (t)δx(t). (3.126)
Offensichtlich ist δu(·) der linear-quadratische Regler zur Problemstellung
min
δu(·)
δ2J∗TAP,T
(
δx(·), δu(·)), (3.127)
die analog zum Problem 2.4 in Abschnitt 2.6, S. 56, formuliert ist. Die
zweite Variation kann folglich gema¨ß Abschnitt 2.6 durch
δ2J∗TAP,T
(
δx(·), δu(·)) = δx(TAP)TP T (TAP)δx(TAP)
=
(
x∗(TAP)− x∗T (TAP)
)T
P T (TAP)
(
x∗(TAP)− x∗T (TAP)
)
(3.128)
berechnet werden. Aus dem Beweis zu Satz 3.4 in Anhang D.3 ist bekannt,
dass ‖P T (t)‖2 ≤MP fu¨r jedes T > 0 und alle t ∈ [0, T ] gilt. Beru¨cksichtigt
man wieder (3.91a), so fu¨hrt dies auf die Ungleichung
|δ2J∗TAP,T (·)| ≤Mδ2e2αTAPe−2(α−α)T (3.129)
mit Mδ2 := Mδ2(x0,x0) > 0 fu¨r die zweite Variation. Aus den gefundenen
Ungleichungen (3.124) und (3.129) resultiert
|∆J∗TAP,T (·)| ≤Mδ1e(α+α)TAPe−(α−α)T +
Mδ2
2 e
2αTAPe−2(α−α)T (3.130)
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fu¨r die Kostendifferenz (3.122). Wie im Beweis zu Satz 3.4 in Anhang D.3
gezeigt wurde, kann α > α aufgrund der Eigenwertbedingungen gewa¨hlt
werden. Es ergibt sich limT→∞∆J∗TAP,T (·) = 0 aus (3.130) fu¨r jedes
TAP > 0. Damit ist auch (3.121) belegt und zusammen mit (3.120) ist
die Bedingung (3.117) fu¨r einen Agreeable Plan erfu¨llt.
Nach der Definition 2.7, S. 26, ist gezeigt worden, dass es zu jedem  > 0
und jedem TAP > 0 ein T̂ ≥ 0 gibt, sodass die Kostendifferenz
∆JAP0,T (·) := ∆J0,TAP(·) + ∆J∗TAP,T (·) (3.131)
fu¨r alle T ≥ T̂ die Ungleichung ∆JAP0,T (·) ≤  erfu¨llt. Diese setzt sich durch
das Umschalten von u∗(·) zu u∗TAP,T (·) zum Zeitpunkt t = TAP additiv
aus ∆J0,TAP(·) aus (3.119) und ∆J∗TAP,T (·) aus (3.122) zusammen.
Aus praktischen Gesichtspunkten ist es von Interesse, in Abha¨ngigkeit
der La¨nge des Horizontes T abzuscha¨tzen, zu welchem Zeitpunkt TAP bzw.
mit welchem Zeitabstand T − TAP zum Ende des Horizontes von u∗(·) zu
u∗TAP,T (·) umgeschaltet werden muss, um ∆JAP0,T (·) ≤  zu gewa¨hrleisten.
Hierzu wird eine obere Schranke von |∆JAP0,T (·)| beno¨tigt. Dazu bestimmt
man mittels der Variationsrechnung die Kostendifferenz
∆J0,TAP(·) = J0,TAP
(
x0,x0,u
∗(·))− J0,TAP(x0,x0,u∗T (·))
= 12
TAP∫
0
(
δxTCTQCδx+ δuTRδu
)
dt
(3.132)
mit δx = x∗ − x∗T und δu = u∗ − u∗T . Fu¨r diese kann ohne Weiteres
mithilfe der Ungleichungen (3.91) im Satz 3.4 eine obere Schranke
∆J0,TAP(·) ≤MJe2αTAPe−2(α−α)T (3.133)
fu¨r ein MJ := MJ(x0,x0) > 0 angegeben werden, wobei α, α > 0 gema¨ß
Lemma 3.1 zu wa¨hlen sind. Fu¨r ∆J∗TAP,T (·) ist bereits die obere Schranke
(3.130) bekannt. Fu¨r alle T ≥ TAP > 0 ist es mo¨glich, festzustellen, dass
e2αTAPe−2(α−α)T ≤ e(α+α)TAPe−(α−α)T (3.134)
erfu¨llt ist. Insgesamt fu¨hrt dies zu der Ungleichung
∆JAP0,T (·) ≤MAPJ e(α+α)TAPe−(α−α)T (3.135)
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fu¨r ein MAPJ := MAPJ (x0,x0) > 0. Kann der Zeitabstand T − TAP unter
der Bedingung T ≥ TAP > 0 entsprechend der Ungleichung
T − TAP ≥ 2αα+αT + 1α+α ln
(
MAPJ

)
(3.136)
gewa¨hlt werden, so wird ∆AP0,TJ(·) ≤  durch (3.135) impliziert. Offen-
sichtlich spielt hierbei das Verha¨ltnis von α zu α, das dem Verha¨ltnis
der gro¨ßten Zeitkonstanten des geschlossenen Regelkreises zur kleinsten
Zeitkonstanten des Exosystems entspricht, eine entscheidende Rolle. Ist
beispielsweise Annahme 3.3 erfu¨llt, so ist die Wahl α = 0 mo¨glich. Der
Zeitabstand T −TAP kann dann unabha¨ngig von der La¨nge des Horizontes
T angegeben werden. Dieser ist hier als Pendant zum Zeitabstand T2 fu¨r
eine Turnpike in Abschnitt 3.5.2 bzw. Definition 2.6 aufzufassen. Unter
Annahme 3.3 ko¨nnen folglich beide unabha¨ngig von T gewa¨hlt werden.
Fu¨r unbeschra¨nkte Solltrajektorien oder Sto¨rungen ist aus Ab-
schnitt 3.5.2 bekannt, dass T2 im Allgemeinen mit T anwachsen muss und
eine Turnpike dann nicht existieren kann. Da nun α > 0 zu wa¨hlen ist,
muss auch T−TAP mit T anwachsen. Allerdings ist die Existenz des Agree-
able Plan gewa¨hrleistet, solange α > α zutrifft, was a¨quivalent zur Eigen-
wertbedingung (3.116) ist. Dann ist die Steigung 2α/(α+α) in (3.136) kleiner
als eins. Daru¨ber hinaus la¨sst sich aus (3.136) ablesen, dass T −TAP umso
langsamer mit T anwachsen kann desto gro¨ßer α gegenu¨ber α ist. Je klei-
ner die gro¨ßte Zeitkonstante des geschlossenen Regelkreises gegenu¨ber der
kleinsten Zeitkonstante des Exosystems ist, desto la¨nger kann der Agree-
able Plan
(
x∗(·),u∗(·)) fu¨r ein wachsendes T implementiert werden und
desto spa¨ter kann man zu u∗TAP,T (·) umschalten.
Abschließend wird das Beispiel 2.3 aus Abschnitt 2.2.2, S. 28, wie schon
im Gegenbeispiel 3.2 in Abschnitt 3.5.2, aufgegriffen.
Beispiel 3.1. Mittels Satz 3.1 wird die zula¨ssige Lo¨sung(
x∗(t), u∗(t)
)
=
(
8+0,8 t−8 e−2,236 t,−1,236 (x∗(t)−(8+0,8 t))+8,8+0,8 t)
(3.137)
bestimmt. Wie bereits im Gegenbeispiel 3.2 erla¨utert, ist der einfache
Eigenwert des geschlossenen Regelkreise λ = −2,236 und daher kann
α = 2,236 gewa¨hlt werden. Da die Solltrajektorie lediglich ein Polynom
der Zeit t ist, darf α > 0 beliebig klein sein und α > α sowie die Eigen-
wertbedingung (3.116) sind erfu¨llt. Obwohl die Annahme 3.3 verletzt ist,
da die Solltrajektorie y(t) = 10 + t mit zunehmender Zeit gegen unend-
lich strebt, und es deswegen keine Turnpike gibt, ist
(
x∗(·), u∗(·)) dennoch
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ein Agreeable Plan. Simulationsergebnisse mit und ohne Umschalten von
u∗(·) zu u∗TAP,T (·) und der Vergleich zur optimalen Regelung u∗T (·) fu¨r
T ∈ {5 s; 10 s; 15 s} zeigt die Abbildung 2.5, S. 28.
3.5.4 Eine Faustregel zur Anwendbarkeit des
Agreeable Plan u¨ber den vollsta¨ndigen
endlichen Horizont
Im vorherigen Abschnitt wurde anhand der Ungleichung (3.136) festge-
stellt, dass die Zeit TAP, u¨ber die der Agreeable Plan
(
x∗(·),u∗(·)) ange-
wendet werden darf, essentiell von der Gro¨ße des Parameters α aus Lem-
ma 3.1 abha¨ngt. Die Gro¨ße von α wird durch den Kehrwert der gro¨ßten
Zeitkonstante des geschlossenen Regelkreises beschra¨nkt und ha¨ngt damit
unter anderem von den Gewichtungsmatrizen Q und R ab. Im Falle einer
Modifikation der Kosten wie (3.65) in Abschnitt 3.4.4 mit Q˜ wird α sogar
gezielt beeinflusst. Es stellt sich nun die Frage, welchen Einfluss eine Ver-
gro¨ßerung von α durch Anpassung der Gewichtungen auf den Zeitabstand
T − TAP fu¨r ein festes T > 0 hat und ob daraus eine qualitative Aussage
zu der Kostendifferenz
J0,T (·,u∗(·))− J0,T (·,u∗T (·)) (3.138)
getroffen werden kann. Daraus la¨sst sich ableiten, ob auf das Umschal-
ten verzichtet werden kann und stattdessen der Agreeable Plan u¨ber den
gesamten endlichen Horizont angewendet werden kann.
Dabei ist zu beachten, dass die Konstante MAPJ in (3.136) auch impli-
zit von R, Q bzw. Q˜ und auch von α beeinflusst wird. Die relevanten
Zeitkonstanten, die von den Gewichtungen abha¨ngen und die letztendlich
durch α sowie α gema¨ß Lemma 2.1 und Lemma 3.1 charakterisiert werden
(siehe S. 57 bzw. 96), wurden in der Abscha¨tzung in (3.135) durch die Ex-
ponentialfunktionen bereits beru¨cksichtigt. Es ist daher nachzuvollziehen,
dass die Konstante MAPJ nicht exponentiell von den Gewichtungen und
α abha¨ngt.17) Ist demnach α hinreichend groß, dann ist der Zeitabstand
T − TAP gema¨ß (3.136) na¨herungsweise antiproportional zu α. D. h., die
La¨nge des Intervalls T−TAP, auf dem von u∗(·) zu u∗TAP,T (·) umgeschaltet
17)Ein Startpunkt fu¨r eine quantitative Analyse dieser Abha¨ngigkeit sind die Bestim-
mung der Konstanten M˜P in Lemma 2.1 nach [40] sowie aussagekra¨ftige Schranken
der Eigenwerte der Lo¨sung P  0 der algebraischen Riccatigleichung (3.15) bzw. der
Lo¨sung P˜  0 von (3.63), siehe hierzu [104] und fu¨r eine U¨bersicht [114, 142].
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werden muss, um ∆AP0,TJ(·) ≤  fu¨r ein festgelegtes  > 0 zu garantieren,
nimmt durch die Vergro¨ßerung von α ab.
Da die Zeit, in der u∗TAP,T (·) statt u∗(·) implementiert wird, fu¨r ein
wachsendes α immer ku¨rzer werden kann, erwartet man, dass auch ohne
Umschalten die Kostendifferenz
∆JTAP,T (·) = JTAP,T
(·,u∗(·))− JTAP,T (·,u∗T (·)) (3.139)
auf dem schrumpfenden Intervall [TAP, T ] abnimmt. Offensichtlich ist
JTAP,T
(·,u∗(·)) eine obere Schranke von ∆JTAP,T (·). Fu¨r ein wachsendes
α nimmt die gro¨ßte Zeitkonstante des geschlossenen Regelkreises gema¨ß
(3.87a) ab und die Kosten JTAP,T
(·,u∗(·)) werden durch das stationa¨re
Verhalten
(
Π∗xx(·),F ∗x(·)
)
des Agreeable Plan
(
x∗(·),u∗(·)) dominiert.
Ist es dann mo¨glich mittels der Gewichtungen Q oder R den Parameter
α immer gro¨ßer werden zu lassen, so werden die Kosten JTAP,T
(·,u∗(·))
fu¨r ein festes TAP > 0 konvergieren. Hierbei sind zwei mo¨gliche Fa¨lle zu
beru¨cksichtigen. Der Grenzwert fu¨r ein festes Q und einen gegen null lau-
fenden maximalen Eigenwert λmax(R) ist durch
1
2
T∫
TAP
xT(CΠ∗x +Dd −C)TQ(CΠ∗x +Dd −C)x dt (3.140)
gegeben. Falls es mo¨glich ist, limt→∞(y−y) = 0 durch eine exakte Folgere-
gelung zu erreichen, dann ist der Grenzwert fu¨r einen gegen +∞ laufenden
kleinsten Eigenwert λmin(Q) und ein festes R durch
1
2
T∫
TAP
xTF ∗TRF ∗x dt (3.141)
gegeben. Eine Analyse dieser beiden Grenzfa¨lle erfolgt in Kapitel 4. Dort
werden auch die den Grenzwerten zugeho¨rigen Paare
(
Π∗x,F ∗
)
bestimmt.
Da gleichzeitig der Zeitabstand T − TAP, u¨ber den integriert wird,
mit wachsendem α nach (3.136) abnehmen darf, la¨uft die obere Schran-
ke JTAP,T
(·,u∗(·)) von ∆JTAP,T (·) fu¨r α → ∞ gegen null. Unter diesen
Umsta¨nden existiert dann fu¨r ein beliebiges  > 0 auch immer eine Ge-
wichtung, die zu einem hinreichend großen α fu¨hrt, sodass
∆J0,T (·) = J0,T
(·,u∗(·))− J0,T (·,u∗T (·)) ≤  (3.142)
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erfu¨llt wird. Es ist jedoch nicht immer mo¨glich, α durch die Gewichtungen
Q und R beliebig zu vergro¨ßern.18) Passt man jedoch den Ansatz aus [6,
Kap. 3.5] wie in der Vero¨ffentlichung [22] an, so kann mittels einer geeigne-
ten Wahl der Gewichtung Q˜ in (3.65) in Abha¨ngigkeit eines gewu¨nschten
α dieses explizit vorgegeben werden. Fu¨r die obige Analyse kommt man
zum selben Ergebnis (3.142), wie aus der Vero¨ffentlichung [22] hervorgeht.
Aus der Diskussion gewinnt man die folgende
Faustregel: Gilt fu¨r das Verha¨ltnis
λmin(Q)
λmax(R)
 1 (3.143)
und fu¨r den gema¨ß Lemma 3.1 bestimmten Parameter α 0 sowie fu¨r das
Verha¨ltnis αα  1, so ist zu erwarten, dass der Agreeable Plan
(
x∗(·),u∗(·))
die optimale Lo¨sung
(
x∗T (·),u∗T (·)
)
auf dem ganzen Horizont [0, T ] zufrie-
denstellend approximiert.
Ein Beispiel stellt die Zusammenha¨nge dar.
Beispiel 3.2. Fu¨r den Agreeable Plan
(
x∗(t), u∗(t)
)
zum Beispiel 2.3,
S. 28, bzw. zum Gegenbeispiel 3.2, S. 102, werden eine absolute Kostendif-
ferenz ∆0,TJ(·) und eine relative Kostendifferenz
J(·, u∗(·))
J0,T (·, u∗T (·))
fu¨r einen Horizont der La¨nge T = 5 s und fu¨r zunehmendes α infolge der
Gewichtungen
Q ∈ {0,4; 0,55; 0,85; 1,3; 1,75; 2,5; 4; 7; 18; 82} (3.144)
und R = 1 untersucht. Die Abbildung 3.5a zeigt die jeweils zugeho¨rigen
Zustandsverla¨ufe x∗(t) ( ) und x∗T (t) ( ) sowie absoluten Kostendiffe-
renzen ( ) aufgetragen u¨ber die resultierenden α. Eine relative Kosten-
differenz ist in Abbildung 3.5b dargestellt. Beide Kostendifferenzen ( )
wurden auch fu¨r 58 weitere Stu¨tzstellen von Q ermittelt.
Es ist zu erkennen, dass die Abweichung zur Solltrajektorie ( ) mit
der Zunahme der Gewichtung Q stetig abnimmt. Dies tritt hier ein, da
18)Wie sich die Eigenwerte des geschlossenen Regelkreises asymptotisch in Abha¨ngigkeit
von Q und R verhalten, ist z. B. in [6, Kap. 6] und [81, 139] nachzulesen. Dabei sind
insbesondere die Systemnullstellen von (C,A,B), vgl. [137, 144], relevant.
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Abbildung 3.5: Darstellung der Zusta¨nde x∗i (t) ( ) und x∗T,i(t) ( ) , der
Solltrajektorie ( ) sowie der absoluten und relativen Kostendifferenz ( ) fu¨r
verschiedene Gewichte Qi.
eine exakte Folgeregelung fu¨r das Beispiel existiert. Die absolute Kosten-
differenz steigt zuna¨chst bis α = 2,55 fu¨r Q = 5,5 an und nimmt da-
nach ab. Fu¨r ho¨here α ≥ 5 wird die Kostendifferenz durch die Hyperbel
−1,602 + 166,835α+2,84 ( ) approximiert. Die relative Kostendifferenz zeigt
einen a¨hnlichen Verlauf, jedoch fa¨llt sie sta¨rker ab als die absolute, was
durch die zwangsla¨ufig mit Q ansteigenden absoluten Kosten J0,T
(·, u∗T (·))
verursacht wird. Fu¨r Q = 16 betra¨gt die relative Kostendifferenz bereits
weniger als 3,5% und der Agreeable Plan
(
x∗(·), u∗(·)) approximiert die
optimale Lo¨sung
(
x∗T (·), u∗T (·)
)
zufriedenstellend u¨ber den ganzen endli-
chen Horizont [0, T ].
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3.5.5 Fazit
Der Kandidat
(
x∗(·),u∗(·)) zum Problem OFP∞3.1 aus Satz 3.1 ist der
Grenzwert der Lo¨sung
(
x∗T (·),u∗T (·)
)
des Problems OFPT 3.1 fu¨r T →∞,
falls die gro¨ßte Zeitkonstante des mit u∗(·) geschlossenen Regelkreises
kleiner ist als die kleinste Zeitkonstante des Exosystems. Diese Forde-
rung wird von jeder Folgeregelung sinnvollerweise erfu¨llt. Ist der Kandidat
u¨berholend optimal unter der Annahme beschra¨nkter Solltrajektorien und
Sto¨rungen, dann ist eine Turnpike des Problems OFPT 3.1 durch sein stati-
ona¨res Verhalten explizit bestimmt, selbst wenn nichtperiodische Soll- oder
Sto¨rgro¨ßen vorliegen. Trifft hingegen die Annahme 3.3 nicht zu, so ist der
Kandidat immer noch ein Agreeable Plan und er approximiert die Lo¨sung(
x∗T (·),u∗T (·)
)
auf einem Teilintervall des endlichen Horizontes sehr genau.
Ist die gro¨ßte Zeitkonstante des mit u∗(·) geschlossenen Regelkreises sehr
klein, so ist zu erwarten, dass die Approximation sogar u¨ber den ganzen
endlichen Horizont [0, T ] zufriedenstellend ist.
3.6 Verbindung zur Lo¨sung eines statischen
Optimierungsproblems
Mithilfe der vorangegangenen Ergebnisse wird in diesem Abschnitt ge-
zeigt, dass es unter bestimmten Voraussetzungen mo¨glich ist, das optimale
stationa¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
nach Korollar 3.1 (siehe S. 82) als
Lo¨sung eines statischen Optimierungsproblems zu bestimmen. Dies ist der
in Abschnitt 3.2 erla¨uterte Beitrag B7). Die daraus gewonnenen Erkennt-
nisse ko¨nnen beispielsweise dazu genutzt werden, um Folgeregelungen zu
entwerfen, die effizient bezu¨glich der Stellenergie sind und gleichzeitig vor-
gegebene Schranken fu¨r den Folgefehler einhalten. Letztere wurden bis-
her nicht explizit beru¨cksichtigt. Hierauf wird in den abschließenden Be-
merkungen eingegangen und das zugeho¨rige Verfahren wird im Anhang E
erga¨nzt.
Zuna¨chst wird das in [108] eingefu¨hrte statische Optimierungspro-
blem herangezogen, dass zur Bestimmung exakter Folgeregelungen fu¨r
u¨beraktuierte Systeme vorgeschlagen wurde. Dessen Lo¨sung soll ein sta-
tiona¨res Verhalten
(
Πxx(·),Fx(·)
)
liefern, das limt→∞(y − y) = 0 unter
der bestmo¨glichen Stellenergie u¨ber einen unendlichen Horizont erreicht.
Dieses Verfahren wird in Quellen wie [69, 70, 148] und auch anderen an-
gewendet.
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Angenommen man fordert statt limt→∞(y − y) = 0, worauf erst in
Kapitel 4 eingegangen wird, dass der Ausgang der Solltrajektorie optimal
im Sinne eines Problems OFP∞3.1 folgt. Dann ist die in [108] formulier-
te Zielstellung gleichbedeutend damit, ein optimales stationa¨res Verhalten(
Π∗xx(·),F ∗x(·)
)
gema¨ß Korollar 3.1 zu bestimmen. Das angepasste sta-
tische Optimierungsproblem aus [108] lautet:
Statisches Optimierungsproblem 3.1.
argmin
Πx,F
1
2 · spur
((
CΠx +Dd −C
)T
Q
(
CΠx +Dd −C
)
+ F TRF
)
u. d. Nb.: ΠxA = AΠx +BF +Ed. (3.145)
Die Nebenbedingung garantiert, dass
(
Πxx(·),Fx(·)
)
ein stationa¨res
Verhalten zur Systemdynamik (3.1a) ist. Die Gu¨tefunktion bewertet die
Spur19) der Gewichtungsmatrix der quadratischen Form, die der Integrand
des Gu¨tefunktionals (3.3) fu¨r das stationa¨re Verhalten annimmt.
Bisher ist es jedoch nicht erwiesen, dass das Ziel, ein optimales stati-
ona¨res Verhalten zu bestimmen, so tatsa¨chlich erreicht wird. Insbesondere
ist noch unklar, ob das hierdurch berechnete stationa¨re Verhalten auch fu¨r
jeden Anfangswert x0 optimal ist.
Dieser Abschnitt belegt durch einen formalen Beweis, dass unter der
Annahme 3.3 die Lo¨sung des statischen Optimierungsproblems 3.1 das op-
timale stationa¨re Verhalten gema¨ß Korollar 3.1 liefert. Dabei werden die
Ergebnisse aus den Vero¨ffentlichungen [20, 21] auf nichtperiodische Soll-
trajektorien und Sto¨rungen erweitert. Dieses Vorgehen begru¨ndet die Wahl
des Gu¨temaßes des statischen Optimierungsproblems 3.1, dessen Motiva-
tion in [108] ausbleibt. Ein kompakter Nachweis ist auch u¨ber die notwen-
digen Optimalita¨tsbedingungen erster Ordnung aus Anhang A.2 mo¨glich,
was die Bemerkung 3.12 am Ende des Abschnittes aufzeigt.
In [108] wird darauf hingewiesen, dass die Lo¨sung des statischen Opti-
mierungsproblems 3.1 nicht invariant gegenu¨ber dem gewa¨hlten Koordi-
natensystem der Zustandsraumdarstellung x˙ = Ax des Exosystems (3.2a)
ist. Daher verlangt [108], dass das Exosystem mit einer regula¨ren Matrix
T , fu¨r die die Bedingung
d
dt
(
x(t)TT TTx(t)
)
≡ 0 (3.146)
19)Die Spur einer quadratischen Matrix entspricht der Summe ihrer Diagonalelemente
und auch der Summe ihrer Eigenwerte.
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erfu¨llt ist, transformiert wird. Dieser Schritt wird zwar in der Literatur
wie [69, 70, 148] vernachla¨ssigt, ist aber unabdingbar, um eine sinnvolle
Lo¨sung zu erhalten. Es ist ersichtlich, dass diese Bedingung nicht erfu¨llt
werden kann, falls die Soll- und Sto¨rgro¨ßen und damit die Zusta¨nde des
Exosystems unbeschra¨nkt sind. Die Bedingung (3.146) impliziert sowohl
die Annahme 3.3 als auch die Forderung nach einem speziellen Koordina-
tensystem fu¨r das Exosystem.
Es wird nun eine Basis fu¨r das Exosystem gesucht, sodass die Bedingung
d
dt
(
x(t)Tx(t)
)
= 0 erfu¨llt wird. Die Anwendung der Produktregel ergibt
x(t)T
(
A
T +A
)
x(t) ≡ 0. (3.147)
Da dies fu¨r beliebige Anfangswerte x(0) = x0 zutreffen muss, ist (3.147)
genau dann erfu¨llt, falls fu¨r die Systemmatrix des Exosystems
A = −AT (3.148)
gilt. Dies ist a¨quivalent zur Forderung, dassA schiefsymmetrisch ist. Unter
der Annahme 3.3 kann dies immer durch die folgende intuitive Zustands-
raumdarstellung erreicht werden.
Hierzu sei zuna¨chst das Frequenzspektrum des Exosystems
Ω = {ωj = Im{λj} ≥ 0 | λj ∈ σ
(
A
)
, j = 1, . . . , n} (3.149)
definiert. Da eine Kreisfrequenz ω mehr als einmal in Ω enthalten sein
kann, sei nΩ(ω) die zugeho¨rige Vielfachheit von ω ∈ Ω. Die Anzahl unter-
schiedlicher Kreisfrequenzen in Ω, die ungleich null sind, sei NΩ.
Von hier an wird der allgemeine Fall betrachtet, fu¨r den es wenigstens
ein Element in Ω, das gleich null ist, und eines, das ungleich null ist, gibt.
Unter der Annahme 3.3 kann dann die Systemmatrix von (3.2a) immer in
einer blockdiagonalen Form
A = diag
(
Ac,A1, . . . ,ANΩ
)
(3.150)
angegeben werden. Der Kreisfrequenz ω = 0 ist der Block
Ac = 0nΩ(0)×nΩ(0) (3.151)
zugeordnet. Jede Kreisfrequenz ωj ∈ Ω, j = 1, . . . , NΩ, mit ωj 6= 0 und
ωj 6= ωi, falls j 6= i, erha¨lt einen einzelnen Block
Aj = ωj
(
InΩ(ωj) ⊗
[
0 1
−1 0
])
, (3.152)
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wobei das Kronecker-Produkt aus Definition A.3 in Anhang A.1 verwendet
wurde. Durch die Wahl dieser Basis ist jeder Zustand xc,i, der ein Element
des Zustandsvektors xc zum Teilsystem des ersten BlocksAc ist, konstant:
xc,i(t) ≡ xc,i(0). Der Zustandsvektor zum Teilsystem des j-ten Blocks Aj
sei xj(t) ∈ R2nΩ(ωj). Fu¨r i = 1, . . . , nΩ(ωj) ist das (2i− 1)-te Element
xj,2i−1(t) = Âj,i cos(ωjt+ βj,i) (3.153)
und das (2i)-te Element ist
xj,2i(t) = Âj,i sin(ωjt+ βj,i). (3.154)
Die Amplitude Âj,i ∈ R und die Phasenverschiebung βj,i ∈ R sind durch
die Anfangswerte xj,2i−1(0) und xj,2i(0) festgelegt.20) Da sowohl Ac als
auch alle Aj schiefsymmetrisch sind, ist auch A aufgrund der blockdia-
gonalen Struktur (3.150) schiefsymmetrisch und die Bedingung (3.147) ist
erfu¨llt.
Auf der Grundlage dieser Zustandsraumdarstellung des Exo-
systems wird im na¨chsten Lemma der Mittelwert der Kosten
J0,T
(
Πxx0,x0,Fx(·)
)
eines stationa¨ren Verhaltens explizit in
Abha¨ngigkeit von Πx und F berechnet. Diese explizite Form bildet
den Ausgangspunkt, um im Anschluss von der Minimierung des quadrati-
schen Mittelwertes nach Πx und F auf das statische Optimierungsproblem
3.1 zu schließen.
Lemma 3.3. Das Paar
(
Πx,F
)
erfu¨lle die Nebenbedingung (3.145). Oh-
ne Beschra¨nkung der Allgemeinheit liege das Exosystem (3.2) in einer
Zustandsraumdarstellung vor, sodass (3.150) gilt. Es sei eine Funktion
G(Πx,F ) := 1√2
[
Q1/2(CΠx +Dd −C)
R1/2F
]
(3.156)
mit QT1/2Q1/2 = Q und RT1/2R1/2 = R definiert. Fu¨r diese gilt
GTG = 12
(
(CΠx +Dd −C)TQ(CΠx +Dd −C) + F TRF
)
. (3.157)
20)Fu¨r jedes t ≥ 0 gilt der Zusammenhang
Âj,i
[
cos(ωjt+ βj,i)
sin(ωjt+ βj,i)
]
=
[
cos(ωjt) sin(ωjt)
− sin(ωjt) cos(ωjt)
] [
xj,2i−1(0)
xj,2i(0)
]
. (3.155)
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Fu¨r jeden Anfangswert[
xc(0)T x1(0)T . . . xNΩ(0)
T
]
= xT0 (3.158)
ist der quadratische Mittelwert (QMW) des stationa¨ren Verhaltens(
Πxx(·),Fx(·)
)
mit dem Kostenfunktional (3.3) durch
lim
T→∞
1
T
J0,T
(
Πxx0,x0,Fx(·)
)
= xc(0)TGTcGcxc(0)
+ 12
NΩ∑
j=1
xj(0)T
(
GTjGj + 1ω2
j
A
T
jG
T
jGjAj
)
xj(0) (3.159)
bestimmt, wobei Gc bzw. Gj die Spalten von G sind, die den Zustands-
vektoren xc bzw. xj mittels Gx zugeordnet werden.
Beweis. Der Beweis erfolgt in Anhang D.6.
Anhand der Definition 2.4, S. 20, ist es leicht nachzuvollziehen, dass das
optimale stationa¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
nach Korollar 3.1 eben-
falls QMW-optimal21) fu¨r beliebige Anfangswerte x0 ist. Daher mini-
miert das Paar
(
Π∗x,F ∗
)
den quadratischen Mittelwert (3.159) fu¨r je-
des x0. Im na¨chsten Satz wird nachgewiesen, dass diese Minimierung
von (3.159) a¨quivalent zum statischen Optimierungsproblem 3.1 ist. Um
hieraus aber von einer Lo¨sung des statischen Optimierungsproblems 3.1 auf
das Paar
(
Π∗x,F ∗
)
zu schließen, muss die Minimierung von (3.159) mit-
tels der Variablen Πx und F auch eine eindeutige Lo¨sung besitzen. Unter
der Pra¨misse, dass das optimale stationa¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
tatsa¨chlich die eindeutige QMW-optimale Lo¨sung fu¨r jedes x0 ist, trifft
dies zu.
Wie am Beispiel 2.1, S. 22, demonstriert wurde, muss ein optimales sta-
tiona¨res Verhalten allerdings nicht auf eine eindeutige QMW-optimale
Lo¨sung fu¨hren. Werden wie in diesem Abschnitt jedoch nur Lo¨sungen
der Gestalt
(
Πxx(·),Fx(·)
)
zugelassen, dann ist die eindeutige QMW-
optimale Lo¨sung durch
(
Π∗xx(·),F ∗x(·)
)
gegeben. Die damit verbundene
Problemstellung und ein formaler Beweis dieser Aussage sind Teil des Ab-
schnittes 4.4.4 in Kapitel 4, daher wird hier auf eine Herleitung verzichtet.
21)Siehe Definition 2.5 in Abschnitt 2.2.1, S. 21.
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Es folgt das dritte Hauptresultat dieser Arbeit. Es besagt, dass unter
einfachen Voraussetzungen das optimale stationa¨re Verhalten sowohl mit-
tels der Entwurfsgleichungen (3.13) und (3.20b) als auch durch die Lo¨sung
des statischen Optimierungsproblems 3.1 bestimmt werden kann.
Satz 3.8. Die Annahmen 3.1 bis 3.3 aus Abschnitt 3.1 seien erfu¨llt. Das
Exosystem (3.2a) liege ohne Beschra¨nkung der Allgemeinheit in einer Zu-
standsraumdarstellung vor, fu¨r die (3.150) gilt. Fu¨r jeden Anfangswert x0
ist das optimale stationa¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
, welches durch das
nach Satz 3.1, S. 71, ermittelte Paar
(
Π∗x,F ∗
)
bestimmt ist, a¨quivalent
durch die eindeutige Lo¨sung des statischen Optimierungsproblems 3.1,
S. 116, bestimmt.
Beweis. Unter Beru¨cksichtigung der spaltenweisen Unterteilung der Ma-
trix G aus (3.156) im Lemma 3.3 sei eine Funktion
G˜(Πx,F ) := diag
(
Gc,
1√
2
[
G1
1
ω1
G1A1
]
, 1√2
[
G2
1
ω2
G2A2
]
, . . .
)
(3.160)
definiert, sodass fu¨r jedes x0 der quadratische Mittelwert (3.159) durch
xT0 G˜
T
G˜x0 = xc(0)TGTcGcxc(0)
+ 12
NΩ∑
j=1
xj(0)T
(
GTjGj + 1ω2
j
A
T
jG
T
jGjAj
)
xj(0) (3.161)
ausgedru¨ckt wird. Im Folgenden sei G˜
∗ := G˜(Π∗x,F ∗). Aus der voran-
gegangenen Diskussion ist bekannt, dass
(
Π∗x,F ∗
)
die eindeutige Lo¨sung
der Minimierung des quadratischen Mittelwerts (3.159) zu jedem x0 ist.
Daher muss fu¨r jedes andere Paar
(
Πx,F
)
, das nur zula¨ssig ist, wenn es
die Nebenbedingung (3.145) erfu¨llt, die Ungleichung
xT0 G˜
T
G˜x0 ≥ xT0 G˜
∗T
G˜
∗
x0 (3.162)
fu¨r jedes x0 gelten und fu¨r wenigstens ein x∗0 6= 0 gilt
x∗T0 G˜
T
G˜x∗0 > x
∗T
0 G˜
∗T
G˜
∗
x∗0. (3.163)
Man definiert nun
∆G˜
∗
(Πx,F ) := G˜
T
G˜− G˜∗TG˜∗. (3.164)
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Wegen (3.162) ist diese symmetrische Matrix positiv semidefinit und da-
mit sind alle ihre Eigenwerte gro¨ßer gleich null. Aufgrund von (3.163) ist
außerdem mindestens einer ihrer Eigenwerte gro¨ßer als null. Fu¨r ihre Spur,
die der Summe ihrer Eigenwerte entspricht, folgt daher
spur
(
∆G˜
∗
(·)
)
= spur
(
G˜
T
G˜− G˜∗TG˜∗
)
> 0. (3.165)
Man beachte, dass 1ωjAj aufgrund von (3.152) eine orthogonale Matrix ist
und damit 1
ω2
j
A
T
jAj = I erfu¨llt. Daher ergibt sich
spur
(
1
ω2
j
A
T
jG
T
jGjAj
)
= spur
(
GTjGj
)
, (3.166)
da die Spur invariant gegenu¨ber einer A¨hnlichkeitstransformation ist.22)
Auf Basis von (3.161) und (3.166) wird dann
spur
(
G˜
T
G˜
)
= spur
(
GTcGc
)
+
NΩ∑
j=1
spur
(
GTjGj
)
= spur
(
GTG
)
(3.167)
berechnet, wobei G gema¨ß Lemma 3.3 festgelegt ist und spur
(
GTG
)
der Gu¨tefunktion des statischen Optimierungsproblems 3.1 entspricht. Sei
G∗ := G(Π∗x,F ∗), so fu¨hrt (3.165) mit (3.167) fu¨r jedes zula¨ssige Paar(
Πx,F
) 6= (Π∗x,F ∗) auf
spur
(
GTG
)
> spur
(
G∗TG∗
)
(3.168)
und
(
Π∗x,F ∗
)
, gegeben durch Satz 3.1, ist die eindeutige Lo¨sung des sta-
tischen Optimierungsproblems 3.1.
Die Beweisfu¨hrung zeigt, dass es mo¨glich ist, die simultane Minimierung
des quadratischen Mittelwertes (3.159) fu¨r jedes x0 in die Minimierung
von spur
(
GTG
)
zu u¨berfu¨hren. Damit motiviert sie das Gu¨temaß des sta-
tischen Optimierungsproblems 3.1. Erst diese Formulierung unabha¨ngig
vom Anfangswert x0 erlaubt es, die herko¨mmlichen Methoden wie in An-
hang A.2 zur Lo¨sung zu nutzen. Auf deren Basis wird in der na¨chsten
Bemerkung eine alternative Mo¨glichkeit zum Beweis von Satz 3.8 aufge-
zeigt. Im Anschluss folgen vier weitere Bemerkungen.
22)Dies folgt aus der Rechenregel spur (ABC) = spur (BCA), siehe [30, Kap. 2.2].
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Bemerkung 3.12. Die Aussage von Satz 3.8 ist auch nachweisbar, in-
dem die notwendigen Optimalita¨tsbedingungen erster Ordnung fu¨r das
statische Optimierungsproblem (3.1) aufgestellt werden. Hierzu fu¨hrt man
die Lagrange-Multiplikatoren Πφ ∈ Rn×n und die Lagrange-Funktion
L(Πx,F ,Πφ) = 12 · spur
( (
CΠx +Dd −C
)T
Q
(
CΠx +Dd −C
)
+
F TRF
)
+ spur
(
ΠTφ
(−ΠxA+AΠx +BF +Ed) ) (3.169)
ein und bestimmt die notwendigen Optimalita¨tsbedingungen erster Ord-
nung23)
∂L(Πx,F ,Πφ)
∂Πx
∣∣∣∣
Π∗x,F ∗,Πφ
= 0, (3.170a)
∂L(Πx,F ,Πφ)
∂F
∣∣∣∣
Π∗x,F ∗,Πφ
= 0. (3.170b)
Zusammen mit der Nebenbedingung (3.145) stimmt (3.170a) mit der Syl-
vestergleichung (3.13) u¨berein, falls A = −AT zutrifft. Weiterhin stimmt
(3.170b) mit der Gleichung (3.20b) fu¨r das Vorfilter F ∗ u¨berein. Wie aus
Satz 3.1 bekannt ist, haben die Gleichungen (3.13) und (3.20b) eine eindeu-
tige Lo¨sung (Π∗x,Πφ,F ∗), die daher auch die eindeutige Lo¨sung der Op-
timalita¨tsbedingung (3.170) zusammen mit der Nebenbedingung (3.145)
ist. Folglich ist (Π∗x,F ∗) der einzige Kandidat fu¨r ein Minimum. Aufgrund
der gewa¨hlten Gewichtungen Q  0 und R  0 ist die Hesse-Matrix von
L(Πx,F ,Πφ) positiv semidefinit und somit ist auch die notwendige Opti-
malita¨tsbedingung zweiter Ordnung24) erfu¨llt. Aufgrund des quadratischen
Gu¨temaßes ist das bereits hinreichend dafu¨r, dass (Π∗x,F ∗) die eindeutige
optimale Lo¨sung des statischen Optimierungsproblems 3.1 ist, wie es mit-
hilfe der Variationsrechnung in Anhang A.2.2 nachvollzogen werden kann.
Dass die notwendigen Optimalita¨tsbedingungen mit der Nebenbedingung
(3.145) hinreichend sind, ist auch durch die Konvexita¨t25) des statischen
Optimierungsproblems 3.1 begru¨ndet, vergleiche hierzu [35, Abschn. 5.5.3],
[157, Kap. 16.3].
23)Vergleiche die notwendige Optimalita¨tsbed. (A.22) erster Ordnung aus An-
hang A.2.2.
24)Vergleiche die notw. Optimalita¨tsbed. (A.23) zweiter Ordnung aus Anhang A.2.2.
25)Ein quadratisches Gu¨temaß mit positiv semidefiniter Gewichtungsmatrix und affin
lineare Nebenbedingungen fu¨hren auf ein konvexes Minimierungsproblem.
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Hierdurch ist auch belegt, dass die spezielle Zustandsraumdarstellung
des Exosystems mit (3.150) keine Voraussetzung fu¨r die Gu¨ltigkeit von
Satz 3.8 ist. Es genu¨gt bereits, wenn A schiefsymmetrisch ist.
Bemerkung 3.13. In [108] wird fu¨r die Eindeutigkeit der Lo¨sung des
statischen Optimierungsproblems 3.1 die Bedingung CTQC  0 als hin-
reichendes Kriterium angegeben. Durch Satz 3.8 wird belegt, dass unter
den Standardannahmen 3.1 bis 3.3 die Eindeutigkeit auch garantiert ist,
falls lediglich CTQC  0 vorliegt.
Bemerkung 3.14. Durch Satz 3.8 wird auch aufgezeigt, dass es zur
Lo¨sung des statischen Optimierungsproblems 3.1, wie sie z. B. in [69, 70,
148] beno¨tigt wird, genu¨gt, die eindeutige Lo¨sung der algebraischen Syl-
vestergleichung (3.13) und F ∗ = −R−1BTΠφ zu bestimmen.
Bemerkung 3.15. Unter den Annahmen 3.1 bis 3.3 parametrisiert das
gema¨ß Satz 3.1 berechnete Paar
(
Π∗x,F ∗
)
auch die Turnpike Π∗xx(·) des
Problems OFPT 3.1 nach Satz 3.5. Damit beweist Satz 3.8, dass selbst
im Falle nichtperiodischer Solltrajektorien und Sto¨rgro¨ßen die Turnpike
mittels des statischen Optimierungsproblems 3.1 bestimmt werden kann.
In der Literatur wie [43, 154, 171, 173] findet man ein statisches Optimie-
rungsproblem zur Berechnung einer Turnpike nur fu¨r konstante Sollgro¨ßen
und Sto¨rgro¨ßen. Fu¨r periodische Gro¨ßen muss hierzu bereits ein periodi-
sches optimales Regelungsproblem gelo¨st werden [154, 171, 173], wohin-
gegen fu¨r nichtperiodische Gro¨ßen keine Berechnungsvorschrift angegeben
wird [171].
Bemerkung 3.16 (Einhalten vorgegebener Schranken durch den Fol-
gefehler). Nach [107] ist es nachteilig bei der Formulierung des Pro-
blems OFP∞3.1, dass keine ”direkte Kontrolle“ des stationa¨ren Folge-fehlers (CΠ∗x + Dd − C)x(·) mo¨glich ist. Dieser ha¨ngt implizit von den
gewa¨hlten Gewichtungen Q und R, die in den meisten Fa¨llen durch den
Anwender (iterativ) vorgegeben werden, sowie von der Systemdynamik
(3.1a), der Dynamik (3.2a) und dem Anfangswert x0 ab. Mithilfe des sta-
tischen Optimierungsproblems 3.1 ko¨nnen optimierungsbasierte Ansa¨tze,
die vorgegebene Schranken fu¨r den stationa¨ren Folgefehler beim Ent-
wurf beru¨cksichtigen, entwickelt werden. Zwei Varianten werden in An-
hang E, ab S. 247, erla¨utert und diskutiert. Das erste Verfahren wird in
der Vero¨ffentlichung [21] ausfu¨hrlich vorgestellt.
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3.7 Simulationsbeispiele
Die explizite linear-quadratische optimale Folgeregelung wird zur Regelung
eines u¨beraktuierten Helikopters und eines unteraktuierten Drei-Massen-
Schwingers eingesetzt. Dabei werden die wesentlichen Ergebnisse dieses
Kapitels demonstriert.
3.7.1 U¨beraktuiertes System: Helikopter
Es wird der Helikopter Lynx ZD559 betrachtet. Das lineare Modell mit
den Matrizen A und B im Anhang G.1.1 wurde durch die Linearisie-
rung um eine Ruhelage im Geradeausflug mit einer La¨ngsgeschwindigkeit
von 60 Knoten (30,9 ms ) gewonnen [132, S. 279]. Das Modell hat n = 9
Zusta¨nde. Zu diesen geho¨ren die Abweichungen der La¨ngsgeschwindigkeit
x1 = vx und Sinkgeschwindigkeit x2 = vz von der Ruhelage sowie die Quer-
geschwindigkeit x5 = vy (alle in ms ). Diese sind in Richtung der jeweiligen
Achse des helikopterfesten Relativkoordinatensystems definiert, wobei die
z-Achse nach unten zeigt. Das Relativkoordinatensystem xyz geht aus der
Drehung mit dem Gierwinkel um die vertikale zI-Achse des Inertialkoor-
dinatensystems, der anschließenden Drehung mit dem Nickwinkel um die
neue y′-Achse und der abschließenden Drehung mit dem Rollwinkel um die
x-Achse hervor. Die verbleibenden Zusta¨nde sind daher die Abweichung
des Nickwinkels x4 = θ von der Ruhelage sowie der Rollwinkel x7 = ϕ
und Gierwinkel x9 = ψ (alle in rad) und deren Winkelgeschwindigkeiten
x3 = θ˙, x6 = ϕ˙ und x8 = ψ˙ (in rads ). Es stehen m = 4 Stellgro¨ßen durch die
Abweichungen der Anstellwinkel (in rad) der Rotorbla¨tter des Hauptro-
tors u1 und des Heckrotors u4 sowie der Winkel (in rad) der zyklischen
Blattverstellungen in Richtung der La¨ngsachse u2 und der Querachse u3
zur Verfu¨gung [102]. Mit diesen Stellgro¨ßen ist der Helikopter vollsta¨ndig
steuerbar. Die Systemmatrix A weist Eigenwerte mit positivem Realteil
auf, d. h., der offene Regelkreis ist instabil.
Es werden zwei Szenarien betrachtet. Im ersten Szenario soll der He-
likopter wie in der Abbildung 3.6 eine slaloma¨hnliche Trajektorie flie-
gen, die durch die eingezeichneten Zusta¨nde x1, x5 sowie x9 als p = 3
Ausga¨nge festgelegt ist. Im zweiten Szenario wird ein horizontales kom-
biniertes Beschleunigungs- und Verzo¨gerungsmano¨ver durch eine Sollvor-
gabe fu¨r die La¨ngsgeschwindigkeit x1 = vx als einzigen Ausgang (p = 1)
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y
x1 = vx
x5 = vy
x2 = vz
x9 = ψ
Abbildung 3.6: Helikopter mit Solltrajektorie.
durchgefu¨hrt.26) Im Gegensatz zum ersten Szenario wird im zweiten die
Annahme 3.3 nicht eingehalten, da die Solltrajektorie unbeschra¨nkt u¨ber
einen unendlichen Horizont ist.
Beschra¨nkte Solltrajektorien
Die Abbildung 3.6 zeigt den Helikopter, dessen drei Ausga¨nge
y =
1 0 0 0 0 0 0 0 00 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
x =
vxvy
ψ
 (3.171)
der Solltrajektorie
y(t) =
[
5 ms −10 ms 25
◦·pi
180◦ sin
(
0,2 rads · t+ 15
◦·pi
180◦
)]T
(3.172)
folgen sollen, was zu einer slalomartigen Bewegung ( ) a¨hnlich zur ein-
gezeichneten Trajektorie in Abbildung 3.6 fu¨hrt. Hierbei ist zu beachten,
dass auf die Beschleunigung x˙1 = ax eine periodische Sto¨rung
d(t) = 0,5 ms2 · cos
(
0,5 rads · t
)
(3.173)
26)Die Ausga¨nge sind hier nicht durch die gemessenen Gro¨ßen festgelegt, sondern viel-
mehr durch das Ziel, dass der Helikopter einer Trajektorie folgt, die durch diese
Ausga¨nge parametrisiert werden kann.
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wirkt. Die Solltrajektorie und die Sto¨rung ko¨nnen durch ein blockdiagona-
les Exosystem der Ordnung n = 6 modelliert werden, das in der intuitiven
Koordinatendarstellung aus Abschnitt 3.6 dargestellt wird. Dessen Matri-
zen sind
A = diag
(
0, 0,
[
0 0,2
−0,2 0
]
,
[
0 1
−1 0
])
, (3.174a)
C =
[
I3 0
]
. (3.174b)
Die Sto¨rmatrizen27) sind dann
Ed = e1eT5 , (3.175a)
Dd = 0. (3.175b)
Fu¨r dieses Exosystem ist die Annahme 3.3 erfu¨llt.
Fu¨r die vorliegende Konfiguration der Ausga¨nge und der Stellgro¨ßen gilt
rang (B) = 4 > 3 = rang (C) (3.176)
und der Helikopter ist ein u¨beraktuiertes System. Um der Solltrajektorie
zu folgen und dabei die zusa¨tzlichen Aktoren mo¨glichst effizient zu nutzen,
wird daher eine optimale Folgeregelung zum Problem OFP∞3.1 entworfen.
Die Gewichtungsmatrizen des Gu¨tefunktionals J0,T (·) aus (3.3) werden fu¨r
den Folgefehler zu
Q = ρ · diag (1, 4, 15) (3.177)
mit drei unterschiedlich großen Parametern
ρ ∈ {0,1; 1; 30} (3.178)
und fu¨r die Stellgro¨ßen zu R = 10 1802pi2 · I4 gewa¨hlt. Der Parameter ρ
beeinflusst, wie genau der Solltrajektorie gefolgt wird. Fu¨r jedes ρ ist die
Annahme 3.2 erfu¨llt.
Fu¨r jeden der drei Werte des Parameters ρ wird nach Satz 3.2 die eindeu-
tige, u¨berholend optimale Lo¨sung fu¨r beliebige Anfangswerte des Systems
x0 und des Exosystems x0 durch die Implementierung des Regelgesetzes
u∗(t) = −K∗(x∗(t)−Π∗xx(t))+ F ∗x(t) (3.179)
27)Hierin sind ei ∈ Rn und ei ∈ Rn Einheitsvektoren, deren i-tes Element gleich eins
ist und alle anderen Elemente gleich null sind.
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aus (3.19) erreicht. Die Ru¨ckfu¨hrmatrix K∗ und das Vorfilter F ∗ berech-
nen sich gema¨ß Satz 3.1, S. 71, wobei lediglich die Lo¨sung der algebraischen
Riccatigleichung (3.15) und der Sylvestergleichung (3.13) erforderlich ist.
Letztere liefert auch das optimale stationa¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
nach Korollar 3.1, S. 82. Fu¨r ρ = 30 sind diese Matrizen in Anhang G.1.2
angegeben. Das Paar (Π∗x,F ∗) lo¨st nach Satz 3.8 auch das statische Op-
timierungsproblem 3.1, S. 116. Dessen Minimum betra¨gt 5,512 fu¨r ρ = 30.
Die drei optimalen Regler werden nun in einer Simulation u¨ber das Inter-
vall [0, 46,5 s] untersucht. Hierzu wird das Exosystem mit dem Anfangswert
x0 =
[
5 ms −10 ms 25
◦·pi
180◦ sin
(
15◦·pi
180◦
)
25◦·pi
180◦ cos
(
15◦·pi
180◦
)
0,5 ms2 0
]
(3.180)
initialisiert, sodass dieses die Zustandsverla¨ufe x(t) zu der angegebenen
Solltrajektorie und der Sto¨rung erzeugt. Der Anfangswert des Systems
x0 =
[
10 ms 0 0 0 0 0 0 0 0
]T (3.181)
gibt eine zu hohe Anfangsgeschwindigkeit x1(0) = vx(0) vor.
Die Abbildung 3.7 zeigt den Verlauf der Ausga¨nge y(t) fu¨r u∗(t) ( )
in Abha¨ngigkeit des Parameters ρ. Je ho¨her der Folgefehler infolge ei-
nes ho¨heren ρ gewichtet wird, umso geringer wird die Abweichung zur
Solltrajektorie y(t) ( ) und umso sta¨rker wird die Sto¨rung d(t) unter-
dru¨ckt. Letzteres zeigt der Verlauf von y1 = vx besonders deutlich. Nach
einer Transitionsphase folgt der Ausgang fu¨r ρ = 30 bereits nahezu ex-
akt der Solltrajektorie. In dieser konvergieren die Ausga¨nge bzw. die zu-
geho¨rigen Zusta¨nde zu ihrem stationa¨ren Verlauf Π∗xx(t) ( ) des opti-
malen stationa¨ren Verhaltens. Mit zunehmenden ρ erfolgt diese Konver-
genz schneller, da der gro¨ßte Realteil der Eigenwerte des geschlossenen
Regelkreises abnimmt. Wa¨hrend der Transition wa¨re jedoch die Imple-
mentierung des optimalen Reglers fu¨r ρ = 30 kritisch, da dieser typische
Stellgro¨ßenbegrenzungen des Helikopters Lynx ZD559, wie in [102, Kap.
5.5] angegeben, nicht einha¨lt. Um dies zu vermeiden und eine geeignete-
re Ru¨ckfu¨hrmatrix K∗ zu erhalten, ko¨nnte die unabha¨ngige Vorgabe der
Gu¨te fu¨r die Transition und das stationa¨re Verhalten aus Abschnitt 3.4.4
angewendet werden.
Ein vergleichbares Verhalten ist fu¨r die optimale Lo¨sung
(
x∗T (t),u∗T (t)
)
( ) des Problems OFPT 3.1 u¨ber den endlichen Horizont mit T = 46,5 s zu
beobachten, wie es beispielhaft fu¨r y2 = x5 eingezeichnet ist. Die Regelung
u∗T (·) wird wie in Abschnitt 2.4.1 entworfen. Nach der Transition verweilt
die optimale Lo¨sung in der Na¨he von Π∗xx(t) ( ) und entfernt sich erst am
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Abbildung 3.7: Darstellung der Solltrajektorie y(t) ( ), der Turnpike Π∗xx(t)
( ) und der Ausga¨nge y(t) fu¨r u∗(t) ( ) sowie u∗T (t) ( ) abha¨ngig von ρ.
Ende des Intervalls wieder. Dies unterstreicht das Ergebnis aus Satz 3.5,
nach dem Π∗xx(t) die Turnpike zum Problem OFPT 3.1 ist.
Da Re{λ} = 0 fu¨r alle Eigenwerte λ ∈ σ (A) zutrifft, werden die Eigen-
wertbedingungen der Sa¨tze 3.4 und 3.7 eingehalten. Infolgedessen bildet
die u¨berholend optimale Lo¨sung
(
x∗(t),u∗(t)
)
den Grenzwert zur optima-
len Lo¨sung
(
x∗T (t),u∗T (t)
)
fu¨r eine zunehmende La¨nge T des Horizontes.
Dies begru¨ndet die Konvergenz der Abweichungen der Zusta¨nde und der
Stellgro¨ßen gegen null ru¨ckwa¨rts in der Zeit, die die Abbildung 3.8 darstellt
und die durch die Ungleichungen (3.91) erkla¨rt wird. Mit zunehmenden ρ
kann infolge des schnelleren geschlossenen Regelkreises der Parameter α
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Abbildung 3.8: Abweichungen der Zusta¨nde und Stellgro¨ßen fu¨r die Parameter
ρ = 0,1 ( ), ρ = 1 ( ) und ρ = 30 ( ).
aus Lemma 3.1 gro¨ßer gewa¨hlt werden. Dadurch ist das schnellere Abklin-
gen der Abweichungen fu¨r gro¨ßere ρ begru¨ndet.
Um abschließend zu beurteilen, wie effizient die u¨berschu¨ssigen Stell-
gro¨ßen genutzt werden, zeigt die Abbildung 3.9 die Stellenergie. Fu¨r ρ = 30
ist ein starker Anstieg der Stellenergie am Anfang des Intervalls wa¨hrend
der Transition festzustellen, der durch die ku¨rzere Ausregelzeit begru¨ndet
ist. Aus der stationa¨ren Steigung der Kosten la¨sst sich schließen, dass
infolge einer ho¨heren Gewichtung der Folgefehler mit ρ mehr Stellener-
gie investiert wird, um der Solltrajektorie genauer zu folgen. Auf Basis
des beobachteten Verhaltens in Abbildung 3.8 ist die u¨berholend optimale
Lo¨sung nach Satz 3.7 ein Agreeable Plan zum Problem OFPT 3.1. Es ist
daher nachvollziehbar, dass nicht nur die Ausga¨nge fu¨r die u¨berholend op-
timale Stellgro¨ße u∗(·) und die optimale Stellgro¨ße u∗T (·) mit T = 46,5 s
na¨herungsweise u¨bereinstimmen, sondern auch die Stellenergie. Fu¨r ρ = 30
betragen die Mehrkosten an Stellenergie auf dem gesamten Intervall nur
+31,72 gegenu¨ber der optimalen Lo¨sung, was relativ bezu¨glich der mini-
malen Stellenergie lediglich +1,16 % entspricht.
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Dies erlaubt das Fazit: Falls eine sehr genaue Folgeregelung gewu¨nscht
ist, dann erreicht die u¨berholend optimale Lo¨sung die bestmo¨gliche Nut-
zung der u¨berschu¨ssigen Stellgro¨ßen nahezu exakt.
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Abbildung 3.9: Darstellung der Stellenergie 12
∫ t
0 u
TRu dτ fu¨r u∗(·) ( ) und
u∗T (·) mit T = 46,5 s ( ).
Unbeschra¨nkte Solltrajektorien
Im zweiten Szenario wird ein horizontales Beschleunigungs- und
Verzo¨gerungsmano¨ver im Geradeausflug angestrebt. Dies soll durch die
Vorgabe einer Solltrajektorie fu¨r die Abweichung der La¨ngsgeschwindigkeit
y1 =
[
1 0 0 0 0 0 0 0 0
]
x = vx (3.182)
erzielt werden, wobei der Helikopter von vx(0) = 0 und ax(0) = 0 auf
vx(10 s) = 15 ms beschleunigen und danach wieder vollsta¨ndig verzo¨gern
soll, sodass vx(20 s) = 0 und ax(20 s) = 0 erfu¨llt wird. Dies erreicht man
durch die Solltrajektorie
y1(t) = 0,0015 ms5 · t4 − 0,06 ms4 · t3 + 0,6 ms3 · t2. (3.183)
Beliebige Polynome vierter Ordnung ko¨nnen durch ein Exosystem mit
A =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 (3.184a)
C =
[
1 0 0 0 0
]
(3.184b)
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erzeugt werden. Da keine Sto¨rungen vorliegen, gilt Ed = 0 und Dd = 0.
Außer fu¨r spezielle Anfangswerte wird die generierte Solltrajektorie u¨ber
einen unendlichen Horizont unbeschra¨nkt sein, wie es fu¨r (3.183) zutrifft.
Die Annahme 3.3 ist somit nicht erfu¨llt. Aus dem Gegenbeispiel in Ab-
schnitt 3.4.6 ist bekannt, dass in einem solchen Fall nicht zu erwarten ist,
dass eine Lo¨sung, die die notwendigen Optimalita¨tsbedingungen erfu¨llt,
auch u¨berholend optimal ist. Da jedoch alle Eigenwerte des Exosystems
Re{λ} = 0 erfu¨llen, wird unter Annahme 3.2 in jedem Fall die Eigenwert-
bedingung (3.116) des Satzes 3.7 eingehalten. Der Kandidat
(
x∗(·),u∗(·))
aus Satz 3.1, S. 71, der die notwendigen Optimalita¨tsbedingungen erfu¨llt,
ist daher ein Agreeable Plan. Ist der Horizont hinreichend lang, dann ap-
proximiert u∗(·) in diesem Sinne die optimale Regelung u∗T (·). Ist folglich
eine mo¨glichst einfach zu implementierende Regelung zur effizienten Nut-
zung der u¨berschu¨ssigen Stellgro¨ßen gesucht, so kommt u∗(·) infrage.
Bis auf das Folgen der Solltrajektorie y1(t) gibt es allerdings noch weitere
Kriterien zu beachten. Der Hubschrauber soll bei dem Mano¨ver mo¨glichst
geradeaus fliegen und die Geschwindigkeitsa¨nderung sollte mo¨glichst in
horizontaler Richtung der Interialkoordinaten erfolgen. Daraus leitet sich
ab, dass die Abweichungen des Nickwinkels x4 = θ und des Gierwinkels
x9 = ψ sowie der vertikalen Geschwindigkeit x2 = vz und der lateralen
x5 = vy von null mo¨glichst gering bleiben sollten. Diese Anforderungen
ko¨nnen durch eine zusa¨tzliche Zustandsgewichtung ohne Weiteres beim
Reglerentwurf mittels des Problems OFP∞3.1 beru¨cksichtigt werden. Um
die Entwurfsgleichungen aus Satz 3.1, S. 71, direkt nutzen zu ko¨nnen, kann
der Ausgang um die bisher nicht beru¨cksichtigten Zusta¨nde als zusa¨tzliche
Hilfsausga¨nge erga¨nzt werden:
y =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
x =

vx
vz
θ
vy
ψ
 . (3.185)
Analog wird die Ausgangsmatrix C des Exosystems um vier Nullzeilen
erweitert. Um der Solltrajektorie (3.183) durch x1 = vx mo¨glichst genau
zu folgen und gleichzeitig die weiteren Anforderungen an die Zusta¨nde
zu beru¨cksichtigen, werden die Gewichtungsmatrizen des Gu¨tefunktionals
J0,T (·) in (3.3) zu
Q = diag (10000, 1, 500, 1, 500) , (3.186a)
R = diag (0,328281, 32,8281, 32,8281, 32,8281) (3.186b)
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gewa¨hlt. Die unterschiedliche Gro¨ße der Zustandsgewichtungen der Win-
kel im Vergleich zu den Geschwindigkeiten ist durch die unterschiedliche
Gro¨ßenordnung infolge der Einheiten rad und ms begru¨ndet. In R wird der
Anstellwinkel der Hauptrotoren u1 gegenu¨ber den anderen Stellgro¨ßen um
den Faktor hundert geringer gewichtet, um diesen fu¨r die Beschleunigung
bzw. Verzo¨gerung des Hubschraubers bevorzugt zu verwenden. Fu¨r die
Gewichtungen (3.186) ist die Annahme 3.2 erfu¨llt und die mittels Satz 3.1
bestimmte eindeutige Regelung u∗(·) hat die gleiche Struktur (3.179) wie
im ersten Szenario. Die Matrizen K∗, Π∗x und F ∗ sind Anhang G.1.2 zu
entnehmen.
Es stellt sich die Frage, ob nach Einfu¨hrung der ku¨nstlichen Ausga¨nge
noch von der Regelung eines u¨beraktuierten Helikopters gesprochen wer-
den kann. Schließlich ist der Rang der erga¨nzten Ausgangsmatrix gleich
fu¨nf und somit gro¨ßer als der Rang der Eingangsmatrix. Jedoch wird durch
Q allein der Folgefehler y1(t) − y1(t) sehr hoch gewichtet, sodass nur die
La¨ngsgeschwindigkeit x1 = vx ihrer Solltrajektorie y1 quasi exakt folgen
wird. Die ku¨nstlichen Folgefehler werden hingegen teilweise feststellbar
von null abweichen, was zeigt, dass demgegenu¨ber die Einsparung der
Stellenergie eine ho¨here Priorita¨t erha¨lt. Die Mo¨glichkeit, sowohl U¨ber-
als auch Unteraktuierung zu handhaben sowie zusa¨tzliche Anforderungen
flexibel beru¨cksichtigen zu ko¨nnen, belegt die Anpassungsfa¨higkeit des ein-
gefu¨hrten Ansatzes einer optimalen Folgeregelung u¨ber unendliche Hori-
zonte. Insbesondere fu¨r die praktische Anwendung ist dies vorteilhaft.
Zum Vergleich wird fu¨r die betrachtete La¨nge T = 20 s des Mano¨vers
auch die optimale Regelung u∗T (·) des Problems OFPT 3.1 wie in Ab-
schnitt 2.4.1 implementiert. Außerdem wird ein Regelgesetz uOP(·)
der gleichen Struktur wie u∗(·) entworfen, das jedoch die Lo¨sung(
ΠOPx ,FOP
)
des statischen Optimierungsproblems 3.1, S. 116, statt des
Paares
(
Π∗x,F ∗
)
verwendet. Die beiden unterscheiden sich, da die Aussa-
ge des Satzes 3.8 fu¨r das gegebene Exosystem nicht mehr zutrifft. Das zu-
geho¨rige Minimum zum statischen Optimierungsproblem 3.1 betra¨gt 2,548
und ist niedriger als der Wert 2,715 der Gu¨tefunktion fu¨r
(
Π∗x,F ∗
)
. Die
Matrizen ΠOPx und FOP sind im Anhang G.1.2 zu finden.
Um die Solltrajektorie (3.183) zu generieren, wird das Exosystem mit
x0 =
[
0 0 1,2 −0,36 0,036]T (3.187)
initialisiert. Das System befindet sich zu Beginn in Ruhe x0 = 0. Die
Abbildung 3.10 zeigt die Zusta¨nde vz(t), θ(t), vy(t) und ψ(t) fu¨r die drei
Regelgesetze u∗(t) ( ), u∗T (·) ( ) und uOP(t) ( ). Da der Verlauf des
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Abbildung 3.10: Darstellung des Ausgangs y1 ( ) und der Solltrajektorie y1
( ) sowie weiterer Zusta¨nde fu¨r u∗(t) ( ), u∗T (·) ( ) und uOP(t) ( ).
Ausgangs y1(t) = vx(t) fu¨r alle drei Regelgesetze quasi deckungsgleich ist,
wird dieser nur fu¨r u∗(t) ( ) dargestellt. Infolge der sehr hohen Gewich-
tung durch Q11 = 10000 folgt vx fu¨r alle drei Regelungen der Solltrajek-
torie y1 ( ) nahezu exakt.
Fu¨r u∗(t) ( ) nehmen die Quergeschwindigkeit vy(t) und der Gier-
winkel ψ(t) nur sehr geringe Werte an, was zeigt, dass der gewu¨nschte
Geradeausflug durch die Zustandsgewichtung erreicht wird. Auch bleibt
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die Sinkgeschwindigkeit vz(t) in Richtung der vertikalen Achse des Heli-
kopters nahe bei null. Bei der Betrachtung des Nickwinkels θ(t) fa¨llt auf,
dass sich die Nase des Helikopters wa¨hrend des Beschleunigens um bis zu
θ(4,34 s) ≈ −14,18◦ nach unten neigt und wa¨hrend des Verzo¨gerns um
bis zu θ(15,88 s) ≈ 12,77◦ nach oben. Dass dies jedoch keine nennens-
werte Auswirkung auf die La¨ngsgeschwindigkeit vIx im Inertialkoordina-
tensystem hat, ist anhand des Zusammenhangs vIx ≈ cos(θ)vx und z. B.
cos(−14,18◦) ≈ 0,97 nachvollziehbar. Dahingegen fu¨hrt es auf modera-
te Sinkgeschwindigkeiten vIz im Inertialkoordinatensystem, die im Bereich
von ca. ±2,13 ms liegen.
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Abbildung 3.11: Abweichungen der Zusta¨nde und Stellgro¨ßen.
Im Vergleich zur optimalen Regelung u∗T (·) fu¨r T = 20 s ( ) ko¨nnen
nur fu¨r vy(t) sowie ψ(t) und auch erst am Ende des Zeitintervalls rele-
vante Unterschiede beobachtet werden. Da die Eigenwertbedingungen in
Satz 3.4 eingehalten werden, ist dieses Verhalten mittels der Ungleichun-
gen (3.91) zu erkla¨ren, wobei α = 2,07 gewa¨hlt werden kann. Hierzu zeigt
die Abbildung 3.11 das zu erwartende konvergente Verhalten ru¨ckwa¨rts in
der Zeit. Die Abbildung 3.12 stellt dar, dass sich weder die Stellenergie
1
2
∫ t
0 u
TRu dτ , noch die Energie des Folgefehlers 12
∫ t
0 (y−y)TQ(y−y) dτ
nennenswert von denen des Agreeable Plan
(
x∗(·),u∗(·)) unterscheiden.
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Fu¨r T = 20 s resultieren fu¨r J0,T
(·,u∗(·)) nur Mehrkosten von +0,04 ge-
genu¨ber J0,T
(·,u∗T (·)), was +0,03% entspricht. Im Gegensatz zum Bei-
spiel 2.3 in Abschnitt 2.2.2, S. 28, besteht hier keine Notwendigkeit vom
Agreeable Plan umzuschalten, stattdessen kann u∗(t) u¨ber das ganze In-
tervall [0, 20 s] implementiert werden.
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Abbildung 3.12: Darstellung der Stellenergie 12
∫ t
0 u
TRu dτ und der Fehler-
energie 12
∫ t
0 (y − y)TQ(y − y) dτ fu¨r u∗(t) ( ), u∗T (t) ( ) und uOP(t)( ).
Anders verha¨lt es sich fu¨r uOP(t) ( ). Wa¨hrend der Betrag von θ(t) nur
geringfu¨gig kleiner gegenu¨ber dem Verlauf fu¨r u∗(t) ist (ho¨chstens 0,6◦),
nimmt der Helikopter Sinkgeschwindigkeiten von fast vz ≈ −6 ms an. Nach
der Transition fu¨hrt dies wa¨hrend des restlichen Mano¨vers dazu, dass der
Helikopter mit Geschwindigkeiten von bis zu 6,75 ms (vIz ≈ −6,75 ms ) im
Inertialkoordinatensystem steigt. Es ist nachzuvollziehen, dass dies eines
wesentlich ho¨heren Stellaufwands bedarf. So resultiert dies in einer mehr
als doppelt so hohen Stellenergie am Ende des Intervalls, wie die Ab-
bildung 3.12 belegt. Auch zeigt die Regelung uOP(t) Schwa¨chen bei der
Realisierung des Geradeausflugs durch Abweichungen von vy(t) und ψ(t)
von null. Gemeinsam mit den hohen Abweichungen von vz(t) von null
verursacht dies ebenfalls eine fast doppelt so hohe Energie des Folgefeh-
lers. Insgesamt weist J0,T (·,uOP(·)) Mehrkosten von +139,41 gegenu¨ber
J0,T
(·,u∗T (·)) auf, was relativ +96,88% bedeutet. Der Reglerentwurf mit-
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tels des statischen Optimierungsproblems 3.1 ist folglich fu¨r das betrach-
tete Beispiel ohne die Annahme 3.3 nicht geeignet.
Dahingegen kann als Fazit festgehalten werden, dass hier auch ohne
die Annahme 3.3 die mittels der algebraischen Entwurfsgleichungen aus
Satz 3.1 entworfene Regelung zu einer fast exakten Folgeregelung fu¨hrt, die
die bestmo¨gliche Nutzung der u¨berschu¨ssigen Stellgro¨ßen unter Einbezug
zusa¨tzlicher Anforderungen erreicht.
3.7.2 Unteraktuiertes System: Drei-Massen-Schwinger
Es wird der geda¨mpfte Drei-Massen-Schwinger aus Abbildung 3.13 be-
trachtet. Fu¨r die Position jeder Masse wird ein Sollverlauf vorgegeben.
Gegenu¨ber diesen p = 3 Ausga¨ngen stehen jedoch nur m = 2 Aktoren zur
Ausu¨bung einer Kraft auf die a¨ußeren Massen zur Verfu¨gung, da der Aktor
der mittleren Masse ausgefallen ist.
Mit dem Kra¨ftesatz [75] werden die Bewegungsgleichungen aufgestellt.
Das resultierende lineare System hat n = 6 Zusta¨nde und die zugeho¨rigen
Matrizen A und B sowie die Systemparameter sind im Anhang G.2.1
aufgefu¨hrt. Die Positionen der drei Massen bilden den Ausgang
y =
1 0 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0
x =
x1x3
x5
 . (3.188)
Infolge des Aktorausfalls ist das System unteraktuiert, da gilt:
rang (B) = 2 < 3 = rang (C) . (3.189)
Die Positionen x1, x3 sowie x5 haben die Einheit cm und die Geschwin-
digkeiten x2, x4 sowie x6 haben die Einheit cms . Die verbleibenden beiden
Aktoren u¨ben eine Kraft u1 und u3 in der Einheit cN (= 0,01 N) auf die
a¨ußere Masse m1 bzw. m3 aus.
Aufgrund der Unteraktuierung kann der Solltrajektorie
y(t) =

(
1√
2 cos
(
0,5 rads · t+ 18
◦·pi
180◦
)
+ 1
)
cm
0(
pi sin(pi rads · t) + 0,5
)
cm
 (3.190)
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Abbildung 3.13: Drei-Massen-Schwinger mit ausgefallenem Aktor.
nicht mehr durch die drei Ausga¨nge y asymptotisch exakt gefolgt werden.
Stattdessen ist es das Ziel, eine u¨berholend optimale Lo¨sung des Problems
OFP∞3.1 mit dem Gu¨tefunktional J0,T (·), dessen Gewichtungsmatrizen
Q = diag (32, 60, 4) (3.191a)
R = µI2, (3.191b)
mit µ > 0 sind, zu finden. Es hat die ho¨chste Priorita¨t, dass die Mas-
se m2 in der Mitte in Ruhe verweilt, wa¨hrend die a¨ußeren Massen ihren
sinusoidalen Sollwerten folgen, wobei der Positionsverlauf der Masse m1
wiederum wichtiger ist als der der Masse m3. Die Auswirkung einer nied-
rigeren Relevanz der Stellenergie wird untersucht, indem der Parameter µ
der Gewichtung R entsprechend variiert wird:
µ ∈ {0,002; 0,05; 1}. (3.192)
Die gewu¨nschte Solltrajektorie kann durch ein Exosystem (3.2) in der
Standardform aus Abschnitt 3.6 generiert werden. Dessen Matrizen sind
A = diag
(
0, 0,
[
0 0,5
−0,5 0
]
,
[
0 pi
−pi 0
])
, (3.193a)
C =
1 0 1 0 0 00 0 0 0 0 0
0 1 0 0 1 0
 . (3.193b)
Es liegen keine Sto¨rungen vor, weshalb Ed = 0 und Dd = 0 gilt.
Da die Annahmen 3.1 bis 3.3 fu¨r jedes µ aus (3.192) erfu¨llt sind, wird
nach Satz 3.2, S. 75, die eindeutige u¨berholend optimale Regelung u∗(·)
in der Form (3.179) mittels der algebraischen Entwurfsgleichungen aus
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Satz 3.1, S. 71, in Abha¨ngigkeit von µ berechnet. Fu¨r µ = 0,002 sind die
zugeho¨rigen Matrizen K∗, Π∗x und F ∗ im Anhang G.2.2 angegeben. Das
Paar
(
Π∗x,F ∗
)
lo¨st nach Satz 3.8 auch das statische Optimierungsproblem
3.1, S. 116. Dessen Minimum ist 4,8051 fu¨r den Parameter µ = 0,002.
Die drei u¨berholend optimalen Regler werden in der Simulation analy-
siert. Das Exosystem erzeugt die Solltrajektorie (3.190) fu¨r
x0 =
[
1 cm 0,5 cm 1√2 cos
( 18◦·pi
180◦
)
cm 1√2 sin
( 18◦·pi
180◦
)
cm 0 pi cm
]T
.
(3.194)
Der Drei-Massen-Schwinger startet in der Ruhelage x0 = 0.
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Abbildung 3.14: Darstellung der Solltrajektorie y ( ) und der Ausga¨nge y
( ) fu¨r u∗(·) und abnehmendes µ gema¨ß (3.192).
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Die Abbildung 3.14 zeigt die drei Ausga¨nge fu¨r die verschiedenen u∗(t)
( ) und ihre jeweiligen Solltrajektorien ( ) auf dem Intervall [0, 20 s].
Der Anordnung der Massen in Abbildung 3.13 und der definierten Vorzei-
chenrichtung entsprechend sind die Graphen zu den Positionen y1(t), y2(t)
und y3(t) von unten nach oben aufgetragen. Diese zeigen die Konvergenz
zu den stationa¨ren Verla¨ufen Π∗xx(t) ( ), die jeweils nach Korollar 3.1,
S. 82, ein optimales stationa¨res Verhalten beschreiben und nach Satz 3.5,
S. 100, die Turnpike zum jeweiligen Problem OFPT 3.1 sind.
Bei Betrachtung der Ausgangsverla¨ufe fa¨llt auf, dass, gemessen an den
verha¨ltnisma¨ßig hohen Amplituden von y1(t) und y3(t), nur moderate Aus-
schla¨ge von y2(t) in Kauf genommen werden mu¨ssen.28) Da sowohl der
Sollwert der Position der Masse m1 als auch der Masse m3 einen konstan-
ten positiven Mittelwert aufweist, ist es nachvollziehbar, dass die Masse
m2 im Mittel ebenfalls aus der Mitte nach rechts verschoben ist. Um die-
se Verschiebung y2(t) innerhalb der zu beobachtenden Grenzen zu halten,
arbeitet der Ausschlag y3(t) der Masse m3 gegen den der Masse m1. Dies
ist besonders fu¨r t ≈ 13,2 s zu sehen. Dann nimmt der Ausschlag y1(t) ein
Maximum an. Um dem entgegenzuwirken, weicht y3(t) gleichzeitig beson-
ders weit vom Sollwert y3(t) ab. Fu¨r die Ausga¨nge y1(t) und y3(t) zeigt
die Abbildung, dass eine abnehmende Gewichtung µ der Stellenergie da-
mit einhergeht, dass der Ausgang dem Profil des Sollverlaufs genauer folgt.
Fu¨r den Ausgang y2(t) ist eine Abnahme des Mittelwerts des Folgefehlers
zu erkennen.
Es ist daher nachzuvollziehen, dass mit sinkendem µ die Energie des
Folgefehlers 12
∫ t
0 (y − y)TQ(y − y) dτ ebenfalls abnimmt, wie auch die
Abbildung 3.15 aufzeigt. Dies geht zu Lasten einer ho¨heren Stellenergie
1
2
∫ t
0 u
Tu dτ , bei der der Parameter µ sinnvollerweise nicht einbezogen
ist. Die Abbildung 3.15 zeigt im Vergleich die jeweiligen Kosten fu¨r die
zugeho¨rige eindeutige optimale Regelung u∗T (·) ( ) fu¨r T = 20 s des
Problems OFPT 3.1, die wie im Abschnitt 2.4.1 entworfen wurde. Un-
abha¨ngig vom Parameter µ ist keine nennenswerte Kosteneinsparung zu er-
kennen, auch nicht am Intervallende. So entha¨lt J0,T
(·,u∗(·)) fu¨r µ = 0,002
nur Mehrkosten von +0,45 gegenu¨ber J0,T
(·,u∗T (·)), was in Relation nur
+0,37% entspricht. Die Fehlerenergie fu¨r µ = 0,002 unterscheidet sich
um −0,09169 bzw. −0,09173% am Intervallende und fa¨llt sogar niedriger
fu¨r u∗(·) als fu¨r u∗T (·) aus. Dies ist durch die Transversalita¨tsbedingung
(2.66b) in Abschnitt 2.3.2 begru¨ndet, wegen der die optimale Lo¨sung
28)Dabei ist zu beachten, dass in Abbildung 3.14 die Achsen zu den drei Graphen
unterschiedlich skaliert sind.
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Abbildung 3.15: Zeigt die Stellenergie 12
∫ t
0 u
Tu dτ (ohne Gewichtung durch
µ) und die Fehlerenergie 12
∫ t
0 (y−y)TQ(y−y) dτ fu¨r u∗(t) ( ) und u∗T (t) ( )
fu¨r abnehmendes µ gema¨ß (3.192).
(
x∗T (·),u∗T (·)
)
am Intervallende das Einsparen der Stellenergie gegenu¨ber
der Fehlerenergie priorisiert.
Das beobachtete gu¨nstige Verhalten ist wieder durch den Satz 3.7 nach-
zuvollziehen, nach dem die u¨berholend optimale Lo¨sung
(
x∗(·),u∗(·)) ein
Agreeable Plan zum Problem OFPT 3.1 ist. Im vorliegenden Fall wird je-
doch das Umschalten gema¨ß Definition 2.7 wohl nicht notwendig sein. Hier-
zu illustriert auch die Abbildung 3.16, wie die Abweichungen zwischen der
u¨berholend optimalen Lo¨sung und der optimalen Lo¨sung auf dem endli-
chen Intervall ru¨ckwa¨rts in der Zeit gegen null konvergieren. Ursa¨chlich
hierfu¨r ist das Ergebnis (3.91) des Satzes 3.4, S. 97.
Man kommt zu dem Schluss, dass es mittels des Entwurfsverfahrens aus
Abschnitt 3.4.1 mo¨glich ist, eine u¨berholend optimale Folgeregelung ein-
facher Struktur (3.179) zu implementieren, die im Falle der Unteraktuie-
rung fast das optimale Folgeverhalten auf Basis des gegebenen Gu¨temaßes
J0,T (·) aufweist. Dass fu¨r µ = 0,002 das Regelgesetz u∗(·) beinahe das
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Abbildung 3.16: Abweichungen der Zusta¨nde und Stellgro¨ßen fu¨r µ = 0,002
( ), µ = 0,05 ( ) und µ = 1 ( ).
bestmo¨gliche stationa¨re Folgeverhalten unter der Gewichtung Q erreicht,
wird aus Kapitel 4 hervorgehen.
3.8 Fazit mit U¨bersicht der Hauptresultate
Im Fokus dieses Kapitels stand das optimale Folgeregelungsproblem
OFP∞3.1 u¨ber unendliche Horizonte. Es wurde belegt, dass dessen
Lo¨sung als einheitliches Verfahren zum Reglerentwurf fu¨r quadratische,
u¨beraktuierte und unteraktuierte lineare Systeme geeignet ist. Die ein-
fach zu implementierende Zwei-Freiheitsgrade-Struktur der optimalen Re-
gelung ermo¨glicht sowohl die optimale Nutzung der zusa¨tzlichen Freiheits-
grade von u¨beraktuierten Systemen als auch das Erreichen eines optima-
len Folgeverhaltens fu¨r unteraktuierte Systeme. Die Tabelle 3.1 gibt eine
U¨bersicht der Zusammenha¨nge, die im Anschluss erla¨utert werden, und
fasst die relevanten Gleichungen zum Entwurf zusammen. Abschließend
wird aufgezeigt, wie mithilfe dieser Ergebnisse neue Beitra¨ge zu aktuellen
Forschungsfeldern geliefert werden konnten.
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Tabelle 3.1: U¨bersicht zu den Hauptresultaten aus Satz 3.1 (S. 71), Satz 3.2
(S. 75), Satz 3.7 (S. 106) und Satz 3.8 (S. 120).
Lineares zeitinvariantes, stabili-
sierbares System mit Sto¨rgro¨ßen
x˙ = Ax+Bu+Edx
y = Cx+Ddx
Zeitinvariantes Exosystem gene-
riert Soll- und Sto¨rgro¨ßen
x˙ = Ax
y = Cx
Gu¨tefunktional mit konstanten Gewichtungen R  0 und Q  0
(fu¨r QT1/2Q1/2 = Q sei (Q1/2C,A) entdeckbar):
J0,T
(·,u(·)) = 12 ∫ T0 ((y − y)TQ(y − y) + uTRu)dt
Zeitinvariantes Regelgesetz in Zwei-Freiheitsgrade-Struktur
u∗(t) = −R−1BTP (x∗(t)−Π∗xx(t))−R−1BTΠφx(t)
entworfen mittels algebraischer Riccatigl. und neuer Sylvestergl.
0 = PA+ATP − PBR−1BTP +CTQC,[
Π∗x
Πφ
]
A =
[
A −BR−1BT
−CTQC −AT
] [
Π∗x
Πφ
]
+
[
Ed
CTQ(C −Dd)
]
.
Eigenschaften fu¨r alle beliebigen Anfangswerte x0 und x0
1. Fu¨r beschra¨nkte Soll- und Sto¨rgro¨ßen ist die Lo¨sung(
x∗(·),u∗(·)) u¨berholend optimal u¨ber einen unendlichen Ho-
rizont T → ∞ und sie strebt fu¨r t → ∞ gegen das optimale
stationa¨re Verhalten
(
Π∗xx(·),−R−1BTΠφx(·)
)
.
2. Diese Lo¨sung ist ein Agreeable Plan und approximiert die op-
timalen Lo¨sungen u¨ber hinreichend lange endliche Horizonte,
falls die Eigenwertbedingung Re{λ} + Re{λ} < 0 fu¨r alle
λ ∈ σ (A) mit Re{λ} ≥ 0 und λ ∈ σ(A−BR−1BTP ) gilt.
3. Ohne Einschra¨nkungen anwendbar fu¨r quadratische, u¨ber-
und unteraktuierte Systeme.
4. Das Paar
(
Π∗x,−R−1BTΠφ
)
lo¨st eindeutig das statische Op-
timierungsproblem 3.1, S. 116, falls A schiefsymmetr. ist.
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Die Ergebnisse dieses Kapitels bilden eine umfassende theoretische Ana-
lyse der Eigenschaften der gefundenen Regelung. Hierzu geho¨ren ein ein-
facher Entwurf mittels hergeleiteter algebraischer Gleichungen, zu denen
eine neue lineare Sylvestergleichung geho¨rt, und ein neuer, formal erbrach-
ter Nachweis von starken Optimalita¨tseigenschaften unter den schwa¨chsten
ga¨ngigen Annahmen. Diese implizieren, dass jede andere Regelung, die zu
einem verschiedenen stationa¨ren Verhalten fu¨hrt, mit zunehmender Zeit
immer ho¨here, letztendlich divergierende zusa¨tzliche Kosten erzeugt.
Fu¨r unbeschra¨nkte Soll- oder Sto¨rgro¨ßen wurde dargelegt, dass im All-
gemeinen gar keine optimale Lo¨sung zum Problem OFP∞3.1 existiert.
Unter ga¨ngigen Voraussetzungen kann mittels der hergeleiteten Entwurfs-
gleichungen dennoch eine sinnvolle Regelung bestimmt werden. Denn es
wurde erstmalig gezeigt, dass sie auf einen Agreeable Plan fu¨hrt und somit
die optimalen Regelungen des Problems OFPT 3.1 u¨ber endliche Horizon-
te approximiert. Durch eine qualitative Faustregel lies sich nachvollziehen,
dass niedrige Zeitkonstanten des geschlossenen Regelkreises eine hohe Gu¨te
dieser Approximation indizieren.
Gerade fu¨r eine praktische Anwendung ist es sehr vorteilhaft, dass al-
le diese Eigenschaften fu¨r beliebige Anfangswerte des Systems sowie des
Exosystems und somit fu¨r alle Sto¨rungen und Solltrajektorien, die durch
das Exosystem generiert werden ko¨nnen, bewiesen wurden.
Abschließend ist besonders hervorzuheben, dass durch die erarbeitete
Theorie eine Grundlage geschaffen wurde, um mithilfe der erzielten Er-
gebnisse unterschiedlichste Problemstellungen zu lo¨sen. So konnte erstmals
fu¨r das statische Optimierungsproblem 3.1, das in a¨hnlicher Form ha¨ufiger
bei u¨beraktuierten Systemen verwendet wird, nachgewiesen werden, dass
dessen Lo¨sung tatsa¨chlich zu einem optimalen stationa¨ren Verhalten des
zugeho¨rigen Problems OFP∞3.1 fu¨hrt. Auf dieser Basis konnte auch die
Beru¨cksichtigung vorgegebener Schranken fu¨r den Folgefehler erga¨nzt wer-
den.
Weitere Anwendungen der hergeleiteten Methoden aus diesem Kapitel
wurden im Rahmen von Vero¨ffentlichungen pra¨sentiert:
1. Statische optimale Entkopplungsregelung mit zeitlich vera¨nderlichen
Solltrajektorien fu¨r u¨beraktuierte lineare Systeme [25].
2. Optimale stationa¨re Synchronisierung von heterogenen linearen
Multi-Agenten-Systemen als Alternative zur herko¨mmlichen exakten
Synchronisierung und zur Einbeziehung von u¨ber- und unteraktuier-
ten Agenten [21].
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3. Optimale linear-quadratische Folgeregelung fu¨r quadratische, u¨ber-
und unteraktuierte Systeme ohne Kenntnis der Systemdynamik und
der Dynamik des Exosystems (unbekannte Matrizen A,B,Ed und
A) [28].
Wegen des aktuell großen Interesses an datenbasierten Verfahren zur Er-
mittelung optimaler Regelungen fu¨r unbekannte Systeme wird auf den
letztgenannten Punkt exemplarisch eingegangen.
Datenbasierte Verfahren fu¨r lineare Systeme und quadratische
Gu¨tefunktionale gehen auf die Bestimmung des linear-quadratischen Reg-
lers fu¨r eine unbekannte Systemmatrix A [161] und eine zusa¨tzlich un-
bekannte Eingangsmatrix B [98] zuru¨ck. Abgesehen von Methoden zur
Bestimmung exakter Folgeregelungen [69, 70], die keine unteraktuierten
Systeme beru¨cksichtigen ko¨nnen, wurden zur Bestimmung optimaler Fol-
geregelungen fu¨r ein Problem wie OFP∞3.1 die Methoden aus [98, 161]
in [127, 134] nur unwesentlich erweitert. Die Verfahren von [127, 134]
basieren daher auf einer Bestimmung der optimalen Kosten mittels der
Lo¨sung der algebraischen Riccatigleichung durch den iterativen Kleinman-
Algorithmus [105]. Deswegen mu¨ssen beide Ansa¨tze [127, 134] strenge An-
forderung stellen, um zu garantieren, dass die optimalen Kosten trotz un-
endlichen Horizontes endlich sind. Dies erfordert z. B. ein asymptotisch
stabiles Exosystem in [134].
Mithilfe der hier hergeleiteten Entwurfsgleichungen kann das datenba-
sierte Verfahren aus [98] wesentlich weiterentwickelt werden. Dies zeigen
die Ergebnisse der Vero¨ffentlichung [28], die auch in [26] pra¨sentiert
wurden. So ist es mo¨glich, unter den selben schwachen Annahmen wie
in diesem Kapitel, eine Regelung zum Problem OFP∞3.1 zu bestimmen,
selbst wenn die Matrizen A,B,Ed und A unbekannt sind. Diese Regelung
weist alle hier bewiesenen Eigenschaften auf.
Nicht zuletzt wurden hier Grundlagen fu¨r das na¨chste Kapitel gelegt.
In diesem wird unter anderem die Lo¨sung des optimalen Folgeregelungs-
problems OFP∞3.1 mit modifizierten Gewichtungen ρQ und µR einer
Grenzwertbetrachtung ρ→∞ bzw. µ→ 0 unterzogen. Durch diese Grenz-
wertbetrachtung ist es auf Basis der in diesem Kapitel hergeleiteten neuen
linearen Sylvestergleichung mo¨glich, die im na¨chsten Kapitel vorgestellte
optimale Output Regulation als Sonderfall einer optimalen Folgeregelung
einzuordnen. Damit wird dann sowohl die optimale als auch die klassi-
sche Output Regulation Theorie in die Theorie optimaler Folgeregelungen
eingebettet.
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4 Optimale Output Regulation
fu¨r quadratische, u¨ber- und
unteraktuierte lineare
Systeme
In diesem Kapitel wird das Verfahren der Output Regulation betrachtet,
das zum Entwurf exakter Folgeregelungen eingesetzt wird. Es werden neue
Erweiterungen des Verfahrens fu¨r u¨ber- und unteraktuierte Systeme ein-
gefu¨hrt. Hierzu wird jeweils ein optimales Output Regulation Problem for-
muliert. Fu¨r u¨beraktuierte Systeme nutzt dessen Lo¨sung die zusa¨tzlichen
Freiheitsgrade zur Reduzierung der Stellenergie. Fu¨r unteraktuierte Sys-
teme existiert dagegen fu¨r gewo¨hnlich gar keine exakte Folgeregelung. Die
Lo¨sung des Problems erlaubt es dahingehend, das bestmo¨gliche Folgever-
halten zu erreichen. Zur Bestimmung der Regelgesetze werden neue Regu-
latorgleichungen hergeleitet. Die Lo¨sungen ko¨nnen damit fu¨r u¨ber- bzw.
unteraktuierte Systeme genauso unkompliziert berechnet werden wie fu¨r
quadratische Systeme. Außerdem wird gezeigt, dass das klassische Output
Regulation Problem fu¨r quadratische Systeme nichts anderes als ein Son-
derfall eines optimalen Folgeregelungsproblems ist. Dieses Kapitel wurde
weitestgehend bereits in [29] vero¨ffentlicht.
4.1 Problemstellungen und Annahmen
Wie zuvor wird das zeitinvariante lineare System
x˙ = Ax+Bu+Edx, (4.1a)
y = Cx+Ddx (4.1b)
betrachtet, wobei der Zustand x(t) ∈ Rn mit gegebenem Anfangswert
x(0) = x0, die Stellgro¨ße u(t) ∈ Rm und der Ausgang y(t) ∈ Rp fu¨r al-
le t ∈ [0,∞) definiert sind. Ein Durchgriff Du der Stellgro¨ße u auf den
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Ausgang y wird noch in der Diskussion in Abschnitt 4.5 beru¨cksichtigt.
Zuna¨chst sei D = 0. Die Sto¨rungen Edx sowie Ddx und auch die Solltra-
jektorie y werden wieder durch das Exosystem
x˙ = Ax, (4.2a)
y = Cx (4.2b)
erzeugt. Dessen Zustand ist x(t) ∈ Rn mit dem Anfangswert x(0) = x0.
Es wird in der Regel in einer blockdiagonalen Form vorliegen, wobei jeweils
ein Block die Dynamik der Soll- bzw. Sto¨rgro¨ßen repra¨sentiert.
Im Rahmen der linearen Output Regulation wird das Ziel verfolgt, eine
lineare Regelung zu entwerfen, sodass der Ausgang y des Systems der
Solltrajektorie y asymptotisch folgt. Dies fu¨hrt zu dem klassischen
Output Regulation Problem: ORP 4.1. Finde Matrizen Πx ∈ Rn×n,
F ∈ Rm×n und K ∈ Rm×n, sodass durch die Regelung
u = −K(x−Πxx) + Fx (4.3)
der geschlossene Regelkreis mit der Systemmatrix A−BK asymptotisch
stabil ist und
lim
t→∞
(
y(t)− y(t)) = 0 (4.4)
fu¨r jedes x0 und jedes x0 zutrifft.
Das Regelgesetz ist durch eine Zwei-Freiheitsgrade-Struktur, wie in Ab-
bildung 3.3 in Abschnitt 3.4.1, festgelegt. Eine Regelung, die das Output
Regulation Problem lo¨st, hat daher dieselbe Struktur wie eine u¨berholend
optimale Regelung aus Kapitel 3.
Die Wahl der Matrizen Πx und F ist zur Lo¨sung des Problems essentiell.
Es sei die folgende Standardannahme erfu¨llt:
Annahme 4.1. Das Paar (A,B) ist stabilisierbar.
Ohne Beschra¨nkung der Allgemeinheit habe jeder Eigenwert von A
einen nichtnegativen Realteil.1) Unter diesen Annahmen gilt das z. B. aus
[155, Kapitel 9] bekannte Resultat, das auf [63] zuru¨ckgeht: Es ist genau
dann mo¨glich, das Problem ORP 4.1 durch eine lineare Regelung2) wie
1)Siehe hierzu die Diskussion zur Annahme 3.3 in Abschnitt 3.1, S. 61.
2)Das Resultat gilt auch, falls die Regelung um eine lineare Dynamik erweitert
wird, siehe [155, Kapitel 9]. Hierbei kann es sich z. B. um einen Zustands- oder
Sto¨rgro¨ßenbeobachter handeln, wenn entsprechende Voraussetzungen zur Beobacht-
barkeit erfu¨llt sind, siehe auch Bemerkung 3.3, S. 73.
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(4.3) zu lo¨sen, wenn ein Paar (Πx,F ) existiert, das die klassischen Regu-
latorgleichungen
(RG)
{
ΠxA = AΠx +BF +Ed,
C = CΠx +Dd
(4.5a)
(4.5b)
lo¨st. Wie in Bemerkung 3.2 in Abschnitt 3.4.1 diskutiert, genu¨gt es, das
System (4.1) durch eine beliebige Ru¨ckkopplung −Kx zu stabilisieren,
damit der Zustand x(t) in seinen stationa¨ren Zustand3) xs(t) := Πxx(t)
u¨bergeht:
lim
t→∞x(t)−Πxx(t) = 0. (4.6)
Dieser wird durch den stationa¨ren Stellgro¨ßenvektor us(t) := Fx(t) aus
(4.3) und die Sto¨rungen Edx in (4.1a) beeinflusst. Mit Bezug auf das Exo-
system (4.2a) ist folglich
(
xs(·),us(·)
)
ein stationa¨res Verhalten zur Dy-
namik (4.1a), falls das Paar
(
Πx,F
)
die Sylvestergleichung (4.5a) erfu¨llt.
Erfu¨llt das Paar zusa¨tzliche die zweite Bedingung (4.5b), dann konvergiert
der Folgefehler y−y gegen den Nullvektor, da der Ausgang im stationa¨ren
Zustand ys keinen Folgefehler aufweist:
ys − y = (CΠxx+Ddx)−Cx (4.7)
= (CΠx +Dd −C)x ≡ 0. (4.8)
Die Diskussion impliziert, dass die Lo¨sbarkeit der Regulatorgleichungen
(RG) ein hinreichendes Kriterium fu¨r die Lo¨sbarkeit des Problems ORP 4.1
ist. Das sie auch notwendig ist, ist z. B. in [63, 95, 140, 155] nachzulesen.
In Hinblick auf die Lo¨sbarkeit der Regulatorgleichungen (RG) und damit
die Existenz einer Lo¨sung des Problems ORP 4.1 motivieren zwei offene
Fragen die Ausfu¨hrungen dieses Kapitels:
F1) Angenommen die Lo¨sung der klassischen Regulatorgleichungen (RG)
ist nicht eindeutig. Welche Lo¨sung (Πx,F ) sollte gewa¨hlt werden,
damit die stationa¨re Regelung us(·) mo¨glichst effizient bezu¨glich der
beno¨tigten Stellenergie ist?
F2) Falls die klassischen Regulatorgleichungen (RG) nicht lo¨sbar sind, fu¨r
welche stationa¨re Regelung us(·) ist dann die Energie des stationa¨ren
Folgefehlers ys−y, der im Allgemeinen nicht identisch null sein kann,
mo¨glichst gering?
3)Die Matrix Πx ermo¨glicht es, alle mo¨glichen partikula¨ren Lo¨sungen xs(·) der System-
dynamik (4.1a) infolge der inhomogenen Anregung (BF +Ed)x zu parametrisieren.
Vergleiche hierzu den Ansatz vom Typ der rechten Seite in Abschnitt 3.4.1, S. 70.
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Die Frage F1) stellt sich, wenn das System 4.1 u¨beraktuiert ist und daher
rang (B) > p (4.9)
vorliegt.4) Selbstversta¨ndlich ist man dann an einer Lo¨sung des Problems
ORP 4.1 interessiert, die die zusa¨tzlichen Stellgro¨ßen vorteilhaft nutzt.
Mit der Frage F2) wird man konfrontiert, falls das Problem ORP 4.1 nicht
lo¨sbar ist und stationa¨re Folgefehler unvermeidlich sind. Dies trifft typi-
scherweise fu¨r unteraktuierte Systeme (4.1) zu, fu¨r die
rang (B) < p (4.10)
gilt. Diese offenen Fragen werden nun als zwei optimale Output Regula-
tion Probleme formuliert. Sie stellen sinnvolle Ziele fu¨r den Entwurf von
Folgeregelungen fu¨r u¨ber- bzw. unteraktuierte Systeme dar.
Mit Bezug zur offenen Frage F1) stellt sich ein
Optimales Output Regulation Problem: OORP 4.1. Finde ein Paar
(Πux,F u), sodass
(
x∗s (·),u∗s (·)
)
=
(
Πuxx(·),F ux(·)
)
ein stationa¨res Verhal-
ten zur Dynamik (4.1a) ist, das fu¨r jeden Anfangswert x0 den quadrati-
schen Mittelwert
QMWu
(
xs(·),us(·)
)
= lim
T→∞
(
1
T
JuT
(
xs(·),us(·)
))
(4.11)
mit der stationa¨ren Stellenergie
JuT
(
xs(·),us(·)
)
:= 12
T∫
0
us(t)TRus(t) dt (4.12)
fu¨r eine symmetrische, positiv definite Gewichtungsmatrix R  0 mini-
miert, wobei die Nebenbedingung
ys(t) = Cxs(t) +Ddx(t) = Cx(t), ∀t ∈ [0,∞) (4.13)
fu¨r eine exakte Folgeregelung einzuhalten ist.
4)Dabei wird implizit von rang (C) = p ausgegangen, um die Existenz einer exakten
Folgeregelung im Allgemeinen sicherzustellen. Dies wird jedoch nicht weiter voraus-
gesetzt. Siehe hierzu auch Fußnote 1) zu Definition 2.1, S. 12.
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In Hinblick auf die offene Frage F2) formuliert man ein
Optimales Output Regulation Problem: OORP 4.2. Finde ein Paar
(Πyx,F y), sodass
(
x∗s (·),u∗s (·)
)
=
(
Πyxx(·),F yx(·)
)
ein stationa¨res Verhal-
ten zur Dynamik (4.1a) ist, das fu¨r jeden Anfangswert x0 den quadrati-
schen Mittelwert
QMW y
(
xs(·),us(·)
)
:= lim
T→∞
(
1
T
JyT
(
xs(·),us(·)
))
(4.14)
mit der stationa¨ren Folgefehlerenergie
JyT
(
xs(·),us(·)
)
:= 12
T∫
0
(
ys(t)− y(t)
)TQ(ys(t)− y(t))dt (4.15)
mit der symmetrischen, positiv definiten Gewichtung Q minimiert.
Die Forderung Q  0 stellt keine Einschra¨nkung dar, sondern dient
lediglich einer u¨bersichtlichen Pra¨sentation in diesem Kapitel.5)
Beide optimalen Output Regulation Probleme ko¨nnen als spezielle op-
timale Folgeregelungsprobleme aufgefasst werden. Im Unterschied zu den
in Kapitel 2 und 3 betrachteten optimalen Folgeregelungsproblemen wird
hier jedoch die Definition 2.2 der bisher zula¨ssigen Lo¨sungen wie folgt
eingeschra¨nkt:
Definition 4.1 (Zula¨ssige Lo¨sung). Jedes stationa¨re Verhalten(
xs(t),us(t)
)
=
(
Πxx(t),Fx(t)
)
(4.16)
zur Dynamik (4.1a), wobei das Paar (Πx,F ) ∈ Rn×n ×Rm×n die Sylves-
tergleichung (4.5a) lo¨st, ist zula¨ssig.
Unter der Standardannahme 4.1 zur Stabilisierbarkeit ist die Lo¨sung
des klassischen Problems ORP 4.1 im Wesentlichen von der Wahl des sta-
tiona¨ren Verhaltens abha¨ngig. Aus diesem Grund sind in den Problemen
5)Jede symmetrische Gewichtung Q  0 la¨sst sich zu Q = TQ̂TT zerlegen, wobei die
Diagonalmatrix Q̂ = diag(Q̂1,0)  0 die positiven Eigenwerte von Q auf der Diago-
nalen in Q̂1  0 aufweist und die zugeho¨rigen Spalten T 1 von T deren Eigenvektoren
sind. Die Problemstellung mit Q  0 und den Ausgangsmatrizen C, C sowie der
Sto¨rmatrix Dd ist daher a¨quivalent zum Problem mit positiv definiter Gewichtung
Q̂1 und den Matrizen TT1C, TT1C sowie TT1Dd. Auf diesem Weg ko¨nnen alle in diesem
Kapitel erzielten Verfahren auch fu¨r Probleme mit Q  0 angewendet werden.
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OORP 4.1 und 4.2 die zula¨ssigen Lo¨sungen der Definition 4.1 entsprechend
eingeschra¨nkt. Im Unterschied zu Kapitel 3, wo allgemeinere Lo¨sungen
nach Definition 2.2 zula¨ssig waren, ist es hier daher vo¨llig hinreichend, den
quadratischen Mittelwert als Gu¨tefunktional heranzuziehen. Im Rahmen
der optimalen Output Regulation ist die Verwendung des quadratischen
Mittelwertes auch in der Literatur u¨blich, siehe z. B. [50, 126, 140]. Die
Probleme OORP 4.1 und OORP 4.2 sind nur dann sinnvoll formuliert,
wenn auch der Grenzwert (4.11) bzw. (4.14) fu¨r wenigstens ein zula¨ssiges
Paar
(
Πx,F
)
und fu¨r jedes x0 existiert. Hierzu mu¨ssen beschra¨nkte Soll-
und Sto¨rgro¨ßen vorausgesetzt werden. Dies fu¨hrt zur
Annahme 4.2 (Beschra¨nkte Solltrajektorien und Sto¨rungen). Fu¨r jeden
Eigenwert λ ∈ σ (A) des Exosystems entfa¨llt der Realteil, d. h. Re{λ} = 0,
und die algebraische Vielfachheit ist identisch zur geometrischen.
Aus dem Gegenbeispiel 3.1 in Abschnitt 3.4.6 ist bekannt, dass es oh-
ne diese Annahme im Allgemeinen kein optimales stationa¨res Verhalten(
Π∗xx(·),F ∗x(·)
)
zu quadratischen Gu¨tefunktionalen wie (3.3) gibt. Selbst
wenn hier das allgemeinere Optimalita¨tskriterium eines optimalen stati-
ona¨ren Verhaltens herangezogen wu¨rde, mu¨sste dennoch die Annahme 4.2
getroffen werden. In diesem Sinne ist diese Annahme hier nicht als Ein-
schra¨nkung zu verstehen. Dies wird im Rahmen von Abschnitt 4.5 disku-
tiert.
4.2 Beitra¨ge und Aufbau dieses Kapitels
Angenommen, dass die zula¨ssigen Lo¨sungen wie in Definition 4.1 einge-
schra¨nkt werden und man statt der u¨berholenden Optimalita¨t in Ka-
pitel 3 die Minimierung des quadratischen Mittelwertes als Optima-
lita¨tskriterium verwendet, dann sind beide optimalen Output Regulation
Probleme OORP 4.1 und 4.2 spezielle Fa¨lle des optimalen Folgeregelungs-
problems 2.1, S. 12, u¨ber einen unendlichen Horizont.
Das Problem OORP 4.1 weist noch eine zusa¨tzliche Zustands-
gro¨ßenbeschra¨nkung, gegeben durch (4.13), auf. Solche optimalen Folge-
regelungsprobleme mit Beschra¨nkungen, die allein von der Zustandsgro¨ße
und nicht von der Stellgro¨ße abha¨ngen, sind schwierig zu handhaben, wie
in [39, Kap. 3.4] und [74, Abschn. 3.6.2] zu sehen ist. Dies gilt insbesondere
fu¨r unendliche Horizonte, wie aus [147, Kap. 6.5] hervorgeht.
Bei der Betrachtung des Kostenfunktionals (4.15) fa¨llt auf, dass die-
ses unabha¨ngig von der Regelung us(·) ist. Bei dem Problem OORP 4.2
4.2 Beitra¨ge und Aufbau dieses Kapitels 151
handelt sich daher um ein sogenanntes singula¨res optimales Folgerege-
lungsproblem. Dieser Typ wurde bisher durch die Anforderung an die
Gewichtungsmatrix R  0 in den Problemen OFP∞2.1 und OFP∞3.1
ausgeschlossen. Die Bestimmung einer Lo¨sung eines singula¨ren optimalen
Regelungsproblems ist generell komplex. Die betrachteten Probleme sind
auch meist keine optimalen Folgeregelungsprobleme, wie z. B. in [6, Kap.
6.2], [39, Kap. 8], [74, Kap. 3.5]. Außerdem wird in der Regel vorausgesetzt,
dass das Gesamtsystem, welches sich hier aus (4.1) und (4.2) zusammen-
setzen wu¨rde, stabilisierbar ist, siehe z. B. [64, 113, 133, 139, 166]. Diese
Voraussetzung wa¨re ein starke Einschra¨nkung.
Als zentraler Beitrag dieses Kapitels wird bewiesen, dass die optimalen
Lo¨sungen beider Probleme OORP 4.1 und 4.2 unter schwachen Annah-
men und genauso einfach wie die Lo¨sung des Problems ORP 4.1 bestimmt
werden ko¨nnen. Damit wird die Output Regulation Theorie insbesondere
fu¨r u¨ber- und unteraktuierte Systeme erweitert.
Die einzelnen Beitra¨ge fu¨r jedes der beiden Probleme OORP 4.1 und
4.2 werden nun im Detail aufgelistet. Diese wurden im Wesentlichen in [29]
vero¨ffentlicht. Die Ideen hierzu wurden in [27] zum ersten Mal vorgestellt
und auch im Rahmen von [23] pra¨sentiert.
B1) Neue Regulatorgleichungen. Auf Grundlage der notwendigen Op-
timalita¨tsbedingungen aus Abschnitt 2.5.1 und deren Erga¨nzung wer-
den einfache neue Entwurfsgleichungen zur Bestimmung von Kandi-
daten der optimalen Lo¨sungen hergeleitet. Die Entwurfsgleichungen
weisen die gleiche Struktur wie die klassischen Regulatorgleichungen
(RG) auf.
B2) Analyse der Lo¨sbarkeit. Es werden notwendige bzw. hinreichende
Bedingungen fu¨r die Lo¨sbarkeit der neuen Regulatorgleichungen an-
gegeben. Hierzu geho¨ren die Lo¨sbarkeit der klassischen Gleichungen
(RG) sowie sogenannte Nicht-Resonanz-Bedingungen, die auch in der
klassischen Output Regulation Anwendung finden.
B3) Beweis der Optimalita¨t und Eindeutigkeit. Mithilfe der Va-
riationsrechnung wird die Optimalita¨t jedes stationa¨ren Verhaltens,
das mittels der neuen Regulatorgleichungen bestimmt wird, bewiesen.
Außerdem werden notwendige und hinreichende Bedingungen fu¨r die
Eindeutigkeit der optimalen Lo¨sung hergeleitet.
B4) Grenzwert des optimalen stationa¨ren Verhaltens eines Pro-
blems OFP∞3.1. Unter der Annahme 3.2 zur Entdeckbarkeit wird
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das optimale stationa¨re Verhalten eines Problems OFP∞3.1 mit den
Gewichtungen ρQ und µR fu¨r ρ, µ > 0 wie in Abschnitt 3.4 be-
stimmt. Es wird bewiesen, dass die optimalen Lo¨sungen der Probleme
OORP 4.1 und 4.2 Grenzwerte dieses optimalen stationa¨ren Verhal-
tens sind, falls ρ→∞ bzw. µ→ 0.
B5) Weiterfu¨hrende Diskussion. Die Lo¨sung des klassischen Problems
ORP 4.1 fu¨r quadratische Systeme wird ebenfalls als Grenzwert ei-
nes optimalen stationa¨ren Verhaltens eines Problems OFP∞3.1 iden-
tifiziert. Die neuen Regulatorgleichungen werden fu¨r einen Durch-
griff der Stellgro¨ße auf den Ausgang und eine zusa¨tzliche Gewich-
tung der Zusta¨nde im Kostenfunktional (4.12) erweitert. Unter der
Beru¨cksichtigung allgemeinerer, zula¨ssiger Lo¨sungen nach Definiti-
on 2.2, S. 15, wird ero¨rtert, unter welchen zusa¨tzlichen Bedingungen
das im Beitrag B1) ermittelte stationa¨re Verhalten auch ein opti-
males stationa¨res Verhalten des Kostenfunktionals (4.12) bzw. (4.15)
ist. Das Entfallen der Annahme 4.2 und die Frage, ob in diesem
Fall Ru¨ckschlu¨sse aus dem Konzept eines Agreeable Plan wie in Ab-
schnitt 3.5.3 gezogen werden ko¨nnen, werden ebenfalls diskutiert. Ab-
schließend wird auf Basis der Ergebnisse dieses Kapitels gezeigt, dass
die optimale Lo¨sung des Problems OORP 4.1 auch durch die Lo¨sung
eines statischen Optimierungsproblems aus [108] bestimmt werden
kann. Dies wurde bisher nicht nachgewiesen.
Die Abbildung 4.1 illustriert, wie die Beitra¨ge aufeinander aufbauen und
wie das Kapitel im Anschluss an den Stand der Technik in Abschnitt 4.3
organisiert wird. Abschließend werden die Ergebnisse an Simulationsbei-
spielen zu einem u¨ber- und einem unteraktuierten System in Abschnitt 4.6
veranschaulicht sowie ein Fazit in Abschnitt 4.7 gezogen.
4.3 Stand der Technik
In der Literatur werden u¨ber- und unteraktuierte Systeme und damit Pro-
bleme wie OORP 4.1 und OORP 4.2 getrennt voneinander betrachtet, wie
es die folgende Analyse belegt. Dass diese tatsa¨chlich u¨ber ein optimales
Folgeregelungsproblem miteinander verknu¨pft sind, ist eine im Weiteren
dargestellte Erkenntnis dieses Kapitels.
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Grundlagen, Abschn. 4.4.1
B1) Neue Regulatorgl.
B2) Notw. & hinreichende
Bedingung zur Lo¨sbarkeit
B3) Beweis & Eindeutigkeit
B1) Neue Regulatorgl.
B2) Hinreichende
Bedingung zur Lo¨sbarkeit
B3) Beweis & Eindeutigkeit
B4) Zusammenhang zu OFP∞3.1 als Grenzwerte, Abschn. 4.4.4
B5) Weiterfu¨hrende Diskussion, Abschn. 4.5
U¨beraktuierte Sys., Abschn. 4.4.2 Unteraktuierte Sys., Abschn. 4.4.3
Optimale Output Regulation, Abschn. 4.4
Abbildung 4.1: Aufbau der Beitra¨ge und Struktur des Kapitels.
4.3.1 U¨beraktuierte Systeme
In Hinblick auf die Frage F1) werden in der Literatur sehr a¨hnliche Pro-
bleme wie OORP 4.1 behandelt, wenn das System (4.1) u¨beraktuiert ist.
In [108] wird behauptet, dass zur Lo¨sung des Problems OORP 4.1 ein
Paar (Πx,F ) gewa¨hlt werden sollte, dass ein dort gestelltes statisches Op-
timierungsproblem mit den klassischen Regulatorgleichungen (RG) als Ne-
benbedingungen lo¨st. Ohne die Nebenbedingung (4.5b) entspricht dieses
dem statischen Optimierungsproblem 3.1 in Abschnitt 3.6. Hierfu¨r wurde
in Satz 3.8 nachgewiesen, dass mithilfe von dessen Lo¨sung das optima-
le stationa¨re Verhalten des Problems OFP∞3.1 bestimmt werden kann.
Wird jedoch die Nebenbedingung (4.5b) beru¨cksichtigt, so wurde bisher
nicht bewiesen, ob ein optimales stationa¨res Verhalten erreicht wird, ins-
besondere nicht fu¨r jeden Anfangswert x0. Nichtsdestotrotz wird dieses
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Optimierungsproblem wiederholt in aktuellen Ansa¨tzen angewendet, siehe
hierzu z. B. [69, 70] oder [148, Abschn. V-A].
Ein weiteres statisches Optimierungsproblem wird im Rahmen des Ent-
wurfs eines optimalen Servokompensators6) fu¨r u¨beraktuierte Systeme in
[126] vorgestellt. Auch [126] verfolgt das Ziel, eine Lo¨sung des Problems
OORP 4.1 zu finden. Die Lo¨sung des vorgeschlagenen Optimierungspro-
blems resultiert in einem stationa¨ren Verhalten
(
Πxx(·),Fx(·)
)
, das den
quadratischen Mittelwert des Erwartungswertes der Kosten (4.12) u¨ber
eine gegebene Wahrscheinlichkeitsverteilung des Anfangswertes x0 mini-
miert. Dies impliziert jedoch keinesfalls, dass auch der quadratische Mit-
telwert (4.11) mit der Stellenergie (4.12) fu¨r jedes x0 minimiert wird. Au-
ßerdem ist es sehr aufwendig, den Ansatz in [126] durchzufu¨hren, wie es
[126, Abschn. 4.1] zeigt. Wie die Ergebnisse dieses Kapitels belegen, ist es
tatsa¨chlich mo¨glich, ein stationa¨res Verhalten explizit auf einfachem Wege
zu berechnen, das das Problem OORP 4.1 fu¨r jedes x0 lo¨st.
Ohne eine Beweisfu¨hrung, die sich nicht in [108] und [126] findet, kann
nicht davon ausgegangen werden, dass die Ansa¨tze basierend auf statischen
Optimierungsproblemen aus [108] und [126] fu¨r eine Lo¨sung des Problems
OORP 4.1 geeignet sind.
Ein anderer ga¨ngiger Ansatz aus der Literatur hat zum Ziel, explizite
Freiheitsgrade zuga¨nglich zu machen, die eine gezielte Beeinflussung des
Zustandes x und der Stellgro¨ße u erlauben, ohne dabei den Ausgangsver-
lauf y(t) zu vera¨ndern. Die Idee a¨hnelt der Control Allocation aus z. B.
[80, 99]. Hierzu wird zuerst ein Basisregler zur Trajektorienfolgeregelung
entworfen, der das asymptotische Abklingen (4.4) des Folgefehlers garan-
tiert. Wa¨hrend der Implementierung ko¨nnen dann die Freiheitsgrade zu ei-
ner Online-Optimierung eingesetzt werden, ohne die Konvergenz (4.4) des
Folgefehlers zu beeinflussen. Diese Idee geht auf [170] zuru¨ck und wurde
in [51] verallgemeinert. Mit Bezug zur Output Regulation werden spezielle
Ansa¨tze in [67, 68, 148] pra¨sentiert.
Sind diese Freiheitsgrade verfu¨gbar, so stellt sich die Frage, wie sie ge-
winnbringend genutzt werden ko¨nnen. Falls man dabei sinnvollerweise die
Stellenergie und damit ein Kostenfunktional wie (4.12) beru¨cksichtigen
mo¨chte, ist man immer noch mit der Aufgabe konfrontiert, ein optimales
Folgeregelungsproblems zu lo¨sen. In [51, 66] wird vorgeschlagen, dieses Ziel
online durch einen vorgestellten dynamischen Gradientenabstieg zu errei-
chen, was zu einer dynamischen Regelstrategie fu¨hrt. Fu¨r quadratische
Kosten, wie in [51, Abschn. VI] und [66, Abschn. V], ko¨nnten stattdessen
6)Zu Aufbau und Funktionsweise eines Servokompensators siehe [123, Abschn. 4.4.5].
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die in diesem Kapitel erzielten Ergebnisse verwendet werden. Hierdurch
ko¨nnte sowohl die Reglerdynamik als auch die Komplexita¨t der Regler-
struktur, die notwendig ist, um die Freiheitsgrade explizit verfu¨gbar zu
machen, vermieden werden.
In der im Fazit von Kapitel 3 aufgegriffenen Vero¨ffentlichung [25] werden
a¨hnlich wie in [163] explizite Freiheitsgrade in einem Entkopplungsregler-
entwurf nach [58], der auch eine Folgeregelung ermo¨glicht, hergeleitet. Im
Gegensatz zu [163] werden die Freiheitsgrade genutzt, um mit den Metho-
den aus Kapitel 3 explizit ein optimales Folgeregelungsproblem mit dem
Kostenfunktional (4.12) zu lo¨sen. Wird jedoch keine Entkopplung der Dy-
namik der p Ausga¨nge y beno¨tigt, dann verursacht dieser Ansatz unno¨tige
Anforderungen an die Reglerstruktur sowie einen unno¨tigen Mehraufwand
beim Reglerentwurf. Außerdem ist die Anwendung dieses Ansatzes fu¨r
nichtminimalphasige Systeme problematisch. Dahingegen ist der in die-
sem Kapitel hergeleitete Ansatz fu¨r solche Systeme im Allgemeinen ohne
Einschra¨nkungen anwendbar.
Zusammenfassend kann festgehalten werden, dass in der Literatur fu¨r
u¨beraktuierte Systeme bisher kein einfaches und umfassendes Verfahren,
wie das hier im Weiteren eingefu¨hrte, existiert, von dem bekannt ist, dass
es ein Problem wie OORP 4.1 lo¨st.
4.3.2 Unteraktuierte Systeme
In der Literatur ist die Frage F2) im Kontext des Entwurfs einer Folgere-
gelung fu¨r unteraktuierte Systeme (4.1) relevant.
Viele Beitra¨ge, wie z. B. [14, 15, 45, 72, 73, 79, 91, 159, 168, 169], be-
rechnen eine optimale quadratische Gu¨te wie (4.15) fu¨r T → ∞ unter
der Voraussetzung, dass diese Gu¨te auch endlich ist, und geben in einigen
Fa¨llen auch den zugeho¨rigen, meist dynamischen Regler an. Die Anwend-
barkeit all dieser Verfahren ist jedoch auf konstante Sollwerte limitiert,
d. h. A = 0, und die meisten, na¨mlich [14, 15, 45, 79, 159, 168, 169],
ko¨nnen auch nur fu¨r eine skalare Stellgro¨ße u angewendet werden. Einige
dieser Ansa¨tze, wie [14, 15, 45, 79, 168, 169], beschra¨nken sich außer-
dem auf konstante Sollwerte y, denen exakt gefolgt werden kann und fu¨r
die somit die Konvergenz (4.4) des Folgefehlers erreicht wird. Andere, wie
[73, 91, 159], modifizieren hingegen die Gu¨tefunktion, indem nicht der Fol-
gefehler quadratisch gewichtet wird, sondern die Abweichungen zu einem
realisierbaren konstanten Ausgang ys. Dieser wird zuvor bestimmt, sodass
die Norm des konstanten Fehlers ‖ys − y‖2 minimal ist.
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Diese Minimierung der Norm des Fehlers ‖ys − y‖2 fu¨hrt fu¨r konstante
Sollwerte zu einer Lo¨sung des Problems OORP 4.2. Dieser Ansatz wurde
in [49, 52] umgesetzt. Das statische Optimierungsproblem in [167] zeigt,
dass dieser Ansatz in direkter Verbindung zur Lo¨sung optimaler Folgere-
gelungsprobleme fu¨r konstante Sollwerte steht.
Fu¨r zeitabha¨ngige, beschra¨nkte Solltrajektorien und Sto¨rungen sind je-
doch zur Lo¨sung des Problems OORP 4.2 nur wenige Ansa¨tze, wie [48, 50]
und [140, Kap. 17], bekannt. Dabei setzten [48, 50] ebenfalls eine ska-
lare Stellgro¨ße u und damit ein SIMO-System voraus. Außerdem ist die
Berechnung des Reglers aufwendig und die Erweiterung auf unteraktu-
ierte MIMO-Systeme erscheint nicht ohne Weiteres mo¨glich. Die in die-
sem Kapitel erzielten Ergebnisse vermeiden diese Unzula¨nglichkeiten und
implizieren gleichzeitig die Resultate von [48, 50] fu¨r SIMO-Systeme. In
[140, Kap. 17] wird unter der Annahme 4.2 bewiesen, dass eine Lo¨sung
des Problems OORP 4.2 existiert. Dies ist kein triviales Ergebnis, da im
Problem OORP 4.2 genau ein Paar
(
Πx,F
)
gesucht wird, das einen mini-
malen quadratischen Mittelwert fu¨r beliebige Anfangswerte x0 garantiert.
Beru¨cksichtigt man die Erkenntnis aus Satz 3.2 in Kapitel 3, na¨mlich dass
das optimale Regelgesetz zum Problem OFP∞3.1 fu¨r beliebige x0 immer
die gleichen Matrizen
(
Π∗x,F ∗
)
aufweist, so ist die Existenz einer solchen
Lo¨sung fu¨r das Problem OORP 4.2 zu erwarten. Wie nun die Lo¨sung(
Πyx,F y
)
des Problems OORP 4.2 zu bestimmen ist, bleibt in [140] lei-
der unbeantwortet und ist keinesfalls offensichtlich. Ein essentieller Beitrag
dieses Kapitels besteht darin, zu zeigen, wie diese Lo¨sung mittels algebrai-
scher Gleichungen berechnet werden kann.
Demnach ist eine Lo¨sung des Problems OORP 4.2, die unter den hier
getroffenen, allgemeinen Annahmen gu¨ltig ist und genauso leicht zu be-
rechnen ist, wie eine eindeutige Lo¨sung des Problems ORP 4.1, bisher
nicht bekannt.
4.4 Optimale Output Regulation
In diesem Abschnitt werden die Hauptresultate dieses Kapitels pra¨sentiert.
Hierzu za¨hlen die Lo¨sungen der beiden Probleme OORP 4.1 und 4.2 mit
den Beitra¨gen B1) bis B3) sowie deren Zusammenhang zu einem optimalen
Folgeregelungsproblem im Beitrag B4), S. 151. Der na¨chste Abschnitt legt
die Grundlage fu¨r die Herleitungen und Beweisfu¨hrungen.
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4.4.1 Grundlagen
In diesem Abschnitt wird ein linear-quadratisches optimales Folgerege-
lungsproblem eingefu¨hrt, das die beiden Probleme OORP 4.1 und 4.2
als Spezialfa¨lle beinhaltet, wie in Abschnitt 4.4.4 gezeigt wird. Fu¨r
dieses optimale Folgeregelungsproblem wird die Variationsrechnung aus
Abschnitt 2.3.2 angepasst, wobei die Einschra¨nkung auf die zula¨ssigen
Lo¨sungen
(
Πxx(·),Fx(·)
)
nach Definition 4.1 beru¨cksichtigt wird. Dies
fu¨hrt auf die Entwurfsgleichungen zur Bestimmung eines Kandidaten.
Linear-quadratisches optimales Folgeregelungsproblem
Es wird das folgende Problem betrachtet:
Optimales Folgeregelungsproblem: OFP∞4.1. Fu¨r ein gegebenes x0
finde eine zula¨ssige Lo¨sung
(
x∗s (·),u∗s (·)
)
, die den quadratischen Mittelwert
QMW
(
xs(·),us(·)
)
= limT→∞ 1T JT (·) mit dem Kostenfunktional
JT
(
xs(·),us(·)
)
= 12
T∫
0
(
(ys − y)TρQ(ys − y) + usTµRus
)
dt (4.17)
minimiert, wobei ρ > 0 und µ > 0 sowie Q  0 und R  0 erfu¨llt seien.
Das optimale Folgeregelungsproblem OFP∞4.1 wurde hier in Analogie
zu den Problemen OORP 4.1 und 4.2 formuliert. Unter den Voraussetzun-
gen ρ > 0 und µ > 0 ist es eine Abwandlung des Problems OFP∞3.1 aus
Kapitel 3. Werden die Annahme 3.1 und Annahme 3.2 aus Abschnitt 3.1
zusa¨tzlich erfu¨llt, dann ist der Kandidat(
x∗s (·),u∗s (·)
)
=
(
Π∗xx(·),F ∗x(·)
)
(4.18)
aus Satz 3.1, S. 71, eine optimale Lo¨sung des Problems OFP∞4.1. Dies
folgt aus dem Korollar 3.1, S. 82, das ein optimales stationa¨res Verhalten
nach der Definition 2.4, S. 20, nachweist, und der Definition 2.5 der QMW-
Optimalita¨t in Abschnitt 2.2.1. Offensichtlich ha¨ngt diese Lo¨sung von den
eingefu¨hrten Parametern ρ und µ ab. In Abschnitt 4.4.4 wird durch den
U¨bergang ρ→∞ bzw. µ→ 0 nachgewiesen, dass die Probleme OORP 4.1
und 4.2 Spezialfa¨lle des Problems OFP∞4.1 sind.
158 4 Optimale Output Regulation fu¨r lineare Systeme
Variationsrechnung
Die Variationsrechnung aus Abschnitt 2.3 wird nun fu¨r das Problem
OFP∞4.1 angepasst. Zu jeder zula¨ssigen Lo¨sung(
xs(·),us(·)
)
=
(
Πxx(·),Fx(·)
)
(4.19)
und jedem R 3  6= 0 existiert eine stationa¨re Variation (δxs(·), δus(·)),
sodass
xs(t) ≡ x∗s (t) + δxs(t) (4.20a)
us(t) ≡ u∗s (t) + δus(t) (4.20b)
gilt. Die stationa¨re Variation wird durch die Differenz der Lo¨sungen (4.19)
und (4.18) festgelegt, woraus folgt, dass diese in der Form(
δxs(·), δus(·)
)
:=
(
δΠxx(·), δFx(·)
)
(4.21)
vorliegt. Beide Paare
(
Πx,F
)
und
(
Π∗x,F ∗
)
erfu¨llen wegen der Definiti-
on 4.1 die Sylvestergleichung (4.5a). Setzt man daher
Πx = Π∗x + δΠx (4.22a)
F = F ∗ + δF (4.22b)
in (4.5a) ein, so folgt daraus, dass (δΠx, δF ) die Sylvestergleichung
δΠxA = AδΠx +BδF (4.23)
lo¨st. Hieraus resultiert, dass eine frei gewa¨hlte Variation (4.21) nur dann
zula¨ssig ist, wenn (δΠx, δF ) die Bedingung (4.23) erfu¨llt.
Auf Basis dieser Definitionen, kann die Variationsrechnung vo¨llig analog
zu Abschnitt 2.3 durchgefu¨hrt werden. Das Ziel ist es, die Kostendifferenz
∆JT (·) := JT
(
xs(·),us(·)
)− JT (x∗s (·),u∗s (·)) (4.24)
zu berechnen. Hierzu wird ∆JT (·) wie in Abschnitt 2.3.1 als Funktion von
 in einer Taylorreihe im Punkt  = 0 entwickelt. Analog zum Ergebnis
(2.71) in Abschnitt 2.3.2 erha¨lt man
∆JT (δxs, δus,x∗s ,u∗s ) = δ1JT (·) + 12δ2JT (·) (4.25)
mit der ersten Variation der Kosten δ1JT (·) und der zweiten Variation
δ2JT (·). Dabei wurde bereits ohne Beschra¨nkung der Allgemeinheit  = 1
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eingesetzt, da der Parameter  im Weiteren nicht mehr beno¨tigt wird.7)
Unter der Beru¨cksichtigung des Kostenfunktionals (4.17) sei die Hamilton-
Funktion
H(xs,us,φ,x) := 12
(
(ys − y)TρQ(ys − y)
+usTµRus
)
+ φTs (Axs +Bus +Edx) (4.26)
analog zu Abschnitt 2.3.2 definiert. Hierin ist φs(t) : [0,∞) → Rn der
Kozustand. Analog zu Abschnitt 2.3.1 wird gefordert, dass der Kandidat(
x∗s (·),u∗s (·)
)
und der Kozustand φs(·) die beiden Bedingungen
0 =
(
∂H(xs,us,φs,x)
∂xs
∣∣∣∣
∗
+ φ˙
)T
δxs, (4.27a)
0 = ∂H(xs,us,φs,x)
∂us
T∣∣∣∣
∗
δus (4.27b)
fu¨r jede nicht triviale, stationa¨re Variation
(
δxs(·), δus(·)
) 6≡ (0,0) und
einen beliebigen Anfangswert φs(0) ∈ Rn einhalten.8) Dann ist die erste
Variation gema¨ß (2.48) durch
δ1JT
(
δxs(·), δus(·)
)
= φs(0)Tδxs(0)− φs(T )Tδxs(T ) (4.28)
gegeben. Im Gegensatz zu den Abschnitten 2.3 und 3.4.1 ist hier zu be-
achten, dass die Variation des Anfangswertes δxs(0) = (Πx −Π∗x)x0 im
Allgemeinen nicht entfa¨llt und daher δxs(0) 6= 0 gilt.
Aus (2.73) folgt fu¨r die zweite Variation sofort
δ2JT
(
δxs(·), δus(·)
)
=
T∫
0
(
δxTsC
TρQCδxs + δuTs µRδus
)
dt. (4.29)
Damit die beiden Bedingungen in (4.27) erfu¨llt werden, war es bisher
wegen der notwendigen Optimalita¨tsbedingungen aus Satz 2.3, S. 48, und
7) Analog zum Abschnitt 2.3.2, S. 38, darf  6= 0 frei gewa¨hlt werden. Dies ist mo¨glich, da
fu¨r ein gegebenes Paar
(
Π∗x,F ∗
)
und fu¨r jedes zula¨ssige Paar
(
Πx,F
)
eine Variation
(δΠx, δF ) zu jedem beliebigen  6= 0 existiert, die die Bedingungen (4.22) und (4.23)
erfu¨llt. Der Grund hierfu¨r ist, dass die Sylvestergleichung (4.23) linear von (δΠx, δF )
abha¨ngt.
8)Hierbei wird die Notation f(xs,us, ·)|∗ := f(x∗s ,u∗s , ·) verwendet.
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daher auch im Abschnitt 3.4.1 erforderlich, dass die Koeffizienten von δxs
bzw. δus in (4.27) identisch zum Nullvektor sind:
0 = ∂H(xs,us,φs,x)
∂xs
∣∣∣∣
∗
+ φ˙s, (4.30a)
0 = ∂H(xs,us,φs,x)
∂us
∣∣∣∣
∗
. (4.30b)
Im Gegensatz zu den Abschnitten 2.5.1 und Abschnitt 3.4.1 sind die Varia-
tionen (4.21) hier allerdings durch die Definition 4.1 stark eingeschra¨nkt.
So la¨sst sich z. B. nicht mehr das fundamentale Lemma A.1 der Variations-
rechnung anwenden. Die Optimalita¨tsbedingungen (4.30) gema¨ß Satz 2.3
bzw. aus [76] sind daher aufgrund der Definition 4.1 im Allgemeinen hier
nicht mehr notwendig.
Entwurfsgleichungen
Trotz der vorangegangenen Diskussion wird sich herausstellen, dass es
zielfu¨hrend ist, eine zula¨ssige Lo¨sung
(
Π∗xx(·),F ∗x(·)
)
zu bestimmen, die
die Bedingungen (4.30) einha¨lt. Dies fu¨hrt na¨mlich auf einen vielverspre-
chenden Kandidaten zur Lo¨sung des Problems OFP∞4.1.
Beru¨cksichtigt man die Hamilton-Funktion (4.26), dann sind die Bedin-
gungen (4.30) a¨quivalent zu
φ˙s = −ATφs −CTρQ(Cx∗s +Ddx−Cx), (4.31a)
0 = µRu∗s +BTφs. (4.31b)
Da nur das stationa¨re Verhalten relevant ist, wa¨hlt man den Kozustand
φs(t) = Πφx(t) mit Πφ ∈ Rn×n analog zu (3.11) im Abschnitt 3.4.1.
Fu¨r beliebige Anfangswerte x0 werden dann die beiden Gleichungen
(4.31) von der zula¨ssigen Lo¨sung
(
Π∗xx(·),F ∗x(·)
)
erfu¨llt, falls das Tri-
pel (Π∗x,Πφ,F ∗) die Gleichungen
Π∗xA = AΠ∗x +BF ∗ +Ed, (4.32a)
ΠφA = −ATΠφ −CTρQ(CΠ∗x +Dd −C), (4.32b)
0 = µRF ∗ +BTΠφ. (4.32c)
lo¨st, wobei die Sylvestergleichung (4.5a) erga¨nzt wurde. Fu¨r ρ = 1 und
µ = 1 ko¨nnen diese in die Sylvestergleichung (3.13) aus Abschnitt 3.4.1
u¨berfu¨hrt werden. Anhand des folgenden Lemmas wird deutlich, dass so
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ein vielversprechender Kandidat zur Lo¨sung des Problems OFP∞4.1 ge-
wonnen wurde:
Lemma 4.1. Die Annahme 4.2 treffe zu und zu jedem gegebenen An-
fangswert x0 seien die Bedingungen (4.30) durch die zula¨ssige Lo¨sung(
x∗s (·),u∗s (·)
)
=
(
Π∗xx(·),F ∗x(·)
)
und den Kozustand φs(t) = Πφx(t)
erfu¨llt. Fu¨r jeden Anfangswert x0 ist dann die Differenz der quadratischen
Mittelwerte
∆QMW (·) := lim
T→∞
1
T
(
JT
(
xs(·),us(·)
)− JT (x∗s (·),u∗s (·))) (4.33)
zu jeder zula¨ssigen Lo¨sung
(
xs(·),us(·)
)
=
(
Πxx(·),Fx(·)
)
durch
∆QMW
(
δxs(·), δus(·)
)
= lim
T→∞
1
2T
T∫
0
(
δxTsC
TρQCδxs + δuTs µRδus
)
dt
(4.34)
gegeben, wobei
(
δxs(·), δus(·)
)
=
(
δΠxx(·), δFx(·)
)
durch
(δΠx, δF ) = (Πx −Π∗x,F − F ∗) (4.35)
bestimmt sei9) und das Paar (δΠx, δF ) die Sylvestergleichung (4.23) lo¨st.
Beweis. Mit der Kostendifferenz ∆JT (·) aus (4.25) resultiert
∆QMW (·) = lim
T→∞
1
T
(
δ1JT (·) + 12δ2JT (·)
)
. (4.36)
Da die Bedingungen (4.27a) und (4.27b) durch
(
x∗s (·),u∗s (·)
)
erfu¨llt wer-
den, ist δ1JT (·) durch (4.28) gegeben. Infolge der Annahme 4.2 sind
‖φs(t)‖2 = ‖Πφx(t)‖2, ‖δxs(t)‖2 = ‖δΠxx(t)‖2 und somit auch |δ1JT (·)|
beschra¨nkte Funktionen auf dem Intervall [0,∞) fu¨r jeden Anfangswert
x0. Dies impliziert limT→∞ 1T |δ1JT (·)| = 0 und das Ergebnis (4.34) folgt
aus der Gleichung (4.29) fu¨r die zweite Variation δ2JT (·).
Bei der Herleitung der Hauptresultate dieses Kapitels wird das Lem-
ma 4.1 und die quadratische Gestalt (4.29) von δ2J(δxs, δus) in den Be-
weisfu¨hrungen zur Optimalita¨t genutzt. Um daru¨ber hinaus noch Bedin-
gungen fu¨r die Eindeutigkeit einer optimalen Lo¨sung zu gewinnen, wird
ein weiteres wichtiges Lemma F.1 im Anhang F.1, S. 251, hergeleitet.
9)Ohne Beschra¨nkung der Allgemeinheit wurde  = 1 gewa¨hlt, siehe Fußnote 7), S. 159.
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4.4.2 U¨beraktuierte Systeme – Lo¨sung von OORP 4.1
Ist das System (4.1) u¨beraktuiert und ist daher die Rangbedingung
rang (B) > m in (4.9) erfu¨llt, dann haben die Regulatorgleichungen (RG)
in (4.5) im Allgemeinen unendlich viele Lo¨sungen (Πx,F ). Es stellt sich
somit die Frage F1), S. 147, d. h., es wird eine Lo¨sung(
x∗s (·),u∗s (·)
)
=
(
Πuxx(·),F ux(·)
)
(4.37)
des Problems OORP 4.1, S. 148, gesucht.
Dieser Abschnitt zeigt, wie eine optimale Lo¨sung bestimmt werden kann,
die unter schwachen Annahmen fast immer fu¨r beliebige Exosysteme exis-
tiert und eindeutig ist. Es sei betont, dass dabei die Rangbedingung (4.9)
nicht vorausgesetzt wird. Alle Ergebnisse ko¨nnen daher auch auf Systeme
ohne U¨beraktuierung angewendet werden, wenn fu¨r diese die Frage F1)
und das Problem OORP 4.1 relevant sind.
Zula¨ssige stationa¨re Variationen
Zuerst wird die Analyse aus Abschnitt 4.4.1 auf das Problem OORP 4.1
u¨bertragen. Hierzu werden zuna¨chst die stationa¨ren Variationen (4.21) er-
mittelt, die fu¨r das Problem OORP 4.1 zula¨ssig sind. Wegen der Neben-
bedingung (4.13)
ys(t)−y(t) = Cxs(t)+(Dd−C)x(t) = (CΠx+Dd−C)x(t) ≡ 0 (4.38)
muss jede zula¨ssige Lo¨sung (Πxx,Fx) zum Problem OORP 4.1 auch zu
einer Lo¨sung des herko¨mmlichen Problems ORP 4.1 fu¨hren. Ein stati-
ona¨res Verhalten (Πxx,Fx) ist somit nur dann zula¨ssig, wenn das Paar
(Πx,F ) die Regulatorgleichungen (RG) lo¨st.10) Jede stationa¨re Variation
(δxs, δus) = (δΠxx, δFx), die durch die Differenzen
δΠx = Πx −Πux (4.39a)
δF = F − F u (4.39b)
definiert ist,11) muss demnach die Bedingung
Cδxs(t) = CδΠxx(t) ≡ 0 (4.40)
10)Wie in Abschnitt 4.1 diskutiert, ist die Erfu¨llung der Regulatorgleichungen (RG)
unter den getroffenen Annahmen notwendig zur Lo¨sung des Problems ORP 4.1.
11)Da der Parameter  nicht weiter von Nutzen ist, sei ohne Beschra¨nkung der Allge-
meinheit  = 1 in (4.20) gewa¨hlt. Siehe hierzu Fußnote 7), S. 159.
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fu¨r jeden Anfangswert x0 erfu¨llen. Unter Einbezug der Sylvestergleichung
(4.23) ist eine stationa¨re Variation zum Problem OORP 4.1 folglich nur
dann zula¨ssig, falls das Paar (δΠx, δF ) die Regulatorgleichungen
δΠxA = AδΠx +BδF , (4.41a)
0 = CδΠx (4.41b)
lo¨st. Es sei angemerkt, dass genau dann nicht triviale Lo¨sungen
(δΠx, δF ) 6= (0,0) von (4.41) existieren, falls die Lo¨sung der Gleichun-
gen (RG) nicht eindeutig ist.
Entwurfsgleichungen
Nun wird ein Kandidat (Πuxx,F ux) so bestimmt, damit das Lemma 4.1
angewendet werden kann. Dazu ist festzustellen, dass unter den Vorgaben
der Zustandsbeschra¨nkung (4.13), die ys(t) − y(t) ≡ 0 sicherstellt, und
des Parameters µ = 1 das Problem OORP 4.1 a¨quivalent zum Problem
OFP∞4.1 ist. Um die Zustandsbeschra¨nkung zu beru¨cksichtigen, ist, wie
zuvor diskutiert, lediglich die zusa¨tzliche Forderung (4.40) an die stati-
ona¨re Variation zu beachten. Unter Beachtung dessen ist es mo¨glich, die
Variationsrechnung genauso wie in Abschnitt 4.4.1 durchzufu¨hren.
Daraus schließt man, dass das Lemma 4.1 anwendbar ist, falls der Kan-
didat (Πuxx,F ux) ebenfalls die Bedingungen (4.27) fu¨r alle Anfangswerte
x0 und jede zula¨ssige Variation
(
δxs(·), δus(·)
)
erfu¨llt. Beru¨cksichtigt man
jedoch die Einschra¨nkung (4.40) so ist es anders als in (4.30a) nicht no¨tig,
den Koeffizienten von δxs in (4.27a) gleich dem Nullvektor zu wa¨hlen.
Stattdessen genu¨gt es, die Gleichung
∂H(xs,us,φ,x)
∂xs
∣∣∣∣
∗
+ φ˙ = CTuφ (4.42)
fu¨r einen beliebigen Eingang uφ(t) ∈ Rp zu erfu¨llen. Dann gilt wegen
(4.40) na¨mlich fu¨r die Bedingung (4.27a):(
∂H(xs,us,φs,x)
∂xs
∣∣∣∣
∗
+ φ˙
)T
δxs = uφ(t)TCδxs(t) ≡ 0. (4.43)
Die Variation δus = δFx ist ebenfalls durch (4.41) eingeschra¨nkt.
Nichtsdestotrotz wird sich herausstellen, dass es auch hier zielfu¨hrend ist,
den Koeffizient von δus in (4.27b) wie in (4.30b) gleich dem Nullvektor zu
wa¨hlen.
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Um nun aus der neuen Bedingung (4.42) und der bereits eingefu¨hrten
Bedingung (4.30b) algebraische Entwurfsgleichungen herzuleiten, wird die
Hamilton-Funktion (4.26) fu¨r ys(t)− y(t) ≡ 0 und µ = 1 angesetzt:
H(·) = 12uTsRus + φTs (Axs +Bus +Ed). (4.44)
Die Bedingung (4.42) lautet daher
φ˙s = −ATφs +CTuφ. (4.45)
Sie wird fu¨r den Ansatz φ = Πuφx und uφ = F φx mittels der Sylvester-
gleichung
ΠuφA = −ATΠuφ +CTF uφ (4.46)
erfu¨llt. Durch die Wahl F u = −R−1BTΠuφ ist die Bedingung (4.27b)
immer erfu¨llt.
Wird noch die Sylvestergleichung (4.32a) miteinbezogen, so fu¨hrt dies
auf die neuen Regulatorgleichungen (RGu):
(RGu)

ΠuφA = −ATΠuφ +CTF uφ,
ΠuxA = AΠux −BR−1BTΠuφ +Ed,
C = CΠux +Dd.
(4.47a)
(4.47b)
(4.47c)
Jede Lo¨sung (Πux,Πuφ,F uφ) der neuen Gleichungen (RGu) liefert
einen Kandidaten
(
Πuxx(·),−R−1BTΠuφx(·)
)
zur Lo¨sung des Problems
OORP 4.1, fu¨r den, wie gewu¨nscht, das Lemma 4.1 angewendet werden
kann.
Notwendigkeit der Existenz, Optimalita¨t und Eindeutigkeit
Den hergeleiteten Entwurfsgleichungen (RGu) liegen die Bedingungen
(4.27) zugrunde. Wie im Anschluss an (4.30) in Abschnitt 4.4.1 ange-
sprochen, mu¨ssen diese Bedingungen nicht zwingend von einer optimalen
Lo¨sung erfu¨llt werden. Es stellt sich daher die Frage, ob es mo¨glich ist, dass
die Gleichungen (RGu) nicht gelo¨st werden ko¨nnen, obwohl eine Lo¨sung
des Problems OORP 4.1 existiert. Eine Lo¨sung des Problems OORP 4.1
kann offensichtlich nur dann existieren, wenn auch eine Lo¨sung des klassi-
schen Problems ORP 4.1 existiert. Nach [63, 155] ist Letzteres genau dann
der Fall, wenn die Gleichungen (RG) mindestens eine Lo¨sung haben. Das
folgende Lemma stellt fest, dass die Gleichungen (RGu) genau dann auch
gelo¨st werden ko¨nnen.
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Satz 4.1. Die Annahmen 4.1 und 4.2 seien erfu¨llt. Ein Tripel
(Πux,Πuφ,F uφ), das die neuen Regulatorgleichungen (RGu) in (4.47) lo¨st,
existiert genau dann, wenn mindestens ein Paar (Πx,F ) existiert, das die
klassischen Regulatorgleichungen (RG) in (4.5) lo¨st.
Beweis. Der Beweis wird in Anhang F.2 pra¨sentiert.
Dieses Ergebnis ist von hohem Interesse. Hieraus folgt, dass die neu-
en Regulatorgleichungen (RGu) immer gelo¨st werden ko¨nnen, wenn ei-
ne Lo¨sung des Output Regulation Problems ORP 4.1 existiert. Ihre
Lo¨sbarkeit ist somit nicht nur eine hinreichende, sondern sogar eine not-
wendige Bedingung zur Lo¨sung des Problems ORP 4.1.
Das vierte Hauptresultat dieser Arbeit wird nun pra¨sentiert. Es besagt
im Wesentlichen, dass jeder mittels der Gleichungen (RGu) gewonnene
Kandidat eine optimale Lo¨sung zum Problem OORP 4.1 ist und dass kei-
ne Lo¨sung existiert, falls es keinen solchen Kandidaten gibt. In Verbindung
mit Satz 4.1 schließt man daraus, dass die klassischen Regulatorgleichun-
gen (RG) immer durch die neuen Regulatorgleichungen (RGu) ersetzt wer-
den ko¨nnen, um sowohl eine Lo¨sung des klassischen ORP 4.1 zu finden, als
auch eine optimale Ausnutzung der vorhandenen Stellgro¨ßen bezu¨glich des
Mittelwertes der mit R  0 gewichteten Stellenergie zu garantieren. Dabei
ist das Resultat prinzipiell fu¨r jedes System (4.1) unter den gestellten An-
nahmen anwendbar, jedoch im Allgemeinen fu¨r u¨beraktuierte Systeme von
ho¨chstem Interesse. Es wird auf Basis des Satzes 4.1 sowie der Lemmata
4.1, S. 161, und F.112) nachgewiesen.
Satz 4.2 (Lo¨sung des Problems OORP 4.1). Die Annahmen 4.1 und
4.2 aus Abschnitt 4.1 seien erfu¨llt. Es existiert eine Lo¨sung des Problems
OORP 4.1 dann und nur dann, wenn wenigstens ein Tripel (Πux,Πuφ,F uφ)
existiert, das die neuen Regulatorgleichungen (RGu) in (4.47) lo¨st. Fu¨r
jeden Anfangswert x0 ist die zula¨ssige Lo¨sung(
x∗s (·),u∗s (·)
)
=
(
Πuxx(·),F ux(·)
)
(4.48)
mit der Vorfiltermatrix
F u = −R−1BTΠuφ (4.49)
12)Das Lemma F.1 wird in Anhang F.1, S. 251, hergeleitet und dient dazu, eine im
Weiteren aufgestellte Bedingung fu¨r die Eindeutigkeit der Lo¨sung des Problems
OORP 4.1 zu belegen.
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eine optimale Lo¨sung zum Problem OORP 4.1. D. h., ihr quadratischer
Mittelwert
QMWu
(
x∗s (·),u∗s (·)
)
= lim
T→∞
 1
2T
T∫
0
x(t)TF uTRF ux(t)dt
 (4.50)
ist ein Minimum von QMWu(·) in (4.11) und sie ha¨lt die Zustandsbe-
schra¨nkung (4.13)
y∗s (t) = CΠuxx(t) +Ddx(t) = Cx(t), ∀t ∈ [0,∞)
ein. Die optimale Lo¨sung ist dann und nur dann eindeutig, wenn kein Ei-
genwert des Exosystems mit einem unbeobachtbaren Eigenwert des Systems
(4.1) u¨bereinstimmt:
rang
([
λI −AT CT]) = n, ∀λ ∈ σ (A) . (4.51)
Beweis. Wie bereits diskutiert wurde, impliziert die Existenz einer Lo¨sung
des Problems OORP 4.1, dass eine Lo¨sung des herko¨mmlichen Problems
ORP 4.1 existiert. Unter den getroffenen Annahmen existiert dann notwen-
digerweise eine Lo¨sung der klassischen Regulatorgleichungen (RG), verglei-
che hierzu [63, 155]. Aus dem Satz 4.1 folgt, dass die neuen Gleichungen
(RGu) eine Lo¨sung besitzen, was das erste ”nur dann“ beweist.Dass ”dann“ auch eine optimale Lo¨sung durch den Kandidaten (4.48)gegeben ist, wird mithilfe von Lemma 4.1, S. 161, bewiesen. Die Herlei-
tung der Entwurfsgleichungen (RGu) zeigt, dass fu¨r den Kandidaten (4.48)
und den Kozustand φ = Πuφx die Bedingungen (4.30) von Lemma 4.1
erfu¨llt sind. Fu¨r jede zula¨ssige stationa¨re Variation
(
δxs(·), δus(·)
)
, die
mittels (4.41) bestimmt wurde, und damit auch fu¨r jede zula¨ssige Lo¨sung(
Πxx(·),Fx(·)
)
, die die Zustandsbeschra¨nkung (4.13) einha¨lt, resultiert
die Differenz des quadratischen Mittelwertes zu
∆QMWu(δxs, δus,x∗s ,u∗s ) = lim
T→∞
1
2T
T∫
0
x(t)TδF TRδFx(t)dt, (4.52)
wobei Cδxs(t) ≡ 0 und µ = 1 in (4.34) verwendet wurde. Aufgrund von
R  0 folgt daraus
∆QMWu(·) = QMWu(Πxx(·),Fx(·))−QMWu(Πuxx(·),F ux(·)) ≥ 0
(4.53)
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fu¨r jede zula¨ssige Lo¨sung
(
Πxx(·),Fx(·)
)
und jeden Anfangswert x0.
Daher minimiert (Πuxx,F ux) den quadratischen Mittelwert QMWu(·).
Der zweite Teil dieses Beweises widmet sich der Aussage, dass die Bedin-
gung (4.51) notwendig und hinreichend fu¨r die Eindeutigkeit der optimalen
Lo¨sung ist.
Es wird gezeigt, dass genau dann eine positive Kostendifferenz
∆QMWu(·) > 0 fu¨r jeden Anfangswert x0 6= 0 und jede nichttrivia-
le, zula¨ssige stationa¨re Variation (δΠxx, δFx) 6≡ (0,0) vorliegt, wenn die
Bedingung (4.51) erfu¨llt wird, was die Eindeutigkeit der optimalen Lo¨sung
(4.48) impliziert. Hierzu wird die Kostendifferenz (4.52) mittels des Lem-
mas F.1, S. 251, in Abha¨ngigkeit der Beobachtbarkeit des ku¨nstlichen Sys-
tems (R1/2δF ,A) mit dem reellen Ausgang R1/2δFx, wobei R = RT1/2R1/2
sei, untersucht. Dies erfolgt in einer vollsta¨ndigen, dreiteiligen Fallstudie:
Fall 1. Als Konsequenz des Falls (F.2a) im Lemma F.1 aus Anhang F.1
trifft ∆QMWu(·) > 0 fu¨r jede nichttriviale Variation (δΠxx(·), δFx(·))
zu, fu¨r die das System (R1/2δF ,A) vollsta¨ndig beobachtbar ist.
Fall 2. Fu¨r die nichttriviale Variation
(
δΠxx(·), δFx(·)
)
sei angenommen,
dass nB Eigenwerte von A im ku¨nstlichen System (R1/2δF ,A) beobacht-
bar sind, wobei 0 < nB < n sei. Ohne Beschra¨nkung der Allgemeinheit
kann davon ausgegangen werden, dass das Exosystem (4.2a) mit dem reel-
len Ausgang R1/2δFx bereits in der Form der Zerlegung (F.1) vorliegt.13)
Aus der Struktur von G =
[
G1 0
]
= R1/2δF fu¨r diese Zerlegung folgt
δF =
[
δF 1 0
]
(4.54)
mit δF 1 ∈ Cm×nB aufgrund der Invertierbarkeit von R1/2. Es sei ebenfalls
Πx =
[
Πx,1 Πx,2
]
entsprechend unterteilt. Weiterhin gilt fu¨r die System-
matrix A = diag
(
A11,A22
)
und fu¨r den Zustandsvektor xT =
[
xT1 x
T
2
]
.
Da das Teilsystem (R1/2δF 1,A11) vollsta¨ndig beobachtbar ist, resultiert
∆QMWu(·) > 0 fu¨r jeden Anfangswert x1(0) 6= 0 vo¨llig analog zum Fall 1.
Es sei nun x1(0) = 0 und x2(0) 6= 0. Die Variation ist dann durch(
δΠx,2x2(·),0
)
gegeben. Das zugeho¨rige Paar (δΠx,2,0) muss die Voraus-
setzung (4.41) und somit die Gleichungen
δΠx,2A22 = AδΠx,2,
0 = CδΠx,2
(4.55)
13)Dies kann immer durch eine vorangegangene Zustandstransformation erreicht wer-
den.
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erfu¨llen. Da A22 gema¨ß Lemma F.1 eine Diagonalmatrix ist, ist (4.55) ge-
nau dann gewa¨hrleistet, wenn jede Spalte δpix,2,i von δΠx,2 die Gleichung
δpiTx,2,i
[
λiI −AT CT
]
= 0 (4.56)
lo¨st, wobei λi der i-te Eintrag auf der Diagonalen von A22 ist. Dies
impliziert λi ∈ σ
(
A
)
. Aufgrund der Bedingung (4.51) hat die Matrix[
λiI −AT CT
]
jedoch vollen Zeilenrang. Wegen (4.56) mu¨ssen alle Spal-
ten δpix,2,i = 0 sein. Daraus resultiert δΠx,2 = 0 und es folgt, dass die
Variation fu¨r x1 = 0 trivial ist und nicht beru¨cksichtigt werden muss.
Zusammenfassend gilt: Fu¨r jede nichttriviale zula¨ssige stationa¨re Va-
riation
(
δΠxx(·), δFx(·)
)
, fu¨r die einige aber nicht alle der n Eigen-
werte von A im ku¨nstlichen System (R1/2δF ,A) beobachtbar sind, ist
∆QMWu(·) > 0 aus (4.52) infolge der Bedingung (4.51) erfu¨llt.
Fall 3. Zur Vervollsta¨ndigung der Fallstudie wird eine beliebige Variation(
δΠxx(·), δFx(·)
)
betrachtet, bei der kein Eigenwert vonA im ku¨nstlichen
System (R1/2δF ,A) beobachtbar ist. Dies impliziert sofort δF = 0 wegen
der Invertierbarkeit von R1/2. Das Paar (δΠx,0) muss die Gleichungen
δΠxA = AδΠx,
0 = CδΠx
(4.57)
lo¨sen, damit die Voraussetzung (4.41) erfu¨llt wird. Analog zu Fall 2 resul-
tiert daher δΠx = 0 aus der Bedingung (4.51). Demnach liegt eine triviale
Variation
(
δxs(·), δus(·)
) ≡ (0,0) vor, die offensichtlich bei der Pru¨fung
auf Eindeutigkeit der optimalen Lo¨sung nicht beru¨cksichtigt werden muss.
Es verbleibt nur noch, die Notwendigkeit der Bedingung (4.51) fu¨r
die Eindeutigkeit der optimalen Lo¨sung (4.48) zu zeigen, was nun per
Widerspruch erfolgt. Dazu sei angenommen, dass die optimale Lo¨sung(
x∗s (·),u∗s (·)
)
eindeutig ist, obwohl die Bedingung (4.51) nicht fu¨r jeden Ei-
genwert λ von A erfu¨llt wird. Demnach gibt es einen Eigenwert λ ∈ σ (A),
zu dem ein Vektor Cn 3 δpix 6= 0 existiert, sodass
δpiTx
[
λI −AT CT] = 0 (4.58)
gilt. Aufgrund der Annahme 4.2 sei ohne Beschra¨nkung der Allgemeinheit
angenommen, dass die Systemmatrix A diagonal ist und der Eigenwert
λ das erste Element auf der Diagonalen ist. Dann ist x1 der zugeho¨rige
Zustand des Exosystems. Das Paar (δpix, δf) mit δpix 6= 0 gema¨ß (4.58)
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und δf = 0 erfu¨llt dann die Voraussetzung (4.41) zum skalaren Teilsys-
tem x˙1 = λx1 des Exosystems (4.2a). Es ist folglich mo¨glich, fu¨r jeden
Anfangswert x0 die zula¨ssige stationa¨re Variation(
δΠxx(·), δFx(·)
) ≡ (δpixx1,0) (4.59)
zu konstruieren. Sie ist nichttrivial fu¨r jeden Anfangswert x1(0) 6= 0 und
sie erfu¨llt ∆QMWu(·) = 0 in (4.52) wegen δF = 0, was der Eindeutigkeit
der optimalen Lo¨sung (4.48) widerspricht.
Drei Bemerkungen zu diesem Hauptresultat sind angebracht:
Bemerkung 4.1. Die Definition 2.5 des quadratischen Mittelwertes, S. 21,
impliziert, dass die Differenz der Kosten
∆JuT (·) = JuT
((
xs(·),us(·)
))− JuT ((x∗s (·),u∗s (·))) (4.60)
zwischen einer eindeutigen optimalen Lo¨sung
(
x∗s (·),u∗s (·)
)
aus (4.48) nach
Satz 4.2 und jeder anderen zula¨ssigen Lo¨sung
(
xs(·),us(·)
)
gema¨ß Defini-
tion 4.1 mit der La¨nge T des Horizontes linear zunimmt. D. h., die Kos-
tendifferenz ∆JuT (·) ist von der Ordnung14) O(T ) fu¨r T → ∞. Dies ist
ein sehr starkes Optimalita¨tskriterium u¨ber unendliche Horizonte. Damit
ist auch nachgewiesen, dass eine eindeutige optimale Lo¨sung (4.48) unter
allen zula¨ssigen Lo¨sungen ein eindeutiges optimales stationa¨res Verhalten
nach Definition 2.4, S. 20, darstellt. Wie es sich damit verha¨lt, wenn die
Eindeutigkeit nicht mehr gewa¨hrleistet ist, kla¨rt die na¨chste Bemerkung.
Bemerkung 4.2. Wenn die Bedingung (4.51) nicht eingehalten wird,
dann kann mithilfe einer optimalen Lo¨sung (Πuxx,F ux) u¨ber die zula¨ssige
Variation
(
δΠxx,0
)
, wobei δΠx 6= 0 die beiden Gleichungen δΠxA =
AδΠx und 0 = CδΠx erfu¨llt, jede andere optimale Lo¨sung durch(
(Πux + δΠx)x,F ux
)
erzeugt werden. Dies ergibt sich aus der Fallun-
terscheidung des Beweises von Satz 4.2. Aus dem Satz 4.2 folgt bereits,
dass die Differenz ∆QMWu(·) zwischen zwei beliebigen verschiedenen
optimalen Lo¨sungen gleich null ist. Da wegen der obigen U¨berlegung
u∗s (·) = F ux(·) fu¨r alle diese optimalen Lo¨sungen identisch ist, resultiert,
dass auch die Differenz der Kosten ∆JuT (·) zwischen zwei beliebigen ver-
schiedenen optimalen Lo¨sungen gleich null ist. Unter Beru¨cksichtigung der
vorangegangen Bemerkung bedeutet dies, dass jede optimale Lo¨sung aus
dem Satz 4.2 in diesem Sinne ein optimales stationa¨res Verhalten aufweist.
14)Siehe hierzu Definition A.4 in Anhang A.1, S. 216.
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Bemerkung 4.3. Wird das Exosystem in der intuitiven Zustandsraum-
darstellung aus Abschnitt 3.6 angegeben, dann ist es mo¨glich, wie in Lem-
ma 3.3 das Minimum QMWu
(
Πuxx(·),F ux(·)
)
des quadratischen Mit-
telwertes (4.11) mittels Gl. (3.159) fu¨r einen gegebenen Anfangswert x0
zu berechnen. Hierzu mu¨ssen lediglich die unteren m-Zeilen der Funktion
G
(
Πux,F u
)
in (3.156) bestimmt werden. Deren Lemma 3.3 entsprechende
spaltenweise Unterteilung wird dann in (3.159) eingesetzt.
Hinreichende Bedingung zur Existenz fu¨r beliebige Exosysteme
Um die Lo¨sbarkeit der neuen Regulatorgleichungen (RGu) zu garantieren,
wird die in der Literatur zur Output Regulation Theorie, wie z. B. [89, 95,
140], bekannte Nicht-Resonanz-Bedingung15) verwendet. Sie lautet:
Annahme 4.3 (Nicht-Resonanz-Bedingung). Fu¨r jeden Eigenwert des
Exosystems λ ∈ σ (A) ist die Bedingung
rang
([
λI −A −B
C 0
])
= n+ p (4.61)
erfu¨llt.
Diese Bedingung verlangt offensichtlich, dass die Anzahl m der Stell-
gro¨ßen u gro¨ßer oder gleich der Anzahl p der Ausga¨nge y ist und die
Ausgangsmatrix C vollen Rang p besitzt. Sie besagt, dass keine invari-
ante Nullstelle des Systems (4.1) mit einem Eigenwert des Exosystems
u¨bereinstimmt, vergleiche hierzu Anhang B.3, S. 222.
Aus [89, Theorem 1.9] ist bekannt, dass die herko¨mmlichen Regula-
torgleichungen (RG) genau dann fu¨r alle beliebigen Matrizen Ed, Dd
und C gelo¨st werden ko¨nnen, wenn die Annahme 4.3 erfu¨llt ist. Unter
Beru¨cksichtigung von Satz 4.1 folgt sofort die erste Aussage von
Korollar 4.1. Die Annahmen 4.1 und 4.2 seien erfu¨llt. Fu¨r alle Matrizen
Ed, Dd und C, sind die neuen Regulatorgleichungen (RGu) dann und nur
dann lo¨sbar, wenn die Annahme 4.3 erfu¨llt wird. Ihre Lo¨sung ist genau
dann eindeutig, wenn zusa¨tzlich die Bedingung (4.51) zutrifft.
Die zweite Aussage dieses Korollars la¨sst sich mithilfe des Beweises zum
Satz 4.1 anhand der Gl. (F.24) und (F.27), S. 256, nachvollziehen.
15)Der Name ist so zu verstehen, dass bei Verletzung dieser Bedingung bestimmte
Anregungen BFx der Systemdynamik (4.1a) keinen Einfluss auf den Ausgang y
haben.
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Aus dem Korollar 4.1 folgt, dass unter der Annahme 4.3 die optima-
le Lo¨sung (4.48) aus dem Satz 4.2 immer existiert. Diese Annahme ist
somit hinreichend fu¨r die Existenz einer optimalen Lo¨sung des Problems
OORP 4.1.
Bemerkung 4.4. Sobald die Gleichungen (RG) eine Lo¨sung besitzen und
die Bedingung (4.51) zutrifft, ist es nachweisbar, dass die Lo¨sung der Glei-
chungen (RGu) auf ein eindeutiges Paar (Πux,F u) mit F u = −R−1BTΠuφ
gema¨ß Satz 4.2 fu¨hrt. Wa¨re dies nicht der Fall, so wu¨rde dies na¨mlich
im Widerspruch zur bewiesenen Aussage zur Eindeutigkeit der optimalen
Lo¨sung im Satz 4.2 stehen. Die Annahme 4.3 stellt lediglich noch sicher,
dass auch die Wahl von Πuφ und F uφ eindeutig ist.
U¨beraktuierte Systeme haben im Allgemeinen fu¨r jedes
beliebige Exosystem eine optimale Lo¨sung
Aus [53] geht hervor, dass, außer in Sonderfa¨llen, Systeme mit unterschied-
lich vielen Stellgro¨ßen und Ausga¨ngen keine invarianten Nullstellen besit-
zen. Nach [53, Theorem 5] haben ”fast alle“
16) Systeme, die die Bedingung
rang (B) = m 6= p = rang (C) (4.62)
erfu¨llen, keine invarianten Nullstellen. Die Annahme 4.3 ist damit fu¨r ”fastalle“ u¨beraktuierten Systeme mit m > p, fu¨r die die Lo¨sung des Problems
OORP 4.1 und damit der Satz 4.2 von hohem Interesse sind, unabha¨ngig
von den Eigenwerten des Exosystems erfu¨llt.
Gemeinsam mit dem Korollar 4.1 folgt daraus die wertvolle Erkenntnis:
Fu¨r u¨beraktuierte Systeme existiert im Allgemeinen eine optimale Lo¨sung
(4.48) aus dem Satz 4.2 fu¨r alle beliebigen Matrizen Ed, Dd, C sowie A
unter Beru¨cksichtigung der Annahme 4.2.
4.4.3 Unteraktuierte Systeme – Lo¨sung von
OORP 4.2
Wenn das System (4.1) unteraktuiert ist und die Rangbedingung
rang (B) < p in (4.10) gilt, dann haben die klassischen Regulatorglei-
chungen (RG) im Allgemeinen gar keine Lo¨sung (Πx,F ). Daher existiert
16) Fu¨r gegebene m 6= p heißt das, dass ”Systeme (C,A,B,D) mit einer invariantenNullstelle entweder nicht existieren oder alle auf einer Hyperebene im Parameterraum
von (C,A,B,D) liegen“ [53, Theorem 5].
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keine Lo¨sung des Problems ORP 4.1 und es gibt keine exakte Folgerege-
lung. Dann stellt sich die Frage F2) aus Abschnitt 4.1, S. 147, und eine
Lo¨sung (
x∗s (·),u∗s (·)
)
=
(
Πyxx(·),F yx(·)
)
(4.63)
des Problems OORP 4.2, S. 149, wird gesucht. Dieser Abschnitt zeigt, wie
eine optimale Lo¨sung mittels algebraischer Gleichungen berechnet wer-
den kann, die bereits unter schwachen Annahmen fu¨r beliebige Exosyste-
me existiert und dann auch eindeutig ist. Dabei wird die Rangbedingung
(4.10) nicht vorausgesetzt. Alle Resultate dieses Abschnittes ko¨nnen daher
auf beliebige Systeme angewendet werden, fu¨r die die Frage F2) bzw. das
Problem OORP 4.2 relevant sind.
Entwurfsgleichungen
Vergleicht man das Kostenfunktional JyT (·) in (4.15) mit JT (·) in (4.17), so
fa¨llt auf, dass beide fu¨r jedes gegebene Paar (Πx,F ), das die Sylvesterglei-
chung (4.5a) lo¨st, und jeden Anfangswert x0 u¨bereinstimmen, falls ρ = 1
und µ = 0 gewa¨hlt werden. Fu¨r diese Wahl kann die Variationsrechnung
genau wie in Abschnitt 4.4.1 durchgefu¨hrt werden, wobei jede stationa¨re
Variation (δΠx, δF ) zula¨ssig ist, die die Sylvestergleichung (4.23) lo¨st.
Substituiert man dementsprechend ρ = 1 und µ = 0 in den Gleichungen
(4.32), so erha¨lt man die neuen Regulatorgleichungen (RGy):
(RGy)

ΠyxA = AΠyx +BF y +Ed,
ΠyφA = −ATΠyφ −CTQ(CΠyx +Dd −C),
0 = −BTΠyφ.
(4.64a)
(4.64b)
(4.64c)
Aus der Herleitung von Abschnitt 4.4.1 folgt, dass jedes so bestimmte
Tripel (Πyx,Π
y
φ,F
y) eine zula¨ssige Lo¨sung
(
Πyxx(·),F yx(·)
)
liefert, die die
Bedingungen (4.30) erfu¨llt und das Lemma 4.1, S. 161, ist anwendbar, wie
gewu¨nscht.
Eine Lo¨sung existiert fast immer fu¨r unteraktuierte Systeme
Im Abschnitt 4.4.2 wurde nachgewiesen, dass die dort hergeleiteten Ent-
wurfsgleichungen immer eine Lo¨sung haben, falls das Problem OORP 4.1,
S. 148, lo¨sbar ist. Hierzu wurden die klassischen Regulatorgleichungen als
notwendige Existenzbedingungen herangezogen. Allerdings gibt es kei-
ne solchen ada¨quaten Existenzbedingungen fu¨r das Problem OORP 4.2,
S. 148. Die Ursache hierfu¨r wurde bereits in Abschnitt 4.4.1 diskutiert:
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Die Optimalita¨tsbedingungen aus Satz 2.3, S. 48, bzw. [76], auf denen die
neuen Gleichungen (4.64) basieren, sind nicht mehr zwingend notwendig
durch die Einschra¨nkung der zula¨ssigen Lo¨sungen auf ein stationa¨res Ver-
halten gema¨ß Definition 4.1, S. 149. Das Hauptresultat dieses Abschnittes
konzentriert sich daher auf den Nachweis, dass, wann immer eine Lo¨sung
der Gleichungen (RGy) existiert, diese auch zu einer optimalen Lo¨sung des
Problems OORP 4.2 fu¨hrt.
Aus diesem Grund, wird an dieser Stelle eine schwache Annahme ange-
geben, die eine hinreichende Bedingung fu¨r die Lo¨sbarkeit der Gleichungen
(RGy) fu¨r beliebige Exosysteme ist. In Anlehnung an den Abschnitt 4.4.2
wird die folgende Annahme als Nicht-Resonanz-Bedingung bezeichnet:
Annahme 4.4 (Nicht-Resonanz-Bedingung). Fu¨r jeden Eigenwert des
Exosystems λ ∈ σ (A) ist die Bedingung
rang
([
λI −A −B
C 0
])
= n+m (4.65)
erfu¨llt.
Diese Annahme verlangt offensichtlich, dass gleich viele oder mehr
Ausga¨nge als Stellgro¨ßen vorliegen. Wie die Annahme 4.3 stellt sie sicher,
dass keine invarianten Nullstellen des Systems (4.1) mit Eigenwerten des
Exosystems zusammenfallen, siehe auch Anhang B.3. Weiterhin ist es er-
forderlich, dass die Eingangsmatrix vollen Rang hat: rang (B) = m. Dies
ist allerdings nur eine scheinbare Einschra¨nkung und kann immer mit Me-
thoden der Control Allocation erreicht werden, wie es Bemerkung 4.5 am
Ende dieses Absatzes darlegt.
Der folgende Satz zeigt, dass die Nicht-Resonanz-Bedingung 4.4 hinrei-
chend fu¨r die Lo¨sbarkeit der Gleichungen (RGy) ist.
Satz 4.3. Die neuen Regulatorgleichungen (RGy) sind genau dann fu¨r alle
beliebigen Matrizen Ed, Dd und C eindeutig lo¨sbar, falls die Annahmen
4.1, 4.2 und 4.4 zutreffen.
Beweis. Der Beweis erfolgt in Anhang F.3, ab S. 256.
Der Diskussion in Abschnitt 4.4.2 folgend, haben nach [53] ”fast alle“
17)
unteraktuierten Systeme (C,A,B), fu¨r die die Ungleichung
rang (B) = m < p = rang (C) (4.66)
17)Siehe hierzu Fußnote 16), S. 171.
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zutrifft, gar keine invarianten Nullstellen. Bis auf Sonderfa¨lle trifft dem-
nach fu¨r den hier relevantesten Fall die Annahme 4.4 fu¨r beliebige Exo-
systeme zu. Dies liefert die wertvolle Erkenntnis: Die neuen Regulator-
gleichungen (RGy) haben unter Beru¨cksichtigung der Annahme 4.2 fu¨r
unteraktuierte Systeme im Allgemeinen eine eindeutige Lo¨sung fu¨r alle
beliebigen Matrizen Ed, Dd, C sowie A.
Bemerkung 4.5. Die Annahme 4.4 verlangt, dass B vollen Spaltenrang
hat. Angenommen, dies treffe nicht zu, sondern rang (B) < m. Dann ist
es immer mo¨glich, einen virtuellen Eingang ν einzufu¨hren, fu¨r den
BBνν = Bu (4.67)
fu¨r jedes u eine Lo¨sung hat und BBν vollen Rang aufweist. Ohne Be-
schra¨nkung der Allgemeinheit genu¨gt es, fu¨r einen solchen virtuellen Ein-
gang zu pru¨fen, ob die Annahme 4.4 zutrifft. Ist dies der Fall, dann ist zur
Implementierung lediglich die aus den Gleichungen (RGy) bestimmbare
virtuelle Stellgro¨ße ν = F yνx wieder anhand der Bedingung (4.67) auf die
einzelnen Stellgro¨ßen ui aufzuteilen. Hierzu ko¨nnen die u¨blichen Verfahren
der Control Allocation angewendet werden, siehe z. B. [80, 99].
Optimalita¨t und Eindeutigkeit
Es folgt das fu¨nfte Hauptresultat dieser Arbeit:
Satz 4.4 (Lo¨sung des Problems OORP 4.2). Die Annahmen 4.1 und 4.2
aus Abschnitt 4.1 seien erfu¨llt. Außerdem sei angenommen, dass ein Tri-
pel (Πyx,Π
y
φ,F
y) existiert, das die neuen Regulatorgleichungen (RGy) in
(4.64) lo¨st. Fu¨r jeden Anfangswert x0 ist dann die zula¨ssige Lo¨sung(
x∗s (·),u∗s (·)
)
=
(
Πyxx(·),F yx(·)
)
(4.68)
eine optimale Lo¨sung zum Problem OORP 4.2, d. h., sie minimiert den
quadratischen Mittelwert QMW y(·) in (4.14)
QMW y
(
xs(·),us(·)
)
:= lim
T→∞
 1
2T
T∫
0
(
ys(t)− y(t)
)TQ(ys(t)− y(t))dt
.
Die optimale Lo¨sung ist genau dann eindeutig, wenn die Annahme 4.4
erfu¨llt ist. Sie existiert dann auch fu¨r alle Matrizen Ed, Dd und C.
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Beweis. Der Beweis basiert auf a¨hnlichen Argumenten wie der Beweis
von Satz 4.2. Da ein Tripel (Πyx,Π
y
φ,F
y), das die neuen Gleichungen
(RGy) lo¨st, auch die Gleichungen (4.32) fu¨r ρ = 1 und µ = 0 lo¨st,
erfu¨llt der Kandidat
(
x∗s (·),u∗s (·)
)
=
(
Πyxx(·),F yx(·)
)
mit dem Kozu-
stand φ = Πyφx die Bedingungen (4.30) fu¨r ρ = 1 und µ = 0. Daher ist es
mo¨glich, das Lemma 4.1 anzuwenden. Fu¨r jeden Anfangswert x0 und jede
zula¨ssige Lo¨sung
(
Πxx(·),Fx(·)
)
, die immer durch eine stationa¨re Varia-
tion
(
δxs(·), δus(·)
)
=
(
δΠxx(·), δFx(·)
)
aus dem Kandidaten mittels der
Sylvestergleichung (4.23) erzeugt werden kann, gilt somit
∆QMW y(·) = lim
T→∞
1
2T
T∫
0
xTδΠTxCTQCδΠxxdt. (4.69)
Daraus und aus Q  0 folgt, dass die Differenz der quadratischen
Mittelwerte die Ungleichung ∆QMW y(·) ≥ 0 fu¨r jede zula¨ssige stationa¨re
Variation
(
δxs(·), δus(·)
)
und jeden Anfangswert x0 erfu¨llt. Dies belegt,
dass die Lo¨sung
(
Πyxx(·),F yx(·)
)
den quadratischen Mittelwert mini-
miert.
Im zweiten Teil des Beweises, wird gezeigt, dass die Annahme 4.4 hin-
reichend und notwendig fu¨r die Eindeutigkeit der optimalen Lo¨sung ist.
Wenn die Annahme 4.4 zutrifft, dann gilt ∆QMW y(·) > 0 fu¨r jeden An-
fangswert x0 und jede nichttriviale zula¨ssige Variation
(
δΠxx(·), δFx(·)
)
,
woraus die Eindeutigkeit der optimalen Lo¨sung (4.68) resultiert. Dies wird
bewiesen, indem die Differenz (4.69) mithilfe von Lemma F.1 anhand der
Beobachtbarkeit des ku¨nstlichen Systems (Q1/2CδΠx,A) mit dem reellen
Ausgang Q1/2CδΠxx, wobei Q = QT1/2Q1/2 sei, analysiert wird. Hierzu
la¨sst sich jedes Paar (δΠx, δF ), das die Sylvestergleichung (4.23) lo¨st, ei-
nem der folgenden drei Fa¨lle zuordnen:
Fall 1. Angenommen, fu¨r ein zula¨ssiges Paar (δΠx, δF ) sei das ku¨nstliche
System (Q1/2CδΠx,A) vollsta¨ndig beobachtbar. Aus dem Fall (F.2a) von
Lemma F.1, S. 251, folgt fu¨r jedes x0 6= 0 die Ungleichung ∆QMW y(·) > 0
fu¨r jede solche Variation
(
δΠxx(·), δFx(·)
)
.
Fall 2. Fu¨r die nichttriviale Variation
(
δΠxx(·), δFx(·)
)
seien nB Eigen-
werte von A im ku¨nstlichen System
(G,A) := (Q1/2CδΠx,A) (4.70)
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beobachtbar, wobei 0 < nB < n gelte. Ohne Beschra¨nkung der Allgemein-
heit ist es mo¨glich vorauszusetzen, dass das Exosystem (4.2a) mit dem
reellen Ausgang G = Q1/2CδΠxx bereits in die Form der Zerlegung (F.1)
aus Lemma F.1 u¨berfu¨hrt wurde,18) die das Exosystem in ein vollsta¨ndig
beobachtbares und ein nicht beobachtbares Teilsystem aufteilt. Aus der
Struktur von G =
[
G1 0
]
dieser Zerlegung resultiert
Q1/2CδΠx =
[
Q1/2CδΠx,1 0
]
(4.71)
mit δΠx,1 ∈ Cn×nB , wobei δΠx =
[
δΠx,1 δΠx,2
]
entsprechend aufge-
teilt sei. Auf Basis der Invertierbarkeit von Q1/2 erha¨lt man CδΠx,2 = 0.
Die Systemmatrix zur Zerlegung (F.1) lautet A = diag
(
A11,A22
)
. Es sei
nun δF =
[
δF 1 δF 2
]
. Dann muss jedes zula¨ssige Paar (δΠx,2, δF 2) die
Regulatorgleichungen
δΠx,2A22 = AδΠx,2 +BδF 2,
0 = CδΠx,2
(4.72)
erfu¨llen. Da die Matrix A22 diagonal ist, mu¨ssen daher alle Spalten δpix,2,i
von δΠx,2 und δf2,i von δF 2 die Gleichung[
λiI −A −B
C 0
] [
δpix,2,i
δf2,i
]
= 0 (4.73)
lo¨sen, wobei λi der i-te Eintrag der Diagonalen von A22 und somit ein
Eigenwert von A ist. Durch die Annahme 4.4 hat die Matrix in (4.73) fu¨r
jedes λi vollen Spaltenrang, was fu¨r alle Spalten δpix,2,i = 0 und δf2,i = 0
impliziert. Daraus folgt (δΠx,2, δF 2) = (0,0).
Unterteilt man auch den Zustandsvektor xT =
[
xT1 x
T
2
]
, so ergibt sich
fu¨r die betrachtete Variation:(
δΠxx(·), δFx(·)
)
=
(
δΠx,1x1(·), δF 1x1(·)
)
, (4.74)
wobei das Paar (δΠx,1, δF 1) die Sylvestergleichung
δΠx,1A11 = AδΠx,1 +BδF 1 (4.75)
erfu¨llt. Die Variation ist nur dann nicht trivial, falls x1(0) 6= 0 zutrifft.
Hieraus ergibt sich jedoch ∆QMW y(·) > 0 aufgrund von Lemma F.1, da
das ku¨nstliche Teilsystem (Q1/2CδΠx,1,A11) vollsta¨ndig beobachtbar ist.
18)Dies ist immer durch eine Zustandstransformation erreichbar.
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Daraus schließt man: Jede nichttriviale zula¨ssige stationa¨re Variation(
δΠxx(·), δFx(·)
)
, fu¨r die einige aber nicht alle Eigenwerte von A im
ku¨nstlichen Systems (Q1/2CδΠx,A) beobachtbar sind, fu¨hrt zu einer Dif-
ferenz (4.52) mit ∆QMWu(·) > 0, wenn die Annahme 4.4 erfu¨llt ist.
Fall 3. Sei nun
(
δΠxx(·), δFx(·)
)
eine beliebige zula¨ssige Variation, fu¨r
die kein Eigenwert von A im ku¨nstlichen System (Q1/2CδΠx,A) beob-
achtbar ist. Aus der Invertierbarkeit von Q1/2 folgt CδΠx = 0 und das
Paar (δΠx, δF ) muss die Regulatorgleichungen
δΠxA = AδΠx +BδF ,
0 = CδΠx
(4.76)
erfu¨llen. Analog zum Fall 2 fu¨hrt dies zu (δΠx, δF ) = (0,0) wegen
der erfu¨llten Annahme 4.4. Es liegt daher immer eine triviale Variati-
on
(
δxs(·), δus(·)
) ≡ (0,0) vor, die fu¨r die Eindeutigkeit der optimalen
Lo¨sung keine Rolle spielt.
Die Notwendigkeit der Annahme 4.4 fu¨r die Eindeutigkeit der opti-
malen Lo¨sung (4.68) wird per Widerspruch nachgewiesen. Hierfu¨r sei
angenommen, dass die optimale Lo¨sung
(
x∗s (·),u∗s (·)
)
eindeutig ist, ob-
wohl die Bedingung (4.65) nicht fu¨r jeden Eigenwert λ von A eingehal-
ten wird. Es gibt folglich einen Eigenwert λ ∈ σ (A), zu dem ein Paar
Cn × Cm 3 (δpix, δf) 6= (0,0) existiert, das die Gleichung[
λI −A −B
C 0
] [
δpix
δf
]
= 0 (4.77)
lo¨st. Aufgrund der Annahme 4.2 seien wieder ohne Beschra¨nkung der All-
gemeinheit die Systemmatrix A diagonal und der Eigenwert λ das erste
Element auf deren Diagonalen. Der zugeho¨rige Zustand des Exosystems ist
x1. Bezogen auf das skalare Teilsystem x˙1 = λx1 des Exosystems (4.2a)
erfu¨llt das Paar (δpix, δf) die Sylvestergleichung (4.23) und Cδpix = 0
gema¨ß (4.77). Fu¨r jeden Anfangswert x0 kann daher die zula¨ssige stati-
ona¨re Variation (
δΠxx(t), δFx(t)
) ≡ (δpixx1(t), δfx1(t)) (4.78)
konstruiert werden. Sie ist nichttrivial fu¨r jeden Anfangswert x1(0) 6= 0
und fu¨hrt zur Differenz ∆QMWu(·) = 0 in (4.52) da Cδpix = 0, was
jedoch der Eindeutigkeit der optimalen Lo¨sung (4.48) widerspricht.
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Es folgen drei Bemerkungen:
Bemerkung 4.6. Analog zur Bemerkung 4.1, S. 169, nimmt auch hier die
Kostendifferenz
∆JyT (·) = JyT
((
xs(·),us(·)
))− JyT ((x∗s (·),u∗s (·))) (4.79)
zwischen einer eindeutigen optimalen Lo¨sung
(
x∗s (·),u∗s (·)
)
aus (4.68) und
jeder dazu verschiedenen zula¨ssigen Lo¨sung
(
xs(·),us(·)
)
mit der La¨nge T
des Horizontes linear zu. D. h., ∆JyT (·) ist von der Ordnung19) O(T ) fu¨r
T →∞. Daraus folgt, dass eine eindeutige optimale Lo¨sung ein optimales
stationa¨res Verhalten nach Definition 4.1, S. 149, unter allen verschiedenen
zula¨ssigen Lo¨sungen aufweist.
Bemerkung 4.7. Aus dem Beweis von Satz 4.4 folgt, dass die Differenz
∆QMW y(·) nur dann fu¨r eine Variation(
xs(·),us(·)
)
=
(
x∗s (·) + δΠx(·),u∗s (·) + δFx(·)
)
(4.80)
einer optimalen Lo¨sung gleich null ist, falls CδΠx(t) ≡ 0 fu¨r den gegebe-
nen Anfangswert x0 erfu¨llt wird. Jede solche Variation ist ebenfalls eine
optimale Lo¨sung. Insbesondere gilt
xs(t)TCTQCxs(t) ≡ x∗s (t)TCTQCx∗s (t). (4.81)
Daher ist auch hier, wie in der Bemerkung 4.2, S. 169, die Differenz ∆JyT (·)
zwischen zwei beliebigen optimalen Lo¨sungen gleich null. Wegen der vor-
angestellten Bemerkung weist daher jede optimale Lo¨sung aus Satz 4.4 ein
optimales stationa¨res Verhalten auf, wenn man Gl. (2.16) in Definition 2.4,
S. 20, durch C(Πx −Π∗x)x(t) ≡ 0 ersetzt.
Bemerkung 4.8. Liegt das Exosystem in der intuitiven Zustandsraum-
darstellung aus Abschnitt 3.6 vor, dann ist es auch hier mo¨glich, fu¨r
einen gegebenen Anfangswert x0 das Minimum QMW y
(
Πyxx(·),F yx(·)
)
des quadratischen Mittelwertes (4.14) mittels Gl. (3.159) wie in Lem-
ma 3.3 zu berechnen. Hierfu¨r mu¨ssen nur die oberen p Zeilen der Funktion
G
(
Πux,F u
)
in (3.156) bestimmt werden. Diese werden spaltenweisen ent-
sprechend Lemma 3.3 unterteilt und in (3.159) eingesetzt.
19)Siehe hierzu Definition A.4 in Anhang A.1, S. 216.
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4.4.4 Zusammenhang zu einem optimalen
Folgeregelungsproblem OFP∞4.1
In diesem Abschnitt wird aufgezeigt, wie die Probleme OORP 4.1 und
OORP 4.2 als Sonderfa¨lle aus dem allgemeineren optimalen Folgerege-
lungsproblem OFP∞4.1 hervorgehen. Dies ordnet die beiden Probleme als
auch das klassische Output Regulation Problem ORP 4.1 in den gro¨ßeren
Zusammenhang der optimalen Folgeregelungen ein. Dieser Einblick ist bei-
spielsweise nu¨tzlich, wenn es in der Praxis ausreicht, den stationa¨ren Fol-
gefehler ys − y (beliebig) klein zu halten, anstatt die Nebenbedingung
ys−y ≡ 0 aus (4.13) exakt zu erfu¨llen, oder wenn auch die Eingangsener-
gie im Kostenfunktional JyT (·) in (4.15) beru¨cksichtigt werden soll, ggf.
durch eine (beliebig) kleine Gewichtung.
In dieser Hinsicht beru¨cksichtigt das Kostenfunktional JT (·) aus (4.17)
im Problem OFP∞4.1 (fu¨r µ = 1) den Folgefehler ys − y, indem dessen
Fehlerenergie zur Stellenergie JuT (·) im Problem OORP 4.1 addiert wird:
JT (·) = 12
T∫
0
(ys − y)TρQ(ys − y)dt+ JuT (·). (4.82)
Die Zustandsbeschra¨nkung ys − y ≡ 0 aus (4.13) wird daher im Problem
OFP∞4.1 nicht mehr als explizite Nebenbedingung, sondern nur implizit
durch die Fehlerenergie im Gu¨tefunktional beru¨cksichtigt.20) Es leuchtet
ein, dass eine immer ho¨here Gewichtung ρ zu immer kleineren stationa¨ren
Folgefehlern fu¨hren wird. Als erster Beitrag des sechsten Hauptresultats
wird unter u¨blichen Voraussetzungen gezeigt, dass der stationa¨re Folge-
fehler durch den U¨bergang ρ→∞ verschwinden muss und das Problem
OORP 4.1 als Spezialfall aus dem Problem OFP∞4.1 hervorgeht.
Auf analoge Weise resultiert das Problem OORP 4.2 als Sonderfall aus
dem Problem OFP∞4.1 (fu¨r ρ = 1) durch den U¨bergang µ → 0. Mit
sinkendem µ nimmt die Stellenergie im Kostenfunktional aus (4.17)
JT (·) = JyT (·) +
T∫
0
us
TµRusdt (4.83)
stetig ab, bis sie letztendlich fu¨r µ → 0 entfa¨llt. Daher spricht man auch
von einem ”cheap“ optimalen Regelungsproblem. Die ga¨ngigen Verfahren
20)Fu¨r die Beru¨cksichtigung einer Zustandsbeschra¨nkung in Form einer solchen ”Inte-gralbestrafungsfunktion“ sei auf [39, Kap. 3.4] verwiesen.
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zur Behandlung solcher Probleme aus der Literatur, wie z. B. [6, 112, 113,
133, 139, 166], setzen die Stabilisierbarkeit der beru¨cksichtigten Dyna-
mik voraus. Diese umfasst hier auch die Dynamik des Exosystems (4.2),
die jedoch wegen der Annahme 4.2 keinesfalls stabilisierbar ist, und die
genannten Verfahren sind nicht anwendbar. In [140, Kap. 17] wird mit-
hilfe des U¨bergangs µ → 0 nachgewiesen, dass das Problem OORP 4.2
unter bestimmten Annahmen lo¨sbar ist. Eine Lo¨sung wurde dabei jedoch
nicht explizit bestimmt. Diesbezu¨glich tra¨gt dieser Abschnitt eine explizite
Lo¨sung zum Problem OFP∞4.1 bei und weist nach, dass deren Grenzwert
fu¨r µ→ 0 die bereits explizit angegebene Lo¨sung des Problems OORP 4.2
im Abschnitt 4.4.3 ist.
Zuna¨chst wird neben der Annahme 4.1 zur Stabilisierbarkeit die zweite
Standardannahme fu¨r optimale Folgeregelungsprobleme aus Abschnitt 3.1
zur Entdeckbarkeit aufgegriffen:
Annahme 4.5. Es existiert ein Q1/2 gegeben durch QT1/2Q1/2 = Q, sodass
das Paar (Q1/2C,A) entdeckbar ist.
Auf Basis der Annahmen 4.1, 4.2 und 4.5 wendet man das Korollar 3.1
aus Abschnitt 3.4.2 an.21) Dieses besagt, dass die mittels der Entwurfs-
gleichungen aus (4.32) in Abschnitt 4.4.1
Π∗xA = AΠ∗x +BF ∗ +Ed, (4.84a)
ΠφA = −ATΠφ −CTρQ(CΠ∗x +Dd −C), (4.84b)
0 = µRF ∗ +BTΠφ. (4.84c)
bestimmte Lo¨sung
(
x∗s (·),u∗s (·)
)
das optimale stationa¨re Verhalten zum
Kostenfunktional JT (·) aus (4.17) ist. Dies fu¨hrt auf das folgende Korollar.
Dessen Aussage wurde bereits im Rahmen des Satzes 3.8 in Abschnitt 3.6
verwendet.
Korollar 4.2. Die Annahmen 4.1, 4.2 und 4.5 seien erfu¨llt. Es sei das
Paar
(
Π∗x(ρ, µ),F ∗(ρ, µ)
)
die Lo¨sung von (4.84) in Abha¨ngigkeit der Pa-
rameter ρ, µ > 0. Sie existiert und ist eindeutig fu¨r alle Matrizen Ed, Dd,
C und A unter Einhaltung von Annahme 4.2. Zu allen gegebenen ρ, µ > 0
und jedem Anfangswert x0 ist die zula¨ssige Lo¨sung(
x∗s (·),u∗s (·)
)
=
(
Π∗x(ρ, µ)x(·),F ∗(ρ, µ)x(·)
)
(4.85)
21)Es sei an Bemerkung 3.6 erinnert, wonach das Korollar 3.1 auch angewendet werden
kann, wenn lediglich die schwa¨chere Annahme 4.5 zur Entdeckbarkeit anstatt der
Beobachtbarkeit erfu¨llt ist.
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die eindeutige optimale Lo¨sung des Problems OFP∞4.1, die den quadrati-
schen Mittelwert QMW
(
xs(·),us(·)
)
= limT→∞ 1T JT (·) zum Kostenfunk-
tional JT (·) aus (4.17) minimiert.
Beweis. Fu¨r alle ρ, µ > 0 ist festzustellen, dass die Entwurfsgleichungen
(4.84) a¨quivalent zur Sylvestergleichung (3.13) sind, wenn letztere fu¨r das
Kostenfunktional (4.17) aufgestellt wird. Nach Satz 3.1 hat diese immer
eine eindeutige Lo¨sung, aus der das Paar
(
Π∗x(ρ, µ),F ∗(ρ, µ)
)
bestimmt
wird. Auf Basis der getroffenen Annahmen sind die Voraussetzungen des
Korollars 3.1 unter Beru¨cksichtigung der Bemerkung 3.6 erfu¨llt. Daher
stellt die Lo¨sung (4.85) ein optimales stationa¨res Verhalten dar. Unter
Einbezug der Definition 2.4 des optimalen stationa¨ren Verhaltens, S. 20,
und der Definition 2.5 der QMW Optimalita¨t, S. 21, resultiert hieraus fu¨r
jede verschiedene zula¨ssige Lo¨sung
(
Πxx(·),Fx(·)
)
eine Differenz
∆QMW (·) = QMW (Πxx(·),Fx(·))−QMW (x∗s (·),u∗s (·)) ≥ 0. (4.86)
Damit ist die Optimalita¨t der Lo¨sung (4.85) bezu¨glich des Problems
OFP∞4.1 gezeigt.
Zum Nachweis der Eindeutigkeit wird ∆QMW (·) > 0 fu¨r die Differenz
aus (4.86) belegt. Hierzu bestimmt man mittels der Variationsrechnung
aus Abschnitt 4.4.1 die Differenz
∆QMW (·) = lim
T→∞
1
2T
T∫
0
xT
(
δΠTxCTρQCδΠx+δF TµRδF
)
x dt (4.87)
fu¨r ein beliebiges zula¨ssiges Paar (δΠx, δF ), das die Sylvesterglei-
chung (4.23) erfu¨llt, und somit fu¨r eine beliebige zula¨ssige Lo¨sung(
Πxx(·),Fx(·)
)
. Wie aus den Fallstudien der Beweise zu Satz 4.2
und Satz 4.4 hervorgeht, muss aufgrund von Lemma F.1, S. 251, eine
zula¨ssige Variation
(
δΠxx(·), δFx(·)
)
sowohl Q1/2CδΠxx(t) ≡ 0 als auch
R1/2δFx(t) ≡ 0 erfu¨llen, damit ∆QMW (·) = 0 zutrifft. Die optimale
Lo¨sung (4.85) ist nur dann nicht eindeutig, falls dies fu¨r eine nichttriviale
Variation mo¨glich ist.
Auf Basis der Annahme 4.2 liege die Systemmatrix A des Exosystems
(4.2a) ohne Beschra¨nkung der Allgemeinheit in Diagonalform vor. Dann
muss analog zum zweiten Fall der genannten Fallstudien die GleichungλI −A −BQ1/2C 0
0 R1/2
[δpi
δf
]
= 0 (4.88)
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eine nichttriviale Lo¨sung (δpi, δf) 6= (0,0) fu¨r wenigstens einen Eigenwert
λ ∈ σ (A) haben. Die Invertierbarkeit von Q1/2 und R1/2 impliziert sofort
δf = 0 und daher auch
δpiT
[
λI −AT CT] = 0. (4.89)
Auf Basis der Annahme 4.5 gilt die Bedingung (4.51), die besagt, dass die
Matrix in (4.89) vollen Zeilenrang fu¨r jedes λ ∈ σ (A) hat. Daraus folgt
δpi = 0. Um ∆QMW (·) = 0 zu erfu¨llen, muss die Variation trivial sein.
Im Umkehrschluss fu¨hrt jede nichttriviale Variation zu ∆QMW (·) > 0 und
die optimale Lo¨sung (4.85) ist eindeutig.
Das sechste Hauptresultat dieser Arbeit etabliert die Probleme
OORP 4.1 und OORP 4.2 als Sonderfa¨lle des optimalen Folgeregelungs-
problem OFP∞4.1. Hierdurch werden die bisher pra¨sentierten Ergebnisse
zur optimalen Output Regulation in die Theorie optimaler Folgeregelun-
gen u¨ber unendliche Horizonte eingebettet. Dabei wird das Landausche
Symbol22) O aus Definition A.4, S. 216, verwendet, um eine quantitative
Aussage zur Konvergenz zu machen.
Satz 4.5. Es seien die Annahmen 4.1, 4.2 aus Abschnitt 4.1 und An-
nahme 4.5, S. 180, erfu¨llt. Gema¨ß Korollar 4.2 sei die eindeutige optimale
Lo¨sung
(
Π∗x(ρ, µ)x(·),F ∗(ρ, µ)x(·)
)
des Problems OFP∞4.1 fu¨r alle ρ > 0
und µ > 0 gegeben.
a) Falls die Nicht-Resonanz-Bedingung in Annahme 4.3, S. 170, zutrifft,
dann gilt fu¨r alle Matrizen Ed, Dd sowie C und fu¨r ρ→∞
‖Π∗x(ρ, 1)−Πux‖F = O(1/ρ), (4.90a)
‖F ∗(ρ, 1)− F u‖F = O(1/ρ), (4.90b)
wobei das Paar (Πux,F u) die eindeutige optimale Lo¨sung (4.48) des
Problems OORP 4.1 gema¨ß Satz 4.2, S. 165, bestimmt. Daher gilt
lim
ρ→∞ ‖Π
∗
x(ρ, 1)−Πux‖F = 0, (4.91a)
lim
ρ→∞ ‖F
∗(ρ, 1)− F u‖F = 0. (4.91b)
22)Man schreibt f(x) = O(g(x)) fu¨r x → x0, wenn in einer Umgebung von x0 der
Betrag von g(x) multipliziert mit einer Konstanten eine Einhu¨llende des Betrages
von f(x) bildet. Konvergiert z. B. |g(x)| gegen null fu¨r x→ x0, so konvergiert |f(x)|
mindestens mit der selben Rate wie |g(x)| gegen null.
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b) Falls die Nicht-Resonanz-Bedingung in Annahme 4.4, S. 173, zutrifft,
dann gilt fu¨r alle Matrizen Ed, Dd sowie C und fu¨r µ→ 0
‖Π∗x(1, µ)−Πyx‖F = O(µ), (4.92a)
‖F ∗(1, µ)− F y‖F = O(µ), (4.92b)
wobei das Paar (Πyx,F y) die eindeutige optimale Lo¨sung (4.68) des
Problems OORP 4.2 gema¨ß Satz 4.4, S. 174, bestimmt. Daraus folgt
lim
µ→0
‖Π∗x(1, µ)−Πyx‖F = 0, (4.93a)
lim
µ→0
‖F ∗(1, µ)− F y‖F = 0. (4.93b)
Beweis. Die Aussagen a) und b) werden mithilfe von Lemma F.2 aus An-
hang F.4, S. 259, bewiesen. Hierzu wird gezeigt, dass die Entwurfsglei-
chungen (4.84) fu¨r das Paar
(
Π∗x(ρ, µ),F ∗(ρ, µ)
)
durch eine Sto¨rung in
Abha¨ngigkeit der Parameter ρ und µ aus den Entwurfsgleichungen (RGu)
in (4.47) bzw. (RGy) in (4.64) hervorgehen.
Zur Aussage a) betrachtet man das Problem OFP∞4.1 fu¨r µ = 1 und
ρ > 0. Auf Basis von (4.84c) wird das Vorfilter durch
F ∗(ρ, 1) = −R−1BTΠφ(ρ, 1) (4.94)
in (4.84a) ersetzt. Daraus resultiert die bekannte Sylvestergleichung (3.13)
des Hamiltonschen Systems (3.10):[
Π∗x(ρ, 1)
Πφ(ρ, 1)
]
A=
[
A −BR−1BT
−CTρQC −AT
][
Π∗x(ρ, 1)
Πφ(ρ, 1)
]
+
[
Ed
CρQ(C −Dd)
]
.
(4.95)
Nun wird eine Hilfsvariable F φ(ρ) : (0,∞) → Rp×n eingefu¨hrt, mit Hilfe
derer man
F φ(ρ) = −ρQ(CΠ∗x(ρ, 1) +Dd −C) (4.96)
substituiert. Hieraus resultiert das a¨quivalente Gleichungssystem
Πφ(ρ, 1)A = −ATΠφ(ρ, 1) +CTF φ(ρ), (4.97a)
Π∗x(ρ, 1)A = AΠ∗x(ρ, 1)−BR−1BTΠφ(ρ, 1) +Ed, (4.97b)
C = CΠ∗x(ρ, 1) +Dd + 1ρQ
−1F φ(ρ). (4.97c)
Dieses geht offensichtlich aus den Gleichungen (RGu) hervor, wenn in deren
letzten Gleichung (4.47c) die Sto¨rung 1ρQ
−1F φ(ρ) hinzugefu¨gt wird. Die
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Gleichungssysteme (RGu) und (4.97) ko¨nnen in der Form (F.38) bzw. in
der gesto¨rten Form (F.39) aus Lemma F.2 dargestellt werden. Aus den
Sa¨tzen 3.1 und 4.1 geht unter den getroffenen Annahmen hervor, dass die
Lo¨sungen beider Gleichungen fu¨r alle Matrizen Ed, Dd sowie C und fu¨r
alle ρ > 0 existieren und eindeutig sind. Daher impliziert die Anwendung
des Lemmas F.2 fu¨r 1ρ → 0 die Aussage a).
Zur Aussage b) wird das Problem OFP∞4.1 fu¨r ρ = 1 und µ > 0
betrachtet. Setzt man diese Parameter in die Entwurfsgleichungen (4.84)
ein, so ist sofort ersichtlich, dass diese aus den Gleichungen (RGy) durch
Hinzufu¨gen einer Sto¨rung µRF ∗(1, µ) in deren dritten Gleichung (4.64c)
hervorgehen. Beide Gleichungssysteme ko¨nnen wieder in der Form (F.38)
bzw. (F.39) dargestellt werden. Unter den getroffenen Annahmen existie-
ren deren eindeutige Lo¨sungen fu¨r alle Matrizen Ed, Dd sowie C und
fu¨r jedes µ > 0, wie aus den Sa¨tzen 3.1 und 4.3 bekannt ist. Aus der
Anwendung des Lemmas F.2 fu¨r µ→ 0 folgt die Aussage b).
Bemerkung 4.9. Fu¨r ein sehr groß gewa¨hltes ρ und µ = 1 wird man
die selbe Lo¨sung
(
Π∗x(ρ, µ)x(·),F ∗(ρ, µ)x(·)
)
zum Problem OFP∞4.1 er-
halten wie fu¨r ein entsprechend klein gewa¨hltes µ > 0 und ρ = 1. Bei-
de Fa¨lle ko¨nnen na¨mlich durch die Skalierung der Kosten JT (·) mit ei-
nem positiven Skalar, wie es beispielsweise aus der Literatur zum linear-
quadratischen Regler bekannt ist, ineinander u¨berfu¨hrt werden. Fu¨r den
U¨bergang ρ → ∞ oder stattdessen µ → 0 ergibt sich daher der gleiche
Grenzwert fu¨r das Paar
(
Π∗x(·),F ∗(·)
)
– nur die zugeho¨rigen Matrizen
Πφ(·) werden sich unterscheiden. Daraus schließt man, dass man fu¨r ρ = 1
und µ→ 0 bezu¨glich des Problems OORP 4.1 zu einer a¨quivalenten Aus-
sage wie a) in Satz 4.5 kommt. Das gleiche gilt bezu¨glich des Problems
OORP 4.2, wofu¨r mit ρ → ∞ und µ = 1 eine a¨quivalente Aussage wie b)
in Satz 4.5 gefunden wird.
Wie die Diskussion am Anfang dieses Abschnittes zeigt, sind die im
Satz 4.5 verfolgten Ansa¨tze jedoch intuitiver. Außerdem erleichtern sie die
Beweisfu¨hrung.
4.5 Diskussion
In diesem Abschnitt werden die Hauptresultate aus Abschnitt 4.4 auf qua-
dratische Systeme angewandt und so erweitert, dass auch ein Durchgriff
der Stellgro¨ße u auf den Ausgang y und eine zusa¨tzliche Gewichtung des
Zustandes im Kostenfunktional JuT (·) erlaubt sind. Außerdem wird gezeigt
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unter welchen Bedingungen die Hauptresultate selbst dann bestehen blei-
ben, wenn zula¨ssige Lo¨sungen
(
x(·),u(·)) nach der allgemeineren Defi-
nition 2.2 betrachtet werden. Zudem wird diskutiert, welche Eigenschaf-
ten zu erwarten sind, falls die Annahme 4.2 nicht erfu¨llt wird. Weiter-
hin wird a¨hnlich zu Abschnitt 3.6 belegt, dass die Lo¨sung des Problems
OORP 4.1 auch mittels eines statischen Optimierungsproblems bestimmt
werden kann. Dieses Optimierungsproblem wurde erstmals in [108] zur
Bestimmung eines stationa¨ren Verhaltens aufgestellt, das intuitiv eine op-
timierte Nutzung u¨berza¨hliger Aktoren erreichen soll. Hier wird zum ersten
Mal bewiesen, dass dessen Lo¨sung tatsa¨chlich den Mittelwert der Stellener-
gie minimiert. Dies ist eine wichtige Erkenntnis, da das statische Optimie-
rungsproblem trotz des bisher fehlenden Nachweises ha¨ufig in der Literatur
verwendet wird, siehe z. B. [69, 70, 148].
4.5.1 Quadratische Systeme
Aus z. B. [89] ist wohl bekannt, dass fu¨r quadratische Systeme mit m = p
genau dann immer eine eindeutige Lo¨sung
(
Πx,F
)
der klassischen Regu-
latorgleichungen (RG) und somit des Problems ORP 4.1 existiert, falls die
Nicht-Resonanz-Bedingung aus Annahme 4.3 erfu¨llt wird.
Unter diesen Voraussetzung erha¨lt man fu¨r m = p auch direkt die ein-
deutige optimale Lo¨sung
(
Πxx(·),Fx(·)
)
des Problems OORP 4.1 fu¨r be-
liebiges R  0, was im Folgenden ero¨rtert wird. Da die Nicht-Resonanz-
Bedingung erfu¨llt ist, wird wegen m = p auch die Bedingung (4.51) impli-
ziert, sodass kein unbeobachtbarer Eigenwert des Systems mit Eigenwerten
des Exosystems u¨bereinstimmt. Nach Korollar 4.1, S. 170, und Satz 4.2,
S. 165, existiert daher immer eine eindeutige optimale Lo¨sung des Pro-
blems OORP 4.1. Das zugeho¨rige Paar
(
Πux,F u
)
lo¨st wegen der zweiten
und dritten Gleichung der neuen Regulatorgleichungen (RGu) notwendi-
gerweise ebenfalls die Gleichungen (RG). Daher mu¨ssen (Πux,F u) und(
Πx,F
)
u¨bereinstimmen. Dies ist zudem daran ersichtlich, dass unter den
getroffenen Annahmen die notwendige Bedingung (4.41) fu¨r eine zula¨ssige
Variation nur von (δΠx, δF ) = (0,0) erfu¨llt wird.
Letzteres impliziert zusammen mit dem Beweis zum Satz 4.4, S. 174,
dass durch
(
Πxx(·),Fx(·)
)
ebenfalls die eindeutige Lo¨sung des Problems
OORP 4.2 zur Minimierung des Mittelwertes der Fehlerenergie gegeben ist.
Dies folgt auch daraus, dass die Nicht-Resonanz-Bedingungen aus den An-
nahmen 4.3 und 4.4 fu¨r m = p a¨quivalent sind. Dann gilt, dass aus jeder
Lo¨sung
(
Πx,F
)
der Gleichungen (RG) die Lo¨sung (Πx,0,F ) der neu-
en Regulatorgleichungen (RGy) konstruiert werden kann. Aufgrund von
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Satz 4.4 ist jede Lo¨sung des klassischen Problems ORP 4.1 unter den hier
betrachteten Voraussetzungen auch eine optimale Lo¨sung des Problems
OORP 4.2.
Auf Basis dieser Zusammenha¨nge kann die aus den Gleichungen (RG)
gewonnene Lo¨sung
(
Πxx(·),Fx(·)
)
auch mittels Satz 4.5 als Grenzwert
der Lo¨sung des optimalen Folgeregelungsproblems OFP∞4.1 bestimmt
werden. Unter der Nicht-Resonanz-Bedingung aus Annahme 4.3 bzw. 4.4
ist das klassische Output Regulation Problem ORP 4.1 fu¨r m = p so-
mit nichts anderes als ein Sonderfall des linear-quadratischen optimalen
Folgeregelungsproblems OFP∞4.1.
4.5.2 Durchgriff und zusa¨tzliche Zustandsgewichtung
Um eine u¨bersichtliche Pra¨sentation der Ergebnisse zu gewa¨hrleisten, wur-
de bisher ein Durchgriff der Stellgro¨ße auf den Ausgang:
y = Cx+Du+Ddx (4.98)
vernachla¨ssigt. Es sei nunD 6= 0. Außerdem soll eine zusa¨tzliche Zustands-
gewichtung, wie sie in [108, 148] in Betracht gezogen wird, im Problem
OORP 4.1 auch beru¨cksichtigt werden. Hierzu erweitert man das Kosten-
funktional zu
JuT
(
xs(·),us(·)
)
= 12
T∫
0
(
xTsQxxs + usTRus
)
dt (4.99)
mit Qx  0. Wegen der Zustandsbeschra¨nkung ys − y ≡ 0 in (4.13)
hat diese Gewichtung keinen Einfluss auf den Ausgangsverlauf y(t). Statt-
dessen wird es damit mo¨glich, Zustandsverla¨ufe, die nicht direkt auf den
Ausgang y wirken, gezielt durch die Wahl von Qx zu beeinflussen. Nach
[6, Kap. 4] wa¨hlt man daher sinnvollerweise
Qx = C⊥Q⊥C⊥T (4.100)
mit CC⊥ = 0 und beliebigem Q⊥  0. Eine Lo¨sung des Problems (4.47)
erha¨lt man fu¨r Qx 6= 0 und D 6= 0, indem statt der neuen Regulatorglei-
chungen (RGu) die neuen Gleichungen
ΠuφA = −QxΠux −ATΠuφ +CTF uφ, (4.101a)
ΠuxA = AΠux +BR−1(−BTΠuφ +DTF uφ) +Ed, (4.101b)
C = CΠux +DR−1(−BTΠuφ +DTF uφ) +Dd (4.101c)
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verwendet werden. Diese ko¨nnen mithilfe der gleichen Methodik wie in
Abschnitt 4.4.2 hergeleitet werden, wobei zu beachten ist, dass aufgrund
der Zustandsbeschra¨nkung ys − y ≡ 0 und D 6= 0 die Variationen durch
Cδxs +Dδus ≡ 0 eingeschra¨nkt sind. Um das Lemma 4.1, S. 161, anwen-
den zu ko¨nnen, genu¨gt es daher(
∂H(xs,us,φ,x)
∂xs
∣∣∣∣
∗
+ φ˙
)T
δxs +
∂H(xs,us,φs,x)
∂us
T∣∣∣∣
∗
δus
= uTφCδxs + uTφDδus = 0 (4.102)
statt der Bedingungen (4.42) und (4.27b) aus Abschnitt 4.4.2 bzw. 4.4.1
zu erfu¨llen. Wa¨hlt man uφ = F uφx, so fu¨hrt (4.102) in Verbindung mit der
Zustandsbeschra¨nkung zu den neuen Regulatorgleichungen (4.101).
Fu¨r D 6= 0, werden die neuen Regulatorgleichungen (RGy) ebenfalls
einfach durch die neuen Gleichungen
ΠyxA = AΠyx +BF y +Ed, (4.103a)
ΠyφA = −ATΠyφ −CTQ(CΠyx +DF y +Dd −C), (4.103b)
0 = −BTΠyφ −DTQ(CΠyx +DF y +Dd −C) (4.103c)
ersetzt, um eine Lo¨sung des Problems OORP 4.2 zu bestimmen. Diese
ko¨nnen mittels des Vorgehens aus den Abschnitten 4.4.1 und 4.4.3 herge-
leitet werden. Die explizite Erweiterung um eine zusa¨tzliche Zustandsge-
wichtung mittels Qx ist nicht no¨tig, da diese einfach durch die Einfu¨hrung
zusa¨tzlicher Ausga¨nge mit entsprechender erga¨nzter Gewichtung in Q
beru¨cksichtigt werden kann.
Bezu¨glich dieser modifizierten neuen Regulatorgleichungen (4.101) bzw.
(4.103) und der resultierenden Paare (Πux,F u) bzw. (Πyx,F y) sind al-
le Ergebnisse zur Lo¨sbarkeit (fu¨r jedes beliebige Qx  0) und Optima-
lita¨t in Abschnitt 4.4 weiterhin gu¨ltig. Hierbei mu¨ssen allerdings bei den
Nicht-Resonanz-Bedingungen die Matrizen in (4.61) und (4.65) entspre-
chend der Rosenbrockschen Systemmatrix R (s) in (B.8), S. 223, um den
Durchgriff erweitert werden. Insbesondere bleibt das wichtige Resultat aus
Satz 4.1 bestehen, d. h., es existiert genau dann eine Lo¨sung der Gleichun-
gen (4.101), wenn die klassischen Regulatorgleichungen (RG) eine Lo¨sung
besitzen, die auch um den Durchgriff D 6= 0 zu erweitern sind:
ΠxA = AΠx +BF +Ed, (4.104a)
C = CΠx +DF +Dd. (4.104b)
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Es ist mo¨glich, die getroffenen Aussagen zu verifizieren, indem Qx und D
in den Beweisen in Abschnitt 4.4 ada¨quat mitberu¨cksichtigt werden.
4.5.3 Allgemeinere zula¨ssige Lo¨sungen
An dieser Stellen werden die Probleme OORP 4.1 und OORP 4.2 un-
ter Einbeziehung der allgemeinen zula¨ssigen Lo¨sungen
(
x(·),u(·)) nach
Definition 2.2, S. 15, die sich nicht mehr nur auf Lo¨sungen der Form(
Πxx(·),Fx(·)
)
beschra¨nken, betrachtet. Der Anfangswert x(0) darf hier
jedoch beliebig gewa¨hlt werden, anstatt ihn durch x0 vorzugeben. Weiter-
hin seien die Annahmen 4.1 und 4.2 erfu¨llt. Statt eines minimalen quadra-
tischen Mittelwertes wird sinnvollerweise ein optimales stationa¨res Verhal-
ten zu den Kosten JuT (·) bzw. JyT (·) angestrebt. Wie aus dem Beispiel 2.1 in
Abschnitt 2.2.1, S. 22, bekannt ist, erlaubt das eine feinere Unterscheidung
zwischen verschiedenen zula¨ssigen Lo¨sungen.
Es wird zuna¨chst das Problem OFP∞4.1 unter der Annahme 4.5 be-
trachtet. Fu¨r eine Lo¨sung
(
Π∗xx(·),F ∗x(·)
)
, die mittels der Gleichungen
(4.32) ermittelt wurde, gilt fu¨r die Kostendifferenz
lim
T→∞
JT
(
x(·),u(·))− JT (Π∗xx(·),F ∗x(·)) =∞ (4.105)
fu¨r jede zula¨ssige Lo¨sung
(
x(·),u(·)), fu¨r die
lim sup
t→∞
‖x(t)−Πxx(t)‖2 > 0 (4.106)
zutrifft. Dieses Ergebnis ist eine Konsequenz von Korollar 3.1, S. 82, zum
optimalen stationa¨ren Verhalten.23) Auf Basis von Satz 4.5 sind vergleich-
bare Ergebnisse fu¨r die Kandidaten zu den Problemen OORP 4.1 und
OORP 4.2 aus Abschnitt 4.4 zu erwarten.
Mit Blick auf das Problem OORP 4.1 sei das Paar
(
Πux,F u
)
eine Lo¨sung
der Gleichungen (RGu). Wenn zusa¨tzlich Annahme 4.5 erfu¨llt wird, dann
gilt fu¨r die Kostendifferenz
lim
T→∞
JuT
(
x(·),u(·))− JuT (Πuxx(·),F ux(·)) =∞ (4.107)
fu¨r jede zula¨ssige Lo¨sung
(
x(·),u(·)), die die Zustandsbeschra¨nkung (4.13)
und die Bedingung
lim sup
t→∞
‖x(t)−Πuxx(t)‖2 > 0 (4.108)
23)Das Korollar 3.1 kann nach Bemerkung 3.6, S. 83, auch angewendet werden, wenn
eine Annahme wie 4.5 zur Entdeckbarkeit erfu¨llt wird.
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erfu¨llt. Auf Basis der Variationsrechnung aus Abschnitt 4.4.1 kann dies
analog zum Korollar 3.1 bewiesen werden, wobei die relevanten Fa¨lle 2
und 3 im Beweis von Satz 3.2, S. 77 bzw. 79, zur u¨berholend optimalen
Folgeregelung auf a¨hnliche Weise gehandhabt werden ko¨nnen.
Mit Bezug zum Problem OORP 4.2 sei das Paar
(
Πyx,F y
)
eine Lo¨sung
der Gleichungen (RGy). Fu¨r die Kostendifferenz folgt
lim
T→∞
JyT
(
x(·),u(·))− JyT (Πyxx(·),F yx(·)) =∞ (4.109)
fu¨r jede zula¨ssige Lo¨sung
(
x(·),u(·)), die die Bedingung
lim sup
t→∞
‖C(x(t)−Πyxx(t))‖2 > 0 (4.110)
erfu¨llt und fu¨r die ‖x(t)‖2 und ‖u(t)‖2 auf dem Intervall t ∈ [0,∞) be-
schra¨nkt sind. Letzteres impliziert, dass
‖δx˙(t)‖2 = ‖x˙(t)−ΠyxAx(t)‖2 (4.111)
eine obere Schranke auf [0,∞) besitzt. Auf Basis der Variationsrechnung
aus Abschnitt 4.4.1 la¨sst sich die Kostendifferenz durch
∆JyT (·) = δ1JyT (·) + 12δ2JyT (·) (4.112)
angeben. Die erste Variation δ1JyT (·) entspricht (4.28) und ist unter den
gegebenen Annahmen beschra¨nkt fu¨r jedes T > 0. Die zweite Variation
δ2JyT (·) =
T∫
0
δxTCTQCδx dt (4.113)
wa¨chst monoton mit T . Daher muss sie einen Grenzwert besitzen, falls
sie beschra¨nkt ist. Ob dieser Grenzwert existiert, kann mit Barba-
lats Lemma A.2, S. 217, u¨berpru¨ft werden, da dieses aufgrund der Be-
schra¨nkung von ‖δx˙(t)‖2 in (4.111) anwendbar ist. Hieraus resultiert je-
doch, dass kein Grenzwert existieren kann, da die notwendige Bedingung
limt→∞ δxTCTQCδx = 0 hierfu¨r durch (4.110) verletzt wird. Die zweite
Variation δ2JyT (·) ist unbeschra¨nkt, was das Ergebnis (4.109) impliziert.
Auch unter Einbeziehung der allgemeineren Definition 2.2 fu¨r zula¨ssige
Lo¨sungen ko¨nnen fu¨r die Kandidaten aus Abschnitt 4.4 letztendlich starke
Optimalita¨tseigenschaften wie im Korollar 3.1 im Kapitel 3 nachgewiesen
werden. Dies unterstreicht, dass die typische Reglerstruktur (4.3) in der
Output Regulation Theorie keine Einschra¨nkung darstellt, sondern viel-
mehr notwendig ist, um diese Optimalita¨tseigenschaften zu erzielen.
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4.5.4 Unbeschra¨nkte Soll- oder Sto¨rgro¨ßen
Liegen nichtkonstante Polynome oder exponentiell anwachsende Signale als
Sto¨rungen oder Solltrajektorien vor, so ist die Annahme 4.2 nicht erfu¨llt.
Ohne diese Annahme sind die Ergebnisse aus Abschnitt 4.4 hinfa¨llig. Es
wurde bereits in Abschnitt 3.4.6 anhand des Gegenbeispiels 3.1, S. 92, ge-
zeigt, dass dann im Allgemeinen keine u¨berholend optimale Lo¨sung des
optimalen Folgeregelungsproblems OFP∞3.1 existieren wird. Dieses Ge-
genbeispiel fu¨hrt zum selben Schluss fu¨r das optimale Folgeregelungspro-
blem OFP∞4.1 zur QMW Optimalita¨t. Da die beiden Probleme OORP 4.1
zur Minimierung des Mittelwertes der Stellenergie und OORP 4.2 zur Mi-
nimierung des Mittelwertes der Fehlerenergie als Sonderfa¨lle des Problems
OFP∞4.1 aufzufassen sind, ist auch fu¨r diese im Allgemeinen die Existenz
einer optimalen Lo¨sung nicht zu erwarten.
Es stellt sich die Frage, ob die Kandidaten aus den Abschnitten 4.4.2
und 4.4.3 nichtsdestotrotz wu¨nschenswerte Eigenschaften aufweisen. In
Abschnitt 3.5 wurde in dieser Hinsicht das Konzept des Agreeable Plan aus
der Definition 2.7, S. 26, herangezogen. Eine U¨bertragung dieses Konzepts
auf die beiden Probleme OORP 4.1 und OORP 4.2 erscheint vielverspre-
chend. Dies wird nun kurz diskutiert, jedoch ohne formale Herleitung.
Hierzu betrachtet man den Kandidaten
(
Πx(ρ, µ)x,F (ρ, µ)x
)
zum Pro-
blem OFP∞3.1, der nach Satz 3.1 das stationa¨re Verhalten des Agreeable
Plan in Abschnitt 3.5.3 darstellt, falls dieser existiert. Mit Blick auf das
Problem OORP 4.1 konvergiere das Paar
(
Πx(ρ, µ),F (ρ, µ)
)
fu¨r µ = 1
und ρ → ∞ gegen ein mittels der Gleichungen (RGu) bestimmtes Paar(
Πux,F u
)
. Weiterhin sei
(
Πx(ρ, µ)x,F (ρ, µ)x
)
fu¨r µ = 1 und beliebig
große ρ > 0 ein Agreeable Plan zu den Kosten JT (·) in (4.17) und dem An-
fangswert x0 = Πx(ρ, µ)x0. D. h., die Eigenwertbedingungen aus Satz 3.7
seien fu¨r µ = 1 und alle ρ  0 erfu¨llt. Mit Blick auf die Kosten JuT (·) in
(4.12) ist dann zu erwarten, dass die Lo¨sung
(
Πuxx(·),F ux(·)
)
fu¨r den An-
fangswert x0 = Πuxx0 vergleichbare Eigenschaften zu denen eines Agree-
able Plan aus der Definition 2.7 aufweist. Selbiges ist fu¨r eine Lo¨sung(
Πyxx(·),F yx(·)
)
aus Abschnitt 4.4.3 zu erwarten, wenn die gleichen Vor-
aussetzungen fu¨r ρ = 1 und µ→ 0 erfu¨llt werden.
Wie in Abschnitt 3.5.3 erscheint es auch hier bei unzutreffender Annah-
me 4.2 im Sinne eines Agreeable Plan vielversprechend, die Kandidaten aus
den Abschnitten 4.4.2 und 4.4.3 zu implementieren, fu¨r die die genannten
Voraussetzungen einhalten werden.
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4.5.5 Verbindung zur Lo¨sung eines statischen
Optimierungsproblems
In Abschnitt 3.6 wurde bereits gezeigt, dass es mo¨glich ist, ein optimales
stationa¨res Verhalten zum Problem OFP∞3.1 mittels des statischen Op-
timierungsproblems 3.1, S. 116, zu bestimmen. Dies gelingt auch fu¨r die
Probleme OORP 4.1 und 4.2, wie folgt:
U¨beraktuierte Systeme
In Abschnitt 3.6 wurde ein Optimierungsproblem aus [108] entnommen
und an das Problem OFP∞3.1 in Kapitel 3 angepasst. Das urspru¨ngliche
Optimierungsproblem aus [108] hat zum Ziel, das Paar
(
Πux,F u
)
zur
Lo¨sung des Problems OORP 4.1 zu bestimmen. Obwohl das Optimierungs-
problem oftmals angewendet wird [69, 70, 148], ist es bisher jedoch nicht
bewiesen, dass dieses Ziel auch erreicht wird. Dies wird nun anhand des
Satzes 3.8 aus Abschnitt 3.6, S. 120, verifiziert. Man betrachtet ein
Statisches Optimierungsproblem 4.1 ([108]).
argmin
Πx,F
1
2 · spur
(
F TRF
)
(4.114)
u.d.Nb.: ΠxA = AΠx +BF +Ed, (4.115)
C = CΠx +Dd. (4.116)
Die Nebenbedingungen sind die klassischen Regulatorgleichungen (RG),
die hier bekanntlich notwendig und hinreichend sind, um die Zustandsbe-
schra¨nkung (4.13) fu¨r eine zula¨ssige Lo¨sung nach Definition 4.1 zu garan-
tieren. Es folgt das Resultat
Korollar 4.3. Die Annahmen 4.1 und 4.2 seien erfu¨llt. Die Systemma-
trix A des Exosystems (4.2) liege ohne Beschra¨nkung der Allgemeinheit
in der Form (3.150) vor und die Bedingung (4.51) aus Satz 4.2 treffe
zu. Weiterhin existiere wenigstens ein Paar
(
Πx,F
)
, das die klassischen
Regulatorgleichungen (RG) in (4.5) lo¨st. Die eindeutige optimale Lo¨sung(
Πuxx(·),F ux(·)
)
des Problems OORP 4.1, die mittels der neuen Regula-
torgleichungen (RGu) nach Satz 4.2 bestimmt ist, ist a¨quivalent durch die
Lo¨sung des statischen Optimierungsproblem 4.1 bestimmt.
Beweis. Die optimale Lo¨sung
(
Πuxx(·),F ux(·)
)
des Problems OORP 4.1
minimiert den quadratischen Mittelwert (4.11) unter allen Lo¨sungen
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(
Πxx(·),Fx(·)
)
des Problems ORP 4.1, wobei
(
Πux,F u
)
und
(
Πx,F
)
die
Gleichungen (RG) erfu¨llen mu¨ssen. Nach Satz 4.2 ist die optimale Lo¨sung(
Πuxx(·),F ux(·)
)
eindeutig. Mithilfe von Lemma 3.3, S. 118, kann daher
vo¨llig analog zum Beweis von Satz 3.8, S. 120, aus der eindeutigen Minimie-
rung des quadratischen Mittelwertes (4.11) auf die eindeutige Minimierung
von spur
(
F TRF
)
geschlossen werden. D. h., das Paar
(
Πux,F u
)
ist die
eindeutige Lo¨sung des statischen Optimierungsproblems 4.1.
Alternativ kann der Beweis auch analog zur Bemerkung 3.12, S. 122,
erfolgen. Daher gilt das Korollar 4.3 auch, wenn A lediglich schiefsymme-
trisch ist. Eine solche Zustandsraumdarstellung des Koordinatensystems
existiert immer unter der Annahme 4.2.
Mithilfe von Abschnitt 4.5.2 ist es auch hier mo¨glich, eine zusa¨tzliche
Zustandsbeschra¨nkung mit Qx  0 in den Kosten (4.99) und einen Durch-
griff wie in der Ausgangsgleichung (4.98) zu beru¨cksichtigen. Hierzu wird
im statischen Optimierungsproblem 4.1 wie in [108] die Gu¨tefunktion
spur
(
ΠTxQxΠx + F TRF
)
(4.117)
und die Nebenbedingung (4.104b) statt (4.116) herangezogen. Das Er-
gebnis des Korollars 4.3 bleibt dann fu¨r die neuen Regulatorgleichungen
(4.101) erhalten, wobei die Bedingung (4.51) durch eine schwa¨chere er-
setzt werden kann. Diese schwa¨chere Bedingung erha¨lt man, indem man
die Spalten der Matrix in (4.51) um Qx erweitert.
Unteraktuierte Systeme
Auf Basis des statischen Optimierungsproblems 3.1 und des Satzes 3.8 aus
Abschnitt 3.6 ist es auch mo¨glich, ein statisches Optimierungsproblem zur
Bestimmung der Lo¨sung von OORP 4.2 abzuleiten. Dieses lautet:
Statisches Optimierungsproblem 4.2.
argmin
Πx,F
1
2 · spur
((
CΠx +Dd −C
)T
Q
(
CΠx +Dd −C
))
(4.118)
u.d.Nb.: ΠxA = AΠx +BF +Ed, (4.119)
Vo¨llig analog zu Satz 3.8 bzw. der Bemerkung 3.12, S. 122, erha¨lt man
Korollar 4.4. Die Annahmen 4.1 und 4.2 sowie die Nicht-Resonanz-
Bedingung 4.4 seien erfu¨llt. Ohne Beschra¨nkung der Allgemeinheit sei die
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Systemmatrix A des Exosystems (4.2) schiefsymmetrisch. Das Problem
OORP 4.2 hat die eindeutige optimale Lo¨sung
(
Πyxx(·),F yx(·)
)
, die mit-
tels der neuen Regulatorgleichungen (RGy) nach Satz 4.4 oder a¨quivalent
durch die Lo¨sung des statischen Optimierungsproblem 4.2 bestimmt ist.
Das Korollar hat auch fu¨r einen Durchgriff Bestand. Hierzu wird das
Gu¨temaß im statischen Optimierungsproblem 4.2 der Ausgangsgleichung
(4.98) entsprechend umDF erweitert und die neuen Regulatorgleichungen
(4.103) werden einbezogen. Wie in Abschnitt 4.5.2 erla¨utert, wird auch die
Nicht-Resonanz-Bedingung 4.4 angepasst.
4.6 Simulationsbeispiele
Die wesentlichen Ergebnisse dieses Kapitels werden an dem u¨beraktuierten
Helikopter und dem unteraktuierten Drei-Massen-Schwinger aus Ab-
schnitt 3.7 demonstriert. Hierzu wird je ein Beispiel, fu¨r das die Annah-
me 4.2 erfu¨llt ist, betrachtet.
4.6.1 U¨beraktuiertes System: Helikopter
Der Helikopter Lynx ZD559 aus [132, S. 279] wird ausfu¨hrlich in Ab-
schnitt 3.7.1 beschrieben. Die Matrizen A und B des linearisierten Zu-
standsraummodells der Ordnung n = 9 mit m = 4 Stellgro¨ßen sind in
Anhang G.1.1 angegeben. Der Helikopter soll einen slaloma¨hnlichen Flug,
wie in der Abbildung 3.6 auf S. 125 gezeigt, durchfu¨hren. Hierzu werden
fu¨r die p = 3 Ausga¨nge
y =
[
x1 x5 x9
]T = [vx vy ψ]T (4.120)
sinusoidale Solltrajektorien
y(t) =
[
5 ms −10 ms 25
◦·pi
180◦ sin
(
0,2 rads · t+ 15
◦·pi
180◦
)]T
(4.121)
vorgegeben. Die Ausgangsmatrix C kann (3.171) entnommen werden. Au-
ßerdem wirkt auf die Beschleunigung x˙1 = ax eine Sto¨rung
d(t) = 0,5 ms2 · cos
(
0,5 rads · t
)
. (4.122)
Ein Exosystem (4.2) mit den Matrizen A und C aus (3.174) erzeugt fu¨r
den Anfangswert x0 gema¨ß (3.180) den Zustandsverlauf x(t) zu dieser
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Solltrajektorie und der Sto¨rung. Fu¨r dieses Exosystem ist die Annahme 4.2
erfu¨llt. Die Sto¨rmatrizen Ed und Dd sind in (3.175) gegeben.
Das System ist infolge der gu¨ltigen Bedingung
rang (B) = 4 > 3 = rang (C) (4.123)
u¨beraktuiert. Daher ist es das Ziel, durch die effizienteste Regelung bezo-
gen auf die gemittelte Stellenergie zu erreichen, dass der Systemausgang
ys(t) der Solltrajektorie y(t) exakt folgt, d. h., der Folgefehler konvergiert
wie in (4.4) gegen null. Hierzu wird das zeitinvariante Regelgesetz
uu(t) = −K(xu(t)−Πuxx(t))+ F ux(t) (4.124)
angesetzt und das Paar
(
Πux,F u
)
durch die Lo¨sung des Problems
OORP 4.1 bestimmt. Hierdurch wird der quadratische Mittelwert
QMWu(·) in (4.11) mit der Stellenergie JuT (·) in (4.12) minimiert, wobei
die Gewichtung der Stellgro¨ßen wie in Abschnitt 3.7.1 zu R = 10 1802pi2 · I4
gewa¨hlt wird.
Der u¨beraktuierte Helikopter (C,A,B) ist vollsta¨ndig steuerbar und
weist, wie nach [53, Theorem 5] zu erwarten ist, keine invarianten Nullstel-
len auf. Somit sind sowohl die Annahme 4.1 als auch die Nicht-Resonanz-
Bedingung (4.61) aus Annahme 4.3 erfu¨llt. Da das System vollsta¨ndig be-
obachtbar ist, trifft auch die Bedingung (4.51) zu. Auf Basis von Satz 4.2
und Korollar 4.1 existiert daher fu¨r beliebige gegebene Matrizen C, Ed
und Dd genau ein Paar
(
Πux,F u
)
, das auf die eindeutige Lo¨sung des Pro-
blems OORP 4.1 fu¨r jedes x0 fu¨hrt. Dieses Paar wird nach Satz 4.2, S. 165,
mittels der eindeutigen Lo¨sung der neuen Regulatorgleichungen (RGu) in
(4.47) berechnet. Das Ergebnis ist in Anhang G.1.3 angegeben. Nach Ko-
rollar 4.3, S. 191, lo¨st dieses Paar auch das statische Optimierungsproblem
4.1 aus [108]. Dessen Minimum betra¨gt 5,837. Die Ru¨ckfu¨hrmatrix K wird
mittels des Entwurfs eines linear-quadratischen Reglers bestimmt und der
geschlossene Regelkreis ist asymptotisch stabil.
Fu¨r den Anfangswert xu(0) = x0 in (3.181) mit x1(0) = vx(0) = 10 ms
und allen anderen Elemente gleich null wird eine Simulation durchgefu¨hrt.
Die Abbildung 4.2 zeigt den resultierenden Verlauf der Ausga¨nge y(t) fu¨r
das Regelgesetz uu(t) ( ) auf dem Intervall [0, 46,5 s]. Nach der Transition
folgen diese offensichtlich, wie gewu¨nscht, exakt den Solltrajektorien y(t)
( ) und der Einfluss der Sto¨rung d(t) auf die Ausga¨nge wird vollsta¨ndig
unterdru¨ckt.
Weiterhin werden analog zum Abschnitt 3.7.1 die optimalen Regelun-
gen u∗T (·) zu drei Problemen OFPT 3.1 fu¨r den endlichen Horizont [0, 300 s]
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Abbildung 4.2: Darstellung der Solltrajektorien ( ) und der Ausga¨nge fu¨r
uu(t) ( ).
wie in Abschnitt 2.4.1 entworfen. Die optimalen Lo¨sungen minimieren das
Gu¨tefunktional JT (·) aus (4.17) und damit auch den quadratischen Mit-
telwert QMWT (·) = 1T JT (·) u¨ber den endlichen Horizont [0, T ]. Damit
sind sie geeignet, die Gu¨te der Regelung (4.124) u¨ber endliche Horizonte
durch einen Vergleich zu beurteilen. Hierzu wird die gleiche Gewichtung
der Stellgro¨ßen durch R = 10 1802pi2 · I4 und den Parameter µ = 1 in JT (·)
erreicht. Der Folgefehler wird durch
Q = diag (1, 4, 15) (4.125)
und jeweils einen der drei Parameter
ρ ∈ {0,1; 1; 30} (4.126)
gewichtet, wobei die Wahl ρ = 30 zu einem nahezu exakten Folgen der
Solltrajektorie fu¨hren wird, wie bereits in der Simulation in Abschnitt 3.7.1
beobachtet wurde.
Fu¨r das stationa¨re Verhalten
(
Πuxx(·),F ux(·)
)
ist der Verlauf des qua-
dratischen Mittelwertes QMWut (·) = 1t Jut
(
Πuxx(·),F ux(·)
)
( ) in der
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Abbildung 4.3: Darstellung des Mittelwerts der Stellenergie auf (0, t] fu¨r u∗s(·)
( ) sowie fu¨r u∗T (·) ( ) fu¨r zunehmendes ρ.
Abbildung 4.3 fu¨r t ∈ [0, 300 s] zu sehen. Mit zunehmender Zeit t kon-
vergiert dieser gegen das Minimum von QMWu(·) = limt→∞QMWut (·)
in (4.11) ( ). Das Minimum kann, wie in der Bemerkung 4.3 auf
S. 170 erla¨utert, mithilfe von Lemma 3.3 bestimmt werden und betra¨gt
QMWu
(
Πuxx(·),F ux(·)
)
= 49,8212. Zum Vergleich zeigt die Abbil-
dung die resultierenden Mittelwerte QMWut (·) der Stellenergie fu¨r die
optimalen Regelungen u∗T (·) ( ).24) Im Abschnitt 3.7.1 wurde beob-
achtet, dass durch ein ho¨heres ρ die Gewichtung des Folgefehlers zu-
nimmt und dadurch die investierte Stellenergie ansteigt. Aus gleichem
Grund nimmt auch hier deren quadratischer Mittelwert zu. Fu¨r ρ = 30
weist QMWut
(
Πuxx(·),F ux(·)
)
nach t = 300 s nur +0,9629 bezu¨glich
QMWut
(
x∗T (·),u∗T (·)
)
auf, was relativ +1,98% entspricht. Dieser geringe
Unterschied ist bemerkenswert, weil die Regelung u∗T (·) sogar Stellener-
gie einsparen kann, da der Ausgang y der Solltrajektorie y im Problem
OFPT 3.1 asymptotisch nicht exakt folgen muss. Fu¨r eine weitere Erho¨hung
von ρ wu¨rde der Unterschied der quadratischen Mittelwerte weiter abneh-
men. Daraus la¨sst sich fu¨r dieses Beispiel schließen, dass die Regelung
uu(t) in (4.124) auch u¨ber den betrachteten endlichen Horizont nahe-
zu die bestmo¨gliche Nutzung der u¨berschu¨ssigen Stellgro¨ßen bezogen auf
QMWut (·) unter der Einschra¨nkung einer mo¨glichst genauen Folgeregelung
erreicht.
24)Zur besseren Vergleichbarkeit wurde hierzu der Anfangswert x∗T (0) = Π
∗
x(ρ, 1)x0
gewa¨hlt. Dies vermeidet eine Transition zu Beginn des Intervalls, da die optimalen
Lo¨sungen direkt auf ihrer Turnpike Π∗x(ρ, 1)x(t) starten, vergleiche hierzu Satz 3.5.
Die Vernachla¨ssigung der Transition in beiden Fa¨lle ist dadurch zu begru¨nden, dass
sie fu¨r t→∞ ohnehin keinen Einfluss auf den quadratischen Mittelwert ha¨tte.
4.6 Simulationsbeispiele 197
0 20 40 60 80 100 120 140 160 180 2000
1
2
3
4
‖Π
∗ x(
ρ
,1
)−
Π
u x
‖ F
0 20 40 60 80 100 120 140 160 180 2000
0,005
0,01
0,015
0,02
ρ
‖F
∗ (
ρ
,1
)−
F
u
‖ F
Abbildung 4.4: Abweichungen der beiden stationa¨ren Verhalten zu den Pro-
blemen OORP 4.1 und OFP∞4.1 mit Markierung von ρ = 30 ( ).
Abschließend illustriert die Abbildung 4.4 das Ergebnis aus
Satz 4.5 a), S. 182. Hierzu werden nach Korollar 4.2, S. 180, die
Paare
(
Π∗x(ρ, 1),F ∗(ρ, 1)
)
zur Lo¨sung der Probleme OFP∞4.1 fu¨r
R = 10 1802pi2 · I4 sowie Q in (4.125) und 355 verschiedene Parameter
ρ ∈ [0,001, 200] berechnet. Die Abbildung zeigt die Konvergenz dieser
Paare gegen
(
Πux,F u
)
fu¨r steigendes ρ gema¨ß (4.91). Die Frobeniusnorm
der Abweichung nimmt hyperbolisch mit ρ ab, was aus (4.90) und der
Definition A.4 des Landauschen Symbols O im Anhang A.1 hervorgeht.
Fu¨r die drei Parameter ρ ∈ {0,1; 1; 30} ist das stationa¨re Ausgangsver-
halten aus der Abbildung 3.7, S. 128, abzulesen. Wie im Abschnitt 3.7.1
analysiert wurde, fu¨hrt ρ = 30 mit dem im Anhang G.1.2 angegebenen
Paar
(
Π∗x(30, 1),F ∗(30, 1)
)
nahezu auf eine exakte Folgeregelung, wohin-
gegen fu¨r ρ = 0,1 und ρ = 1 starke Abweichungen von der Solltrajektorie
auftreten. Diese Beobachtung la¨sst sich aus der Abbildung 4.4 ablesen,
die zeigt, dass fu¨r das markierte ρ = 30 ( ) die Abweichungen bereits
stark abgenommen haben. Dahingegen ist dies fu¨r ρ ≤ 1 nicht der Fall.
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4.6.2 Unteraktuiertes System: Drei-Massen-Schwinger
Die p = 3 Positionen der drei Massen
y =
[
x1 x3 x5
]T (4.127)
des geda¨mpften Drei-Massen-Schwingers aus der Abbildung 3.13 im Ab-
schnitt 3.7.2, S. 137, sollen den Solltrajektorien
y(t) =

(
1√
2 cos
(
0,5 rads · t+ 18
◦·pi
180◦
)
+ 1
)
cm
0(
pi sin(pi rads · t) + 0,5
)
cm
 (4.128)
folgen. Die Matrizen A und B des Zustandsraummodells der Ordnung
n = 6 sind im Anhang G.2.1 angegeben und die Ausgangsmatrix C
geht aus (3.188) hervor. Es wirken keine Sto¨rungen auf den Drei-Massen-
Schwinger, woraus Ed = 0 und Dd = 0 folgen. Durch den ausgefallenen
Aktor stehen nur m = 2 Stellgro¨ßen zur Verfu¨gung und der Drei-Massen-
Schwinger ist unteraktuiert, da
rang (B) = 2 < 3 = rang (C) (4.129)
gilt. Im vorliegenden Fall ist es daher unmo¨glich, der Solltrajektorie y(t)
exakt zu folgen, die durch ein Exosystem mit den Matrizen A und C
in (3.193) und dem Anfangswert x0 in (3.194) generiert wird. Stattdes-
sen ist es das Ziel, mithilfe einer Regelung den quadratischen Mittelwert
QMW y(·) in (4.14) mit der Folgefehlerenergie JyT (·) aus (4.15) zu mini-
mieren, wobei der Folgefehler y(t)− y(t) durch
Q = diag (32, 60, 4) (4.130)
gewichtet wird. Daher wird eine zeitinvariante Regelung
uy(t) = −K(xy(t)−Πyxx(t))+ F yx(t) (4.131)
auf Basis einer Lo¨sung
(
Πyxx(·),F yx(·)
)
des Problems OORP 4.2 ent-
worfen. Da der Drei-Massen-Schwinger vollsta¨ndig steuerbar ist und die
Solltrajektorien beschra¨nkt sind, sind die Annahmen 4.1 und 4.2 erfu¨llt.
Außerdem weist das System (C,A,B) keine invarianten Nullstellen auf,
wie bereits nach [53, Theorem 5] zu erwarten war. Daraus folgt, dass die
Nicht-Resonanz-Bedingung (4.65) der Annahme 4.4, S. 173, zutrifft.
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Fu¨r beliebige Matrizen Ed, Dd und C haben die neuen Regulatorglei-
chungen (RGy) in (4.64) nach Satz 4.3 eine eindeutige Lo¨sung. Im vorlie-
genden Fall geht daraus das im Anhang G.2.3 angegebene Paar
(
Πyx,F y
)
hervor. Durch dieses Paar ist nach Satz 4.4, S. 174, die eindeutige optimale
Lo¨sung (4.68) des Problems OORP 4.2 bestimmt. Das Paar ist nach Ko-
rollar 4.4 auch die optimale Lo¨sung des statischen Optimierungsproblems
4.2, S. 192. Dessen Minimum betra¨gt 4,5413. Fu¨r den Entwurf von uy(t)
verbleibt es lediglich eine stabilisierende Ru¨ckfu¨hrmatrix K zu berech-
nen, was hier durch den Entwurf eines linear-quadratischen Reglers aus
Abschnitt 2.6 erfolgt.
An diesem Punkt stellt sich die Frage, ob der Entwurf mittels des im
Abschnitt 4.4.3 eingefu¨hrten neuen Verfahrens u¨berhaupt erforderlich ist.
Schließlich hat der Folgefehler der Position y3 = x5 der rechten Masse
m3 eine wesentlich niedrigere Relevanz infolge der niedrigen Gewichtung
Q33 = 4 in (4.130). Zum Vergleich wird daher eine Regelung uOR(t) glei-
cher Struktur wie uy(t) implementiert, die jedoch stattdessen das Problem
ORP 4.1 lo¨st, sodass die beiden Position y1 = x1 und y2 = x3 nach der
Transition exakt ihren Solltrajektorien y1 und y2 folgen. Hierzu verwendet
uOR(t) das im Anhang G.2.3 angegebene Paar
(
ΠORx ,FOR
)
, das mittels
der klassischen Regulatorgleichungen (RG) in (4.5) berechnet wird, wofu¨r
die jeweils letzte Zeile von C und C weggelassen werden.
Beginnend in der Ruhelage x0 = 0 zeigt die Abbildung 4.5 die Solltrajek-
torie y(t) ( ) und die drei Positionen y(t) fu¨r die beiden Regelungen uy(t)
( ) und uOR(t) ( ). Der physikalischen Anordnung in Abbildung 3.13
entsprechend werden die Graphen zu den Positionen y1(t), y2(t) und y3(t)
von unten nach oben angeordnet. Da die Massen m1 bis m3 von links nach
rechts in der Abbildung 3.13 angeordnet sind und positive Ausschla¨ge der
Positionen y1 bis y3 nach rechts erfolgen, werden y1 bis y3 von unten nach
oben aufgetragen. Trotz der gewu¨nschten hohen Amplituden y1(t) und
y3(t), gelingt es der Regelung uy(t) ( ), die Ausschla¨ge y2(t) der Mas-
se m2 in der Mitte verha¨ltnisma¨ßig klein zu halten. Durch den positiven
Mittelwert der Position y1(t) der linken Masse ist die mittlere Masse zwar
im Mittel nach rechts verschoben, jedoch ha¨lt sich dies in Grenzen, da
die Position y3(t) der rechten Masse dem entgegenwirkt. Hierzu weicht die
rechte Masse m3 nach links von ihrer Solltrajektorie y3(t) ab. Nach der
Transition ist diese Abweichung dann besonders groß, wenn die Position
y1(t) ihr Maximum bei t ≈ 13,2 s erreicht. Im Vergleich nimmt der Folge-
fehler der beiden Position y1(t) und y2(t) fu¨r uOR(t) ( ) asymptotisch ab.
Jedoch weicht dadurch die Position y3(t) stark von ihrem Sollwert y3(t)
ab und ihr Verlauf weist keine Schwingung mit der Kreisfrequenz pi rads
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Abbildung 4.5: Darstellung der Solltrajektorie y(t) ( ) und der Ausga¨nge
y(t) (von unten nach oben) fu¨r uy(t) ( ) sowie fu¨r uOR(t) ( ).
der Solltrajektorie y3(t) auf. Der Grund hierfu¨r ist, dass die letzten beiden
Zusta¨nde des Exosystems durch Nullspalten in ΠORx und FOR gewichtet
werden, wie aus Anhang G.2.3 abzulesen ist. Dies ist nachvollziehbar, da
dieser Teil der Dynamik des Exosystems durch das Streichen der letzten
Zeile von C keine Rolle mehr in dem Problem ORP 4.1 spielt.
Auf Basis der vorangegangenen Beobachtungen ist es versta¨ndlich, dass
die Lo¨sung
(
Πyxx(·),F yx(·)
)
( ) gegenu¨ber
(
ΠORx x(·),FORx(·)
)
( )
einen wesentlich kleineren Mittelwert QMW yt (·) der Fehlerenergie Jyt (·)
aus (4.15) u¨ber das Intervall [0, t] hat. Dies zeigt die Abbildung 4.6 fu¨r
t ∈ [0, 75 s]. Mit zunehmender Zeit t konvergiert der quadratische Mit-
telwert gegen das Minimum QMW y
(
Πyxx(·),F yx(·)
)
= 4,1132 ( ) von
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Abbildung 4.6: Darstellung des Mittelwerts der Folgefehlerenergie u¨ber die
Intervalle [0, t] fu¨r u∗s(·) ( ), fu¨r uOR(·) ( ) sowie fu¨r u∗T (·) ( ) fu¨r ein ab-
nehmendes µ.
QMW y(·) = limt→∞QMW yt (·) in (4.69). Das Minimum wurde der Be-
merkung 4.8 folgend mittels Lemma 3.3 bestimmt.
Fu¨r einen weiteren Vergleich sind die quadratischen Mittelwerte
QMW yt (·) von den optimalen Lo¨sungen
(
x∗T (·),u∗T (·)
)
( ) zu drei Proble-
men OFPT 3.1 u¨ber einen endlichen Horizont mit T = 75 s eingezeichnet.25)
Diese Lo¨sungen minimieren das Gu¨tefunktional JT (·) aus (4.17) und da-
mit auch den quadratischen Mittelwert 1T JT (·) fu¨r die Gewichtungen Q
aus (4.130), R = I2, den Parameter ρ = 1 und fu¨r jeweils einen der drei
Parameter
µ ∈ {0,002; 0,05; 1}. (4.132)
Der quadratische Mittelwert QMW yt (·) nimmt mit abnehmenden Parame-
ter µ infolge der geringeren Gewichtung der Stellenergie ab. Fu¨r µ = 0,002
und t = 75 s ist QMW yt
(
Πyxx(·),F yx(·)
)
noch immer um −0,1198 kleiner
gegenu¨ber QMW yt
(
x∗T (·),u∗T (·)
)
, was relativ −2,85% entspricht. Schon
fu¨r µ = 1 ist der quadratische Mittelwert fu¨r
(
x∗T (·),u∗T (·)
)
kleiner als
der fu¨r die Lo¨sung
(
ΠORx x(·),FORx(·)
)
. Fu¨r das betrachtete Beispiel und
die einbezogenen Lo¨sungen la¨sst sich festhalten, dass
(
Πyxx(·),F yx(·)
)
im
Mittel das beste Verhalten bezu¨glich des Folgefehlers unter der Priorisie-
rung (4.130) erzielt.
25)Wie im Abschnitt 4.6.1 startet auch hier die optimale Lo¨sung zur besseren Ver-
gleichbarkeit auf ihrer Turnpike x∗T (0) = Π
∗
x(1, µ)x(0), siehe hierzu Satz 3.5. Die
Transition wird bei der Analyse des quadratischen Mittelwerts vernachla¨ssigt, da sie
fu¨r t→∞ ohne irrelevant wa¨re.
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Abbildung 4.7: Abweichungen der beiden stationa¨ren Verhalten der Lo¨sungen
der Probleme OORP 4.2 und OFP∞4.1 mit Markierung von µ = 0,002 ( ).
Vergleicht man die beiden Verla¨ufe der Ausga¨nge y(t) ( ) fu¨r uy(t) in
der Abbildung 4.5 und fu¨r u∗(t) mit µ = 0,002 in der Abbildung 3.14 aus
Abschnitt 3.7.2, so fa¨llt auf, dass sich diese sehr a¨hneln. Dies wird durch
das Ergebnis aus Satz 4.5 b) begru¨ndet. Hierzu werden mittels der Ent-
wurfsgleichungen aus Satz 3.1 bzw. (4.32) die Paare
(
Π∗x(1, µ),F ∗(1, µ)
)
fu¨r 2100 verschiedene µ ∈ [10−10, 0,2] und Q aus (4.130) sowie R = I2 be-
rechnet. Nach Korollar 4.2 fu¨hrt jedes dieser Paare auf die optimale Lo¨sung
(4.85) des Problems OFPT 4.1 fu¨r das gegebene µ. Die Abbildung 4.7 zeigt
die Frobeniusnorm der Abweichung der Paare von
(
Πyx,F y
)
. Wie zu se-
hen ist, strebt diese Abweichung gema¨ß (4.93) mit abnehmenden µ gegen
null. Weiterhin ist zu erkennen, dass es mo¨glich ist, oberhalb beider Kur-
ven ( ) eine Gerade endlicher Steigung im Ursprung anzulegen, wie es
durch (4.92) und die Definition A.4 des Landauschen Symbols O, S. 216,
impliziert wird. Fu¨r das markierte µ = 0,002 ( ) haben beide Abwei-
chungen bereits stark abgenommen, was die Beobachtung der a¨hnlichen
Ausgangsverla¨ufe erkla¨rt.
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4.7 Fazit mit U¨bersicht der Hauptresultate
Die Ergebnisse dieses Kapitels haben die Output Regulation Theorie auf
sinnvolle Weise fu¨r u¨beraktuierte aber sogar auch fu¨r unteraktuierte Sys-
teme erweitert. Hervorzuheben ist dabei die Einfu¨hrung der beiden neuen
Regulatorgleichungen (RGu), S. 164, und (RGy), S. 172. Die neuen Regu-
latorgleichungen und die Hauptresultate dieses Kapitels werden am Ende
des Abschnittes in Tabelle 4.1 zusammengefasst.
Fu¨r u¨beraktuierte Systeme war in der Output Regulation Theorie bisher
die Frage unbeantwortet, wie eine exakte lineare Folgeregelung gefunden
werden kann, die die zusa¨tzlichen Aktoren am effizientesten nutzt. Mithil-
fe der neuen Regulatorgleichungen (RGu) in (4.47), S. 164, kann diejenige
Lo¨sung bestimmt werden, die zu einem Minimum des Mittelwertes der
Stellenergie fu¨hrt. Hierdurch wird das bisher ungelo¨ste Problem auf dem
einfachst denkbaren Weg, na¨mlich durch die Lo¨sung linearer algebraischer
Gleichungen, gelo¨st. Es wurde dabei belegt, dass die neuen Gleichungen
(RGu) immer eine Lo¨sung besitzen, falls eine exakte lineare Folgeregelung
existiert und daher die klassischen Regulatorgleichungen (RG) in (4.5),
S. 147, lo¨sbar sind. Daher ko¨nnen die klassischen Regulatorgleichungen
(RG) ohne Beschra¨nkung der Allgemeinheit immer durch die neuen Glei-
chungen (RGu) ersetzt werden. Hierdurch stellt man immer sicher, dass die
so bestimmte Lo¨sung die effizienteste Nutzung der Aktoren bezogen auf
eine festgelegte Gewichtung R  0 garantiert. Bis auf Sonderfa¨lle existiert
diese Lo¨sung immer fu¨r beliebige Exosysteme, die beschra¨nkte Soll- und
Sto¨rgro¨ßen generieren, da die bekannte Nicht-Resonanz-Bedingung aus der
Output Regulation Theorie fu¨r fast alle u¨beraktuierten Systeme erfu¨llt ist.
Fu¨r unteraktuierte Systeme existiert hingegen im Allgemeinen keine ex-
akte Folgeregelung, weshalb diese in der Output Regulation Theorie meist
nicht beru¨cksichtigt werden ko¨nnen. Fu¨r diesen Fall stellen die neuen Glei-
chungen (RGy) in (4.64), S. 172, eine neue nu¨tzliche Erweiterung dar. De-
ren Lo¨sung fu¨hrt zur Minimierung des Mittelwertes der Energie des Folge-
fehlers. Durch die Lo¨sung dieser linearen algebraischen Gleichungen wird
folglich die Regelung bestimmt, fu¨r die der Systemausgang bestmo¨glich
der Solltrajektorie folgt. Der Entwurf ist dabei genauso einfach durch-
zufu¨hren wie die Bestimmung der Lo¨sung des klassischen Output Regu-
lation Problems, wenn es diese ga¨be. Bis auf Sonderfa¨lle existiert auch
hier die gesuchte Lo¨sung immer fu¨r beliebige Exosysteme, da die Nicht-
Resonanz-Bedingung fu¨r fast alle unteraktuierten Systeme erfu¨llt ist.
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Eine weitere wichtige Einsicht besteht darin, dass die gefundene
Lo¨sung fu¨r u¨ber- bzw. unteraktuierte Systeme der Lo¨sung eines Sonder-
falls eines linear-quadratischen optimalen Folgeregelungsproblems wie
OFP∞3.1 entspricht. Diese Sonderfa¨lle wurden durch die Ergebnisse
von Kapitel 3 noch nicht erfasst. Aus diesem Zusammenhang lies sich
fu¨r die meisten quadratischen Systeme ableiten, dass das herko¨mmliche
Output Regulation Problem 4.1 ebenfalls ein Sonderfall eines optimalen
Folgeregelungsproblems darstellt, was die Output Regulation Theorie in
einen neuen Zusammenhang zur Theorie optimaler Folgeregelungen stellt.
Zuletzt sei betont, dass auch die Ergebnisse dieses Kapitels zur Lo¨sung
weiterfu¨hrender Problemstellungen von Interesse sind. So wurde aufge-
zeigt, dass das in [108] vorgeschlagene statische Optimierungsproblem 4.1
tatsa¨chlich zu einer optimalen Lo¨sung eines optimalen Output Regulati-
on Problems fu¨hrt, was bisher nicht bewiesen wurde. Hierfu¨r muss das
Exosystem allerdings in einer speziellen Zustandsraumdarstellung vorlie-
gen und die generierten Solltrajektorien und Sto¨rungen mu¨ssen beschra¨nkt
sein. Diese Erkenntnis ist wichtig fu¨r die Verfahren [69, 70] zur Bestim-
mung exakter Folgeregelungen fu¨r Systeme mit unbekannter Dynamik. Im
letzten Schritt wird dort das statische Optimierungsproblem 4.1 gelo¨st, um
vorhandene Freiheitsgrade effektiv zu nutzen. Dabei werden bisher jedoch
die beiden genannten Anforderung vernachla¨ssigt, die, wie hier gezeigt,
zwingend notwendig sind. Wu¨rden in [69, 70] die klassischen Regulator-
gleichungen (RG) durch die neuen Gleichungen (RGu) ersetzt, so ko¨nnte
die Optimierung im letzten Schritt und die Anforderung an die Zustands-
raumdarstellung des Exosystem ga¨nzlich entfallen. Daru¨ber hinaus ließen
sich dadurch auch die Kernteile der Verfahren [69, 70] vereinfachen.
Tabelle 4.1: U¨bersicht der Hauptresultate zur optimalen Output Regulation
aus den Abschnitten 4.4.2 bis 4.4.4 sowie Vergleich zur klassischen Output Regu-
lation aus [63, 155], siehe Abschnitt 4.1. Zur Beru¨cksichtigung eines Durchgriffes
oder zusa¨tzlicher Zustandsgewichtungen siehe Abschnitt 4.5.
Lineares zeitinvariantes, stabili-
sierbares System mit Sto¨rgro¨ßen
x˙ = Ax+Bu+Edx
y = Cx+Ddx
Zeitinv. Exosystem generiert be-
schra¨nkte Soll- und Sto¨rgro¨ßen
x˙ = Ax
y = Cx
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Regelgesetz mit beliebiger stabilisierender Ru¨ckfu¨hrmatrix K
u = −K(x−Πxx) + Fx
auf Basis eines zu bestimmenden stationa¨ren Verhaltens(
xs(·),us(·)
)
=
(
Πxx(·),Fx(·)
)
mit dem stationa¨ren Ausgang ys(·) = Cxs(·) +Ddx(·).
Klassische Output Regulation:
Bestimmung von
(
Πx,F
)
mittels der klassischen Regulatorglei-
chungen (RG)
ΠxA = AΠx +BF +Ed,
C = CΠx +Dd
Eigenschaften:
1. Lo¨sbarkeit der Gl. (RG) ist notwendig und hinreichend zur
Output Regulation: limt→∞
(
y(t)− y(t)) = 0.
2. Im Allgemeinen haben die Regulatorgleichungen (RG) fu¨r
u¨beraktuierte Systeme unendlich viele Lo¨sungen und fu¨r un-
teraktuierte Systeme keine Lo¨sung.
Optimale Output Regulation (fu¨r u¨beraktuierte Systeme):
Bestimmung von
(
Πx,F
)
mittels F = −R−1BTΠuφ und der
Lo¨sung
(
Πx,Πuφ,F uφ
)
der neuen Regulatorgleichungen (RGu)
ΠuφA = −ATΠuφ +CTF uφ,
ΠxA = AΠx −BR−1BTΠuφ +Ed,
C = CΠx +Dd.
Eigenschaften (fu¨r alle beliebigen Anfangswerte x0 und x0):
1. Garantiert Output Regulation: limt→∞
(
y(t)− y(t)) = 0.
2. Minimiert Mittelwert der Stellenergie gewichtet mit R  0:
limT→∞ 12T
∫ T
0 us(t)
TRus(t) dt.
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3. Gl. (RGu) sind genau dann lo¨sbar, wenn Gl. (RG) lo¨sbar
sind, daher notwendig und hinreichend zur optimalen Output
Regulation.
4. Die neuen Regulatorgl. (RGu) haben eine Lo¨sung fu¨r fast alle
u¨beraktuierten Systeme und beliebige Exosysteme.
5. Grenzfall der u¨berholend optimalen Folgeregelung aus Kapi-
tel 3 zu den Gewichtungen ρQ mit beliebigem Q  0 und R
fu¨r ρ→∞.
Optimale Output Regulation (fu¨r unteraktuierte Systeme):
Bestimmung von
(
Πx,F
)
mittels der Lo¨sung
(
Πx,Πyφ,F
)
der neu-
en Regulatorgleichungen (RGy)
ΠxA = AΠyx +BF +Ed,
ΠyφA = −ATΠyφ −CTQ(CΠx +Dd −C),
0 = −BTΠyφ
Eigenschaften (fu¨r alle beliebigen Anfangswerte x0 und x0):
1. Minimiert Mittelwert der Fehlerenergie gewichtet mit Q  0:
limT→∞ 12T
∫ T
0 (ys(t)− y(t))TQ(ys(t)− y(t)) dt.
2. Neue Regulatorgleichungen (RGy) haben eine Lo¨sung fu¨r fast
alle unteraktuierten Systeme und beliebige Exosysteme.
3. Grenzfall der u¨berholend optimalen Folgeregelung aus Kapi-
tel 3 zu den Gewichtungen Q und µR mit beliebigem R  0
fu¨r µ→ 0.
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5 Zusammenfassung und
Ausblick
Diese Arbeit wurde durch die Frage motiviert, ob es mo¨glich ist, einfach
zu implementierende Folgeregelungen fu¨r quadratische, u¨ber- und unter-
aktuierte lineare Systeme durch ein einheitliches Verfahren zu entwerfen.
Dabei sollten die zusa¨tzlichen Freiheitsgrade von u¨beraktuierten Systemen
zur Reduzierung der erforderlichen Stellenergie genutzt werden. Unterak-
tuierte Systeme sollten der Solltrajektorie durch die Regelung so genau
wie mo¨glich folgen, da ein exaktes Folgen in diesem Fall normalerweise
unmo¨glich ist.
Abbildung 5.1: Linear-quadratische optimale Folgeregelung u¨ber unendliche
Horizonte (Mitte) mit einheitlicher Entwurfstheorie fu¨r quadratische, u¨ber- und
unteraktuierte Systeme (oben, links und rechts).
Die Ergebnisse des ersten Teils dieser Arbeit zeigen, dass ein linear-
quadratisches optimales Folgeregelungsproblem u¨ber unendliche Horizon-
te und dessen hergeleitete Lo¨sung das gesuchte Verfahren bilden, mit dem
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alle genannten Ziele erreicht werden. Hierfu¨r wurden beliebige Solltrajek-
torien und Sto¨rungen betrachtet, die durch ein Exosystem generiert wer-
den ko¨nnen. Ein Entwurf auf solche Weise resultiert in einer zeitinvarian-
ten Regelung mit einer Zwei-Freiheitsgrade-Struktur, die genauso einfach
zu implementieren ist wie herko¨mmliche Folgeregelungen fu¨r quadratische
Systeme. In diesem Sinne ist das eingefu¨hrte Verfahren der verbindende
Theoriebaustein in Abbildung 1.2, wie es Abbildung 5.1 illustriert. Die
Ergebnisse wurden in Tabelle 3.1, S. 142, zusammengefasst. Darauf auf-
bauend wurde im zweiten Teil der Arbeit das Entwurfsverfahren fu¨r ex-
akte Folgeregelungen aus der Output Regulation Theorie fu¨r u¨ber- und
unteraktuierte Systeme erweitert. Dadurch ko¨nnen die anfangs genannten
Ziele erreicht werden, obwohl das neue Entwurfsverfahren und die Imple-
mentierung des Reglers genauso einfach durchzufu¨hren sind wie in der
klassischen Output Regulation Theorie. Die Tabelle 4.1, S. 206, gibt eine
U¨bersicht dieser Ergebnisse.
Im Kapitel 3 wurde die Lo¨sung
(
x∗(·),u∗(·)) des optimalen Folgere-
gelungsproblems u¨ber unendliche Horizonte vorgestellt. Die zeitinvariante
Regelung kann mithilfe algebraischer Entwurfsgleichungen, die auf Basis
von notwendigen Optimalita¨tsbedingungen bestimmt wurden, einfach be-
rechnet werden. Diese umfassen eine algebraische Riccatigleichung und
eine neue lineare Sylvestergleichung. Die u¨berholende Optimalita¨t, die das
sta¨rkste bekannte Optimalita¨tskriterium u¨ber unendliche Horizonte ist,
wurde per Variationsrechnung unter schwachen Annahmen nachgewiesen.
Mithilfe dieser konnte auch gezeigt werden, dass die Lo¨sung
(
x∗(t),u∗(t)
)
fu¨r t → ∞ zu einem optimalen stationa¨ren Verhalten (Π∗xx(·),F ∗x(·))
konvergiert, das vom Zustand x(·) des Exosystems abha¨ngt. Die Matrix
Πx zur Parametrisierung des stationa¨ren Zustandes und die Vorfilterma-
trix F ∗ der u¨berholend optimalen Regelung werden durch die Sylvesterglei-
chung bestimmt. Vorteilhafterweise ko¨nnen durch diese Parametrisierung
auch die u¨blicherweise unterschiedlichen Anforderungen an die Transition
und das stationa¨re Verhalten mittels getrennter Gu¨temaße beru¨cksichtigt
werden. Bei den gefu¨hrten Beweisen war die Annahme 3.3, dass nur be-
schra¨nkte Sollgro¨ßen und Sto¨rungen vorliegen, essentiell. Ist diese nicht
erfu¨llt und sind die diskutierten Sonderfa¨lle ausgeschlossen, so belegte ein
Gegenbeispiel, dass im Allgemeinen keine optimale Lo¨sung existiert.
Dennoch ist die Implementierung des zeitinvarianten Regelgesetzes u∗(·)
vorteilhaft, wenn sie zur Approximation der Lo¨sung
(
x∗T (t),u∗T (t)
)
des op-
timalen Folgeregelungsproblems u¨ber einen endlichen Horizont [0, T ] fu¨hrt.
In dieser Hinsicht wurde unter der Annahme 3.3 gezeigt, dass der stati-
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ona¨re Zustandsverlauf Π∗xx(·) eine Turnpike des Problems u¨ber endliche
Horizonte ist. Auf einem langen Horizont verla¨uft daher der optimale Zu-
stand x∗T (·) die meiste Zeit nahe bei der Turnpike Π∗xx(·). Die Besonder-
heit des vorgestellten Resultats ist, dass die Turnpike explizit durch Π∗xx(·)
parametrisiert wurde. Ein Gegenbeispiel zeigte jedoch, dass ohne die An-
nahme 3.3 im Allgemeinen keine Turnpike existiert. Liegen unbeschra¨nkte
Soll- oder Sto¨rgro¨ßen vor, dann ist von einer sinnvollen Folgeregelung zu
fordern, dass zumindest die gro¨ßte Zeitkonstante des geschlossenen Regel-
kreises kleiner als die kleinste Zeitkonstante des Exosystems ist. Ist diese
Anforderung erfu¨llt, so wurde bewiesen, dass die Lo¨sung
(
x∗(·),u∗(·))
ein Agreeable Plan ist. Als solcher approximiert
(
x∗(·),u∗(·)) die optima-
le Lo¨sung
(
x∗T (·),u∗T (·)
)
eines jeden hinreichend langen Horizontes [0, T ]
u¨ber lange Zeit sehr genau. Dies ist vorteilhaft, da oft die zur Implemen-
tierung von
(
x∗T (·),u∗T (·)
)
erforderliche Kenntnis von T nicht vorhanden
ist. Simulationsbeispiele belegten, dass auf dieser Grundlage auch eine sehr
genaue Approximation auf dem gesamten Horizont [0, T ] mo¨glich ist.
Als ein erstes Fazit ist festzuhalten, dass das neue Entwurfsverfahren
fu¨r optimale Folgeregelungen u¨ber unendliche Horizonte aus Kapitel 3 oh-
ne Einschra¨nkung auf quadratische sowie auf u¨ber- und unteraktuierte
Systeme anwendbar ist. Durch die Vorgabe der Gewichtungen des quadra-
tischen Gu¨tefunktionals kann der Anwender dabei flexibel zwischen den
einzelnen Folgefehlern sowie der Stellenergie priorisieren. Außerdem weist
die erzielte zeitinvariante Regelung die genannten Eigenschaften fu¨r alle
Solltrajektorien und Sto¨rungen auf, die durch das vorgegebene Exosystem
erzeugt werden ko¨nnen. Auch fu¨r quadratische Systeme ist diese zeitin-
variante Regelung von hohem Wert, da sie aufgrund der gewo¨hnlichen
Zwei-Freiheitsgrade-Struktur eine Alternative zur exakten Folgeregelung
darstellt, wenn ein exaktes Folgen der Solltrajektorie nicht zwingend er-
forderlich ist.
Unter der Annahme beschra¨nkter Soll- und Sto¨rgro¨ßen wurden im Ka-
pitel 4 zwei neue Regulatorgleichungen (RGu) und (RGy) zur optimalen
Output Regulation vorgestellt. Die Lo¨sbarkeit der aus der Output Regu-
lation Theorie (ORT) bekannten klassischen Regulatorgleichungen (RG)
dient als notwendiges und hinreichendes Kriterium zur Bestimmung einer
exakten Folgeregelung unter herko¨mmlichen Annahmen. Haben diese zwar
eine aber keine eindeutige Lo¨sung, was fu¨r u¨beraktuierte Systeme zutrifft,
so kann mittels der neuen Gleichungen (RGu), S. 164, auf genauso einfa-
che Weise die exakte Folgeregelung bestimmt werden, die im Mittel die ge-
ringste Stellenergie beno¨tigt. Daru¨ber hinaus wurde gezeigt, dass die neuen
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Gleichungen (RGu) genau dann lo¨sbar sind, wenn es eine exakte Folgerege-
lung gibt. Es ist somit immer mo¨glich, die neuen Gleichungen (RGu) statt
der klassischen zu verwenden. Dazu bedarf es lediglich einer vom Anwen-
der festgelegten Gewichtungsmatrix der Stellgro¨ßen. In der ORT konnten
bislang keine Fa¨lle beru¨cksichtigt werden, in denen die klassischen Glei-
chungen (RG) keine Lo¨sung haben und somit keine exakte Folgeregelung
existiert, was typischerweise fu¨r unteraktuierte Systeme zutrifft. Im Sin-
ne einer optimalen Output Regulation erlauben die neuen Gleichungen
(RGy), S. 172, ohne jegliche Erho¨hung der Komplexita¨t, diejenige Folgere-
gelung zu bestimmen, die das Mittel der Energie der Folgefehler entspre-
chend einer vorgegebenen Gewichtung minimiert. Angenommen die fu¨r die
ORT typische Nicht-Resonanz-Bedingung sei erfu¨llt, d. h., die Eigenwerte
des Exosystems stimmen mit keiner invarianten Nullstelle des Systems
u¨berein. Dann existieren die Lo¨sungen der neuen Regulatorgleichungen
fu¨r alle Solltrajektorien und Sto¨rungen, die durch beliebige Ausgangs- und
Sto¨rmatrizen mit der Dynamik des Exosystem erzeugt werden ko¨nnen. Da
u¨ber- und unteraktuierte Systeme nur in Ausnahmefa¨llen u¨berhaupt in-
variante Nullstellen besitzen, ist das neue vorgestellte Verfahren demnach
generell anwendbar.
Es kann als Fazit festgestellt werden, dass die Output Regulation Theo-
rie fu¨r u¨ber- und unteraktuierte Systeme umfangreich erweitert wurde.
Dabei bleiben die Komplexita¨t des Entwurfs und die Reglerstruktur un-
vera¨ndert und die optimalen Eigenschaften sind fu¨r alle Solltrajektorien
und Sto¨rungen, die sich durch das vorgegebene Exosystem erzeugen las-
sen, gu¨ltig. Schlussendlich wurde gezeigt, dass diese Ergebnisse aus Son-
derfa¨llen des optimalen Folgeregelungsproblems u¨ber einen unendlichen
Horizont aus Kapitel 3 hervorgehen. Damit ist auch das herko¨mmliche
Output Regulation Problem fu¨r quadratische Systeme nichts anderes als
ein Sonderfall dieses optimalen Folgeregelungsproblems.
Weiterhin wurde ein erster Eindruck vermittelt, wie die Ergebnisse
dieser Arbeit u¨ber ihre praktische Anwendung hinaus von Bedeutung
sind. Beispielsweise wurde mithilfe der Resultate aus Kapitel 4 bewiesen,
dass durch die Lo¨sung eines von [108] vorgeschlagenen statischen Opti-
mierungsproblems tatsa¨chlich eine exakte Folgeregelung fu¨r u¨beraktuierte
Systeme bestimmt wird, die im Mittel ein quadratisches Gu¨tefunktional
minimiert. Da das statische Optimierungsproblem wiederholt in aktuellen
Verfahren [69, 70, 148] angewendet wird, ist dieser bis dahin nicht
erbrachte Nachweis ein wichtiger Beitrag. Die im Rahmen dieser Arbeit
angefertigten Vero¨ffentlichungen belegen, dass die erzielten Ergebnisse
in vielfa¨ltigen Bereichen angewendet werden ko¨nnen. Hierzu za¨hlen die
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optimale statische Entkopplungsregelung fu¨r u¨beraktuierte Systeme [25],
die optimale stationa¨re Synchronisierung heterogener Agenten [21] sowie
das Verfahren zur Ermittlung optimaler Folgeregelungen fu¨r Systemdyna-
miken mit unbekannten System- und Eingangsmatrizen. [28].
Einen weiteren Ausblick zur Anwendung der Ergebnisse bietet die fol-
gende U¨bersicht:
Zeitdiskrete lineare Systeme: Es ist zu erwarten, dass auch fu¨r zeit-
diskrete Systeme vergleichbare Resultate fu¨r ein linear-quadratisches opti-
males Folgeregelungsproblem u¨ber einen unendlichen Horizont erzielt wer-
den ko¨nnen. In der Literatur wird bei der Bestimmung expliziter Rege-
lungen das Gu¨tefunktional meist so modifiziert, dass es einen endlichen
Wert annimmt [17, 18]. Dies ist hier nicht der Fall. Jedoch ko¨nnten wie-
der notwendige Optimalita¨tsbedingungen fu¨r unendliche Horizonte [12] zur
Bestimmung eines Kandidaten dienen, wobei das stationa¨re Verhalten er-
neut mit Methoden aus der diskreten Output Regulation Theorie [89] para-
metrisiert werden ko¨nnte. Zum Nachweis von beispielsweise u¨berholender
Optimalita¨t [143] ko¨nnten dann die Ideen zur Betrachtung der Kostenva-
riation in den Beweisen der Hauptresultate dieser Arbeit als Ausgangs-
punkt dienen. Wie fu¨r den zeitkontinuierlichen Fall [107] wurde auch fu¨r
zeitdiskrete lineare Systeme gezeigt, dass unter einer Eigenwertbedingung
die Reglermatrizen der optimalen Regelung u¨ber einen endlichen Horizont
[0, T ] fu¨r T → ∞ gegen zeitinvariante Matrizen konvergieren [10]. Es ist
daher naheliegend, dass fu¨r zeitdiskrete Systeme vergleichbare Ergebnisse
wie der Nachweis eines Agreeable Plan durch ein analoges Vorgehen wie in
dieser Arbeit erzielt werden ko¨nnen. Ebenso sollte es mo¨glich sein, die Ver-
fahren zur diskreten Output Regulation [89] fu¨r u¨ber- und unteraktuierte
Systeme analog zu Kapitel 4 zu erweitern.
Nichtlineare Systeme: Die U¨bertragung der Ideen zur Bestimmung
expliziter optimaler Folgeregelungen u∗(x,x) u¨ber unendliche Horizon-
te fu¨r nichtlineare Systeme ist ebenfalls vielversprechend. Ein Ansatz
hierzu bietet die Entwicklung der Lo¨sungen optimaler autonomer Rege-
lungsprobleme in einer Taylorreihe [2, 122]. Dem folgend wurde in [115]
aus den notwendigen Optimalita¨tsbedingungen [76] ein Kandidat fu¨r die
optimale Folgeregelung u¨ber unendliche Horizonte als explizite Funktion
u∗(x,x) bestimmt. Das erste Glied der Taylorreihe stimmt dabei mit der in
dieser Arbeit hergeleiteten linear-quadratischen optimalen Folgeregelung
u¨berein. Fu¨r den Nachweis der u¨berholenden Optimalita¨t der Regelung
u∗(x,x) erscheint es mo¨glich, den hier pra¨sentierten Beweis fu¨r lineare
Systeme u¨ber die Variationsrechnung analog zu verfolgen. Dabei mu¨ssten
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allerdings Variationen ho¨herer Ordnung als zwei beru¨cksichtigt werden.
Gegebenenfalls ist auch die Voraussetzung quadratischer Gu¨tefunktionale
erforderlich. Weiterhin wa¨re die explizite Parametrisierung des optima-
len stationa¨ren Verhaltens von Interesse. Aufgrund der Nichtlinearita¨t ist
allerdings der Ansatz
(
Π∗x(x),F ∗(x)
)
zu wa¨hlen, der wieder mittels der
speziellen Lo¨sung des Hamiltonschen Systems bestimmt werden ko¨nnte.
Hierzu ko¨nnten Methoden aus der nichtlinearen Output Regulation Theo-
rie [89, 96] angewendet werden. Im Gegensatz zu der im linearen Fall
hergeleiteten Sylvestergleichung wu¨rde dieses Vorgehen auf eine partielle
Differenzialgleichung in der Variablen Π∗x(x) mit Differentiation nach dem
Zustand x fu¨hren. Deren Lo¨sung ko¨nnte zumindest na¨herungsweise mit
dem Ansatz u¨ber eine Taylorreihenentwicklung aus [89, Kap. 4] erfolgen.
Entwurfsverfahren fu¨r lineare Systeme mit unbekannter Dy-
namik: Wie in den Verfahren aus [69, 70, 98, 127, 134, 161] wird auch
in der Vero¨ffentlichung [28] zur Ermittelung der optimalen Folgeregelung
fu¨r ein lineares System mit unbekannter Dynamik vorausgesetzt, dass der
Zustand x(t) vollsta¨ndig und rauschfrei gemessen werden kann. Unter
praktischen Gesichtspunkten ist eine rauschfreie Messung nicht zu realisie-
ren. Kann das vorhandene Rauschen allerdings als normalverteiltes weißes
Rauschen mit bekannter Varianz modelliert werden, dann ist es mo¨glich,
durch eine Kompensation [90] das Auftreten systematischer Abweichungen
bei der Durchfu¨hrung des Verfahrens [28] weitestgehend zu unterbinden.
Liegt statt einer vollsta¨ndigen Zustandsmessung lediglich eine Ausgangs-
messung vor und sollen die anfangs aufgeza¨hlten Verfahren dennoch ange-
wendet werden, so mu¨ssen sie wie in [71, 128] erweitert werden. Unter der
Voraussetzung der vollsta¨ndigen Beobachtbarkeit wird hierbei im Wesent-
lichen der Zustand zu jedem Zeitpunkt als Funktion von Zeitreihen des
messbaren Ausgangs und der Stellgro¨ße ersetzt. Da der Aufbau des Ver-
fahrens aus der Vero¨ffentlichung [28], ebenso wie der Aufbau der anfangs
aufgeza¨hlten Verfahren, auf [98, 161] zuru¨ckgeht, erscheint eine Erweite-
rung der Ergebnisse aus [28] fu¨r Ausgangsmessungen analog zu [71, 128]
mo¨glich.
Weitere Anwendungen: Die klassischen Regulatorgleichungen (RG)
aus der Output Regulation Theorie finden Anwendung in unterschied-
lichsten Verfahren wie beispielsweise bei der Synchronisierung von Multi-
Agenten-Systemen [165]. In der Regel werden dabei Annahmen vorausge-
setzt, um die Lo¨sbarkeit zu garantieren. Bei solchen Verfahren ko¨nnten
diese Annahmen entfallen, indem statt der klassischen die neuen Regula-
torgleichungen (RGy) verwendet werden. Haben die klassischen Gleichun-
gen eine Lo¨sung, dann stimmt sie mit derjenigen der neuen Gleichungen
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(RGy) u¨berein. Haben sie hingegen keine Lo¨sung und existiert deswegen
keine exakte Folgeregelung, dann liefert die Lo¨sung der neuen Gleichungen
(RGy) zumindest die Folgeregelung, die die mittlere Energie der Folgefeh-
ler zur vorgegebenen Gewichtung minimiert. Ebenso ko¨nnten die Glei-
chungen (RG) bei solchen Verfahren generell durch die neuen Regulator-
gleichungen (RGu) ersetzt werden, um eine optimale Nutzung etwaiger
Freiheitsgrade bezogen auf eine minimale mittlere Stellenergie zu garantie-
ren. In beiden Fa¨llen mu¨ssten allerdings beschra¨nkte Soll- und Sto¨rgro¨ßen
vorliegen, um die Optimalita¨t zu gewa¨hrleisten.
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A Mathematische Grundlagen
A.1 Definitionen und Sa¨tze
Die folgende Definition ist relevant fu¨r die Definition zula¨ssiger Lo¨sungen
in Abschnitt 2.2.1.
Definition A.1 (Stu¨ckweise stetige Funktion, [76]). Die Funktion
f(x) : X ⊆ R→ R heißt stu¨ckweise stetig, falls fu¨r jedes kompakte Teilin-
tervall [a, b] ⊂ X eine endliche Anzahl an Stellen a = a0 < a1 < . . . < ak =
b existiert, sodass f(x) auf den Intervallen [a0, a1] und (ai, ai+1] fu¨r alle
i = 1, . . . , k−1 stetig ist sowie der rechtsseitige Grenzwert limx→ai+0 f(x)
(siehe [176]) fu¨r alle i = 1, . . . , k − 1 existiert.
Diese Definition kann auch komponentenweise auf eine vektorwertige
Funktion f(x) angewendet werden. Gleiches gilt fu¨r die Komponenten ei-
ner vektorwertigen Folge xk mit k ∈ N und die na¨chste Definition, die
unter anderem im Rahmen der Definition von Optimalita¨tskriterien in
Abschnitt 2.2.1 sowie der Beweisfu¨hrung in Kapitel 3 relevant ist.
Definition A.2 (Limes superior/inferior, [176]). Fu¨r die reelle Folge
xk : N→ R ist der Limes superior definiert durch
lim sup
k→∞
xk := lim
k→∞
sup
i≥k
xi, (A.1)
wobei lim supk→∞ xk = −∞ falls supi≥k xi = −∞ fu¨r k → ∞ und
lim supk→∞ xk = +∞ falls supi≥k xi = +∞ fu¨r alle k ∈ N. Auf analoge
Weise ist der Limes inferior definiert durch
lim inf
k→∞
xk := lim
k→∞
inf
i≥k
xi. (A.2)
Falls der Limes superior bzw. inferior endlich sind, dann konvergiert
gegen diese jeweils eine Teilfolge (xki)i∈N, wobei k1 < k2 < . . . gilt. Der
Limes superior ist dann der gro¨ßte Ha¨ufungspunkt und der Limes inferior
der kleinste Ha¨ufungspunkt der Folge. Stimmen diese u¨berein, dann hat
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die Folge einen Grenzwert. Auf eine analoge Weise ko¨nnen auch der Limes
superior lim supt→t0 x(t) und Limes inferior lim inft→t0 x(t) einer Funktion
x(t) : R→ R fu¨r t0 ∈ R∪{−∞,∞} definiert werden. Lautet die Funktion
beispielsweise x(t) = cos(t), dann erha¨lt man lim supt→∞ cos(t) = 1 und
lim inft→∞ cos(t) = −1.
Der folgende Satz wird im Beweis zum Satz 2.3 u¨ber notwendige Opti-
malita¨tsbedingungen fu¨r unendliche Horizonte verwendet.
Satz A.1 (Bolzano-Weierstraß, [4]). Sei xk : N → Rn eine beschra¨nkte
Folge, dann existiert immer eine konvergente Teilfolge (xki)i∈N, wobei
k1 < k2 < . . . gilt.
Das angeschlossene Lemma ist essentiell fu¨r die Variationsrechnung in
Abschnitt 2.3 und ist [13, Abschnitt 5-7] entnommen, wo auch ein Beweis
angegeben wird.
Lemma A.1 (Fundamentales Lemma der Variationsrechnung). Es sei
eine stu¨ckweise stetige Funktion f(t) : [t0, t1]→ Rn gegeben, fu¨r die
t1∫
t0
f(t)Tg(t)dt = 0 (A.3)
fu¨r jede beliebige stu¨ckweise stetige Funktion g(t) : [t0, t1] → Rn gelte.
Dann folgt f(t) = 0 fu¨r jedes t ∈ [t0, t1].
Fu¨r die algebraische Lo¨sung von Sylvestergleichungen ist das Kronecker-
Produkt nu¨tzlich:
Definition A.3 (Kronecker-Produkt, [30]). Es seien zwei Matrizen
A = [aij ] ∈ Rm×n und B ∈ Ro×p gegeben. Dann ist das Kronecker-
Produkt A⊗B ∈ Rmo×np definiert durch
A⊗B :=
a11B a12B . . . a1nB... ... . . . ...
am1B am2B . . . amnB
 . (A.4)
Außerdem wird der Operator vec(·) zur Vektorisierung definiert, der die
Spalten einer Matrix stapelt:
vec(A) :=
[
a11 · · · am1 a12 · · · am2 · · · a1n · · · amn
]T
.
(A.5)
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Dann ko¨nnen die fu¨r diese Arbeit relevanten Rechenregeln fu¨r das
Kronecker-Produkt aus [30, Kap. 7] angegeben werden. Fu¨r reelle Ma-
trizen A,B,C passender Dimension und k ∈ R gilt:
A⊗ (kB) = (kA)⊗B = k(A⊗B) (A.6a)
A⊗ (B +C) = A⊗B +A⊗C (A.6b)
vec(ABC) = (CT ⊗A)vec(B). (A.6c)
Mithilfe der Vektorisierung und der letzten Regel kann eine Sylvesterglei-
chung C = AX + XB in der Variablen X ∈ Rn×p und den Matrizen
A ∈ Rn×n, B ∈ Rp×p, C ∈ Rn×p in die herko¨mmliche Form linearer
Gleichungssysteme umgestellt werden:
vec(C) = vec(AX +XB) (A.7a)
⇔ vec(C) = (Ip ⊗A+BT ⊗ In)vec(X) (A.7b)
⇔ vec(C) = (BT ⊕A)vec(X), (A.7c)
wobei in der letzten Zeile die Kronecker-Summe ⊕ eingefu¨hrt wurde.
Es werden noch die Landauschen Symbole o und O definiert. Letzteres
wird in Abschnitt 4.4.4 verwendet.
Definition A.4 (Landausche Symbole, [87]). Es seien eine Menge D ⊂ R
und ein x0 ∈ D gegeben.1) Weiterhin seien zwei Funktionen f : D → R und
g : D → R gegeben. Es gelte g(x) 6= 0 fu¨r alle x ∈ D, die 0 < |x− x0| < r
fu¨r ein r > 0 erfu¨llen. Man sagt, f ist von der Ordnung klein o von g fu¨r
x→ x0, falls
lim
x→x0
f(x)
g(x) = 0 (A.8)
fu¨r alle x ∈ {x ∈ D | |x− x0| < r} erfu¨llt ist. Abgeku¨rzt schreibt man
f(x) = o
(
g(x)
)
fu¨r x→ x0. (A.9)
Dagegen heißt es, f ist von der Ordnung groß O von g fu¨r x → x0, falls
C, r > 0 existieren, sodass
|f(x)| ≤ C|g(x)| (A.10)
fu¨r alle x ∈ {x ∈ D | |x− x0| < r} erfu¨llt ist. Abgeku¨rzt schreibt man
f(x) = O(g(x)) fu¨r x→ x0. (A.11)
1)Der Abschluss D einer Menge D ist die Vereinigung des Inneren der Menge und ihres
Randes [87].
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Im Rahmen der Diskussion in Abschnitt 4.5 ist Barbalats Lemma
nu¨tzlich [103, Kap. 8.3]. Hierzu heißt eine Funktion x(t) gleichma¨ßig stetig
auf dem Intervall [0,∞), falls
∀ > 0 ∃δ > 0: ∀t1, t2 ∈ [0,∞) : |t2 − t1| < δ ⇒ |x(t2)− x(t1)| <  (A.12)
erfu¨llt wird [176, Abschn. 4.2.2]. Ist eine Funktion x(t) auf dem Intervall
[0,∞) differenzierbar und ist ihre Ableitung x˙(t) dort beschra¨nkt, d. h.,
die Ungleichung |x˙(t)| < M wird fu¨r ein M > 0 und alle t ∈ [0,∞) erfu¨llt,
so ist x(t) gleichma¨ßig stetig. Vor diesem Hintergrund formuliert man:
Lemma A.2 (Barbalats Lemma, [103]). Es sei x(t) : [0,∞) → R ei-
ne gleichma¨ßig stetige Funktion auf dem Intervall [0,∞). Angenom-
men es existiert ein endlicher Grenzwert von limt→∞
∫ t
0 x(t) dt, dann gilt
limt→∞ x(t) = 0.
A.2 Lo¨sungen statischer
Optimierungsprobleme
In der Literatur dienen Ausfu¨hrungen zu Lo¨sungen statischer Optimie-
rungsprobleme oftmals als Einstieg in die Variationsrechnung und damit
in die Lo¨sung dynamischer Optimierungsprobleme wie der Bestimmung
einer optimalen Regelung (siehe bspw. [13, 39, 62, 119]). Dies motiviert
auch die folgenden Erla¨uterungen, die gro¨ßtenteils auf [13, 31, 39] basieren
und die notwendige und hinreichende Optimalita¨tsbedingungen einfu¨hren
sowie analysieren.
A.2.1 Unbeschra¨nkte statische Optimierungsprobleme
Zuna¨chst wird das unbeschra¨nkte statische Optimierungsproblem
min
z∈Rn
f(z) (A.13)
betrachtet. Hier sei f(z) : Rn → R eine zweimal stetig differenzierbare
Gu¨tefunktion und z die Optimierungsvariable. Existiert eine globale opti-
male Lo¨sung z∗, so nimmt die Gu¨tefunktion an dieser Stelle ihr globales
Minimum an: f(z∗) ≤ f(z), ∀z ∈ Rn. Ist die strikte Ungleichung unter
der zusa¨tzlichen Bedingung z 6= z∗ immer erfu¨llt, so ist die Lo¨sung z∗
eindeutig. Dahingegen spricht man von einer lokalen optimalen Lo¨sung
z∗, falls die Gu¨tefunktion auf einer zugeho¨rigen offenen und nicht leeren
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Teilmenge D = {z ∈ Rn | ‖z − z∗‖2 < ,  > 0} ⊂ Rn ein Minimum
annimmt: f(z∗) ≤ f(z), ∀z ∈ D.
In beiden Fa¨llen erfu¨llt eine existierende optimale Lo¨sung z∗ die wohl
bekannten notwendigen Optimalita¨tsbedingungen erster Ordnung
∂f(z)
∂z
∣∣∣∣
z∗
= 0 (A.14)
und zweiter Ordnung
∂2f(z)
∂z2
∣∣∣∣
z∗
 0. (A.15)
Die erste besagt, dass der Gradient im Minimum verschwindet und die
zweite fordert, dass die Hesse-Matrix der Gu¨tefunktion positiv semidefinit
ist. Um das statische Optimierungsproblem zu lo¨sen, ko¨nnen mithilfe dieser
Bedingungen auch Kandidaten fu¨r optimale Lo¨sungen bestimmt werden.
Ist fu¨r einen Kandidaten die hinreichende Optimalita¨tsbedingung
∂2f(z)
∂z2
∣∣∣∣
z∗
 0 (A.16)
erfu¨llt, so liegt ein lokales Minimum vor.
Die Bedeutung dieser Optimalita¨tsbedingungen kann leicht veranschau-
licht werden. Dazu wird eine sogenannte Variation δz ∈ Rn eingefu¨hrt
und eine Abweichung z = z∗ + δz von einem lokalen Minimum z∗ mit
variablem Skalar  ∈ R betrachtet. Nun wird die Gu¨tefunktion an der
Stelle z∗ und somit im Punkt  = 0 in einer Taylorreihe entwickelt:
f(z) = f(z∗) + ∂f(z)
∂z
∣∣∣∣T
=0
δz + 22 δz
T
(
∂2f(z)
∂z2
∣∣∣∣
=0
)
δz + o(2). (A.17)
Wird || als hinreichend klein angenommen, dann kann das Restglied ver-
nachla¨ssigt werden, da lim||→0 o(
2)
2 = 0. Unter Verwendung der notwen-
digen Bedingungen folgt
f(z)− f(z∗) ≈ 22 δzT
(
∂2f(z)
∂z2
∣∣∣∣
z∗
)
δz ≥ 0. (A.18)
D. h., es gilt f(z)−f(z∗) ≥ 0 in jeder hinreichend kleinen UmgebungD von
z∗. Die Bedingung erster Ordnung (A.14) garantiert daher, dass der in δz
lineare Term verschwindet und ein Extremum oder ein Sattelpunkt vor-
liegen kann. Dass es sich potentiell um ein Minimum handelt, wird durch
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die zweite notwendige Bedingung (A.15) sichergestellt. Mittels der hinrei-
chenden Bedingung (A.16) folgert man schließlich, dass f(z)− f(z∗) > 0,
∀z ∈ D \ {z∗}, und ein eindeutiges lokales Minimum an der Stelle z∗ ist
verifiziert.
A.2.2 Beschra¨nkte statische Optimierungsprobleme
Im Falle des beschra¨nkten statischen Optimierungsproblems
min
z∈Rn
f(z) (A.19)
u.d.Nb.: h(z) = 0 (A.20)
muss eine optimale Lo¨sung z∗ zusa¨tzlich die Nebenbedingungen hi(z∗) =
0 fu¨r alle i = 1, . . . ,m erfu¨llen, wobei h(z) : Rn → Rm zweifach stetig
differenzierbar sei. Um die Nebenbedingungen zu beru¨cksichtigen, wird
die Methode der Lagrange-Multiplikatoren angewendet. Dazu fu¨hrt man
die Lagrange-Funktion
L(z,φ) := f(z) + φTh(z) (A.21)
mit den Lagrange-Multiplikatoren φ ∈ Rm ein.
Es sei z∗ eine (lokale) optimale Lo¨sung, sodass die Nebenbedingungen
h(z∗) = 0 erfu¨llt sind und die Jacobi-Matrix ∂h(z)∂z
∣∣
z∗ vollen Rang m
aufweist. Dann existiert nach [31] ein eindeutiger Multiplikator φ∗, sodass
die notwendigen Optimalita¨tsbedingungen erster Ordnung
∂L(z,φ)
∂z
∣∣∣∣
z∗,φ∗
= 0 (A.22)
und zweiter Ordnung erfu¨llt sind. Letztere verlangt, dass
δzT
(
∂2L(z,φ)
∂z2
∣∣∣∣
z∗,φ∗
)
δz ≥ 0 (A.23)
fu¨r jedes δz ∈ Rn, sodass ∂h(z)∂z
T∣∣
z∗δz = 0 gilt. Wie fu¨r das unbeschra¨nkte
Problem, ist auch hier die zweite Bedingung (A.23) hinreichend, falls die
strikte Ungleichung (> statt ≥) immer gewa¨hrleistet ist sofern δz 6= 0.
Fu¨r eine formale Herleitung sei auf [31, Kap. 3] verwiesen.
Wie zuvor sollen die Optimalita¨tsbedingungen veranschaulicht wer-
den. Dabei wird allerdings auf eine Trennung von abha¨ngigen und un-
abha¨ngigen Variablen verzichtet, die u¨blicherweise durchgefu¨hrt wird, wie
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z. B. in [13, 31, 39]. Im Gegensatz zum unbeschra¨nkten Fall muss z aber
auch die Nebenbedingung h(z) = 0 erfu¨llen. Es wird daher eine Abwei-
chung z = z∗ + δz + o() mit der Variation δz ∈ Rn, einem beliebigem
Skalar  ∈ R und einem nicht na¨her spezifizierten Restglied von der Ord-
nung2) o() betrachtet. Da || beliebig klein gewa¨hlt werden kann, folgt
aus der Taylorentwicklung
h(z) = h
(
z∗ + δz + o()
)
= ∂h(z)
∂z
∣∣∣∣T
=0
δz + o() = 0, (A.24)
der Funktion h(z) im Punkt  = 0 in der Nebenbedingung, dass
∂h(z)
∂z
∣∣∣∣T
=0
δz = 0 (A.25)
gelten muss. Als eine Konsequenz der Nebenbedingung (A.20) ist die Va-
riation δz ∈ Rn demnach nicht mehr frei wa¨hlbar, sondern unterliegt der
Beschra¨nkung (A.25).
Trivialerweise genu¨gt die Differenz der Gu¨tefunktionen
f(z)− f(z∗) = L(z,φ∗)− L(z∗,φ∗). (A.26)
Die Entwickelung der Differenz in einer Taylorreihe an der Stelle z∗ bzw.
im Punkt  = 0 resultiert in3)
f(z)− f(z∗) = ∂L(z,φ
∗)
∂z
∣∣∣∣T
=0
δz + 22 δz
T
(
∂2L(z,φ∗)
∂z2
∣∣∣∣
=0
)
δz + o(2).
(A.27)
Wird || hinreichend klein gewa¨hlt und die notwendigen Bedingungen ers-
ter Ordnung (A.22) und zweiter Ordnung (A.23) angewendet, dann gilt
f(z)− f(z∗) ≈ 
2
2 δz
T
(
∂2L(z,φ∗)
∂z2
∣∣∣∣
z∗
)
δz ≥ 0 (A.28)
fu¨r jedes δz, das (A.25) erfu¨llt. Daraus folgt, dass in jeder hinreichend
kleinen Umgebung D von z∗, in der h(z) = 0 gilt, f(z) − f(z∗) ≥ 0 si-
chergestellt ist. Die Schlussfolgerungen zur Bedeutung der beiden notwen-
digen Bedingungen als auch der hinreichenden ko¨nnen nun vo¨llig analog
zum Fall des unbeschra¨nkten Optimierungsproblems erfolgen.
2)Siehe Definition A.4 in Anhang A.1.
3)Der U¨bersichtlichkeit halber wurde stillschweigend die notwendige Bedingung erster
Ordnung (A.22) angewendet, um den Einfluss des Restglieds von z = z∗ + δz+ o()
auf die Koeffizienten von 2 zu eliminieren.
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B.1 Steuerbarkeit, Stabilisierbarkeit,
Beobachtbarkeit und Entdeckbarkeit
Fu¨r die entsprechenden Definitionen der Begriffe Steuerbarkeit und Beob-
achtbarkeit sei auf [123, Kap. 3] und [155, Kap. 3] verwiesen.
Gegeben sei das System (C,A,B) mit A ∈ Rn×n. Ein Eigenwert der
Systemmatrix λ ∈ σ(A) heißt steuerbar, falls
rang
([
λI −A B]) = n (B.1)
erfu¨llt wird [155]. Das Paar (A,B) ist genau dann vollsta¨ndig steuerbar,
wenn alle Eigenwerte λ ∈ σ(A) steuerbar sind. Dies ist bekannt als Steu-
erbarkeitskriterium von Hautus, siehe [123]. Angenommen nicht jeder Ei-
genwert ist steuerbar. Gilt die Bedingung (B.1) aber zumindest fu¨r alle
λ ∈ σ(A) mit Re{λ} ≥ 0, dann heißt das System stabilisierbar [155].
Analog heißt ein Eigenwert λ ∈ σ(A) beobachtbar, falls
rang
([
λI −A
C
])
= n (B.2)
gilt. Das System ist genau dann vollsta¨ndig beobachtbar, wenn alle Eigen-
werte λ ∈ σ(A) beobachtbar sind. Dies heißt auch Beobachtbarkeitskri-
terium von Hautus, siehe [123]. Sind nicht alle Eigenwerte beobachtbar,
aber gilt die Bedingung (B.2) zumindest fu¨r alle λ ∈ σ(A) mit Re{λ} ≥ 0,
dann heißt das System entdeckbar [155].
B.2 Zerlegung nicht vollsta¨ndig steuerbarer
bzw. beobachtbarer Systeme
Es sei ein System (C,A,B) gegeben. Angenommen (A,B) ist nicht
vollsta¨ndig steuerbar, d. h., nicht alle Eigenwerte sind steuerbar, aber min-
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destens einer ist es. Dann existiert nach [123, Kap. 3.1] und [84, Abschn.
3.8.11] immer eine Zerlegung des Systems[
x˙1
x˙2
]
=
[
A11 A12
0 A22
] [
x1
x2
]
+
[
B1
0
]
u, (B.3)
sodass (A11,B1) vollsta¨ndig steuerbar ist.
Angenommen (C,A) ist nicht vollsta¨ndig beobachtbar. D. h. wenigstens
ein Eigenwert ist beobachtbar, jedoch nicht alle. Es existiert nach [84,
Abschn. 3.8.12] immer eine Zerlegung:[
x˙1
x˙2
]
=
[
A11 0
A21 A22
] [
x1
x2
]
+
[
B1
B2
]
u, (B.4)
y =
[
C1 0
] [x1
x2
]
(B.5)
sodass (C1,A11) vollsta¨ndig beobachtbar ist.
Beide Zerlegungen ko¨nnen durch eine Zustandstransformation gewon-
nen werden [84, 123]. Fu¨r ein System der Ordnung n ∈ N besteht die
Transformationsmatrix dabei aus den linear unabha¨ngigen Spalten der
Steuerbarkeitsmatrix
MS =
[
B AB . . . An−1B
]
(B.6)
bzw. den linear unabha¨ngigen Zeilen der Beobachtbarkeitsmatrix
MB =

C
CA
...
CAn−1
 (B.7)
und weiteren beliebigen, linear unabha¨ngigen Spalten bzw. Zeilen, sodass
die Transformationsmatrix regula¨r ist.
B.3 Invariante Nullstellen
Die folgenden Erla¨uterungen zu invarianten Nullstellen und vieles daru¨ber
Hinausgehende ko¨nnen z. B. [53, 137, 144] entnommen werden. Eine kom-
pakte U¨bersicht bietet auch [162, Kap. 3.3]. Detaillierte Ausfu¨hrungen zu
u¨ber- und unteraktuierten Systemen sind in [53] zu finden.
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Zuna¨chst sei fu¨r ein System (C,A,B,D) mit der Ordnung n, m Stell-
gro¨ßen sowie p Ausga¨ngen die Rosenbrocksche SystemmatrixRs (s) : C→
C(n+p)×(n+m) durch
Rs (s) :=
[
sI −A −B
C D
]
(B.8)
definiert. Das System sei nicht degeneriert.1) Es heißt λz ∈ C eine inva-
riante Nullstelle des Systems (C,A,B,D), falls die folgende Bedingung
erfu¨llt wird:
rang (Rs (λz)) < n+ min(m, p). (B.9)
Fu¨r ein SISO-System, fu¨r das m = p = 1 zutrifft, entspricht λz ei-
ner Nullstelle des Za¨hlerpolynoms der U¨bertragungsfunktion des Systems
(C,A,B,D). Daraus leitet sich der Begriff der Nullstelle ab. Fu¨r MIMO-
Systeme ist er, wie folgt, zu verstehen: Es seien Vektoren zx ∈ Cn und
zu ∈ Cm gegeben, die
Rs (λz)
[
zx
zu
]
= 0 (B.10)
erfu¨llen. Dann bleibt der Ausgang y des Systems fu¨r den Anfangswert
x0 = zx und unter der Anregung u(t) = zueλzt auf dem Intervall [0,∞)
in Ruhe: y(t) ≡ 0. Bezogen auf die invariante Nullstelle λz heißen die
Vektoren zx und zu die Zustands- bzw. Eingangsrichtung und beide bilden
gemeinsam die nichttriviale Nullstellenrichtung zT =
[
zTx z
T
u
] 6= 0.
Die Nullstelle λz wird als invariant bezeichnet, da sie beispielsweise
durch eine beliebige Zustandsru¨ckfu¨hrung u = −Kx+ v mit K ∈ Rm×n
und einem neuen Eingang v unvera¨ndert bleibt. D. h., λz ist auch eine
Nullstelle des Systems
(C −DK,A−BK,B,D). (B.11)
B.4 Transitionsmatrix und adjungiertes
System
Die Ausfu¨hrungen entstammen [13, Abschnitt 3-20 und 3-25]. Gegeben sei
ein zeitvariantes System
x˙ = A(t)x (B.12)
1)Ein System heißt degeneriert, wenn fu¨r n+1 beliebige, unterschiedliche Skalare s ∈ R
die Bedingung rang (Rs (s)) < n+ min(m, p) erfu¨llt wird [144].
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mit der stetigen Funktion A(t) : I → Rn×n auf dem Zeitintervall I ⊆ R.
Dann heißt Φ(t, t0) : I × I → Rn×n die Transitionsmatrix des Systems
(B.12), falls
Φ˙(t, t0) = A(t)Φ(t, t0) (B.13)
und Φ(t0, t0) = I fu¨r ein gegebenes t0 ∈ I erfu¨llt werden. Sie hat die
folgenden Eigenschaften:
det(Φ(t, t0)) 6= 0 ∀t0, t ∈ I, (B.14a)
Φ(t2, t1)Φ(t1, t0) = Φ(t2, t0) ∀t0, t1, t2 ∈ I, (B.14b)
Φ(t0, t)Φ(t, t0) = I ∀t0, t ∈ I. (B.14c)
Nach der ersten Eigenschaft ist sie invertierbar auf dem gesamten Intervall
I. Mittels der zweiten Eigenschaft fu¨r t2 = t0 und Φ(t0, t0) = I resultiert
die dritte Eigenschaft. Die Inverse ist demnach
Φ(t, t0)−1 = Φ(t0, t). (B.15)
Mit der bekannten Transitionsmatrix Φ(t, t0) = eA(t−t0) zur konstanten
Funktion A(t) = A lassen sich diese Eigenschaften vergegenwa¨rtigen.
Das System
z˙ = −A(t)Tz (B.16)
ist das zu (B.12) adjungierte System. Sei Ψ(t, t0) die zugeho¨rige Transiti-
onsmatrix, die folglich
Ψ˙(t, t0) = −A(t)TΨ(t, t0) (B.17)
und Ψ(t0, t0) = I erfu¨llt. Dann gilt der Zusammenhang
Ψ(t, t0) = Φ(t0, t)T (B.18)
bzw. Φ(t, t0)TΨ(t, t0) = I. Dies kann bewiesen werden, indem man fest-
stellt, dass Φ(t0, t0)TΨ(t0, t0) = I, und anschließend zeigt, dass
d
dt
(
Φ(t, t0)TΨ(t, t0)
)
= 0. (B.19)
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B.5 Positiv definite Lo¨sung der Riccatischen
Matrixdifferenzialgleichung
Hier wird gezeigt, dass die Lo¨sung P T (t) der Riccatischen Matrixdifferen-
zialgleichungen unter einer Annahme zur Beobachtbarkeit positiv definit
ist. Hierzu wird die Minimierung von
J0,T
(
x0,u(·)
)
= 12
T∫
0
(
xTQx+ uTRu
)
dt (B.20)
mit Q  0 und R  0 unter der Systemdynamik x˙ = Ax+Bu und der
Annahme B.1. Fu¨r ein W gegeben durch W TW = Q ist das Paar
(W ,A) vollsta¨ndig beobachtbar.
betrachtet. Eine solche Annahme wird in der Literatur meist nur in
Verbindung mit T →∞ untersucht. Daher wird folgender Satz bewiesen:
Satz B.1. Es sei Annahme B.1 erfu¨llt. Die eindeutige Lo¨sung P T (t) von
− P˙ T = P TA+ATP T − P TBR−1BTP T +Q (B.21)
fu¨r P T (T ) = 0 und ein gegebenes T > 0 ist symmetrisch und erfu¨llt
P T (t)  0 fu¨r alle t ∈ [0, T ).
Beweis. Aus der u¨blichen Literatur, wie [34, Theorem 4.5], geht die Ein-
deutigkeit und Symmetrie von P T (t) hervor sowie, dass P T (t) positiv
semidefinit ist fu¨r alle t ∈ [0, T ]. Nach [6, Abschnitt 2.3] sind fu¨r jedes
t0 ∈ [0, T ) und jedes x(t0) die minimalen Kosten J∗(t0,x(t0)) zum Kos-
tenfunktional Jt0,T
(
x(t0),u(·)
)
durch
J∗(t0,x(t0)) = 12x(t0)
TP T (t0)x(t0) (B.22)
gegeben. Angenommen es gibt ein t0 ∈ [0, T ), sodass P T (t0) ledig-
lich positiv semidefinit ist. Dann gibt es immer ein x(t0) 6= 0, fu¨r das
J∗(t0,x(t0)) = 0 gilt. Die optimalen Kosten ko¨nnen wegen R  0 of-
fensichtlich nur dann gleich null sein, wenn die optimale Regelung durch
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u∗T (t) = 0 fu¨r alle t ∈ [t0, T ] bestimmt ist. Dadurch folgt, dass auch
x∗T (t) = eA(t−t0)x(t0) vorliegt. Somit muss aber
1
2x(t0)
TP T (t0)x(t0) = 12x(t0)
T
( T∫
t0
eA
T(t−t0)QeA(t−t0) dt
︸ ︷︷ ︸
W b(t0,T )
)
x(t0) = 0
(B.23)
erfu¨llt sein. Jedoch ist die Gramsche Beobachtbarkeitsmatrix W b(t0, T )
wegen Annahme B.1 fu¨r t0 < T positiv definit, vergleiche hierzu [84, Ab-
schnitt 3.8], was zu einem Widerspruch fu¨hrt.
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C Anhang zu Kapitel 2
C.1 Herleitungen zu Abschnitt 2.4.2
Die notwendigen Optimalita¨tsbedingungen fu¨r das optimale Regelungs-
problem 2.1 mit vorgegebenem Endwert und der Annahme 2.1 zur Steu-
erbarkeit sind in [39, Abschnitt 2.4] zu finden. Unter Beru¨cksichtigung der
Zeittransformation tˆ = T − t in Abschnitt 2.4.2 sind die Bedingungen
(2.52a) und (2.52b)
0 = ∂H(x,u,φT , t)
∂u
∣∣∣∣
∗
(C.1a)
φ˙T = −
∂H(x,u,φT , t)
∂x
∣∣∣∣
∗
(C.1b)
fu¨r die Hamilton-Funktion
H
(
x̂, û, φ̂
)
= 12
(
x̂TQxx̂+ û
TRû
)
+ φ̂
T
(−Ax̂−Bû) (C.2)
notwendig. Die Transversalita¨tsbedingung (2.52c) wird jedoch vollsta¨ndig
durch die Bedingung x(T ) = xT ersetzt.
Fu¨r die optimale Regelung gilt somit û∗T (tˆ) = R−1BTφ̂(tˆ). Analog zu
Abschnitt 2.3.2 wird dann das zugeho¨rige Hamiltonsche System bestimmt:[
˙̂x∗T
˙̂
φ
]
=
[ −A −BR−1BT
−Qx AT
] [
x̂∗T
φ̂
]
(C.3)
mit den Randbedingungen x̂(0) = xT und x̂(T ) = x0. Fu¨r dieses existiert
immer eine eindeutige Lo¨sung x̂∗T (tˆ) und φ̂(tˆ). Letztere wird im Folgen-
den analytisch berechnet. Hierzu wird hier eine kompaktere Variante der
Sweep-Methode als in [39, Abschnitt 5.3] verwendet. Der Ansatz lautet
φ̂(tˆ) = P̂ T (tˆ)x̂∗T (tˆ) + Φ̂(T, tˆ)Tν (C.4)
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fu¨r ν ∈ Rn, wobei P̂ T (tˆ) und die Transitionsmatrix1) Φ̂(tˆ, T ) wie in Ab-
schnitt 2.4.2 gewa¨hlt werden. Der Ansatz wird in das Hamiltonsche Sys-
tem eingesetzt, um zu u¨berpru¨fen, ob dieser gu¨ltig ist. In der Ableitung
des Kozustandes ˙̂φ ersetzt man ˙̂P T (tˆ) durch (2.89) und ˙̂x
∗
T mittels (C.3)
und erha¨lt dann die folgende Bedingung an Φ̂(tˆ, T ):
˙̂Φ(T, tˆ)T = −(−A−BR−1BTP̂ T (tˆ))TΦ̂(T, tˆ)T. (C.5)
Hierbei handelt es sich offenbar um das zu (2.90) adjungierte System. Da
Φ̂(tˆ, T ) die Transitionsmatrix des Systems (2.90) ist, ist nach Anhang B.4
somit Φ̂(T, tˆ)T = (Φ̂(tˆ, T )−1)T die Transitionsmatrix des adjungierten Sys-
tems. Daher erfu¨llt Φ̂(tˆ, T ) die Bedingung (C.5). Folglich fu¨hrt der Ansatz
(C.4) auf eine mo¨gliche Lo¨sung von (C.3), fu¨r die noch die Randbedingun-
gen gepru¨ft werden mu¨ssen. Der zeitvariante geschlossenen Regelkreise ist
durch (C.3) und (C.4) festgelegt. Fu¨r seine Zeitlo¨sung muss daher gelten:
x̂∗T (T ) = Φ̂(T, 0)xT −
T∫
0
Φ̂(T, tˆ)BR−1BTΦ̂(T, tˆ)T dtˆ
︸ ︷︷ ︸
Ŵ s(T,0)
·ν != x0. (C.6)
Hierbei wurde ausgenutzt, dass die Transitionsmatrix des geschlossen Re-
gelkreises durch Φ̂(tˆ, 0) mit (2.90) fu¨r Φ̂(0, 0) = I gegeben ist. Die
gewichtete Gramsche Steuerbarkeitsmatrix Ŵ s(T, 0) ist aufgrund der
vollsta¨ndigen Steuerbarkeit fu¨r jedes T > 0 positiv definit, siehe S. 45.
Daher kann man (C.6) nach ν auflo¨sen und erha¨lt (2.91), wodurch (C.6)
fu¨r beliebige, gegebene x0 und xT erfu¨llt wird.
Zusammengefasst erfu¨llt die Lo¨sung
(
x̂∗T (·), û∗T (·)
)
fu¨r û∗T (·) aus (2.88)
die notwendigen Optimalita¨tsbedingungen aus [39, Abschnitt 2.4] fu¨r be-
liebige x0 und xT . Zum Nachweis der Optimalita¨t kann die Variations-
rechnung wie in Abschnitt 2.3.2 angewendet werden. Es ist lediglich zu
beachten, dass die Variationen wegen der Randbedingungen x̂(0) = xT
und x̂(T ) = x0 sowohl δx̂(0) = 0 als auch δx̂(T ) = 0 erfu¨llen mu¨ssen. Fu¨r
die erste Variation in (2.48) ist daher ersichtlich, dass δ1Ĵ∗T
(
δû(·)) = 0
zutrifft, obwohl mo¨glicherweise φ̂(T ) 6= 0. Deshalb resultiert auch hier
Ĵ0,T
(
xT ,x0, û(·)
)− Ĵ0,T (xT ,x0, û∗T (·)) = 22 δ2Ĵ∗T (δû(·)). (C.7)
1)Es sei an die Eigenschaft Φ̂(tˆ, T )−1 = Φ̂(T, tˆ) aus Anhang B.4 erinnert.
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Die zweite Variation δ2Ĵ∗T
(
δû(·)) entspricht (2.73), wenn man CTQC
durch Qx ersetzt. Der Nachweis der Optimalita¨t fu¨r beliebige x0 und xT
erfolgt daher analog zum Beweis von Satz 2.1, S. 41.
Die Herleitung der optimalen Kosten (2.93), die identisch zu den Kos-
ten Ĵ0,T
(
xT ,x0, û
∗
T (·)
)
sind, wird abschließend skizziert. Hierzu wird die
optimale Regelung (2.88) in Ĵ0,T
(
xT ,x0, û
∗
T (·)
)
eingesetzt und Qx mittels
der Matrixdifferenzialgleichung (2.89) ausgetauscht. Mithilfe der Dynamik
des geschlossenen Regelkreises, die sich nach Einsetzen von (C.4) in die
obere Zeile von (C.3) ergibt, ko¨nnen dann entsprechende Terme durch ˙̂x∗T
substituiert werden. Nach dem Zusammenfassen zu ddtˆ x̂
∗T
T P̂ T (tˆ)x̂
∗
T mittels
der Produktregel und Verwendung der gewichteten Gramschen Steuerbar-
keitsmatrix Ŵ s(T, 0) ko¨nnen die Integrale berechnet werden. Ersetzt man
anschließend ν durch (2.91) und nutzt P̂ T (T ) = 0, so gelangt man letzt-
endlich zu J∗0,T
(
x0,xT
)
in (2.93).
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Die Beweisfu¨hrung erfolgt analog zu [76, Theorem 4.2], wie vor Satz 2.3
beschrieben. Sie wird um den Aspekt erweitert, dass fu¨r das linear-
quadratische Folgeregelungsproblem immer µ > 0 in den Bedingun-
gen (2.95) gewa¨hlt werden kann. Hierzu wird im Beweis zuna¨chst die
vollsta¨ndige Steuerbarkeit von (A,B) vorausgesetzt und im Anschluss das
Entfallen dieser Annahme untersucht.
Beweis zu Satz 2.3. Wenn die Lo¨sung
(
x∗(·),u∗(·)) eines der Optima-
lita¨tskriterien aus Definition 2.3 erfu¨llt, dann ist sie in jedem Fall endlich
optimal und lo¨st daher das Problem 2.2 fu¨r beliebige T > 0. Es sei zuna¨chst
angenommen, dass das Paar (A,B) vollsta¨ndig steuerbar ist. Unter die-
ser Annahme sind die notwendigen Bedingungen fu¨r das Problem 2.2 u¨ber
einen Horizont [0, T ] aus [39, Abschnitt 2.4] bekannt. Unter Einfu¨hrung ei-
nes beliebigen Skalierungsfaktors µ̂T > 0, der im Laufe der Beweisfu¨hrung
beno¨tigt wird, lauten diese
˙̂
φT = −
∂Ĥ
(
x,u, φ̂T , µ̂T , t
)
∂x
∣∣∣∣
∗
, (C.8a)
0 =
∂Ĥ
(
x,u, φ̂T , µ̂T , t
)
∂u
∣∣∣∣
∗
(C.8b)
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mit dem Kozustand φ̂T (t) : [0, T ]→ Rn, der skalierten Hamilton-Funktion
Ĥ(x,u, φ̂T , µ̂T , t) =
µ̂T
2
(
(y−y)TQ(y−y)+uTRu)+φ̂TT (Ax+Bu+Edx)
(C.9)
und der Endwertbedingung x(T ) = x∗(T ). Die Endwertbedingung ist fu¨r
die endliche optimale Lo¨sung
(
x∗(·),u∗(·)) trivialerweise bereits erfu¨llt
und muss nicht weiter beru¨cksichtigt werden. Die verbleibenden Bedin-
gungen sind bekannterweise invariant bezu¨glich einer solchen Skalierung
der Hamilton-Funktion (siehe z. B. [74, 76] oder Fußnote 16), S. 47, im Ab-
schnitt 2.5.1). Da µ̂T > 0 beliebig gewa¨hlt werden kann, ist es o. B. d. A.
mo¨glich zu fordern, dass ∥∥∥ [µ̂T φ̂T (0)T] ∥∥∥2 = 1 (C.10)
erfu¨llt2) wird. Um nun mithilfe von (C.8) die Bedingungen fu¨r endliche
Optimalita¨t herzuleiten, wird der U¨bergang T →∞ im Folgenden genauso
wie in [76] vollzogen. Aufgrund von (C.10) ist sowohl µ̂T als auch φ̂T (0)
beschra¨nkt fu¨r jedes T ∈ [0,∞). Wie in [74, Beweis von Theorem 3.67]
angemerkt, existieren daher nach dem Satz A.1 von Bolzano-Weierstraß,
S. 215, konvergente Teilfolgen
lim
i→∞
µ̂Ti = µ̂, (C.11a)
lim
i→∞
φ̂Ti(0) = φ̂(0) (C.11b)
fu¨r Sequenzen (Ti)i∈N mit T1 < T2 < . . ., wobei µ̂ ≥ 0 wegen µ̂Ti > 0,∥∥∥ [µ̂ φ̂(0)T] ∥∥∥
2
= 1 aufgrund von (C.10) und limi→∞ Ti = ∞ gelten.
Weiterhin sei φ̂(t) die eindeutige Lo¨sung von
˙̂
φ = −∂Ĥ
(
x,u, φ̂, µ̂, t
)
∂x
∣∣∣∣
∗
(C.12)
zum Anfangswert φ̂(0) auf dem Intervall [0,∞). Da die Lo¨sung φ̂Ti(t)
der linearen Differenzialgleichung (C.8a) stetig von ihrem Anfangswert
φ̂Ti(0) und dem Skalierungsfaktor µ̂Ti abha¨ngt, folgt limi→∞ φ̂Ti(t) = φ̂(t)
2)Falls (C.8) fu¨r µ̂T und φ̂T erfu¨llt sind, dann auch fu¨r
µ̂T
γ
und φ̂T
γ
mit γ =
√
µ̂2T + φ̂
2
T ,
vergleiche hierzu [76].
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nach [76]. Aus der Linearita¨t von (C.8b) bezu¨glich φ̂Ti und µ̂Ti resultiert
daru¨ber hinaus nach der Grenzwertbildung, dass
0 =
∂Ĥ
(
x,u, φ̂, µ̂, t
)
∂u
∣∣∣∣
∗
. (C.13)
Soweit wurde gezeigt, dass die Existenz von µ̂ ≥ 0 und φ̂(0), sodass (C.12)
und (C.13) von
(
x∗(·),u∗(·)) fu¨r alle t ∈ [0,∞) erfu¨llt werden, notwendig
fu¨r die endliche Optimalita¨t von
(
x∗(·),u∗(·)) fu¨r das Problem OFP∞2.1
ist.
Es wird noch nachgewiesen, dass µ̂ > 0 ebenfalls notwendig ist. Ange-
nommen, es sei µ̂ = 0, was zu
Ĥ(x,u, φ̂, 0, t) = φ̂
T
(Ax+Bu+Edx) (C.14)
fu¨hrt. Nach (C.12) erfu¨llt der Kozustand ˙̂φ = −ATφ̂ mit dem Anfangs-
wert φ̂(0) 6= 0 wegen (C.10) und ist durch φ̂(t) = e−ATtφ̂(0) eindeu-
tig bestimmt. Weiterhin fordert dann (C.13), dass φ̂(t)TB = 0 fu¨r alle
t ∈ [0,∞). Im Widerspruch dazu steht aber die vollsta¨ndige Steuerbarkeit
von (A,B). Da der Kozustand eine Lo¨sung des zu ξ˙ = Aξ adjungierten
Systems ist,3) impliziert die vollsta¨ndige Steuerbarkeit von (A,B) nach
[150, Korollar 3.5.9], dass es keine Lo¨sung φ̂(t) 6≡ 0 gibt, die φ̂(t)TB = 0
fu¨r alle t ∈ [0,∞) erfu¨llt. Folglich muss µ̂ > 0 gelten.
Nachdem man (C.12) und (C.13) durch µ̂ dividiert und φ(t) = 1/µ̂ ·
φ̂(t) substituiert, erha¨lt man die Bedingungen (2.97), die von einer endlich
optimalen Lo¨sung
(
x∗(·),u∗(·)) notwendigerweise erfu¨llt werden.
Es verbleibt lediglich nachzuweisen, dass diese ebenfalls gu¨ltig sind,
wenn (A,B) nicht vollsta¨ndig steuerbar ist. Dies sei nun angenommen
und der triviale Fall B = 0 ausgeschlossen. Es existiert immer eine Zerle-
gung der Systemdynamik (2.1a) wie in Anhang B.2:[
x˙1
x˙2
]
=
[
A11 A12
0 A22
] [
x1
x2
]
+
[
B1
0
]
u+
[
Ed1
Ed2
]
x, (C.15)
sodass (A11,B1) vollsta¨ndig steuerbar ist. Da die nicht steuerbare Dyna-
mik des Zustandes x2 nicht mehr von der Stellgro¨ße abha¨ngt, ist x2(t)
durch (C.15) und die Anfangswerte x2(0) sowie x0 eindeutig bestimmt.
Somit ist x2(t) fu¨r jede zula¨ssige Lo¨sung identisch und insbesondere ist
3)Siehe hierzu Anhang B.4.
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x2(T ) = x∗2(T ) fu¨r jedes T > 0 erfu¨llt. Die Endwertbedingung zu x2
kann demnach entfallen. Daher wa¨re es o. B. d. A. mo¨glich, die Dynamik
von x2 in das Exosystem (2.2a) zu integrieren. Die resultierenden, auf das
vollsta¨ndig steuerbare Teilsystem reduzierten Bedingungen (2.97) mu¨ssten
dann von der zula¨ssigen Lo¨sung
(
x∗1(·),u∗(·)
)
wegen der obigen Herleitung
erfu¨llt werden. Es wird noch gezeigt, dass eine solche Reduzierung der
Bedingungen nicht no¨tig ist. Betrachtet man na¨mlich das Gesamtsystem
(C.15) und zerlegt den Kozustand analog, so folgt aus (2.97a)[
φ˙1
φ˙2
]
=
[−AT11 0
−AT12 −AT22
] [
φ1
φ2
]
−
[
CT1Q
CT2Q
]([
C1 C2
] [x∗1
x∗2
]
+Ddx− y
)
(C.16)
mit den Anfangswerten φ1(0), φ2(0) und aus (2.97b) resultiert
Ru∗ +
[
BT1 0
] [φ1
φ2
]
= Ru∗ +BT1φ1 = 0. (C.17)
Auf Basis der vorangegangenen U¨berlegung sind die Bedingungen, gege-
ben durch die Dynamik von φ1(t) in (C.16) und die Gleichung (C.17),
durch
(
x∗(·),u∗(·)) erfu¨llt. Fu¨r jeden beliebigen Anfangswert φ2(0) exis-
tiert auch immer eine eindeutige Funktion φ2(t), fu¨r die die zweite Zeile
von (C.16) gu¨ltig ist. Es folgt, dass die Bedingungen (2.97a) und (2.97b) im
Satz von einer endlich optimalen Lo¨sung
(
x∗(·),u∗(·)) erfu¨llt werden.
233
D Anhang zu Kapitel 3
D.1 Herleitungen zu Abschnitt 3.4.3
Um die Transitionskosten J˜∗0,T (x0,x0) zu berechnen, werden sie zuna¨chst
als die Kostendifferenz
∆J0,T
(
x˜∗(·), u˜∗(·)) = J0,T (x0,x0,u∗(·))− J0,T (Π∗xx0,x0,F ∗x(·))
(D.1)
ausgedru¨ckt. Diese wird nun mittels der Variationsrechnung bestimmt.
Hierzu fasst man
(
x∗(·),u∗(·)) als eine Lo¨sung auf, die gema¨ß der Super-
position (3.11) durch die Variation(
δx(·), δu(·)) = (x˜∗(·), u˜∗(·)) (D.2)
aus der u¨berholend optimalen Lo¨sung
(
Π∗xx(·),F ∗x(·)
)
zum Anfangs-
wert x(0) = Π∗xx0 hervorgeht. Die Kostendifferenz kann dann a¨hnlich
zu (2.101) in Abschnitt 2.5.1 bestimmt werden. Hierbei ist allerdings zu
beachten, dass jetzt auch eine Variation δx(0) = x˜∗(0) 6= 0 des Anfangs-
wertes vorliegt, falls x0 6= Π∗xx0. Diese muss wie in (2.48) beru¨cksichtigt
werden. Es resultiert
J˜∗0,T (x0,x0)=φ(0)Tx˜
∗(0)−φ(T )Tx˜∗(T )+ 12
T∫
0
(
x˜∗TCTQCx˜∗+u˜∗TRu˜∗
)
dt.
(D.3)
Ersetzt man CTQC mittels der algebraischen Riccatigleichung (3.15) und
setzt auch das Regelgesetz u˜∗(t) = −R−1BTP x˜∗(t) ein, so kann das
Integral explizit zu − 12 x˜∗(t)TP x˜∗(t)
∣∣t=T
t=0 berechnet werden. Beru¨cksichtigt
man außerdem, dass der Kozustand nach (3.17) fu¨r die optimale Lo¨sung(
Π∗xx(·),F ∗x(·)
)
zum Anfangswert x(0) = Π∗xx0 durch φ(t) = Πφx(t)
gegeben ist, so erha¨lt man die Transitionskosten
J˜∗0,T (·)=12 x˜∗(0)TP x˜∗(0)− 12 x˜∗(T )TP x˜∗(T )+xT0 ΠTφx˜∗(0)−x(T )TΠTφx˜∗(T ).
(D.4)
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D.2 Beweis zu Lemma 3.1
Beweis zu Lemma 3.1. Vor dem Beweis der ersten Aussage (3.89) wird die
Existenz einer Konstanten MΦ > 0 nachgewiesen, sodass fu¨r die Transiti-
onsmatrix fu¨r jedes T > 0 die Schranke ‖ΦT (t, t0)‖2 ≤ MΦ gilt. Es wird
der geschlossene Regelkreis (3.88) umgeformt zu
z˙T =
(
A−BR−1BTP )zT −BR−1BTP˜ T (t)zT , (D.5)
wobei P˜ T (t) := P T (t) − P definiert sei. Es sei Acl = A − BR−1BTP .
Zu dieser Dynamik lautet die Lo¨sung fu¨r einen beliebigen Anfangswert
z(t0) = z0 wie folgt
zT (t) = eAcl(t−t0)z0 −
t∫
t0
eAcl(t−τ)BR−1BTP˜ (τ)zT (τ) dτ. (D.6)
Nach Lemma 2.1 (fu¨r Qx = CTQC) ist fu¨r ein M˜P > 0 die Ungleichung
‖P˜ T (t)‖2 ≤ M˜P e−2α(T−t) (D.7)
fu¨r jedes T > 0 und alle t ∈ [0, T ] gu¨ltig, wobei α in Lemma 2.1, S. 57,
a¨quivalent zu Lemma 3.1 definiert ist. Da Acl eine Hurwitzmatrix ist und
daher ‖eAcl(t−t0)‖2 ≤ Mcl fu¨r beliebige t ≥ t0 ≥ 0 wegen (3.87a) zutrifft,
folgt hieraus die Gu¨ltigkeit der Ungleichung
‖zT (t)‖2 ≤Mcl‖z0‖2 +
t∫
t0
MclM˜P ‖BR−1BT‖2e−2α(T−τ)︸ ︷︷ ︸
ζT (τ):=
‖zT (τ)‖2dτ.
(D.8)
Da ‖zT (t)‖2 eine stetige Funktion ist,Mcl‖z0‖2 konstant ist und die stetige
Funktion ζT (t) keine negativen Werte annimmt, ist aufgrund von (D.8)
ebenfalls die Gro¨nwall-Bellman Ungleichung
‖zT (t)‖2 ≤Mcl‖z0‖2e
(∫ t
t0
ζT (τ)dτ
)
(D.9)
gu¨ltig, siehe [19, Lemma 1 in Kap. 2] oder [103, Lemma A.1]. Es ist leicht
nachzuvollziehen, dass es ein M > 0 gibt, sodass
t∫
t0
ζT (τ)dτ ≤ M (D.10)
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fu¨r jedes T > 0, alle t0 ∈ [0, T ] und alle t ∈ [t0, T ] erfu¨llt wird. Aus (D.9)
und (D.10) folgt, dass ein MΦ > 0 existiert, sodass ‖zT (t)‖2 ≤ MΦ‖z0‖2
fu¨r jedes T > 0 und jedes z0 zutrifft. Mit der Transitionsmatrix ΦT (t, t0)
gilt wegen zT (t) = ΦT (t, t0)z0 auch ‖ΦT (t, t0)z0‖2 ≤ MΦ‖z0‖2 fu¨r jedes
z0. Mittels der Definition der Spektralnorm folgt daraus
‖ΦT (t, t0)‖2 = max
z0 6= 0
‖ΦT (t, t0)z0‖2
‖z0‖2 ≤MΦ (D.11)
fu¨r jedes T > 0, alle t0 ∈ [0, T ] und alle t ∈ [t0, T ].
Nun wird die erste Aussage (3.89) bewiesen. Es sei z(t) die Lo¨sung des
zeitinvarianten geschlossenen Regelkreises
z˙ =
(
A−BR−1BTP )z (D.12)
zum Anfangswert z0. Dann ist der Fehler
z˜T (t) := zT (t)− z(t) (D.13)
aufgrund von (D.5) die Lo¨sung der Dynamik
˙˜zT =
(
A−BR−1BTP )z˜T −BR−1BTP˜ T (t)zT (D.14)
zum Anfangswert z˜(0) = 0. Auf analogem Wege wie (D.8) wird fu¨r deren
Lo¨sung z˜T (t) die Ungleichung
‖z˜T (t)‖2 ≤
t∫
t0
MclM˜P ‖BR−1BT‖2e−2α(T−τ)‖zT (τ)‖2dτ (D.15)
hergeleitet, wobei ‖eAcl(t−t0)‖ ≤ Mcl und (D.7) verwendet werden. Nutzt
man ‖zT (t)‖2 ≤ MΦ‖z0‖2, so resultiert aus der Integration, dass ein
M˜Φ > 0 existiert, sodass fu¨r jedes z0 die Ungleichung
‖z˜T (t)‖2 ≤ M˜Φe−2α(T−t)‖z0‖2 (D.16)
fu¨r jedes T > 0, alle t0 ∈ [0, T ] und alle t ∈ [t0, T ] gilt. Aus der Definition
des Fehlers (D.13) erha¨lt man auch
z˜T (t) =
(
ΦT (t, t0)− eAcl(t−t0)
)
z0. (D.17)
Verwendet man die Definition der Spektralnorm analog zu (D.11), so re-
sultiert die Aussage (3.89) direkt aus∥∥ΦT (t, t0)− eAcl(t−t0)∥∥2 = maxz0 6= 0 ‖z˜T (t)‖2‖z0‖2 ≤ M˜Φe−2α(T−t). (D.18)
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Es folgt der Beweis der zweiten Aussage (3.90). Zuna¨chst ist mithilfe der
Entwurfsgleichungen (3.13) und (3.15) festzustellen, dass die eingefu¨hrte
Matrix Π∞ = Πφ − PΠ∗x die Sylvestergleichung
Π∞A = −(A−BR−1BTP )TΠ∞ −
(
PEd +CTQ(Dd −C)
)
(D.19)
lo¨st, siehe hierzu auch [107] oder die Vero¨ffentlichung [22]. Es sei
vT (t) := ΠT (t)x(t), (D.20a)
v∞(t) := Π∞x(t). (D.20b)
Durch Differentiation unter Einbeziehung der Matrixdifferenzialgleichung
(2.79) fu¨r ΠT (t) und der Sylvestergleichung (D.19) la¨sst sich zeigen, dass
diese Lo¨sungen der Dynamik
v˙T = −
(
A−BR−1BTP T (t)
)T
vT −
(
P T (t)Ed +CTQ(Dd −C)
)
x,
(D.21)
mit dem Endwert vT (T ) = 0 bzw. der Dynamik
v˙∞ = −
(
A−BR−1BTP )Tv∞ − (PEd +CTQ(Dd −C))x (D.22)
mit dem Anfangswert v∞(0) = Π∞x0 sind. Es ist nachvollziehbar, dass
die Lo¨sung von (D.21) zu vT (T ) = 0 ebenso durch
vT (t) =
T∫
t
ΦT (τ, t)T
(
P T (τ)Ed +CTQ(Dd −C)
)
x(τ)dτ (D.23)
gegeben ist.1) Da t0 ∈ [0, T ] in (D.11) beliebig gewa¨hlt werden kann, gilt
auch ‖ΦT (τ, t)T‖2 ≤MΦ fu¨r alle τ ∈ [t, T ]. Weiterhin folgt aus Lemma 2.1,
S. 57, dass es ein MP > 0 gibt, sodass ‖P T (t)‖2 ≤ MP fu¨r jedes T > 0
und alle t ∈ [0, T ] gilt. Bezieht man noch
‖x(t)‖2 =
∥∥eAtx0∥∥2 ≤Meαt‖x0‖2 (D.24)
fu¨r jedes x0 wegen (3.87b) mit ein, so impliziert (D.23), dass fu¨r einMv > 0
‖vT (t)‖2 ≤MveαT ‖x0‖2 (D.25)
1)Hierzu differenziert man (D.23) nach dem ”Parameter“ t unter Anwendung derLeibniz-Regel [138] und beru¨cksichtigt dabei, dass ΦT (τ, t)T die Transitionsmatrix
des zu (3.88) adjungierten Systems ist, vgl. Anhang B.4, S. 223.
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fu¨r jedes T > 0 und alle t ∈ [0, T ] erfu¨llt wird. Infolge der Dynamiken
(D.21) und (D.22) ist der Fehler
v˜T (t) := vT (t)− v∞(t) = (ΠT (t)−Π∞)x(t) (D.26)
die Lo¨sung von
˙˜vT = −ATclv˜T + P˜ T (t)BR−1BTvT (t)− P˜ T (t)Edx (D.27)
zum Endwert v˜T (T ) = −Π∞x(T ), wobei Acl = A − BR−1BTP und
P˜ T (t) = P T (t)− P wie zuvor gegeben sind. Der Fehler ist daher durch
v˜T (t) = −eATcl(T−t)Π∞x(T )
−
T∫
t
eA
T
cl(τ−t)P˜ T (τ)
(
BR−1BTvT (τ)−Edx(τ)
)
dτ (D.28)
bestimmt. Unter Verwendung von ‖eATcl(T−t)‖2 ≤ Mcle−α(T−t) nach
(3.87a) und den Ungleichungen (D.24) fu¨r x(t), (D.7) fu¨r P˜ T (t) und (D.25)
fu¨r vT (t) resultiert
‖v˜T (t)‖2 ≤M1e−α(T−t)eαT ‖x0‖2 (D.29)
+
T∫
t
e−α(τ−t)e−2α(T−τ)
(
M2eαT +M3eατ
)‖x0‖2dτ (D.30)
≤M1e−α(T−t)eαT ‖x0‖2 +M4e−α(T−t)eαT ‖x0‖2 (D.31)
≤ M˜Πeαte−(α−α)T ‖x0‖2 (D.32)
fu¨r jedes T > 0 und jedes t ∈ [0, T ], wobei M1,M2,M3,M4, M˜Π > 0
entsprechend gewa¨hlt seien. Die zweite Ungleichung ergibt sich aus der
Integration, wenn man die negativen Terme, die durch das Einsetzen der
unteren Integrationsgrenze entstehen, vernachla¨ssigt. Auf Basis der Defini-
tion von vT (t) und v∞(t) impliziert dies mit v˜T (t) = vT (t)−v∞(t) sofort
die Ungleichung (3.90).
D.3 Beweis zu Satz 3.4
Die Ungleichung (3.91a) zu x∗T (t)−x∗(t) wird mithilfe der Lo¨sungen x∗T (t)
und x∗(t) der mit u∗T (t) bzw. u∗(t) geschlossenen Regelkreise bestimmt.
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Dazu werden die Ergebnisse aus Lemma 3.1, S. 96, und dessen Beweis aus
Anhang D.2 verwendet. Auf Basis von (3.91a) folgt die Ungleichung (3.91b)
unmittelbar aus der Differenz der Regelgesetze u∗T (t) aus (2.80) und u∗(t)
aus (3.19) unter Einbeziehung von Π∞ = Πφ − PΠ∗x. Weiterhin wird
gezeigt, dass α > α durch die Eigenwertbedingungen impliziert ist, wor-
aus die Grenzwertbildung (3.93) aus den vorangegangenen Ungleichungen
(3.91) hervorgeht.
Beweis zu Satz 3.4. Bekanntlich ist x∗T (t) die Lo¨sung von (2.75) und x∗(t)
lo¨st die Systemdynamik (3.1a) fu¨r das aus (3.19) umgeformte Regelgesetz
u∗(t) = −K∗x∗(t)−BR−1BTΠ∞x(t) (D.33)
mit Π∞ = Πφ − PΠ∗x, beide zum Anfangswert x0. Mit der Transitions-
matrix ΦT (t, 0) aus Lemma 3.1 ko¨nnen diese angegeben werden
x∗T (t) = ΦT (t, 0)x0 +
t∫
0
ΦT (t, τ)
(−BR−1BTΠT (τ) +Ed)x(τ)dτ,
(D.34a)
x∗(t) = eAcltx0 +
t∫
0
eAcl(t−τ)
(−BR−1BTΠ∞ +Ed)x(τ)dτ, (D.34b)
wobei Acl = A−BR−1BTP . Definiert man
Φ˜T (t1, t0) := ΦT (t1, t0)− eAcl(t1−t0), (D.35)
dann ist der Fehler als Differenz x˜∗T (t) := x∗T (t)− x∗(t) bestimmt durch
x˜∗T (t) = Φ˜T (t, 0)x0 +
t∫
0
(
−ΦT (t, τ)BR−1BT
(
ΠT (τ)−Π∞
)
+ Φ˜T (t, τ)
(−BR−1BTΠ∞ +Ed))x(τ)dτ. (D.36)
Aus (D.11) im Beweis von Lemma 3.1 ist bekannt, dass ‖ΦT (t, 0)‖2 ≤MΦ
fu¨r jedes t ∈ [0, T ] gilt. Verwendet man nun die Ungleichungen (3.89) fu¨r
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Φ˜T (t, 0) und Φ˜T (t, τ), (3.90) fu¨r (ΠT (t)−Π∞)x(t) sowie (D.24) fu¨r x(t)
so fu¨hrt die Ungleichung
‖x˜∗T (t)‖2 ≤ ‖Φ˜T (t, 0)‖2‖x0‖2 +
t∫
0
(
M1‖ΦT (t, τ)‖2‖(ΠT (τ)−Π∞)x(τ)‖2
+M2‖Φ˜T (t, τ)‖2‖x(τ)‖2
)
dτ (D.37)
mit M1 = ‖BR−1BT‖2 und M2 = ‖Ed −BR−1BTΠ∞‖2 zu
‖x˜∗T (t)‖2 ≤ M˜Φe−2α(T−t)‖x0‖2 +
t∫
0
(
M1MΦM˜Πeατe−(α−α)T
+M2M˜ΦMe−2α(T−t)eατ
)
‖x0‖2dτ. (D.38)
Nach der Integration und der Vernachla¨ssigung der negativen Terme in-
folge der unteren Integrationsgrenze kann man die obere Schranke mit
‖x˜∗T (t)‖2 ≤ M˜Φe−2α(T−t)‖x0‖2 +
(
1
αM1MΦM˜Πe
−(α−α)T eαt
+ 1αM2M˜ΦMe
−2α(T−t)eαt
)
‖x0‖2 (D.39)
angeben. Aufgrund von α, α > 0 ist es weiterhin leicht nachzuvollziehen,
dass die Terme e−2α(T−t) und e−2α(T−t)eαt kleiner gleich e−(α−α)T eαt sind
fu¨r alle T ≥ t ≥ 0. Folglich findet man auf Basis von (D.39) immer ein
Mx := Mx(x0,x0) > 0, sodass die erste Ungleichung (3.91a) erfu¨llt wird.
Um die zweite Ungleichung (3.91b) nachzuweisen, setzt man zuna¨chst
φT (t)− φ(t) = P T (t)x˜∗T (t) + P˜ T (t)x∗(t) + (ΠT (t)−Π∞)x(t) (D.40)
auf Basis von (2.74) und (3.17) mit Π∞ = Πφ−PΠ∗x sowie mit P˜ T (t) :=
P T (t)−P an. Wegen Lemma 2.1 existiert ein MP > 0, sodass ‖P T (t)‖2 ≤
MP fu¨r jedes T > 0 und alle t ∈ [0, T ] gilt. Weiterhin ist fu¨r alle t ≥ 0 die
Ungleichung
‖x∗(t)‖2 = ‖x˜∗(t) + Π∗xx(t)‖2 ≤Mcle−αt‖x˜∗(0)‖2 + ‖Π∗xx(t)‖2 (D.41)
aufgrund der Fehlerdynamik (3.16) und (3.87a) erfu¨llt. Beru¨cksichtigt man
diese Ungleichungen sowie (D.7) fu¨r P˜ T (t), (D.24) fu¨r x(t), (3.90) fu¨r
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(ΠT (t)−Π∞)x(t) und (3.91a) fu¨r x˜∗T (t), so folgt aus (D.40) die Existenz
eines Mφ := Mφ(x0,x0) > 0, das die Ungleichung
‖φT (t)− φ(t)‖2 ≤Mφeαte−(α−α)T (D.42)
fu¨r alle T ≥ t ≥ 0 garantiert. Aus u∗T (t)−u∗(t) = −R−1BT(φT (t)−φ(t))
schließt man sofort auf die Ungleichung (3.91b).
Die beiden Resultate zur Konvergenz (3.93) werden direkt durch die
Ungleichungen (3.91) impliziert, falls fu¨r α und α aus (3.87) gilt
α > α. (D.43)
Die Eigenwertbedingung (3.92) garantiert, dass fu¨r ein  > 0
min
λ∈σ(Acl)
(−Re{λ}) > max
λ∈σ(A)
Re{λ}+ 2 (D.44)
mit Acl = A − BR−1BTP zutrifft. Das Minimum nehme den Wert
λmin > 0 an und das Maximum den Wert λmax ≥ 0. Die Bedingungen
(3.87) werden dann durch die mo¨gliche Wahl α = λmin −  > 0 und
α = λmax +  > 0 garantiert und (D.44) impliziert (D.43), da
λmin > λmax + 2 ⇔ λmin −  > λmax +  ⇔ α > α. (D.45)
Damit ist der Satz bewiesen.
D.4 Beweis zu Satz 3.6
Im Beweis wird mittels der Variationsrechnung eine untere Schranke der
Kostendifferenz ∆J0,T (·) in Abha¨ngigkeit von xT (t) − x∗T (t) bestimmt.
Mithilfe der oberen Schranke (3.101) und dem Turnpike Resultat (3.95)
aus Satz 3.5 wird auf das Ergebnis (3.102) geschlossenen.
Beweis zu Satz 3.6. Den Ausfu¨hrungen in Abschnitt 2.3.2 folgend lautet
die Kostendifferenz fu¨r die zula¨ssige Lo¨sung
(
xT (·),uT (·)
)
∆J0,T
(
δx(·), δu(·)) = 12
T∫
0
(
δxTCTQCδx+ δuTRδu
)
dt (D.46)
mit der Variation der Stellgro¨ße δu(·) = uT (·)−u∗T (·) und des Zustandes
δx(·) = xT (·)−x∗T (·), die eine Lo¨sung der Dynamik δx˙ = Aδx+Bδu zum
D.4 Beweis zu Satz 3.6 241
Anfangswert δx(0) = 0 bilden. Es wird eine untere Schranke der Kosten-
differenz in Abha¨ngigkeit von ‖δx(t)‖2 fu¨r jeden Zeitpunkt t ∈ [T1, T −T2]
bestimmt.
Fu¨r ein beliebiges t1 ∈ [T1, T−T2] wird ein optimales Regelungsproblem
auf dem Teilintervall [t1, T ] formuliert:
min
δû(·)
∆Jt1,T
(
δx̂(·), δû(·)) (D.47)
unter der Bedingung, dass
(
δx̂(·), δû(·)) die Dynamik δ˙x̂ = Aδx̂ +Bδû
zum Anfangswert δx̂(t1) = δx(t1) lo¨st. Wie aus Abschnitt 2.6 (fu¨r Qx =
CTQC) bekannt ist, sind die minimalen Kosten durch
∆J∗0,t1(·) = 12δx(t1)TP T (t1)δx(t1) (D.48)
gegeben, wobei P T (t) die Lo¨sung der Riccatischen Matrixdifferenzialglei-
chung (2.119) zum Endwert P T (T ) = 0 auf dem Intervall [t1, T ] ist. Nach
Satz B.1 ist P T (t) positiv definit wegen der Annahme 3.4. Da außerdem
t1 ≤ T − T2 und T2 > 0 gelten, geht P T (t1)  P T (T − T2)  0 aus [110,
Theorem 10] hervor. Die Eigenwerte von P T (T−T2) sind reell und positiv.
Sei λmin > 0 der kleinste Eigenwert. Dann kann eine untere Schranke fu¨r
die quadratische Form in (D.48) wie in [103, Kap. 4.4] angegeben werden:
∆J∗t1,T (·) ≥ λmin2 ‖δx(t1)‖22. (D.49)
Offensichtlich ist die gewu¨nschte untere Schranke der Kostendifferenz
(D.46) gefunden. Kombiniert man diese mit der oberen Schranke (3.101),
so folgt
λmin
2 ‖δx(t)‖22 ≤ ∆2 (D.50)
und damit auch, dass eine Konstante MJ > 0 existiert, sodass
‖xT (t)− x∗T (t)‖2 ≤MJ∆ (D.51)
fu¨r jedes t ∈ [T1, T−T2] erfu¨llt wird. Weiterhin gilt die Dreiecksungleichung
‖xT (t)−Π∗xx(t)‖2 ≤ ‖xT (t)− x∗T (t)‖2 + ‖x∗T (t)−Π∗xx(t)‖2. (D.52)
Nutzt man dies in Verbindung mit ‖x∗T (t) −Π∗xx(t)‖2 ≤  nach Satz 3.5
sowie die Ungleichung (D.51), so erha¨lt man das Ergebnis (3.102).
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D.5 Analytische Herleitung zum
Gegenbeispiel 3.2
Es seien die optimale Lo¨sung (x∗T (·), u∗T (·)) nach Satz 2.1, S. 41, und die
Lo¨sung (Π∗xx(·),−R−1BTΠφx(·)) der Systemdynamik (3.1a) zum An-
fangswert x0 = Π∗xx0 gema¨ß Satz 3.1, S. 71, gegeben. Wie bereits dis-
kutiert ist Π∗xx(·) der einzige mo¨gliche Kandidat fu¨r eine Turnpike. Es
wird analytisch gezeigt, dass die Differenz |x∗T (T − T2) − Π∗xx(T − T2)|
fu¨r jedes gegebene T2 > 0 mit wachsender La¨nge T des Horizontes immer
gro¨ßer wird und damit Π∗xx(·) die Bedingung (3.95) fu¨r eine Turnpike
nicht erfu¨llt.
Die Abweichung von der Turnpike ist δx(t) = x∗T (t) −Π∗xx(t). Die zu-
geho¨rige Abweichung der Stellgro¨ßen lautet dann
δu = u∗T − (−R−1BTΠφx) (D.53)
= −R−1BT(PT (t)x∗T + ΠT (t)x− (PΠ∗x + Π∞)x)
= −R−1BT
(
PT (t)δx+
(
PT (t)− P
)
Π∗xx+
(
ΠT (t)−Π∞
)
x
)
,
wobei der Skalar P ≈ 1,236 > 0 die algebraische Riccatigleichung (3.15)
lo¨st und Π∞ = Πφ − PΠ∗x genutzt wurde. Sie bilden eine Variation(
δx(·), δu(·)), die eine Lo¨sung der linearen Dynamik δx˙ = Aδx + Bδu
mit A = −1 und B = 1 ist. Durch das Einsetzen von δu in die Dynamik
erha¨lt man
δx˙ =
(− 1− PT (t))δx− ((PT (t)− P )Π∗x + (ΠT (t)−Π∞))x (D.54)
mit BR−1BT = 1. Es ist dann mo¨glich, die Abweichung δx(t) auf einem
Intervall [T1, T − T2] mit T1, T2 > 0 sowie T > T1 + T2 durch
x∗T (T − T2)−Π∗xx(T − T2) = ΦT (T − T2, T1)
(
x∗T (T1)−Π∗xx(T1)
)
−
T−T2∫
T1
ΦT (T − T2, t)
((
PT (t)− P
)
Π∗x +
(
ΠT (t)−Π∞
))
x(t) dt (D.55)
zu berechnen, wobei ΦT (t, T1) die Transitionsmatrix zu (3.88) ist und
ΦT (T − T2, t) der transponierten Transitionsmatrix des zu (3.88) adjun-
gierten Systems gema¨ß Anhang B.4 entspricht. Beide sind hier skalar.
Es wird nun gezeigt, dass diese Abweichung fu¨r T → ∞ und jedes ge-
gebene T2 > 0 divergieren wird und folglich keine Turnpike existieren
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kann. Hierbei kann der Anfangswert x∗T (T1) − Π∗xx(T1) na¨herungsweise
vernachla¨ssigt werden. Folglich gilt x∗T (T1) − Π∗xx(T1) ≈ 0. Dies bedarf
lediglich, T1 hinreichend groß und T hinreichend groß gegenu¨ber T1 zu
wa¨hlen, beides gema¨ß der Ungleichung (3.107) fu¨r t = T1. Es verbleibt,
das Integral zu untersuchen. Hierzu wird zuna¨chst nachgewiesen, dass die
Komponenten des Koeffizienten von x(t) positive untere Schranken besit-
zen, die fu¨r t → T − T2 konstante Werte unabha¨ngig von T annehmen.
Zuerst ist es mo¨glich zu zeigen, dass
1 ≥ ΦT (T − T2, t) ≥ e(−1−P )(T−T2−t) = e−2,236(T−T2−t) ≥ 0 (D.56)
fu¨r alle t ∈ [T1, T −T2] erfu¨llt ist.2) Die Transitionsmatrix strebt demnach
gegen eins fu¨r t → T − T2. Auf gleiche Weise wie in der Herleitung der
Ungleichung (D.56) in Fußnote 2) ist es mo¨glich nachzuvollziehen, dass die
Ungleichung
(PT (t)− P
)
Π∗x +
(
ΠT (t)−Π∞
) ≥ [0, 8 0, 8] · e−2,236(T−t) (D.57)
komponentenweise immer erfu¨llt wird. Die Abbildung D.1 illustriert dies.
Diese positive untere Schranke strebt somit fu¨r t → T − T2 gegen den
konstanten Wert
[
0, 8 0, 8
] · e−2,236T2 unabha¨ngig von T .
0 1 2 3 4 50
0.2
0.4
0.6
0.8
Zeit t in s
K
om
po
ne
nt
en
Abbildung D.1: Erste ( ) und zweite ( ) Komponente der linken Seite von
(D.57) sowie die gemeinsame untere Schranke 0, 8 ·e−2,236(T−t) ( ) fu¨r T = 5 s.
2)Es gilt ΦT (T − T2, t)e−(−1−P )(T−T2−t) = 1 fu¨r t = T − T2. Bekanntermaßen gilt
P ≥ PT (t) fu¨r jedes T > 0 sowie alle t ∈ [0, T ] [6]. Damit la¨sst sich beweisen, dass
d
dt
(
ΦT (T − T2, t)e−(−1−P )(T−T2−t)
)
≤ 0 fu¨r alle t ∈ [T1, T − T2] erfu¨llt ist. Aus
beidem folgt ΦT (T − T2, t)e−(−1−P )(T−T2−t) ≥ 1 fu¨r alle t ∈ [T1, T − T2].
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Fu¨r das vorliegende Beispiel hat man damit fu¨r jedes T > T1 + T2 ge-
zeigt, dass die Komponenten des Koeffizienten von x(t) im Integral von
(D.55) auf dem gesamten Intervall [T1, T − T2] positiv sind und untere
Schranken besitzen, die zum Ende dieses Intervalls gegen konstante Wer-
te unabha¨ngig von T streben. Hingegen wird die erste Komponente von
x(t)T =
[
10 + t 1
]
fu¨r t→ T −T2 linear mit T wachsen. Als Folge diver-
giert der Fehler
lim
T→∞
(
x∗T (T − T2)−Π∗xx(T − T2)
)
= −∞ (D.58)
fu¨r jedes gegebene T2 > 0, wie es auch das Simulationsergebnis links in
Abbildung 3.4 aufzeigt. Damit ist belegt, dass Π∗xx(t) keine Turnpike ist
und eine solche auch nicht existiert.
D.6 Beweis zu Lemma 3.3
Es wird das folgende Lemma beno¨tigt:
Lemma D.1. Fu¨r alle a, b, c ∈ R mit a 6= b ergeben sich die Grenzwerte:
1. limT→∞ 1T
∫ T
0 cdt = c.
2. limT→∞ 1T
∫ T
0 cos(at)dt = 0.
3. limT→∞ 1T
∫ T
0 sin(at)dt = 0.
4. limT→∞ 1T
∫ T
0 cos(at)
2dt = 12 .
5. limT→∞ 1T
∫ T
0 sin(at)
2dt = 12 .
6. limT→∞ 1T
∫ T
0 cos(at) sin(at)dt = 0.
7. limT→∞ 1T
∫ T
0 cos(at) cos(bt)dt = 0.
8. limT→∞ 1T
∫ T
0 sin(at) sin(bt)dt = 0.
9. limT→∞ 1T
∫ T
0 sin(at) cos(bt)dt = 0.
Beweis. Die Aussagen 1 bis 3 sind trivial. Die Aussagen 4 bis 9 folgen
unmittelbar aus den Integralen 304., 265., 344., 336., 295. und 398. in
[175, Kap. 0.7].
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Mithilfe der Integrations- und Grenzwertregeln aus Lemma D.1 wird
das Integral des quadratischen Mittelwerts in eine Summe von Integralen
zerlegt. Dabei bezieht sich jedes dieser Integrale nur auf eines der Teilsys-
teme des Exosystems und der Grenzwert kann dann jeweils mit den obigen
Regeln berechnet werden. Auf dieser Basis erfolgt der
Beweis zu Lemma 3.3. Mit einer Matrix G, die (3.157) erfu¨llt, und der
Lo¨sung x(t) = eAtx0 des Exosystems (3.2a) zum Anfangswert x0 erha¨lt
man fu¨r den quadratischen Mittelwert
lim
T→∞
1
T
J0,T (·)= lim
T→∞
1
T
T∫
0
xTGTGxdt = xT0
lim
T→∞
1
T
T∫
0
eA
T
tGTGeAtdt
x0.
(D.59)
Aus der blockdiagonalen Form von A in (3.150) und Ac = 0 nach (3.151)
folgt
eAt = diag
(
InΩ(0), e
A1t, . . . , e
A
N
Ω
t
)
. (D.60)
Zerlegt man die Spalten von G entsprechend, dann ergibt sich
GeAt =
[
Gc G1eA1t . . . GNΩe
A
N
Ω
t
]
. (D.61)
Unter der Beru¨cksichtigung dieser Zerlegung und der Transitionsmatrix
eAjt = InΩ(ωj) ⊗
[
cos(ωjt) sin(ωjt)
− sin(ωjt) cos(ωjt)
]
(D.62)
eines jeden harmonischen Teilsystems fu¨hrt die Anwendung der Grenzwer-
te 1 bis 3 sowie 7 bis 9 aus Lemma D.1 auf
xT0
(
lim
T→∞
1
T
T∫
0
eA
T
tGTGeAtdt
)
x0 = xc(0)TGTcGcxc(0)
+
NΩ∑
j=1
xj(0)T
(
lim
T→∞
1
T
T∫
0
eA
T
j tGTjGjeAjtdt
)
xj(0). (D.63)
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Die Transitionsmatrix (D.62) wird mit den Rechenregeln zum Kronecker-
Produkt aus Anhang A.1 umgeschrieben zu
eAjt = InΩ(ωj) ⊗
(
cos(ωjt) · I2 + sin(ωjt) ·
[
0 1
−1 0
])
= cos(ωjt) · I2nΩ(ωj) + sin(ωjt)
(
InΩ(ωj) ⊗
[
0 1
−1 0
])
= cos(ωjt) · I2nΩ(ωj) + sin(ωjt)
1
ωj
Aj .
(D.64)
Ersetzt man dies in (D.63), so fu¨hrt das Ausmultiplizieren und Anwenden
der Regeln 4 bis 6 aus Lemma D.1 auf das Ergebnis (3.159).
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E Statische Optimierungs-
probleme zur Einhaltung
vorgegebener Schranken
durch den Folgefehler
Dieser Abschnitt bezieht sich auf die Bemerkung 3.16, S. 123, und ist ei-
ne Erga¨nzung zu Abschnitt 3.6. Ziel ist es, mittels statischer Optimie-
rungsmethoden ein stationa¨res Verhalten
(
Πxx(·),Fx(·)
)
zu ermitteln,
dass vorgegebene Schranken fu¨r den stationa¨ren Folgefehler unter der An-
nahme 3.3 beschra¨nkter Soll- und Sto¨rgro¨ßen einha¨lt. Eine strikte Feh-
lerschranke i > 0 fu¨r die i-te Komponente des stationa¨ren Folgefehlers,
i = 1, . . . , p, fordert
|eTi (CΠx +Dd −C)x(·)| ≤ i (E.1)
mit dem Einheitsvektor1) ei. In der Praxis sind auch Schranken fu¨r die
Solltrajektorien und Sto¨rgro¨ßen bekannt. D. h., der Zustand des Exosys-
tems ist ein Element einer positiv invarianten Menge X ⊂ Rn und daher
wird x(t) ∈ X fu¨r t ≥ 0 erfu¨llt, vgl. [103, Kap. 4.2]. Auf Basis der speziellen
Zustandsraumdarstellung in Abschnitt 3.6 werden durch x0 ∈ X die maxi-
malen Betra¨ge B̂maxc,i der konstanten, skalaren Zusta¨nde xc,i und die maxi-
malen Amplituden Âmaxj,i fu¨r die zweidimensionalen harmonischen Teilsys-
teme zur j-ten Kreisfrequenz ωj gema¨ß (3.152) festgelegt. Eine mo¨gliche
Konstruktion dieser invarianten Menge X pra¨sentiert die Vero¨ffentlichung
[21, Abschn. II.B.].
Die stationa¨ren Fehlerschranken sind fu¨r alle Anfangswerte x0 ∈ X und
jedes t ≥ 0 erfu¨llt, falls das Folgende gilt:
|eTi (CΠ∗x +Dd −C)z| ≤ i, ∀z ∈ X , i = 1, . . . , p. (E.2)
In Hinblick auf die Lo¨sung des Problems OFP∞3.1 wu¨rde man intui-
tiv z. B. die Gewichtung Q im Kostenfunktional (3.3) solange iterativ
1)Das i-te Element des Einheitsvektors ei ist gleich eins, alle anderen sind gleich null.
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vera¨ndern, bis die Bedingung (E.2) durch das optimale stationa¨re Ver-
halten
(
Π∗xx(·),F ∗x(·)
)
nach Korollar 3.1 eingehalten wird. Diese Idee
wird nun analog zur Vero¨ffentlichung [21] systematisiert. Dazu wird das
statische Optimierungsproblem 3.1 unter anderem um die Bedingung (E.2)
erweitert und Q als weitere Optimierungsvariable aufgefasst:
Statisches Optimierungsproblem E.1.
argmin
Π∗x,Πφ,Q  0
spur
(
F ∗TRF ∗S2
)
(E.3)
u. d. Nb.: (3.13), (E.2), F ∗ = −R−1BTΠφ. (E.4)
Die Gu¨tefunktion wurde ebenfalls angepasst: Auf Basis der Annahme,
dass alle Anforderungen an den Folgefehler bereits durch die Bedingung
(E.2) abgedeckt werden, wurde die Gewichtung des Folgefehlers in der
Gu¨tefunktion weggelassen. Man sucht damit ein stationa¨res Verhalten, das
die Fehlerschranken (E.2) unter mo¨glichst geringem Stellaufwand einha¨lt.
Außerdem wurde die Gewichtung der stationa¨ren Stellgro¨ße mittels
S = diag
(
B̂max1 , . . . , B̂
max
L , Â
max
1,1 I2, . . . , Â
max
NΩ,nΩ(ωN
Ω
)I2
)
(E.5)
skaliert, um die maximalen Betra¨ge und Amplituden auch in der
Gu¨tefunktion zu beru¨cksichtigen. Zusa¨tzlich wurden F ∗ = −R−1BTΠφ
und die zweite Zeile der Sylvestergleichung (3.13) als Nebenbedingungen
erga¨nzt. Dies ist notwendig, um zu garantieren, dass das gewonnene sta-
tiona¨re Verhalten
(
Π∗xx(·),F ∗x(·)
)
auch optimal bezu¨glich des Problems
OFP∞3.1 fu¨r die resultierende Gewichtung Q ist. Der Grund hierfu¨r ist,
dass das Ergebnis von Satz 3.8 im Allgemeinen nicht erhalten bleibt,
wenn zusa¨tzliche Beschra¨nkungen im statischen Optimierungsproblem 3.1
erga¨nzt werden.
Um das statische Optimierungsproblem E.1 zu lo¨sen, kann mithilfe
der S-Prozedur und des Schur-Komplements aus [36, Kap. 2] zuna¨chst
die zula¨ssige Menge, die durch die Bedingung (E.2) beschrieben wird,
als Teilmenge einer durch lineare Ungleichungen und eine lineare Matri-
xungleichung definierten Menge abgescha¨tzt werden. Weiterhin fa¨llt auf,
dass die Nebenbedingung (3.13) einen bilinearen Term CTQCΠ∗x in den
Variablen Q und Π∗x aufweist. Es liegt daher ein Optimierungsproblem
mit bilinearen Matrix(un)gleichungen vor. Solche Optimierungsprobleme
sind im Allgemeinen nicht konvex und nicht effizient zu lo¨sen [158]. In
der Vero¨ffentlichung [21] wird daher die Implementierung eines iterativen
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Path-Following Algorithmus vorgestellt. Dabei wird die bilineare Matrix-
gleichung in jedem Schritt linearisiert. Dies fu¨hrt dann auf ein Optimie-
rungsproblem mit linearen Matrix(un)gleichungen, das auch als semide-
finites Programm bezeichnet wird und nach [36, Abschn. 2.2.5] effizient
gelo¨st werden kann. Die Idee des Path-Following geht auf [82, 131] zuru¨ck
und wird z. B. auch in [162, Abschn. 5.4.3] erla¨utert und angewendet. In
der Vero¨ffentlichung [21] hat sich der Path-Following Algorithmus als vor-
teilhaft gegenu¨ber einer numerischen Lo¨sung mittels der ga¨ngigen Software
PENLAB [61] erwiesen, da PENLAB nur fu¨r diagonale Gewichtungen Q
die Nebenbedingungen einhalten konnte.
Zusammengefasst fu¨hrt das statische Optimierungsproblem E.1 auf ein
optimales Folgeregelungsproblem OFP∞3.1 mit der GewichtungQ. Dessen
optimales stationa¨res Verhalten
(
Π∗xx(·),F ∗x(·)
)
ha¨lt die Fehlerschranke
(3.16) ein und ist gleichzeitig mo¨glichst effizient bezu¨glich des quadrati-
schen Mittelwerts der stationa¨ren Stellenergie.2) Mit Blick auf das Kos-
tenfunktional (3.3) ist garantiert, dass jedes andere stationa¨re Verhalten(
Πxx(·),Fx(·)
)
entweder eine ”ho¨here“ stationa¨re Stellenergie oder eine
”ho¨here“ Energie des mit dem gefundenen Q gewichteten stationa¨ren Fol-gefehlers verursacht.3)
Es ist nicht sichergestellt, ob durch den Path-Following Algorithmus
die optimale Lo¨sung des statischen Optimierungsproblems E.1 oder we-
nigstens eine zufriedenstellende Na¨herung bestimmt werden kann. Daher
erscheint es denkbar, auf die letztgenannten Aspekte zugunsten einer ef-
fizienten Lo¨sbarkeit zu verzichten. Hierzu wird lediglich das statische Op-
timierungsproblem 3.1 um die Nebenbedingung (3.16) erweitert und die
Gu¨tefunktion wie im statischen Optimierungsproblem E.1 modifiziert:
Statisches Optimierungsproblem E.2.
argmin
Πx,F
spur
(
F TRFS2
)
(E.6)
u. d. Nb.: (3.145), (E.2). (E.7)
Wie zuvor la¨sst sich dieses als ein semidefinites Programm reformulieren,
indem die durch (E.2) definierte Menge wieder mittels der S-Prozedur ab-
gescha¨tzt wird. Nach der Anwendung des Schur-Komplements kann die
Lo¨sung des resultierenden semidefiniten Programms effizient bestimmt
2)Letzteres ist anhand der Gu¨tefunktion spur(F ∗TRF ∗S), dem Beweis von Satz 3.8
und Lemma 3.3 nachzuvollziehen.
3)Dies ist im Sinne des divergenten Verhaltens (2.15a) in Definition 2.4 zu verstehen.
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werden [36, 158]. Sie erfu¨llt alle Nebenbedingungen und gibt eine obere
Schranke fu¨r die Gu¨tefunktion.
Anhand der Ergebnisse aus der Vero¨ffentlichung [85, Abschn. III.C.2)]
ist nachzuvollziehen, dass eine Lo¨sung des statischen Optimierungspro-
blems E.2 den Mittelwert der stationa¨ren Stellenergie
lim
T→∞
1
T
T∫
0
xTF TRFx dt, (E.8)
gemittelt u¨ber alle Anfangswerte x0 ∈ X , minimiert. D. h., es wird im
Allgemeinen zu jedem Anfangswert x0 ein verschiedenes stationa¨res Ver-
halten
(
Πxx(·),Fx(·)
)
geben, das die Nebenbedingungen (E.1) einha¨lt
und eine ”niedrigere“ stationa¨re Stellenergie beno¨tigt.
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F Anhang zu Kapitel 4
F.1 Erga¨nzung zu Abschnitt 4.4.1
Das folgende Lemma ist essentiell fu¨r die Beweisfu¨hrungen zu den Hauptre-
sultaten von Kapitel 4.
Lemma F.1. Die Annahme 4.2, S. 150, sei erfu¨llt. Es sei eine Matrix
G ∈ CnG×n mit nG ≥ 1 und G 6= 0 gegeben, sodass das System (G,A) mit
dem reellen Ausgang yG(t) = Gx(t) ∈ RnG und dem Zustand x(t) ∈ Cn
nicht vollsta¨ndig beobachtbar sei. Ohne Beschra¨nkung der Allgemeinheit
liege das Exosystem (4.2a) in der Diagonalform[
x˙1
x˙2
]
=
[
A11 0
0 A22
] [
x1
x2
]
(F.1)
mit den diagonalen, ggf. komplexen Matrizen A11 und A22 vor, sodass
G =
[
G1 0
]
gelte und das Teilsystem (G1,A11) vollsta¨ndig beobachtbar
ist.1) Fu¨r jeden Anfangswert x2(0) gilt
lim
T→∞
1
T
T∫
0
yTGyG dt = lim
T→∞
1
T
T∫
0
xHGHGx dt
{
> 0, falls x1(0) 6= 0 (F.2a)
= 0, falls x1(0) = 0.(F.2b)
Beweis. Aus der Struktur von A und G ergibt sich sofort
1
T
T∫
0
x(t)HGHGx(t) dt = 1
T
x1(0)H
( T∫
0
eA
H
11tGH1G1eA11t dt︸ ︷︷ ︸
W (0,T ):=
)
x1(0), (F.3)
wobei W (0, T ) ∈ Cn×n die Gramsche Beobachtbarkeitsmatrix des Teilsys-
tems (G1,A11) ist. Trivialerweise schließt man auf den zweite Fall (F.2b).
1)Die Systemmatrix A kann wegen Annahme 4.2 durch eine Zustandstransformation
immer in eine Diagonalmatrix transformiert werden. Durch Sortierung der Eigenwerte
auf deren Diagonalen wird die gewu¨nschte Darstellung des Exosystems erreicht.
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Da das Teilsystem (G1,A11) vollsta¨ndig beobachtbar ist, giltW (0, T )  0
fu¨r jedes T > 0 [150, Kap. 6.3].2) Der reelle Integrand in (F.2) erfu¨llt daher
x1(t)TGT1G1x1(t) 6≡ 0 (F.4)
fu¨r jeden Anfangswert x1(0) 6= 0. Unter der Beru¨cksichtigung von An-
nahme 4.2 ist jede Komponente des reellen Ausgangs yG = Gx(t) eine
Summe von Sinusoiden3) fu¨r jeden Anfangswert x0.4) Fu¨r jedes gegebene
x1(0) 6= 0 la¨sst sich daher die linke Seite von (F.2) durch
∑
i
(
lim
T→∞
1
T
T∫
0
(∑
j
Aij cos(ωijt+ βij)
)2
dt
)
(F.5)
mit Aij , ωij , βij ∈ R darstellen, sodass Aij 6= 0 wegen (F.4) gilt. Unter der
Verwendung von Lemma D.1, S. 244, folgt daraus der erste Fall (F.2a).
F.2 Beweis zu Satz 4.1
Bevor der Beweis zum Satz 4.1 aus Abschnitt 4.4.2 pra¨sentiert wird, wer-
den einige beno¨tigte Gro¨ßen definiert. Hierzu sei zuna¨chst an folgende
Konsequenz aus den Bedingungen (4.30b) und (4.42) in Abschnitt 4.4.1
und Abschnitt 4.4.2 erinnert: Eine zula¨ssige Lo¨sung(
x∗s (·),u∗s (·)
)
=
(
Πuxx(·),F ux(·)
)
=
(
Πuxx(·),−R−1BTΠuφx(·)
)
(F.6)
und ein Kozustand φs(·) = Πφx(·), die mittels der neuen Gleichungen
(RGu) bestimmt wurden, bilden eine Lo¨sung des Hamiltonschen Systems
φ˙s = −ATφs +CTuφ, (F.7a)
x˙∗s = Ax∗s −BR−1BTφs +Edx, (F.7b)
ys = Cx∗s +Ddx (F.7c)
zu dem Eingang uφ(·) = F uφx(·) und den Anfangswerten xs(0) = Πuxx0
sowie φs(0) = Πuφx0, sodass ys(t)− y(t) ≡ 0 zutrifft.
Aus (F.7) ist zu erkennen, dass das Hamiltonsche System eine ”Reihen-schaltung“ der Kozustandsdynamik (F.7a) und der Systemdynamik (F.7b)
2)Die Matrix W (0, T ) ist hermitesch, da sie W (0, T )H = W (0, T ) erfu¨llt. Alle ihre
Eigenwert sind daher reell und wegen W (0, T )  0 auch gro¨ßer als null.
3)Ein Sinusoid ist durch Â sin(ωt+ β) + C mit Â, ω, β, C ∈ R definiert.
4)Diesbezu¨glich sei auch auf die Ausfu¨hrungen im Abschnitt 3.6 verwiesen.
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bildet. Auf dieser Basis wird nun eine geeignete Form der Rosenbrockschen
Systemmatrix5) des Hamiltonschen Systems hergeleitet. Hierzu ist die Sy-
stemmatrix des Systems (C,A,B) aus (4.1) wie in Anhang B.3 durch
Rs (s) :=
[
sI −A −B
C 0
]
(F.8)
mit s ∈ C definiert. Außerdem wird fu¨r den Kozustand φs(·) das System
(−BT,−AT,CT) bestehend aus der Dynamik (F.7a) und dem ku¨nstlichen
Ausgang −BTφs definiert. Dessen Systemmatrix lautet nach einer einfa-
chen Umformung
Rφ (s) :=
[−sI −AT CT
−BT 0
]
. (F.9)
Legt man die oben beschriebene Reihenschaltung des Hamiltonschen Sys-
tems (F.7) zugrunde und nutzt die beiden Systemmatrizen Rs (s) und
Rφ (s), so erha¨lt man die Systemmatrix
RuH (s) :=
 0 −sI −AT CTsI −A BR−1BT 0
C 0 0
 . (F.10)
Die Systemmatrix RuH (s) kann auch aus der u¨blichen Definition aus An-
hang B.3 und einfachen Umformungen gewonnen werden. Diese Reihen-
darstellung erweist sich als gu¨nstig im folgenden Beweis.
Der Hauptteil des Beweises befasst sich mit dem Nachweis, dass
die Lo¨sbarkeit der klassischen Regulatorgleichungen (RG) in (4.5) die
Lo¨sbarkeit der neuen Regulatorgleichungen (RGu) in (4.47) impliziert.
Hierzu wird eine notwendige und hinreichende Lo¨sbarkeitsbedingung fu¨r
die linearen Gleichungen (RG) angegeben. Dann wird gezeigt, dass die-
se Bedingung auch hinreichend fu¨r die Lo¨sbarkeit der neuen Gleichungen
(RGu) ist.
Beweis zu Satz 4.1. Es sei (Πux,Πuφ,Γuφ) ein Tripel, das die Gleichungen
(RGu) lo¨st. Aus diesem konstruiert man das Paar (Πux,−R−1BTΠuφ), das
wegen (4.47b) und (4.47c) offensichtlich die Gleichungen (RG) erfu¨llt, wes-
halb die Lo¨sbarkeit der klassischen Gleichungen (RG) notwendig ist.
Es verbleibt der Nachweis, dass die Lo¨sbarkeit der klassischen Gleichun-
gen (RG) auch ein hinreichendes Kriterium zur Lo¨sbarkeit der neuen Glei-
chungen (RGu) ist. Hierzu werden die linearen Gleichungssysteme (RG)
5)Siehe Anhang B.3 fu¨r eine Definition.
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und (RGu) mithilfe der zuvor angegebene Systemmatrizen umformuliert.
Auf Basis der Annahme 4.2 liege die Matrix A ohne Beschra¨nkung der
Allgemeinheit als Diagonalmatrix vor. Dann ist es mo¨glich, die Matrizen-
gleichungen (RG) spaltenweise zu lo¨sen:
Πx,iλi = AΠx,i +BF i +Ed,i, (F.11a)
Ci = CΠx,i +Dd,i, (F.11b)
wobei λi der i-te Eigenwert auf der Diagonalen von A ist und Πx,i, F i,
Ed,i, Ci, Dd,i sind die i-ten Spalten von Πx, F , Ed, C und Dd. Man
erha¨lt so ein System von i = 1, . . . , n Gleichungen (F.11). Es ist beispiels-
weise aus [89, Beweis von Theorem 1.9] bekannt, dass dieses System und
damit die Gleichungen (RG) a¨quivalent zu den i = 1, . . . , n Gleichungen
βi =Rs
(
λi
)
zs,i (F.12)
zum i-ten Eigenwert λi ∈ σ
(
A
)
mit der Variablen
zs,i =
[
Πx,i
F i
]
∈ Cn+m (F.13)
und der linken Seite
βi =
[
Ed,i
Ci −Dd,i
]
∈ Cn+p (F.14)
sind. Hierzu vo¨llig analog sind die neuen Regulatorgleichungen (RGu)
a¨quivalent zu den i = 1, . . . , n Gleichungen[
0
βi
]
=RuH
(
λi
)
zH,i (F.15)
zum i-ten Eigenwert λi ∈ σ
(
A
)
mit der Variablen
zH,i =
Πux,iΠuφ,i
F uφ,i
 ∈ C2n+p. (F.16)
Fu¨r den Beweis genu¨gt es, fu¨r jeden Eigenwert λi ∈ σ
(
A
)
zu zeigen, dass
fu¨r jedes beliebige βi ∈ Cn+p, fu¨r das die Gleichung (F.12) eine Lo¨sung
hat, auch die Gleichung (F.15) eine Lo¨sung besitzt. In der Folge wird auf
die Angabe des Indexes i verzichtet.
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Aus [30, Fakt 2.10.6] ist bekannt, dass β = Rs
(
λ
)
zs dann und nur
dann eine Lo¨sung hat, wenn die Bedingung
νHs β = 0 (F.17)
fu¨r alle Vektoren νs im Linksnullraum der Matrix Rs
(
λ
)
erfu¨llt ist. Fu¨r
alle diese Vektoren gilt:
νs ∈ lnull
(Rs (λ)) = {ν ∈ Cn+p |0 = νHRs (λ)}. (F.18)
Es sei nun die folgende Menge eingefu¨hrt:
Sλ =
{
ν̂ :=
[
νφ
νs
]
∈ C2n+p
∣∣∣∣ νs ∈ lnull (Rs (λ))} . (F.19)
Angenommen, der Linksnullraum der Matrix RuH
(
λ
)
in der Gleichung
(F.15) sei eine Teilmenge der Menge Sλ. Es gilt daher
lnull
(RuH (λ)) ⊆ Sλ. (F.20)
Wenn nun das Gleichungssystem (F.12) eine Lo¨sung hat, dann ist die
Bedingung (F.17) fu¨r alle νs gema¨ß (F.18) erfu¨llt und es resultiert
ν̂H
[
0
β
]
=
[
νφ
νs
]H [0
β
]
= νHs β = 0, ∀ν̂ ∈ Sλ. (F.21)
Per Annahme (F.20) gilt (F.21) auch fu¨r alle ν̂ ∈ lnull (RuH (λ)), was
wiederum durch [30, Fakt 2.10.6] impliziert, dass die Gleichung (F.15)
ebenfalls eine Lo¨sung hat.
Um den Beweis zu vervollsta¨ndigen, muss nur noch gezeigt werden, dass
die vorausgesetzte Annahme (F.20) fu¨r alle Eigenwerte λ ∈ σ(A) zutrifft.
Man nutzt die Unterteilung
ν̂H =
[
νHφ ν
H
s1 ν
H
s2
]
. (F.22)
Die Annahme (F.20) ist fu¨r jedes λ ∈ σ(A) erfu¨llt, falls fu¨r jeden Vektor
ν̂, der die Gleichung ν̂HRuH
(
λ
)
= 0 zu einem beliebigen λ ∈ σ(A) lo¨st,
auch die Bedingung [
νHs1 ν
H
s2
]Rs (λ) = 0 (F.23)
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gilt. Aus der Reihenschaltung der Kozustandsdynamik und der System-
dynamik im Hamiltonschen System (F.7) folgt, dass ν̂HRuH
(
λ
)
= 0
a¨quivalent zu [
νHφ ν˜
H
s1
]
Rφ
(
λ
)
= 0, (F.24a)[
νHs1 ν
H
s2
]Rs (λ) = [0 ν˜Hs1R] (F.24b)
ist, wobei der Vektor ν˜Hs1 = −νHs1BR−1 mit ν˜s1 ∈ Cm substituiert wurde.
Mittels (F.8) und (F.9) ist nachzuvollziehen, dass fu¨r alle λ ∈ σ(A)
Rφ
(
λ
)
=Rs
(
λ
)H (F.25)
zutrifft, da λH = −λ wegen λ ∈ σ (A) ∈ jR aufgrund der Annahme 4.2
gilt. Daraus folgt, dass (F.24a) nach komplexer Konjugation gleichbedeu-
tend ist zu
Rs
(
λ
) [νφ
ν˜s1
]
= 0. (F.26)
Multipliziert man in (F.24b) mit dem Vektor aus (F.26) von rechts, so
fu¨hrt dies wegen (F.26) zu[
0 ν˜Hs1R
] [
νφ
ν˜s1
]
= ν˜Hs1Rν˜s1 = 0. (F.27)
Aus R  0 folgert man ν˜s1 = 0, wodurch (F.24b) die verlangte Bedingung
(F.23) impliziert.
F.3 Beweis zu Satz 4.3
Das Vorgehen orientiert sich am Beweis von Satz 4.1 im Anhang F.2. Aus
der Herleitung in Abschnitt 4.4.1 folgt fu¨r ρ = 1 und µ = 0, dass eine
zula¨ssige Lo¨sung (
x∗s (·),u∗s (·)
)
=
(
Πyxx(·),F yx(·)
)
(F.28)
und ein Kozustand φs(·) = Πφx(·), die mit den neuen Gleichungen (RGy)
berechnet wurden, eine Lo¨sung des Hamiltonschen Systems
x˙∗s = Ax∗s +Bu∗s +Edx, (F.29a)
φ˙s = −ATφs −CTQ(Cx∗s +Ddx−Cx), (F.29b)
yφ = −BTφs (F.29c)
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mit dem ku¨nstlichen Ausgang yφ zu der Stellgro¨ße u∗s (·) = F yx(·) und
den Anfangswerten xs(0) = Πyxx0 sowie φs(0) = Πφx0 ist. Wie in Ab-
schnitt 4.4.1 ist auch hier das Hamiltonsche System eine Reihenschaltung
der Systemdynamik (F.29a) und der Kozustandsdynamik (F.29b), jedoch
in umgekehrter Reihenfolge. Anhand der Systemmatrizen Rs (s) in (F.8)
und Rφ (s) in (F.9) ist es daher nachzuvollziehen, dass man die Rosen-
brocksche Systemmatrix des Hamiltonschen Systems in der Darstellung
RyH (s) :=
 0 sI −A −B−sI −AT −CTQC 0
−BT 0 0
 (F.30)
angeben kann. Diese Darstellung kann auch mittels einfacher Umformun-
gen aus der u¨blichen Definition aus Anhang B.3 bestimmt werden.
Beweis zu Satz 4.3. Wie im Beweis von Satz 4.1 in Anhang F.2 ist es auch
hier mo¨glich, die neuen Regulatorgleichungen (RGy) als ein System linea-
rer Gleichungen in Abha¨ngigkeit von der Systemmatrix RyH (s) umzufor-
mulieren. Hierzu ist lediglich wieder ohne Beschra¨nkung der Allgemeinheit
anzunehmen, dass die Systemmatrix A als Diagonalmatrix vorliegt.
Nachzuweisen, dass die neuen Regulatorgleichungen (RGy) unter den
Annahmen 4.1, 4.2 und 4.4 immer eine eindeutige Lo¨sung haben, ist daher
a¨quivalent dazu, nachzuweisen, dass eine eindeutige Lo¨sung zH ∈ C2n+m
des linearen Gleichungssystems βsCTQβφ
0
 =RyH (λ) zH (F.31)
fu¨r jeden Eigenwert λ ∈ σ (A) sowie fu¨r alle beliebigen Vektoren βs ∈ Cn
und βφ ∈ Cp existiert. Eine eindeutige Lo¨sung von (F.31) existiert dann
und nur dann, wenn die quadratische Systemmatrix RyH
(
λ
)
vollen Spal-
tenrang fu¨r jeden Eigenwert λ ∈ σ(A) aufweist. D. h., dass die Gleichung
RyH
(
λ
)
ν̂ = 0 (F.32)
mit ν̂ ∈ C2n+m nur die triviale Lo¨sung ν̂ = 0 besitzt. Dies wird nun
bewiesen. Hierzu fu¨hrt man die Unterteilung
ν̂T =
[
νTs ν
T
φ1 ν
T
φ2
]
(F.33)
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ein. Aufgrund der Reihenschaltung der Systemdynamik und der Kozu-
standsdynamik im Hamiltonschen System (F.29) ist (F.32) a¨quivalent zu
Rs
(
λ
) [νφ1
νφ2
]
=
[
0
−Q−1ν˜φ1
]
, (F.34a)
Rφ
(
λ
) [ νs
ν˜φ1
]
= 0, (F.34b)
wobei eine Hilfsvariable ν˜φ1 ∈ Cp in (F.34a) eingefu¨hrt wurde, die
den Term ν˜φ1 = −QCνφ1 substituiert. Aus (F.25) ist bekannt, dass
Rφ
(
λ
)H = Rs (λ) fu¨r jedes λ ∈ σ (A) unter der Annahme 4.2 zutrifft.
Damit impliziert (F.34b) [
νHs ν˜
H
φ1
]
Rs
(
λ
)
= 0. (F.35)
Multipliziert man (F.34a) von links mit dem Vektor aus (F.35), so fu¨hrt
dies zu [
νHs ν˜
H
φ1
] [ 0
−Q−1ν˜φ1
]
= −ν˜Hφ1Q−1ν˜φ1 = 0, (F.36)
was ν˜φ1 = 0 verlangt. Damit (F.34) und daher auch (F.32) von ν̂ erfu¨llt
werden, muss aufgrund von ν˜φ1 = 0 notwendigerweise
Rs
(
λ
) [νφ1
νφ2
]
=
[
λI −A −B
C 0
] [
νφ1
νφ2
]
= 0, (F.37a)
−Rφ
(
λ
) [νs
0
]
=
[−λI −AT
−BT
]
νs = 0 (F.37b)
gelten. Bekanntlich trifft −λ ∈ jR fu¨r jedes λ ∈ σ(A) ⊂ jR wegen der An-
nahme 4.2 zu. Durch die Annahme 4.1 zur Stabilisierbarkeit hat die Matrix
in (F.37b) daher einen vollen Spaltenrang, was νs = 0 erzwingt. Hierzu
sei auf Gl. (B.1) in Anhang B.1 verwiesen. Offensichtlich hat (F.37a) ge-
nau dann ausschließlich die triviale Lo¨sung νφ1 = 0 und νφ2 = 0 fu¨r
jedes λ ∈ σ (A), wenn Rs (λ) einen vollen Spaltenrang fu¨r alle λ ∈ σ(A)
hat. Dies ist garantiert, da die Nicht-Resonanz-Bedingung in Annahme 4.4
zutrifft. Damit ist gezeigt, dass (F.32) nur von ν̂ = 0 erfu¨llt wird.
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Das hier pra¨sentierte Lemma ist eine Konsequenz von Standardresultaten
aus [30, 88].
Lemma F.2. Es seien nn ≥ 1 Gleichungen durch das lineare Gleichungs-
system
AX +XA = B (F.38)
in der Matrixvariablen X ∈ Rn×n mit A ∈ Rn×n, A ∈ Rn×n und B ∈
Rn×n gegeben. Weiterhin liege in Abha¨ngigkeit von  > 0 das gesto¨rte
lineare Gleichungssystem
(A+ ∆)X˜ + X˜ (A+ ∆) = B (F.39)
mit ∆ ∈ Rn×n und ∆ ∈ Rn×n vor. Es sei angenommen, dass X ∈ Rn×n
und X˜ () : (0,∞)→ Rn×n die jeweiligen, eindeutigen Lo¨sungen fu¨r jedes
 > 0 sind. Die Frobeniusnorm des Fehlers ist fu¨r → 0 von der Ordnung
‖X˜ ()−X‖F = O() (F.40)
und nach Definition A.4, S. 216, wa¨chst der Fehler ‖X˜ () − X‖F der
Lo¨sung X˜ des gesto¨rten Gleichungssystems in einer Umgebung von  = 0
ho¨chstens linear mit  an. Daraus folgt der Grenzwert
lim
→0
‖X˜ ()−X‖F = 0. (F.41)
Beweis. Wie es aus dem Anhang A.1, S. 216, bekannt ist, ko¨nnen die
beiden Gleichungssysteme mithilfe der Kronecker-Summe ⊕ und des
Vektorisierung-Operators vec(·) a¨quivalent durch(AT ⊕A)vec(X ) = vec(B) (F.42a)((AT ⊕A)+ (∆T ⊕∆)) vec(X˜ ) = vec(B) (F.42b)
ausgedru¨ckt werden.6) Dadurch liegen die Gleichungssysteme in der
gewo¨hnlichen Darstellung von linearen Gleichungssystemen vor. Da de-
ren Lo¨sung per Annahme eindeutig ist, muss AT ⊕A invertierbar sein.
6)Bei (F.42b) wurden die Regeln (A.6a) sowie (A+B)⊕ (C +D) = (A⊕ C) + (B ⊕
D) verwendet. Letzteres folgt aus der Definition der Kronecker-Summe, die (A.7)
entnommen werden kann, und der Regel (A.6b).
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Daher kann das Resultat aus [30, Fakt 9.15.2] angewendet werden, das in
[88, Kap. 5.8] auch hergeleitet wird. Aus diesem folgt: Falls
 <
1∥∥(AT ⊕A)−1(∆T ⊕∆)∥∥2 (F.43)
zutrifft, dann gilt
∥∥vec(X˜ ()−X )∥∥2 ≤ 
∥∥(AT ⊕A)−1∥∥2∥∥(∆T ⊕∆)∥∥2‖vec(X )‖2
1− ∥∥(AT ⊕A)−1(∆T ⊕∆)∥∥2 .
(F.44)
Beru¨cksichtigt man den Zusammenhang ‖·‖F = ‖vec(·)‖2, so ist ersichtlich,
dass der Fehler ‖X˜ ()−X‖F von der Ordnung groß O von  fu¨r hinreichend
kleine  ist. Hieraus folgt unmittelbar die Konvergenz in (F.41).
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Die Matrizen zu den Beispielsystemen und den Reglern werden angegeben.
G.1 Helikopter
G.1.1 Modell aus [132, S. 279]
A=

−0,0243 0,0392 −0,6705 −9,8014 −0,0041
−0,0467 −0,7285 30,864 −0,42 −0,0186
0,028 0,0248 −2,2156 0 0,0159
0 0 0,9995 0 0
0,0035 0,0159 −0,1293 0,0133 −0,1228
−0,0437 0,2611 −2,0532 0 −0,1713
0 0 −0,0014 0 0
−0,0273 0,0109 −0,1661 0 0,0529
0 0 0 0 0
−0,119 0 0 0
−0,3216 0,3117 0 0
0,4108 0 0 0
0 0 0,0318 0
0,6465 9,7964 −30,5334 0
−10,6565 0 −0,2069 0
1 0 0,0429 0
−1,8568 0 −0,9039 0
0 0 1 0

(G.1)
B=

4,6289 −8,056 2,0386 0
−107,3896 −21,2288 0 0
10,7004 27,6889 −5,8115 0
0 0 0 0
1,4472 −1,6712 −9,3018 3,7509
31,4636 −27,4424 −153,3177 −0,7505
0 0 0 0
14,5826 −5,9178 −27,0369 −10,1087
0 0 0 0

(G.2)
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G.1.2 Reglermatrizen zu Kapitel 3
Beschra¨nkte Solltrajektorien
K∗=
−0,0111 −0,0093 0,0089 0,2018 −0,034−0,0227 0,0091 0,1401 0,3078 0,00590,0107 −0,0038 −0,0475 −0,1437 0,0127
−0,0064 −0,0043 −0,0076 0,1562 0,0391
−0,0378 −0,1012 0,2424 −0,0168
0,0048 −0,0146 −0,0262 −0,0447
−0,014 −0,0724 −0,0032 −0,1056
0,0532 0,1345 −0,3172 0,0166
 (G.3)
Π∗x=

0,9973 0,0054 0,0082 −0,0172 −0,0104 −0,1228
−0,1324 0,5475 −0,0748 −1,1162 1,7248 1,2685
0 0 −0,0004 −0,0067 0,0037 0,1018
−0,0017 −0,0005 −0,0021 0,0019 0,1017 −0,0037
0,0013 0,9934 −0,0014 0,0133 0,0054 −0,0025
0 0 −0,1236 −0,0054 0,0008 0,0029
−0,0003 0,0101 0,0153 0,6182 0,0027 −0,0008
0 0 0 0,1972 0,0003 −0,0003
0 0 0,9862 0 −0,0003 −0,0003

(G.4)
F ∗=
 0,0007 −0,0039 −0,0021 0,0081 0,0017 0,0035−0,0012 0,0002 0,0042 −0,0025 −0,0047 0,0059−0,0001 −0,001 0,0073 0,0006 0,0041 0,0003
−0,0007 0,0028 0,0016 −0,0061 −0,004 0,0003
 (G.5)
Unbeschra¨nkte Solltrajektorien
K∗=
160,8841 −0,016 3,167 4,1811 −1,4107−5,9242 −0,0086 1,0647 2,1715 −0,13122,6631 −0,0002 −0,0709 −0,3938 0,2344
1,8875 0,0044 0,3519 −0,1944 0,4484
−0,121 −0,6475 2,3599 0,4268
−0,046 −0,2248 0,3137 −0,0249
−0,1097 −0,403 −0,3914 −0,4898
0,1765 0,6929 −1,2706 0,2495

(G.6)
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Π∗x=

1 0 0,0005 0 0
−0,0015 −0,0379 0,3916 0,0106 −0,0132
0 −0,0018 −0,1019 −0,0099 −0,0005
−0,0018 −0,1018 −0,0099 −0,0005 0,0002
0,0006 0,0008 −0,0038 −0,0009 0,0005
0 0,0002 −0,0001 0,0112 −0,0016
0,0002 0,0001 0,0112 −0,0016 0,0006
0 0 0 −0,0005 0,0002
0 0 −0,0005 0,0002 −0,0002

(G.7)
F ∗=
−0,0002 0,0002 −0,0321 −0,0061 −0,0001−0,001 −0,0002 0,0028 −0,0026 −0,0003−0,0002 0 −0,0049 −0,0014 0,0001
−0,0021 0,0003 −0,0327 −0,0054 0,0002
 (G.8)
ΠOPx =

0,9995 −0,0001 0 0 0
−0,3989 −0,0868 −0,0024 0,0035 0,0006
0 −0,0015 −0,0986 −0,0089 0,0027
−0,0015 −0,0985 −0,0089 0,0027 0,0005
0,0119 0,0009 0,0071 0,0002 −0,0003
0 −0,0012 0,0008 0,0088 0
−0,0012 0,0009 0,0088 0 −0,0004
0 0,0003 −0,0002 0 0
0,0003 −0,0002 0 0 0

(G.9)
FOP=
 0,0026 0,0046 −0,0278 −0,0018 0,0008−0,0017 −0,0016 0,0018 −0,0037 −0,0004−0,0001 0,0011 −0,0046 −0,0002 0,0001
0,0021 0,0046 −0,0273 −0,0014 0,001
 (G.10)
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Πux=

1 0 0 0 0 0
−0,1335 0,5519 −0,0762 −1,1391 1,9775 1,4088
0 0 −0,0004 −0,0067 0,0059 0,1158
−0,0017 −0,0005 −0,0018 0,0021 0,1158 −0,0059
0 1 0 0 0 0
0 0 −0,1254 −0,0054 0,0001 0,0018
−0,0003 0,0102 0,0158 0,6268 0,0017 −0,0001
0 0 0 0,2 0 0
0 0 1 0 0 0

(G.11)
F u=
 0,0007 −0,0039 −0,0021 0,0083 0,002 0,004−0,0012 0,0002 0,0043 −0,0025 −0,0053 0,0067−0,0001 −0,001 0,0074 0,0006 0,0047 0,0003
−0,0007 0,0028 0,0016 −0,0062 −0,0045 0,0002
 (G.12)
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G.2 Drei-Massen-Schwinger
G.2.1 Modell
A=

0 1 0 0 0 0
− 2km1 −d1+d2m1 km1 d1m1 0 0
0 0 0 1 0 0
k
m2
d1
m2
−2k
m2
−2d1
m2
k
m2
d1
m2
0 0 0 0 0 1
0 0 km3
d1
m3
−2k
m3
−d1+d2m3
 (G.13)
B=
[
0 1m1 0 0 0 0
0 0 0 0 0 1m3
]T
(G.14)
Tabelle G.1: Modellparameter
m1 m2 m3 d1 d2 k
2 kg 2 kg 2 kg 0,1 kgs 1
kg
s 1
kg
s2
G.2.2 Reglermatrizen zu Kapitel 3
K∗=
[
5,22 1,01 75,57 132,2 55,29 14,64
126,59 21,64 38,42 52,72 4,91 1,01
]
(G.15)
Π∗x=

0,9098 −0,0897 0,9018 0 −0,0052 0
0 0 0 0,4509 0 −0,0162
0,0959 0,0958 0,0786 −0,0013 −0,0456 −0,0161
0 0 0,0007 0,0393 0,0506 −0,1431
−0,718 0,2813 −0,7838 0 0,8234 0
0 0 0 −0,3919 0 2,5866
 (G.16)
F ∗=
[
−1,532 0,467 −1,254 −0,434 −14,565 2,876
1,724 −0,275 1,274 0,493 0,132 0,013
]
(G.17)
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G.2.3 Reglermatrizen zu Kapitel 4
Πyx=

0,9102 −0,0898 0,902 0 −0,0062 0
0 0 0 0,451 0 −0,0194
0,0958 0,0958 0,0785 −0,0013 −0,0526 −0,0186
0 0 0,0007 0,0392 0,0584 −0,1652
−0,7186 0,2814 −0,7841 0 0,9506 0
0 0 0 −0,3921 0 2,9864

(G.18)
F y=
[
−1,533 0,467 −1,255 −0,434 −16,816 3,32
1,725 −0,275 1,274 0,493 0,156 0,014
]
(G.19)
ΠORx =

1 0 1 0 0 0
0 0 0 0,5 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−1 0 −1 0 0 0
0 0 0 −0,5 0 0
 (G.20)
FOR=
[
−2 0 −1,5 −0,55 0 0
2 0 1,5 0,55 0 0
]
(G.21)
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