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Introduction
The solution of economic equilibria has been an important motivation for the development of algorithms for nonlinear complementarity problems. The work of Ahn [I] on the PIES (Project Independence Evaluation System) project, in particular, created much interest in the formulation and solution of economic equilibrium problems as complementarity problems. In this paper we are concerned only with the complementarity formulation. For additional information on economic equilibrium problems see the collection of papers edited by Manne 1301 and Nagurney [37] ; Dirkse and Ferris [lo] provide an interesting collection of nonlinear complementarity problems.
The aim of current research on the numerical solution of nonlinear complementarity problems has been to obtain algorithms with global convergence properties. This goal has proved to be elusive. Global met hods for the nonlinear complementarity problem specified by a mapping f : R" I -R", either transform (1.1) into a system of nonsmooth nonlinear equations or use continuation to trace a path that leads, under suitable conditions, to a solution of the nonlinear coiiiplementarity problem.
In the nonsriiooth nonlinear equations approach, the nonlinear Complementarity problem is transfortiied into a system of nonlinear equations h ( z ) = 0 with a mapping h : R" k R"
that is continuous. but not differentiable everywhere. For exaitiple, in the approach studied hy Robinson f-ll]. the nonlinear cortipleriientarity problem is formulated as the nonsmooth systetii of nonlinear equations f(.+) + 2-= 0,
where .c+ = max(z, 0) and .r-= min(z, 0). A computation shows that a solution 5% of (1.2) yields a solution x : of the nonlinear complementarity problem ( 1.1). (:onvPrsely, a solution L-of ( 1 . 1 ) yields a solution xu -j ( x * ) of the nonsmooth systeiri ( 1.2). This approach has 1)ee.n piirbued. in particular, hy Pang [:3X] has also followecl a nonsrtiooth approach. In Pang's approach the nonlinear coniI'lenientarity problem is forinulatetl as the constrained system of nonlinear equations min(z,f(z)) = 0 , and y= = f(s=).
In the continuation approach proposed by McLinden [31] and Kojima, Mizuno, and Norna [%I] . the nonlinear coniplenientarity problem is transformed into the constrained systerri of nonlinear equations (:onvergence results for this approach show that under suitable conditions there is a solution ( . ( . ) , y(r)) that converges to a solution of the nonlinear complementarity problem.
The properties of the path (L(T), y(r)) have been explored in a series of papers by Kojima, Minino, a n d Yonla [%I, Kojima. Megidtlo, and Yoma [ S I , antl Kojima, Megiddo, and
Mizuno [22] . The continuation approach has received considerable attention in the nionotone case since it covers linear programming and convex quadratic programming. Indeed, interior-point methods for linear complementarity problems can be viewed as modified Newton methods that follow the continuation path defined by ( . c ( T ) , y(r)). See, for example, the discussions in Wright [46] and Kojima, Megiddo, antl Mizuno 1221. Recent work on nonlinear monotone niappings includes (-'hen and Harker [4] , Kojima, Xoma. and Yoshise [ % I , a n d Wright [45] .
Disadvantages of the continuation approach are that the inethod breaks down i f f does not satisfy global assimiptions that guarantee, in particular. that the solution (Z(T), y ( r ) ) of the system (1. 4) exists for all T > 0 and that a starting point 20 with 20 > 0 and f ( -c g ) > 0 is required. The constrained nonsinooth equations approach, on the other hand, is defined for a11 mapping5 f, b u t is guaranteed to converge to a sohition of (1.1) only if the iterates haw a liiiiit point that satisfies certain regularity assuinptions. X disadvantage of the nonsmooth equations approach is that the lack of differentiability invalidates ciassical Newton and quasi-Newton methods, and thus it is necessary to device special purpose tiiethods for solving these systems.
Other approaches to the solution of (1. 
Fukushima also shows that a stationary point for this problem is a solution of (1.1) if the Jacobian matrix is positive definite at the stationary point. Global convergence results for these approaches are generally weaker than those for the nonsmooth equations approach, and thus we do not emphasize these results. We forriiulate the nonlinear complementarity problem (1.1) as the bound-constrained nonlinear least squares probleni niin { +l//A(z, y ) l / i : 1: 2 0, y 2 o } .
We show that this approach is valid because, under reasonable conditions, stationary points of { 1.6) are solutions to the nonlinear complementarity problem (1.1). Moreover, we show that our approach is valid under weaker conditions than the nonsmooth equations approach.
We also propose the use of a trust region method for the solution of (1.1). The trust region niethotl is defined for all differentiable mappings f. Moreover, global and superlinear convergence to a solution of (1.1) takes place under reasonable conditions. We also point oiit that inipleiiientation of the trust region method only requires the solution of systems of linear equations: there is no need to solve either a linear programming problem or a qiiatlratic prograiiiniing prol)lem.
We begin t h e study of the systeiii of equations defined by (1.4) a n d (l.,?) by introducing the SI-and the P-functions. These two classes of function were introduced by Mor6 In Section 3 we introduce a regularity assumption, and show that if t* is regular, then a n y stationary point (.E*, y") of (1.6) produces a solution z* of the nonlinear coinpleiiientarity problem (1.1). Our objective is to provide conditions that guarantee that any limit point of a sequence generated by an algorithm for (1.6) is a solution of (1.1). Conditions that guarantee regularity are explored in Section 4. Our results are similar to those obtained by Pang [47, 481, but we do not require any explicit assumptions of nonsingularity.
The global convergence of the trust region method is presented in Section 5 , with the rate of convergence analysis in Section 6. We show that under reasonable regularity assumptions. the trust region method converges to a solution of the nonlinear complementarity problem (1.1). The rate of convergence is Q-linear or Q-superlinear, depending on the choice of tolerances for the approximate solution of the subproblems. This analysis is of interest because the nonlinear least squares problem ( 1.6) is degenerate from an optimization viewpoint.
In this paper 11 -11 is the Euclidean norm. Vector inequalities apply to each component, and thus z 2 0 if a l l the components of z are nonnegative. T h e set IR,? consists of all .r E R" with 5 2 0, and Et : + is the set of all 2 > 0. Given an index set C, the vector zc consists of all components t, of 2 with i E C. For a matrix A E Et"'", we use the notation rtc for the principal submatrix of A with elements u~,~ and i , j E C.
Global properties
The P-and Po-matrices of Fiedler and P t i k [I11 play a central role in the study of the linear compleiiientarity problem since A E R'z is a P-matrix if and only if the linear complementarity problern .I: 2 0. A fiinction f : RTL + , R" is a P-function in a set R if for each t and y in R with z # y, there i s a n index i such that Similarly, f : R'L k RTL is a I'o-function in R if for each 2 and y in R with z f y, there is a n index i snch that
The f' antl &functions share many of the properties of P antl Po-rnatrices. For 
and thus f is a Po-function.
Assume now that f is a Pi-function, and consider two pairs ( 2 , ij) # (2, y). First consider the case where 2 # 2. In this case the definition of a Po-function implies that there is an index i with Z i # x i and We want to show that if z* satisfies a regularity assumption, then any stationary point (x*, y ' ) of (1.6) yields a solution x* to the nonlinear complementarity problem (1.1). The regularity assumption requires the introduction of index sets associated with a vector x in R3. The first index set ' is the set of indices that are complementary (C for complementary). Other indices can be classified according to the sign of z;f;(z); we have the negative and positive indices
and the residual indices
Note that these sets depend on a given z E Et : , but that the notation does not reflect this dependence. This should not cause any confusion because the given x E R$ will always be clear from the context. Our objective is to provide conditions that guarantee that any limit point of a sequence generated by a n algorithni for (1.6) is a solution of (1.1). Thus we are only interested in the regularity of points of attraction for a minimization algorithrn for (1.6) A solution of the nonlinear coiripleinentarity probleni (1.1) is regular according to this definition. This is clear because at a solution of (1.1) the sets P , dV, and R are empty. and thus t h e only vector z that Satisfies (3.1) is the zero vector. Also note that the regularity condition imposes a restriction on the rows of the Jacobian matrix f'( x ) with indices in
The set D is the set of defective indices; indices in the set C are not relevant because zc = 0.
We usually choose pc = 0 and guarantee regularity by iinposing conditions on [f'(z)lz, . Proof. We have already noted that if Z* is a solution to the nonlinear complementarity problem ( l.l), then s* is regular, so we only need to prove the converse. If (z,y) is a stationary point of the nonlinear least squares problem (:3.2), then the Kuhn-Tucker conditions imply that there are niultipliers u and v such that where u and v satisfy the complementarity conditions
We express these conditions in tertiis of vectors t = f(z) -y, and w = Y 2 x as f'(z)Tz + w = 11, .x2y -2 = v.
(3.4)
The first relation will not be needed until the end of the proof. However, in the proof below we make heavy use of the relationships z:y; -z; = v; and z; = f;(z) -y; .
and since u;y; = 0. we riiust have z;y; = 0. Hence, x solves (1.1 j. In the remainder of the proof we show that the regularity assumption implies that t = 0. We prove that z p > 0 by considering two cases. If i E P and 'vi = 0, then z; = xpy;. We cannot have yyi = 0 because then ~' i = 0, but on the other hand, zi = f ; ( x ) > 0 for i E P . This contradiction shows that y; > 0. and thus t; > 0. If i E P antl u; > 0, then Yi = 0 by complententarity, antl thus zi = f i ( x ) > 0. Hence, we have shown that z p > 0.
-. - The proof that z ,~ < 0 and that ZR < 0 follows directly by noting that f;(x) < 0 for i E NU R, that y; >_ 0, and that 3; = f;(z) -y;.
The next step in the proof is to show that
We first prove that wc = 0. Assume that i E C. If z; = 0, then w ; = 0 is immediate. If 5; > 0, then fi(z) = 0, and since we have already shown that zi = 0, we obtain that yi = 0.
Hence, w; = 0 as desired.
We prove that W N = 0 by first recalling that z : y ; = zi + v; and that z; < 0 for i E N .
Hence, z: y; < v;, and since y;v; = 0, we must have y; = 0. Hence, W N = 0. The proof that U~Y , = 0 is immediate since z; = 0 for i E R.
We also need to note that since 2; > 0 for i E NU P , the complementarity conditions
show that
For the final step in the proof, let p be the vector guaranteed by the regularity assumption, and assume that z # 0. The results (3.6) and (3.7), together with (3.2), clearly show
The Kuhn-Tucker conditions 
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A difference between our regularity assumption ancl .+regularity is that .+regularity requires that the vector p satisfy the equations This can be satisfied for arbitrary f only if we assume that [f'(z)]z is nonsingular.
Also note that the notion of s-regularity depends on the scaling of f; that is, if we consider the scaled function fs(z) = a f ( s ) where CY > 0, then f may be s-regular at a given .E, but fs can fail to be s-regular at z. The dependence of s-regularity on the scaling can be explained by noting that problem (3.8) depends on the scaling o f f . On the other hand. a computation shows that the stationary points of (1.6) are unchanged under this change of scale. We should also consider more general scalings since the nonlinear complementarity problem (1.1) is invariant under the change of scale defined by fs(z) = DTf(D,,z), where D, and D, are diagonal matrices with positive diagonal entries. Note, however, that stationary points of (1.6) are not invariant under this change of scale unless we replace the Euclidean norm by a scaled norm that reflects the scaling in the problem. An advantage of our approach is that most algorithms for solving the minimization problem (1.6) can be shown to generate sequences { ( z~J J~) } such that any limit point (x*,y*) of { ( . c k , g k ) } is a stationary point of (1.6). Hence, Theorem 3.2 shows that if c* is regular. then z* is a solution of the nonlinear complementarity problem (1.1). The assumptions needed to obtain this result are usually that f is continuously differentiable on R; and that the level set is bounded. Pang and (;ahriel [S9], ancl Gabriel and Pang El41 can show that limit points are solutions of the nonlinear coinpleinentarity problem (1.1) only if they assuine that z* is s-regiilar and [ f ' ( t " ) ] 1 is nonsingular for any index set Z such that
In their terminology, they need to assume that the limit L* is 6-regular.
The regularity assumption needed by the algorithm of Xiao and Harker 147,481 is siniilar in the sense that limit points of the sequence generated by their algorithm are guaranteed WP provide a precise definition of this regularity assumption at the end of the next section.
In this section we explore conditions that guarantee regularity of z in terms of the Jacobian matrix f'(z). This requires the introduction of two classes of matrices that have played an important role in the study of complementarity problems.
A matrix A E RnXtL is a P-matrix if for each x # 0 there is an index i such that zc;[Az)]i > 0. Similarly, a matrix A E R'"n is a &matrix if for each z # 0 there is an index i such that zi # 0 and x;[Az]; 2 0.
The P-matrices were introduced by Fiedler and Pt6k 1111 as generalizations of the positive definite matrices, the M-matrices, and the irreducibly diagonally dominant matrices. One of the main reasons for the importance of the P-matrices in the study of linear complementarity problems is that A E EttL is a P-matrix if and only if the linear complementarity problem
has a unique solution for any q E R".
Fiedler and PtSk [12] also defined the S-matrices: A matrix A E R"x'L is an S-matrix if there is an z # 0 such that 2 2 0 and A z > 0, while A E RnX" is an So-matrix if there is an z # 0 such that z 2 0 and A z 2 0. Clearly, A is an S-matrix if and only if the above linear compleiiientarity is feasible for all q E R".
The P-matrices and S-matrices are related. Indeed, a P-matrix must be an S-matrix, and any Po-matrix must be an ,So-matrix. This result of Fiedler and P t i k [12] is a direct consequence of the following classical theorem of the alternative. The regularity requirements can be expressed in terms of nonnegative vectors by making a nonzero vector that satisfies (3.1), and let T be the Define the transforzried z by Z = T z , and note that 5~ = 0 and that Z p > 0. We carry out the same transforrriation on f'(z) and define a transfornied .Jacobian matrix The following result is a direct consequence of this observation. 
Proof. The result follows from Theorem 4.2 because if [ f ' ( z ) ]~ is a P-matrix. then [ J ( t ) ] D
is also a P-matrix, and thus a n "?-matrix.
Corollary -1.3 shows, in particular, that if f'(z) is a positive definite matrix, an 11.1-matrix, or an H-matrix with positive diagonal entries (f'(x) is an H-matrix if f ' ( x ) D is strictly diagonally dominant for some diagonal matrix D with positive diagonal entries), then x is regular.
We now consider the positive semidefinite case in more detail. As mentioned in the introduction, this case is of special interest because it covers the linear programming and convex quadratic programming problems. Proof. We first show that if [f'(z)]z, is positive semidefinite, then P is empty. The proof uses results and notation established during the proof of Theorem 3.2. In particular, recall that we have already shown that if P is not empty, then z p > 0.
We prove that w p > 0 by noting that wi = y: z; and xi > 0 for i E P and that y, = z i + f;(t) > 0 for i E P. Now recall (3.5)) (3.6), (3.7), and that the Kuhn-Tucker If we also assume that [f'(z)]c. is an S-matrix, then [ J ( x ) ] c . is a n S-matrix, and the result foUows from Theorem 4.2. W In this result we assumed that (z,y) is a stationary point of (1.6) for some 9 E I R : .
There is no loss of generality in assuming this because we arp only interested in the regularity of points of attraction for a n algorithm for (1.6).
('orollary 4.4 shows that we can guarantee the regularity of c without inposing any rionsingiilarity assuniptions on f'(.
c). For example, if f ' ( z ) = ~( s ) u ( t )~
for a n y U ( L ) > 0. then f'( .c) is a positive seiriitlefinite .5'-1natrix. On the other hand, f'(x) is clearly singular. 
Proof. Since [f'(.c)].r, is a Po-rxiatrix, [J(.x)]
z, is also a Po-matrix, and thus a n .So-matrix. 6) converges to a solution of (1.1) .
We now present a variation on the previous results that is closely related to the results of Pang and Gabriel These conditions imply that [f'(z)]r is nonsingular for any index set Z with K: c Z. In particular, f'(zr) must be nonsingular. We cannot compare their results with ours because the assumptions are made on different submatrices of the .Jacobian matrix. The major difference s e e m to be that results based on our regularity condition do not require explicit nonsingularity assumptions.
f'(x)]n/ in [J(x)]z, is an S-matrix, then x is regular.
be differentiable at x E R: . If [f'(z)]
Global Convergence
LVP now show that a trust region method for the solution of (1.6), where h : RZn t is defined by ( l..j), can be used to generate a sequence {(zr;, yk)} such that if {zk} has a limit point I* that is regular, then L* is a solution to the nonlinear coniplenientarity problem Soares and Jfiidice [42] , and Coleman and Li [ 5 ] , but the rate of convergence theory of these algorithms does not cover degenerate minimization problems. For problem The updating rules for ilk depend on a constant q 2 such that while the rate at which .lk is either increased or decreased depend on constants a t , 02, a n d u7 such that 0 < 61 < 6 2 < 1 < U ? .
The trust region bound nk is updated by setting
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We choose a step s k that gives as much reduction in the model y!~k as the Cauchy step sf' generated by the gradient projection method applied to the subproblem The function defined by sk(-) defines a piecewise linear path on the feasible set. and the coiiiposite function + k ( s k ( -) ) is a piecewise quadratic that is convex on each piece. The above requireinents on a k require that $k( s k ( a k ) ) achieve a sufficient reduction as coinpared with the linear model and that the step Sk(cYk) not be too small. For more information on the above requirertients on ak, see Burke, Mor&, and Toraldo [3].
trial values such that These requirenients can be satisfied by generating a decreasing sequence {ak ( 1 ) } of positive with af) bounded away from zero, and setting cyk to the first trial value that satisfies the snfficient decrease condition ( 5 . 5 ) . A n advantage of this procedure is that it produces a n acceptable CY^ with a finite nuinber of evaluations of 7/lk. For more details on this type of search. see Section 4 of Mor6 a n d Toraldo [XI.
(iiven the Cauchy step s f , we require that the step sk satisfy
1.5.6)
This requirement is quite natural and can always be satisfied by choosing .ck = s f . However. this choice is likely to lead to slow convergence, since the method would then reduce to a version of steepest descent. In the next section we explore other choices that lead to s ii p e r li near an (1 q 11 at1 ra t i c con vergen c e. Proof. The trust region method generates a sequence { z k } such that {(lh(zk)ll} is decreasing. Since {zk} is bounded, and the sequence {yk} is bounded. Hence, { z k } is bounded. Theorem 5.4 of Burke, Mor&, and Toraldo [a] now implies that every firnit point of { Z k ) is a stationary point of (1.6). Since x* is regular, Theorem 3.2 shows that x* solves the nonlinear complementarity problem (1.1).
Superlinear Convergence
The analysis of the rate of convergence for the trust region method is delicate because, as mentioned in the preceding section, the minimization problem (1.6) is degenerate at a solution of the nonlinear complementarity problem. In this section we show that we can stili obtain superlinear convergence if h'(z*) is nonsingular at a solution of (1.1).
We have already explored in Section 5 conditions that guarantee that a limit point of the sequence generated by the trust region Newton method is a solution of the nonlinear complementarity problem ( 1.1). In this section we assume that z* is a solution of (1.1) with Proof. If h'(z*, y") is nonsingular, then we must have zf + yz* > 0 for all i; otherwise a row of h'(z*,y*) would be zero. Hence, z* + f(z*) > 0 when y* = f(z*). Also note that if 2~ is any vector with U j = 0 for i 4 B , then and since we have assumed that h'(z*, y*) is nonsingular, we must have [f'(z*)]gua # 0 for U B # 0. Hence, (6.1) is nonsingular.
We now assume that (6.1) is nonsingular and that z* + f(z*) > 0, and we prove that We want to use Theorem 6.1 t o prove that if {(xk, yk)} is the sequence generated by the trust region Newton method, and if zx is a limit point of {zk} that satisfies the assumptions of Theorein 6.1, then the whole sequence converges to zx. Theorem 6.2 Let f : R" + be continuously diflerentiable on Rf, a n d let {(xk,yk)} be the sequence generated by the trust region iVewtori method. Assume that {xk} is bounded, a n d let X I bc a limit point of {xk}. If X-is a solution to the nonkirieui. coriipleriie7ital.ity pinblern ( 1.1 ) such that x* + f(x*) > 0 and (6.1) is raonsingular, then {(xk, yk)} converges to (s*. y') with y-= f(x*).
Proof. The first step in t h e proof is to show that z' is a limit point of {sk}. This result r a n he established by noting t h a t since Theorem 5.1 guarantees that { h ( z k ) ) converges to zero, { f ( x k ) -y k ) converges to zero. Thus, f ( x * ) is a limit point of {yk). This shows that 2-is a limit point of { z k } .
For the rest of the proof we need to estimate the lxhavior of It near z*. consequence of (6.3) and the convergence of { h ( z k ) } to zero.
The rate of convergence of the sequence generated by the trust region method depends on the choice of s k . We base the computation of the step s k on the subproblem (6.5) ( z k , l ) is the active set at z k . 1 , that is, the constraints i such that [~k , l ] 
We can always choose .t;k = s f , but it is usually desirable to reduce qk further. The subproblem (6.5) is an unconstrained linear least squares problem, so it is not difficult to compute a descent direction pk,l with [pk,l]i = 0 for i E A ( z~,~) .
We can then examine qk in the ray z k , l + j j p k , , , with / ' 2 0, and choose ,Llk,1 so that qk is minimized; if q k does not have a rnininiurn, choose /3k,1 = fm. The ininor iterate zk,2 = zk,l + j j k , l p k , 1 may not be acceptable either because z k ,~ is not feasible or because zk,2 does not satisfy the trust region constraint 11zk,a -zkll 5 ilk. Thus, if necessary, we modify f3k,l so that both constraints are satisfied.
The descent direction p k ,~ can be generated by either direct or iterative methods. The use of iterative methods is usually advised for large problems, while direct methods tend to be more reliable for sinall and medium-sized problems.
Instead of using a line search to determine t k , 2 we could use a projected search along the path defined by [ t k ,~ + j ; l p k , l ] + . The advantage of this approach is that we would be able to add several constraints at once. In thjs case we would not insist on strict decrease of qk from ~k ,~ to zk,2 because this would require the determination of the first local minimizer.
Instead we would require that the sufficient decrease condition
be satisfied. This is precisely the same condition that we require for the computation of the Cauchy point. For additional details on projected searches, see Section 4 of Mor6 and Toraldo [36] .
The process that we have outlined above can be repeated to generate a sequence of Ininor iterates :k,1, z k ,~, .
Global convergence is obtained as long as the quadratic decreases at each stage, but a superlinear rate of convergence requires a stronger requirement which is discussed later. We have assumed that we always compute a fixed number 1 of minor iterates z k J . This only iriiposes an upper bound on the number of minor iterates because we can always set
The conditions on the minor iterates are similar to those used by Lescieniei p27]. However. Lescrenier Since we have already established (6.9), we obtain that the decrease generated by s k satisfies On the other hand,
I
where
o < e g where K, is the Lipschitz constant for h'. For this last estimate we made use of the fact that the Lipschitz continuity o f f ' implies that h' is also Lipschitz continuous near z*.
These estimates show that Ipk -11 I ( K / E O )~~, so that the our result will be established if we show that { p k } converges to zero. Since { Z k } converges to t* with h(t*) = 0, we obtain that { p k } converges to zero if { s k } converges to zero. Note that $ k ( s k ) 5 0, and t hiis Hence, the nonsingularity of h'(z*, y') implies that This estimate clearly shows that { s k } converges to zero. I Theorein 6.4 requires that Zk,J satisfy (6.6), and thus the Cauchy step sf is acceptable.
1-\ superhear rate of convergence requires that we impose further conditions on S k .
When the iterate z k is far away from the solution, the step s k is usually determined because the trust region bound I)Zk,J -zkll 5 p 1 A k is encountered during the computation of z k J + 1 . However, as we converge, Theorem 6.4 shows that the trust region does not interfere with the computation of the step, so that we are free to reduce Qk further by searching the feasible set. We propose to continue computing minor iterates until Zk,l is an approxiniate ininiinizer of qk on the current active set A ( Z k , [ where E is a lower bound on the eigenvalues of h ' ( z k ) * h ' ( z k ) . Hence, (6.12) holds. The result follows from (6.12) by standard arguments. Since
The first inequality was established at the end of the proof of Theorem 6.4, while the second inequality follows from the existence of h'(z') with h ( t * ) = 0. Hence, (6.12) shows that (6.13)
This inequality shows that {zk} converges Q-linearly to Z* if p2t* < E . inequality (6.13) also shows that the rate of convergence is Q-superlinear when E" = 0, and Q-quadratic when [k 5 ~~1lh(zk)ll for some constant a > 0. H A weakness in our convergence analysis is that we are not able to prove Q-linear convergence for any <* < 1. This may not be possible since for degenerate problems the active set A ( q ) may not settle down; R-linear convergence seems to be possible. 
