Neue Ansätze zur Speicherzugriffsanalyse paralleler Anwendungen mit gemeinsam genutztem Adressraum by Krzikalla, Olaf
Neue Ansätze zur Speicherzugriffsanalyse paralleler Anwendungen
mit gemeinsam genutztem Adressraum
Dissertation






geboren am 22. Mai 1970 in Löbau
Gutachter:
Prof. Dr. rer. nat. Wolfgang E. Nagel, Technische Universität Dresden
Prof. Dr. techn. Dieter Kranzlmüller, Ludwig-Maximilians-Universität München
Tag der Einreichung: 14. Juni 2018
Tag der Verteidigung: 25. Oktober 2018
Dresden, den 29. Oktober 2018

Kurzfassung
Vor dem Hintergrund stetig wachsender Anforderungen an skalierbare Architekturen und Pro-
gramme im Hochleistungsrechnen haben sich in den letzten Jahren neue Programmiermodelle
als Alternativen zu den bisher verwendeten Nachrichten-basierten Modellen etabliert. Verteilte
Anwendungen können heutzutage durch asynchrone, einseitige Speicherzugriffe auf nicht knoten-
lokale Speicherbereiche zugreifen, so dass sich ein gemeinsam genutzter Adressraum über alle
Knoten aufspannt. Das darauf aufsetzende PGAS-Programmiermodell eröffnet neue Wege zur
Entwicklung leistungsfähiger Programme, birgt aber auch neue Herausforderungen zur Sicher-
stellung der Programmkorrektheit und -effizienz.
Diese Dissertation leistet einen Beitrag zum systematischen Verständnis von parallelen verteilten
Anwendungen mit gemeinsam genutztem Adressraum. Der Fokus liegt dabei auf der Analyse
des Zusammenspiels von asynchronen und synchronen Speicherzugriffen in diesem Adressraum.
Das in der Dissertation vorgestellte Konzept des Speicherzugriffsdiagramms erschließt dem Pro-
grammierer eine neue Analyseperspektive. Das zugrunde liegende Task-Graph-Modell wurde
erweitert, so dass die kausalen Beziehungen zwischen asynchronen Speicherzugriffen und ande-
ren Programmereignissen präzise abgebildet werden. Durch eine Anpassung des Modells kann
für die im allgemeinen Fall NP-vollständige Berechnung von Synchronisationsbeziehungen in
einem Task Graphen ein Algorithmus angegeben werden, der diese Berechnung in quasi-linearer
Zeit durchführt.
Die Dissertation demonstriert die Anwendung der entwickelten Methoden an mehreren Bei-
spielen aus der Forschungspraxis. Dabei wird die Zweckmäßigkeit von Speicherzugriffsdiagram-
men zum Veranschaulichen der logischen Ursachen von Programmfehlern oder Performance-
Schwachstellen deutlich. Ein weiteres Resultat der Dissertation ist der Prototyp eines neuartigen
Analysewerkzeugs, welches bereits in mehreren Forschungseinrichtungen genutzt wird.
Abstract
Due to the ever-increasing demand for scalable architectures and programs in the field of high
performance computing new programming models have been established in the last years as
alternatives to the message-based programming models. Today, distributed applications can
create a shared global address space over all nodes of an HPC system by using asynchronous,
one-sided memory accesses to remote memory. Based on this global address space the PGAS
programming model has emerged, which enables new ways to develop powerful applications, but
also introduces new challenges to ensure program correctness and efficiency.
This thesis contributes to the systematic understanding of parallel distributed applications with
a shared global address space. It focuses on the analysis of the interaction of asynchronous and
synchronous memory accesses in this address space. The concept of memory access diagrams
presented in this thesis opens up a new analysis perspective to the programmer. The underlying
task graph model has been enhanced to accurately map the causal relationships between asyn-
chronous memory accesses and other program events. By adapting the model, an algorithm can
be specified for the generally NP-complete calculation of synchronization relationships, which
performs this calculation in quasi-linear time.
The thesis demonstrates and evaluates the application of the new methods with various examples
from research practice. The demonstration illustrates the usefulness of memory access diagrams
to visualize the logical causes of programming errors and performance flaws. A further result
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Programming model will be necessary: heroic compilers will not be able to hide the
level of concurrency from applications. [Exa16]
Softwareentwicklung ist inhärent komplex. Dieses Problem ist spätestens seit der Prägung des
Begriffs „Softwarekrise“ omnipräsent in der Informatik. Eine Bewältigung ist nur durch einen
iterativen Prozess, bestehend aus Programmsynthese und Programmanalyse möglich. Program-
miersprachen, Bibliotheken und Programmiermodelle erlauben dem Softwareentwickler, sich bei
der Programmsynthese auf die Formulierung des Problems zu konzentrieren. Die Programmana-
lyse beginnt bereits bei der Übersetzung mit Hilfe typ-überprüfender Compiler. Außerdem finden
explizite Analysewerkzeuge wie z. B. Debugger oder Profiler Anwendung, um die Korrektheit
und Effizienz eines Programms untersuchen zu können.
Auf dem Gebiet des Hochleistungsrechnens werden in Zukunft neue Herausforderungen zu be-
wältigen sein, um den stetig wachsenden Anforderungen an skalierbare Architekturen und Pro-
gramme gerecht zu werden. Insbesondere wird die Entwicklung neuer Technologien notwendig
sein, um die Exascale-Schranke zu durchbrechen [Exa16]. Im Bereich der Programmiermodelle
hat diese Entwicklung bereits begonnen. Die bisher verwendeten Nachrichten-basierten Model-
le werden abgelöst von Ansätzen, mit denen direkt auf Speicherbereiche in entfernten Knoten
zugegriffen werden kann. Ein solcher Ansatz ist das PGAS-Programmiermodell, welches das
Entwickeln von verteilten Anwendungen mit einem gemeinsam genutzten Adressraum erlaubt.
Entsprechende Programmierschnittstellen wie z. B. GASPI [GAS11], OpenSHMEM [OPE13]
oder one-sided MPI [For12] werden sehr dynamisch weiterentwickelt. Diese Schnittstellen set-
zen das Konzept eines gemeinsam genutzten Adressraumes um, indem sie asynchrone, einseitige
Zugriffsfunktionen auf nicht knoten-lokale Speicherbereiche bieten. Die damit entstehenden neu-
en Möglichkeiten der Programmsynthese erfordern wiederum auch eine Weiterentwicklung der
Programmanalyse.
In der vorliegenden Arbeit werden Analysemethoden entwickelt, welche neue Perspektiven auf
parallele Anwendungen mit gemeinsam genutztem Adressraum erschließen. Der Fokus liegt da-
bei auf der Betrachtung der Speicherzugriffe auf den gemeinsam genutzten Adressraum einer
parallelen Anwendung. Durch die potentielle Interaktion synchroner und asynchroner Speicher-
zugriffe in solchen Anwendungen steigt auch die Komplexität der Softwareentwicklung. Damit
werden auch Werkzeuge notwendig, die eine Analyse der entwickelten Anwendungen hinsichtlich
Korrektheit und Effizienz ermöglichen.
Der wissenschaftlich-technische Beitrag der Arbeit kann in zwei Teile gegliedert werden. Im ers-
ten Teil wird ein Modell entwickelt, welches die Ereignisse in einem Programm mit gemeinsam
genutztem Adressraum in ihren logischen Zusammenhängen präzise darstellen kann. Im zwei-
ten Teil werden auf der Grundlage des entwickelten Modells mehrere Anwendungsmöglichkeiten
und darauf aufbauende Werkzeuge zur Analyse entsprechender Programme konzipiert. Diese
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Werkzeuge umfassen eine Korrektheitsanalyse zum zuverlässigen Finden nichtdeterministischer
Konflikte, eine Effizienzanalyse und eine Methode zur gemeinsamen Visualisierung von synchro-
nen und asynchronen Speicherzugriffen. Die Evaluierung der Methoden und Werkzeuge erfolgt
anhand von GASPI-Anwendungen. Die verwendeten Prinzipien sind jedoch auch auf ähnliche
Programmierschnittstellen übertragbar.
Die Dissertation ist wie folgt aufgebaut: im weiteren Verlauf dieses Kapitels wird eine Einfüh-
rung in das PGAS-Programmiermodell gegeben und die Bedeutung von Speicherzugriffen in
parallelen Programmen erläutert. In Kapitel 2 werden typische Herausforderungen bei der Ana-
lyse paralleler Programme erläutert. Weiterhin enthält Kapitel 2 eine kurze Beschreibung der
GASPI-Programmierschnittstelle. Kapitel 3 präsentiert eine Übersicht über bereits existierende
Methoden und Werkzeuge, die mit den in dieser Arbeit behandelten Themen in Zusammenhang
stehen. In Kapitel 4 wird ein Task-Graph-Modell eingeführt, mit dem eine hybrid parallele Pro-
grammausführung abgebildet werden kann. Dieses Modell abstrahiert die Programmereignisse
einer Anwendung mit gemeinsam genutztem Adressraum und repräsentiert die sich ergebenden
kausalen Ordnungen von synchronen und asynchronen Speicherzugriffen auf diesen Adressraum.
Kapitel 5 stellt aufbauend auf dem Task-Graph-Modell das Konzept des Speicherzugriffsdia-
gramms zur Analyse von PGAS-Programmen vor. Speicherzugriffsdiagramme veranschaulichen
die Interaktionen von asynchronen und synchronen Speicherzugriffen. In Kapitel 6 wird mit ei-
nem prototypisch realisierten Werkzeug die Anwendung der entwickelten Konzepte anhand der
Analyse von GASPI-Anwendungen aus der Forschungspraxis demonstriert. Das abschließende
Kapitel 7 fasst die Ergebnisse der Arbeit zusammen und gibt einen Überblick über mögliche
Folgearbeiten.
1.1 Das PGAS-Programmiermodell
Das PGAS (Partitioned Global Address Space [PGA13]) Programmiermodell basiert auf einem
abstrakten gemeinsamen Adressraum in einem verteilten System. In diesem Programmiermodell
kann ein Prozess auch auf Speicherbereiche entfernter Knoten direkt lesend und schreibend zu-
greifen. Für alle anderen Prozesse, insbesondere für den Prozess auf dem Zielknoten, sind solche
Zugriffe transparent. Moderne Hardware erlaubt es zudem, diese Zugriffe asynchron zum aktiven
Prozess auszuführen. In dem daraus resultierenden einseitigen asynchronen Kommunikationsmo-
dell sind zum einen Datentransfer und Prozess-Synchronisation entkoppelt, zum anderen können
Berechnung und Kommunikation gleichzeitig erfolgen.
Abbildung 1.1 stellt das Speichermodell eines PGAS-Systems dar. Jeder PGAS-Prozess besitzt
Speichersegmente, auf die nur lokal zugegriffen werden kann. Hinzu kommen Speichersegmen-
te, welche einem gemeinsamen Speicher zugeordnet sind. Ein gemeinsames Speichersegment ist
partitioniert, wobei jedem Prozess statisch die Partition zugeordnet ist, die den knoten-lokalen
Speicher repräsentiert. Entsprechend werden die einem Prozess zugeordneten Partitionen lokale
Partitionen genannt, alle anderen Partitionen sind Remote-Partitionen. Lokale Variablen sind
entweder im lokalen Speichersegment oder in der lokalen Partition eines gemeinsamen Speicher-
segmentes abgelegt. Remote-Variablen sind immer in Remote-Partitionen eines gemeinsamen
Speichersegmentes abgelegt.
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Abbildung 1.1: Im PGAS-Speichermodell wird der gemeinsame Speicherbereich entlang der
Prozess- bzw. Knotengrenzen partitioniert
Der Zugriff auf Remote-Variablen erfolgt durch einseitige Kommunikationsoperationen. Die zwei
fundamentalen Primitive sind die get- und die put-Operation. Die get-Operation kopiert Varia-
blen von einer Remote-Partition in die lokale Partition. Im Gegensatz dazu kopiert die put-
Operation Variablen von einer lokalen Partition in eine Remote-Partition. Für beide Operatio-
nen gilt, dass nur der die Operation initiierende Prozess – der lokale Prozess – aktiv ist. Für den
der Remote-Partition zugeordneten Prozess ist der Datentransfer transparent. Dieser Remote-
Prozess muss sich zu keiner Zeit aktiv an der Kommunikationsoperation beteiligen und wird
auch nicht implizit über einen stattfindenden Datentransfer benachrichtigt.
Die Synchronisation der Zugriffe auf Remote-Variablen erfolgt getrennt von den Kommunika-
tionsoperationen. Der aktive Prozess kann überprüfen, ob eine oder mehrere zuvor gestartete
Kommunikationsoperationen lokal abgeschlossen sind. Ist eine get-Operation lokal abgeschlos-
sen, so stehen alle angeforderten Variablen in der lokalen Partition bereit. Aufgrund der Da-
tenabhängigkeit sind damit auch die Lesezugriffe auf Remote-Variablen abgeschlossen. Ist eine
put-Operation lokal abgeschlossen, so bedeutet das jedoch nur, dass die Lesezugriffe auf die zu
kopierenden Variablen in der lokalen Partition abgeschlossen sind. Es bedeutet nicht, dass diese
Variablen auch schon auf der Remote-Partition geschrieben wurden. Diese Überprüfung kann
vom Remote-Prozess mittels einer test-Operation durchgeführt werden. Auch die test-Operation
ist eine einseitige Funktion, da eine Beteiligung des ursprünglich die put-Operation auslösenden
Prozesses nicht notwendig ist.
Aufgrund des Zugriffs auf Remote-Variablen durch explizite Transferoperationen ist ein das
Gesamtsystem umfassendes Cache-Kohärenzprotokoll nicht notwendig. PGAS-Systeme sind da-
durch höher skalierbar als klassische Systeme mit gemeinsam genutztem Speicher [DAS12, Ka-
pitel 5.5],[Pat11, Kapitel 5.4]. Durch die Entkopplung von Datentransfer und Synchronisation
kann aber auch gegenüber Nachrichten-basierten Systemen eine höhere Skalierbarkeit erreicht





















Abbildung 1.2: Die Entwicklungsgeschichte des PGAS-Modells
pung von Kommunikation und Berechnung, wodurch der Einfluss von Netzwerk-Latenzen auf
die Programmeffizienz verringert wird. Da trotz des Zugriffs durch explizite Transferoperationen
jeder Prozess prinzipiell wahlfreien Zugriff auf alle Variablen im gemeinsamen Speicher besitzt,
sind viele Lösungen, aber auch Herausforderungen, die bei der Programmierung von Systemen
mit gemeinsam genutztem Speicher auftreten, auch auf PGAS-Systeme übertragbar.
Das PGAS-Modell steht dem Programmierer heutzutage in zwei prinzipiellen Ausprägungen zur
Verfügung. Zum einen existiert eine Reihe von PGAS-Sprachen, die meist als Varianten klas-
sischer Programmiersprachen entwickelt wurden. Unified Parallel C (UPC) [CDC+99] ist eine
C-Erweiterung. Co-Array Fortran (CAF) [NR98] basiert auf Fortran und wurde inzwischen in
Fortran 2008 integriert. Weitere Beispiele sind X10 [CGS+05] und Chapel [CCZ04]. Allen Erwei-
terungen ist gemein, dass sie die Basissprache um Operationen über verteilte Felder erweitern.
Diese verteilten Felder werden im gemeinsamen Speichersegment abgelegt und der Programmie-
rer kann auf dem syntaktisch üblichen Weg auf die Feldelemente zugreifen. Bei Zugriffen auf
Feldelemente in Remote-Partitionen werden vom Compiler die nötigen Kommunikationsopera-
tionen automatisch eingefügt.
Parallel zu den PGAS-Sprachen haben sich auch PGAS-APIs entwickelt, die die beschriebenen
einseitigen Kommunikationsoperationen bereitstellen. Anders als in PGAS-Sprachen muss der
Programmierer bei der Nutzung solcher APIs die Kommunikationsoperationen explizit aufrufen.
Das erhöht zwar den Programmieraufwand, allerdings kann in der Praxis häufig eine höhere Pro-
grammeffizienz gegenüber den PGAS-Sprachen erreicht werden, da Kommunikationszeitpunkte
präzise bestimmt werden können und auch keine versteckte Kommunikation stattfindet. Bei-
spiele für PGAS-APIs sind GASPI [GAS11], SHMEM [BK94] und der aus SHMEM entwickelte,
offene Standard OpenSHMEM [CCP+10, OPE13]. Ein weiteres Beispiel sind die in der MPI-3-
Spezifikation hinzugefügten Routinen für einseitige Kommunikation [For12], womit auch MPI
das PGAS-Programmiermodell unterstützt. Abbildung 1.2 gibt einen zeitlichen Überblick über
die Entwicklung von PGAS-Sprachen und PGAS-APIs. Es ist deutlich zu erkennen, dass die
Entwicklung von PGAS-APIs in den letzten Jahren an Fahrt aufgenommen hat.
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1.2 Die Bedeutung von Speicherzugriffen in der Programmierung
Der Speicher ist ein fundamentales Konzept der Informatik. Während einer Programmausfüh-
rung durchläuft ein Computer eine Vielzahl von Zuständen, die im Speicher abgelegt werden.
Eine besondere Bedeutung kommt dabei dem Arbeits- bzw. Hauptspeicher zu, auf dessen Spei-
cherzellen wahlfrei zugegriffen werden kann und in dem volatile, d.h. sich schnell ändernde Daten
abgelegt werden. Somit finden Zugriffe in den Hauptspeicher sehr häufig statt. Aufgrund dessen
stellen diese Zugriffe einen herausragenden Faktor für die Effizienz eines Programms dar.
Der Begriff memory wall [WM95] bezeichnet die immer größer werdende Lücke zwischen der
Verarbeitungsgeschwindigkeit eines Prozessors und der Zugriffsgeschwindigkeit auf den Haupt-
speicher. Um Zugriffe auf den Hauptspeicher effizient zu gestalten, wurde das Konzept der
Speicherhierarchien entwickelt [Pat11, Kap. 2]. Die heutzutage wichtigste und im HPC-Bereich
durchgängig verwendete Technik ist der Einsatz von CPU-Caches. Trotzdem stellt die memory
wall insbesondere in der HPC-Programmierung weiterhin eine der wesentlichsten Herausforde-
rungen dar [RZR+15].
Ein Speicherzugriff im Sinne dieser Arbeit wird bestimmt durch die Speicheradresse, die Größe
des Bereichs und den Typ des Zugriffs: lesend oder schreibend. Der gelesene bzw. geschriebene
Wert selbst ist für die Charakterisierung eines Speicherzugriffs unerheblich. Abfolgen von Spei-
cherzugriffen werden als Speicherzugriffsmuster bezeichnet. Speicherzugriffsmuster unterscheiden
sich hinsichtlich ihrer räumlichen und zeitlichen Lokalitätseigenschaften [Den05]. Sie beeinflussen
wesentlich die Effizienz eines CPU-Caches. Die Analyse und Optimierung von Speicherzugriffs-
mustern stellt inzwischen einen eigenen Forschungszweig dar, in dem sowohl problembezogene
Lösungen [Wol89] als auch allgemein verwendbare Analysemethoden [BSGT04, NS07, RB11]
entwickelt werden.
In PGAS-Programmen dienen Speicherzugriffe auch zur Kommunikation zwischen den Prozes-
sen. Um eine Überlappung von Berechnung und Kommunikation im PGAS-Modell zu erreichen,
müssen demnach auch innerhalb einer Partition Speicherzugriffe zur Berechnung und Speicherzu-
griffe zur Kommunikation überlappend, d.h. parallel zueinander ausgeführt werden. Diese Spei-
cherzugriffe müssen vom Programmierer so koordiniert werden, dass nicht gleichzeitig auf eine
bestimmte Speicherzelle so zugegriffen wird, dass der Programmzustand ungewollt nichtdeter-
ministisch wird. Diese in der Programmierung paralleler Systeme zentrale Herausforderung wird
in der PGAS-Programmierung noch größer, da Kommunikation und Synchronisation entkoppelt
sind und außerdem Speicherzugriffe auch vollständig asynchron stattfinden können. Darüber
hinaus ist in PGAS-Systemen Datenlokalität nicht nur ein wichtiges Laufzeit-, sondern auch ein
Energie-Effizienzkriterium [JSC14]. Aus diesen Überlegungen ergeben sich folgende Fragen für
die Untersuchung von Speicherzugriffen in PGAS-Programmen:
1. Kann eine Methode zuverlässig feststellen, ob die Koordination der parallelen Speicherzu-
griffe insofern korrekt ist, dass das Programm nicht ungewollt nichtdeterministisch ist?
2. Welche Erkenntnisse hinsichtlich der Effizienz eines PGAS-Programms können aus der
Analyse der Speicherzugriffe gewonnen werden?
3. Können die komplexen Speicherzugriffsmuster dem PGAS-Programmierer so präsentiert
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werden, dass dieser daraus weiterführende Einsichten wie z. B. ein besseres Verständnis
des Datenflusses erhält?
Frage (1) kann nur mit „ja“ beantwortet werden, wenn die während einer Programmausführung
stattfindenden asynchronen Speicherzugriffe in einen logischen Zusammenhang zu den synchro-
nen Speicherzugriffen gebracht werden können. Nur so wird die Zuverlässigkeit der Analyse
gewährleistet. Zur Beantwortung von Frage (2) ist eine Betrachtung der Möglichkeiten notwen-
dig, die das PGAS-Programmiermodell für die Entwicklung hoch skalierbarer Anwendungen
bietet. Wichtig ist vor allem das Erreichen einer möglichst großen (aber immer noch korrekten)
Überlappung von Kommunikation und Berechnung. Die Antwort auf Frage (3) muss eine ab-
strahierende Darstellung von Speicherzugriffen beinhalten, um eine übersichtliche Präsentation
zu erhalten.
In dieser Arbeit werden für alle drei Fragestellungen Methoden entwickelt. Die darauf basieren-
den Werkzeuge führen eine dynamische Programmanalyse durch, können also eine bestimmte
Programmausführung analysieren. Statische Analysewerkzeuge, die diese Informationen direkt
aus dem Programmtext extrahieren können, sind nicht Gegenstand der Arbeit. Jedoch kann das
in Kapitel 4 entwickelte Modell prinzipiell auch für eine statische Programmanalyse verwendet
werden.
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2 Problemfeld: Analyse von parallelen Programmen
Das ist ein weites Feld. [Fon12]
Eine Programmanalyse ist die systematische Untersuchung eines Computerprogramms, mit
der Aussagen über Eigenschaften des Programms gewonnen werden können. Im Fokus der
Analyse stehen dabei meistens die Korrektheit und Effizienz eines Programms. Dieses Kapi-
tel stellt Programmeigenschaften vor, die für die Korrektheit und Effizienz insbesondere von
HPC-Programmen von Bedeutung sind. Für viele der dabei verwendeten Begriffe lassen sich un-
terschiedliche Definitionen angeben, die sich jeweils in Aspekten unterscheiden. In diesen Fällen
wurde die für diese Arbeit geeignetste Definition ausgewählt. Außerdem wird ein Überblick über
alternative Definitionen in der Literatur gegeben.
2.1 Parallele Programme
Der Begriff der Parallelität wird in der Informatik unterschiedlich definiert. Eine in der engli-
schen Literatur oft verwendete Definition [OA10, Gre06] besagt, dass parallele Verarbeitung der
gleichzeitige Einsatz mehrerer Rechenressourcen zur Lösung eines Problems ist. In [Cla06] findet
sich dagegen folgende Definition:
Definition 1. Arbeitsabläufe bzw. deren Einzelschritte heißen parallel, wenn sie gleichzeitig und
voneinander unabhängig durchgeführt werden können.
Diese enger gefasste Definition schließt datenparallele Verarbeitung mithilfe von SIMD aus, da
im SIMD-Modell die parallelen Arbeitsabläufe zwar gleichzeitig, aber immer im Gleichschritt,
also nicht unabhängig voneinander stattfinden. In der vorliegenden Arbeit wird Parallelität im
Sinne von Definition 1 verwendet. Ein Programm ist also dann parallel, wenn es mindestens
zwei Arbeitsabläufe enthält, die gleichzeitig und voneinander unabhängig durchgeführt werden
können. Besteht ein Arbeitsablauf aus einer Sequenz von auf einer CPU ausgeführten Maschi-
nenbefehlen, so wird dieser Ablauf in der Folge als Thread bezeichnet. Ein Arbeitsablauf ist
jedoch nicht äquivalent zu einem Thread. HPC-Maschinen stellen oft zusätzliche Rechenressour-
cen, z. B. in Form von RDMA-Controllern, zur Verfügung, die einen Datentransfer unabhängig
von CPUs unterstützen. Die von RDMA-Controllern ausgeführten Operationen sind ebenfalls
Arbeitsabläufe und können parallel zu den übrigen Arbeitsabläufen stattfinden.
Moderne HPC-Cluster haben eine hierarchische Hardware-Architektur. Einzelne Knoten ei-
nes solchen Clusters bestehen aus Multicore- bzw. Manycore-Prozessoren, die zusätzlich durch
Beschleuniger-Karten unterstützt werden können. Parallele Programme müssen die Hierarchie-
ebenen dieser Hardware abbilden, um eine effiziente Auslastung der Rechenressourcen zu er-
reichen [RHJ09]. Aus diesem Grund besitzen heutige HPC-Programme mehrere Parallelitäts-
ebenen. Hybrid parallele Programme bestehen aus einer Menge von Prozessen, die jeweils aus
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mehreren Threads bestehen. Läuft ein Teil der Threads auf Beschleuniger-Karten, so ist das
Programm heterogen parallelisiert. Im Gegensatz dazu bestehen alle Prozesse homogen paralle-
lisierter Programme aus jeweils genau einem Thread.
Von der Parallelität abzugrenzen ist der Begriff der Nebenläufigkeit (nach [Cla06]):
Definition 2. Arbeitsabläufe bzw. deren Einzelschritte heißen nebenläufig, wenn sie voneinan-
der unabhängig durchgeführt werden können.
Parallele Arbeitsabläufe sind demnach auch nebenläufig. Ebenfalls nebenläufig ist aber auch
präemptives Multitasking, bei dem unabhängige (Teil-)Probleme auf nur einem Prozessor und
damit nicht gleichzeitig bearbeitet werden.
2.2 Parallelität und Determinismus
Der Begriff Determinismus ist für einen Algorithmus bzw. ein Programm nach [Cla06] wie folgt
definiert:
Definition 3. Das Programm heißt deterministisch, wenn es zu jeder Programmsituation höchs-
tens eine nachfolgende Situation geben kann, wenn also zu jedem Zeitpunkt der Fortschritt ein-
deutig bestimmt ist.
In der Originalquelle wird statt Programm der Begriff Algorithmus verwendet. Da jedoch in
dieser Arbeit Programme als einzige Repräsentanten von Algorithmen behandelt werden, wird
vereinfachend der Begriff Programm benutzt.
Nach Definition 3 sind alle parallelen Programme nicht-deterministisch, da Situationen exis-
tieren, in denen mehrere verschiedene Einzelschritte als nächstes ausgeführt werden können.
Aufgrund dessen wird Nichtdeterminismus in Zusammenhang mit parallelen Programmen für
verschiedene Konzepte verwendet und parallele Programme werden mit verschiedenen Begriffen
in der Literatur (nondeterminism [Kra00], nondeterminacy [EGP92], indeterminacy [LMC87])
charakterisiert. In probabilistischen oder randomisierten Programmen bestimmen Zufallszahlen
den Rechenfortschritt. Diese Programme sind ebenfalls nicht deterministisch, werden aber in
dieser Arbeit nicht weiter behandelt.
In [RDC00] werden parallele Programme zwischen extern und intern nicht-deterministisch un-
terschieden. Extern nicht-deterministische Programme liefern bei wiederholter Ausführung für
denselben Eingabewert unterschiedliche Resultate. Im Gegensatz dazu liefern intern nicht-de-
terministische Programme für denselben Eingabewert immer dasselbe Resultat, wobei allerdings
der interne Ausführungspfad bei jedem Programmlauf variieren kann. Die Unterscheidung zwi-
schen extern und intern nicht-deterministischen Programmen ist eng verknüpft mit dem Begriff
der Determiniertheit (nach [Cla06]):
Definition 4. Ein Programm ist determiniert, wenn zu jedem möglichen Eingabewert höchstens
ein Ausgabewert geliefert wird.
Ist ein möglicher Eingabewert valide, dann wird ein determiniertes Programm immer termi-
nieren und genau einen Ausgabewert liefern. Deterministische Programme sind immer auch
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determiniert. Determinierte Programme jedoch dürfen intern nicht-deterministisch sein. Nicht-
determinierte Programme dagegen sind auch extern nicht-deterministisch.
Ein korrektes Programm zeichnet sich im Allgemeinen durch Determiniertheit aus. Ist ein par-
alleles Programm nicht determiniert, dann deutet das oft auf Programmfehler hin. Es existieren
jedoch auch gewollte und akzeptierte nicht-determinierte Programme. Beispielsweise kann das
Damenproblem [Cla06] so parallelisiert werden, dass das Programm in verschiedenen Läufen ver-
schiedene, jeweils korrekte Lösungen erzeugt. Numerische Auslöschung bei der Akkumulation von
parallel erzeugten Teillösungen ist ein weiteres Beispiel für akzeptierte Nicht-Determiniertheit.
Auf eine Reduzierung oder Vermeidung der dadurch entstehenden Ungenauigkeiten z. B. mit
Hilfe der Kahan-Summierung [Kah65] wird in der Praxis oft verzichtet.
2.3 Wettlaufsituationen
Aus den Definitionen 1 und 3 ergibt sich, dass die Ausführung paralleler Programme a prio-
ri nicht-deterministisch ist. Eine sinnvolle Charakterisierung eines parallelen Programms muss
daher zwischen einer nicht-deterministischen Programmausführung an sich und sich daraus even-
tuell ergebenden nicht-deterministischen Programmresultaten unterscheiden.
Arbeitet eine Menge deterministischer Arbeitsabläufe auf voneinander unabhängigen Teilen eines
Programmzustandes, so wird nach Ausführung aller Arbeitsabläufe ein bestimmter Ausgangs-
zustand immer zu genau einem Endzustand führen, der sich aus der Summe der Zustandsän-
derungen ergibt. Der von der Menge dieser Arbeitsabläufe bestimmte Programmteil ist also
determiniert. Formal kann dieser Sachverhalt z. B. mit der Regel der disjunkten Nebenläufigkeit
(disjoint concurrency [O’H07]) beschrieben werden. Davon abzugrenzen sind parallele Arbeits-
abläufe, die auf gemeinsamen Teilen des Programmzustandes arbeiten. Ist dabei der Endzustand
nach Ausführung dieser Arbeitsabläufe abhängig von der Ausführungsreihenfolge der Arbeits-
abläufe, so stehen diese Arbeitsabläufe zueinander in einer Wettlaufsituation.
Definition 5. Eine Wettlaufsituation oder race condition zwischen zwei oder mehreren neben-
läufigen Arbeitsabläufen liegt vor, wenn der resultierende Programmzustand von der Reihenfolge
der Ausführung dieser Arbeitsabläufe abhängt.
Die Definition verwendet den weiter gefassten Begriff der Nebenläufigkeit, da in der paralle-
len Programmierung durchaus Situationen entstehen, in denen Arbeitsabläufe zwar unabhängig
voneinander, jedoch nicht zeitgleich ausgeführt werden können. Solche Arbeitsabläufe können
zum Beispiel in kritischen Abschnitten gekapselt sein.
Wettlaufsituationen sind ein essentieller Bestandteil der parallelen Programmierung. Zur Sicher-
stellung der Korrektheit von Kommunikationen zwischen Threads oder Prozessen müssen diese
sich synchronisieren. Die Synchronisation wiederum geschieht durch Ausnutzung von Wettlauf-
situationen. Neben der Sicherstellung der Korrektheit werden Wettlaufsituationen auch zum
Erreichen von Laufzeit-Effizienz eingesetzt. In einem parallelen Programm mit dynamischer
Lastverteilung zum Beispiel sind Wettlaufsituationen zwischen Arbeitspaketen bewusst vorge-
sehen. Während einer konkreten Abarbeitung reagiert das Programm dann auf die tatsächliche
Ausführungsgeschwindigkeit und verteilt die Arbeitspakete entsprechend der Verfügbarkeit der
Rechenressourcen.
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Im Folgenden werden verschiedene Arten von nicht-deterministischen Konstrukten in parallelen
Programmen vorgestellt. Für jede Art wird erläutert, welche Wettlaufsituationen sich ergeben
können.
Data Races
Der Zustand eines Programms ergibt sich aus allen zu einem bestimmten Zeitpunkt gespeicherten
Daten. Da der Datenspeicher dabei eine zentrale Rolle spielt, wurde für potentielle Wettlaufsi-
tuationen diesen Speicher betreffend der Begriff data race geprägt. Dieser Begriff wird je nach
Anwendungsbereich verschieden definiert [AHB03, ISO12]. Die folgende Definition nach [DP12]
verwendet die bereits in dieser Arbeit eingeführten Begriffe.
Definition 6. Ein data race liegt vor, wenn zwei parallel ausführbare Instruktionen auf eine
gemeinsame Variable zugreifen, wobei mindestens ein Zugriff schreibend ist.
In [Ber66] wird eine Herleitung der in der Definition verwendeten Kriterien gezeigt. Ebenfalls
in [Ber66] wird allerdings schon angemerkt, dass diese Definition auch degenerierte Situationen
umfasst, in denen ein data race keine Wettlaufsituation zur Folge hat. Schreiben zum Beispiel
zwei parallele Instruktionen beide den gleichen Wert in eine Variable, so ist der Zustand des
Programms unabhängig von der Ausführungsreihenfolge der beiden Instruktionen gleich. Ein
ähnlicher Fall liegt vor, wenn eine Instruktion eine Variable liest und eine zweite Instruktion
den Wert schreibt, der bereits in der Variablen gespeichert ist. Diese und weitere harmlose data
races werden ausführlich in [NWT+07] untersucht.
Data races sind ein grundlegendes Mittel für die Implementierung von Synchronisationsfunk-
tionen. Im einfachsten Fall liest ein Thread eine Variable v in einer Schleife solange aus, bis
die Variable einen Wert ungleich 0 hat. Für diese als aktives Warten (busy-waiting) bezeichnete
Funktionalität ist in Listing 1 eine mögliche Implementierung auf Assemblerebene gezeigt. Wenn
ein paralleler Thread v mit dem Wert 1 beschreibt, so existiert zwischen beiden Threads ein data
race bezüglich v, denn die Instruktionen auf Zeile 2 erfüllen die Kriterien von Definition 6. Wird
der Programmzustand direkt nach dem Lesen von v (nach Zeile 2) betrachtet, so verursacht das
data race auch eine Wettlaufsituation, denn der nach r1 kopierte Wert kann sowohl 0 als auch
1 sein. Der Programmzustand ist in diesem Fall also nicht deterministisch. Wird jedoch die ge-
samte Schleife als ein Arbeitsablauf betrachtet, so verschwindet die Wettlaufsituation. Nachdem
der so definierte Arbeitsablauf ausgeführt und die Schleife verlassen wurde, sind sowohl v als
auch das Register r1 determiniert 1.
Thread 1
1 // v ist 0
2 loop:
3 mov v, r1
4 cmp r1 , #0
5 jz loop
6 // v und r1 sind sicher 1
Thread 2
mov #1, v
Listing 1: Aktives Warten auf das Setzen einer Variable v
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Daraus ergibt sich, dass die Existenz von Wettlaufsituationen in parallelen Programmen auch
von der Perspektive abhängt. Insbesondere werden auf der Stufe der Maschineninstruktionen
existierende data races oft so in Funktionen gekapselt, dass bei der Betrachtung kompletter
Funktionen aus diesen data races keine Wettlaufsituationen herrühren.
Synchronisations-Races
Wird zu Listing 1 ein dritter paralleler Thread hinzugefügt, der ebenfalls v mit dem Wert 1
beschreibt, dann entsteht eine neue Art von Wettlaufsituationen. Zwar ist der Wert der Varia-
blen nach Beendigung der Schleife immer noch determiniert 1, allerdings ist nicht mehr klar, ob
der zweite oder dritte Thread die Wertänderung verursacht hat. Dieser Wettlauf zwischen dem
zweiten und dritten Thread passiert nicht mehr aufgrund eines data races, sondern aufgrund
der Semantik des gesamten Arbeitsablaufs. Er verursacht eine nicht-deterministische Program-
mausführung und ist ein Fehler, wenn ein deterministischer Programmablauf intendiert war.
In [NM92b] werden solche Wettläufe in Abgrenzung zu data races als general races bezeichnet.
In dieser Arbeit wird der Begriff Synchronisations-Race verwendet. Er wird in Abschnitt 4.1.2
formal beschrieben und genauer untersucht.
Eng verwandt mit Synchronisations-Races sind message races [NM92a, NBDK96]. Message races
entstehen in nachrichtenbasierten Programmen, wenn zwei oder mehrere Nachrichten parallel
zum selben Empfänger geschickt werden. Auf der Empfänger-Seite entsteht dann sowohl ein data
race bezüglich des Nachrichteninhaltes als auch ein Synchronisation-Race, da kein eindeutiges
Sende-Empfangs-Paar angegeben werden kann. Analysewerkzeuge für message races finden sich
vor allem im MPI-Umfeld [Kra00, HPS+12].
Statischer Nichtdeterminismus
Parallele Programme enthalten oft intendierte nicht-deterministische Abläufe, um dynamisch auf
ihre jeweiligen Laufzeitumgebungen reagieren zu können. In diesem Fall wartet ein Thread auf
mehrere Kommunikationsereignisse. Die weitere Abarbeitung hängt dann vom jeweils eintref-
fenden Ereignis ab. Listing 2 stellt diesen Sachverhalt über zwei Variablen v und w dar. Thread
1 wartet in der Schleife, ob v oder w auf 1 gesetzt werden. Je nachdem, ob Thread 2 v oder
Thread 3 w setzt, wird die entsprechende Funktion aufgerufen. Ein Synchronisations-Race exis-
tiert in diesem Fall nicht, da die zwei schreibenden Threads unterschiedliche Variablen nutzen.
Die Arbeitsabläufe, auf die verzweigt wird (im Beispiel die Funktionen handle_v und handle_w),
sind jedoch nebenläufig, wenn wie im Beispiel v und w parallel auf 1 gesetzt werden können.
Der entstehende Nichtdeterminismus wird direkt auf der Ebene des Programmtextes behandelt.
Entsprechend wird dieser Fall in der Arbeit als statischer Nichtdeterminismus bezeichnet.
Sind im Beispiel die Funktionen handle_v und handle_w äquivalent, so handelt es sich beim
Arbeitsablauf auf Thread 1 um eine disjunkte Warte-Operation [Coo03]. Dieser Sonderfall des
statischen Nichtdeterminismus wartet ebenfalls auf eine von mehreren Kommunikationsereignis-
sen, setzt die Programmausführung jedoch unabhängig vom tatsächlich eingetretenen Ereignis
fort.
Statischer Nichtdeterminismus ist kein Fehler, sondern für die Effizienz eines parallelen Pro-
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Thread 1
1 while (true) {
2 if (v == 1)
3 handle_v ();







Listing 2: Aktives Warten auf das Setzen einer von mehreren möglichen Variablen
gramms oft entscheidend, da so dynamisch auf Lastimbalancen im System reagiert werden kann.
Wettlaufsituationen können entstehen, wenn die nebenläufigen Arbeitsabläufe zur Behandlung
der Ereignisse in Wettlauf zueinander stehen. In [NM92b] werden solche Wettläufe zu den general
races gezählt.
Nichtdeterminismus durch wechselseitigen Ausschluss
Eine weitere Form eines intendierten nicht-deterministischen Ablaufs stellt der wechselseitige
Ausschluss dar [Dij65]. Wechselseitiger Ausschluss bezeichnet eine Programmsynchronisation
mit Hilfe von kritischen Programmabschnitten (critical section [Ray12]). Einen bestimmten kri-
tischen Abschnitt darf zu jedem Zeitpunkt nur maximal ein Thread ausführen. Ein in einem
kritischen Abschnitt befindlicher Thread muss diesen erst wieder verlassen, bevor ein anderer
Thread den Abschnitt betreten kann. Damit sind Zustandsänderungen, die durch Arbeitsabläufe
im kritischen Abschnitt vorgenommen werden, für andere Arbeitsabläufe im selben kritischen
Abschnitt als unteilbare Einheit sichtbar.
Die Reihenfolge der Ausführung von kritischen Abschnitten ist nicht deterministisch. Eine Wett-
laufsituation entsteht jedoch wie im Fall des statischen Nichtdeterminismus nur dann, wenn der
Programmzustand von der Reihenfolge der Abarbeitung dieser Abschnitte abhängt.
2.4 Wettlaufsituationen als Programmfehler
Neben intendierten Wettlaufsituationen gibt es Wettlaufsituationen, die zu fehlerhaften Pro-
grammresultaten führen können. Solche unbeabsichtigten Wettlaufsituationen sind aufgrund
ihrer nicht-deterministischen Natur schwer auffindbar. Erstens ist nicht garantiert, dass der
Wettlauf in einer konkreten Programmausführung zu einem Fehler führt (irreproducibility ef-
fect [SH88, NM92a]). Der Fehler kann aufgrund der nicht-deterministischen Ablaufordnung
selbst auf der gleichen Maschine bei einem weiteren Lauf nicht auftreten. Noch schwieriger wird
es, wenn der Fehler nur in der Produktionsumgebung auftritt, sich aber aufgrund geänderter
Rahmenbedingungen in Testumgebungen nicht zeigt. Zweitens ist eine fehlerhafte Wettlaufsitua-
tion oft nicht sofort als Fehler ersichtlich. Der Fehler kann sich auf vielfältige Weise erst während
der weiteren Programmausführung manifestieren. Eine direkte Verbindung vom Symptom zur
Ursache ist für den Programm-Analysten dann nur schwer erkennbar. Im schlimmsten Fall wird
ein falsches Programmergebnis nicht als fehlerhaft erkannt.
Fehlerhafte Wettlaufsituationen können schwerwiegende Folgen haben, da sie lange Zeit in Pro-
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duktionssystemen latent vorhanden sein können, bevor ihre Wirkung überraschend sichtbar wird.
Ein klassisches Beispiel ist der Therac-25-Fehler [LT93]. Der Therac-25 war ein in der Strah-
lentherapie eingesetzter Linearbeschleuniger. Bedingt durch eine fehlerhafte Programmierung
wurden innerhalb von zwei Jahren mehrere Patienten mit zum Teil tödlichen Folgen verstrahlt.
An diesem Unfall wird die Nichtreproduzierbarkeit von Wettlaufsituationen besonders deutlich.
Obwohl nach einigen Vorfällen das Gerät und die Software in einer Testumgebung eingehend
untersucht wurde, konnte der kritische Wettlauf nicht gefunden werden. Aufgrund veränderter
Umgebungsparameter trat der Fehler in der Testumgebung nicht auf. Auch gab es eine gan-
ze Reihe von baugleichen Apparaten, die – zumindest nach heutigem Wissensstand – immer
einwandfrei funktionierten. In der Folge kam es noch zu drei weiteren Unfällen. Bei einer dar-
aufhin erfolgten erneuten Untersuchung – diesmal unter Einsatzbedingungen – konnte der Fehler
schließlich gefunden werden.
Ein weiteres Beispiel für die potentiell fatalen Folgen einer fehlerhaften Wettlaufsituation ist der
flächendeckende Stromausfall im Nordosten Nordamerikas am 14.August 2003. Ein Grund für
diesen Stromausfall war eine Wettlaufsituation im Energiemanagementsystem des Stromnetzes,
wodurch eingehende Gefahrenmeldungen mehr als eine Stunde lang den Kontrollraum nicht
erreichten [Cou04]. In der Folge kam es zu einer kaskadierenden Abschaltung von Kraftwerken,
was schließlich dazu führte, dass zwei Tage lang dicht besiedelte Gebiete an der Ostküste der USA
und in Ontario, Kanada ohne Strom waren. Züge fuhren nicht mehr und in einigen Regionen fiel
die Trinkwasserversorgung aus. Da auch Notstromversorgungseinrichtungen nicht wie geplant
funktionierten, waren auch weite Teile der sonstigen Infrastruktur betroffen.
Das zuverlässige Finden fehlerhafter Wettlaufsituationen wird damit zu einer wichtigen Aufgabe
der Analyse paralleler Programme. Dabei muss das prinzipiell nicht-deterministische Verhalten
solcher Programme in Betracht gezogen werden. Einzelne Testläufe sind nicht ausreichend, um
die Zuverlässigkeit einer entsprechenden Analyse zu gewährleisten. Stattdessen müssen die logi-
schen Beziehungen der Programmfunktionen innerhalb der parallelen Arbeitsabläufe untersucht
werden. Dazu sind Techniken notwendig, die über das klassische Debugging der Zustandstrans-
formationen eines Programmlaufs hinausgehen.
2.5 Reproduzierbarkeit der Analyse paralleler Programme
Sequentielle nicht-randomisierte Programme sind deterministisch. Ein bestimmter Eingabezu-
stand wird von einem solchen Programm also immer in denselben Ausgabezustand transformiert
werden. Ebenfalls determiniert sind alle Programmzustände, die sich während der Ausführung
ergeben. Für die Untersuchung sequentieller Programme ist es deswegen meist ausreichend,
repräsentative Eingabezustände auszuwählen und die Transformationsschritte bis zum Ausga-
bezustand zu analysieren. Aus einem gut gewählten Eingabezustand kann oft auch auf das
Programmverhalten für andere Eingabezustände geschlossen werden. Die Untersuchung eines
solchen Eingabezustandes wird auch als Test bezeichnet.
Definition 7. Ein Test ist der überprüfbare und jederzeit wiederholbare Nachweis der Korrekt-
heit eines Softwarebausteins relativ zu vorher festgelegten Anforderungen [DS91].
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Diese Definition erhebt im Gegensatz zu anderen Varianten [PKS02, iee90] explizit die Forderung
nach Reproduzierbarkeit. Um dieser Forderung auch für parallele Programme gerecht werden zu
können, muss jedoch eine weitere Untersuchungsdimension hinzugefügt werden, da für jeden Ein-
gabezustand verschiedene Varianten der Programmausführung existieren. Ein Test kann nicht
nur die Zustands-Transformationen einer konkreten Programmausführung betrachten, sondern
muss auch untersuchen, ob das Ergebnis von möglichen Ablauf-Varianten abhängt.
Wie in Abschnitt 2.3 erläutert wurde, können parallele Programme im Gegensatz zu sequentiellen
Programmen nicht-deterministische Abläufe enthalten. Die Schritte, die einen Eingabezustand
in einen Ausgabezustand transformieren, können in jedem Programmlauf in einer anderen zeitli-
chen Reihenfolge stattfinden. Auch eine Permutation des Ablaufs, die über eine lediglich zeitliche
Verschiebung von Programmereignissen hinausgeht, ist möglich. Für eine Programmanalyse ist
es also nicht mehr ausreichend, eine Menge von Eingabe- und Ausgabezuständen zu betrach-
ten. Ebenfalls betrachtet werden müssen die für jeden untersuchten Eingabezustand möglichen
Permutationen der Programmausführung.
Eine Lösung für diese Herausforderung ist die Analyse der Aufzeichnung einer Programmaus-
führung. Diese Methode besteht aus zwei prinzipiellen Schritten:
1. Aufzeichnung eines Programmlaufs
2. Analyse der aufgezeichneten Programmereignisse.
Viele Analysetechniken für parallele Programme nutzen diese Methode, da sie es erlaubt, den
kompletten Programmablauf in die Untersuchung mit einzubeziehen. Die record & replay-Tech-
nik simuliert äquivalente Programmläufe anhand der Aufzeichnung und schafft so eine kontrol-
lierte Testumgebung [LSZ90]. Eine Variante dieser Technik modifiziert die aufgezeichneten Er-
eignisse, um zum Beispiel alternative Abarbeitungsreihenfolgen testen zu können [GV95, Kra00].
Das Konzept des Active Testing [Sen08, JNPS09] erzeugt alternative Abarbeitungsreihenfolgen
durch die gezielte Verzögerung bestimmter Programmereignisse.
Andere Verfahren verzichten auf ein replay im Analyseschritt und beweisen stattdessen anhand
der aufgezeichneten Ereignisse bestimmte Programmeigenschaften auch für alternative Abarbei-
tungsreihenfolgen [NBDK96, RM95].
Die eben genannten Verfahren sind post-mortem-Analysen. Post-mortem-Analysen speichern die
während der Aufzeichnung gewonnenen Daten. Der eigentliche Analyse-Schritt findet dann nach
der Beendigung des Programms statt. Im Gegensatz zum post-mortem-Verfahren verzichten on-
the-fly-Techniken [GZH+94] auf eine dedizierte Speicherung des Programmlaufs. Die Analyse
stattgefundener Programmereignisse findet schon während der Ausführung statt. Damit wen-
den letztendlich auch on-the-fly-Techniken die beiden oben aufgeführten Schritte an. Allerdings
werden beide Schritte verschränkt ausgeführt, so dass sie für den Programm-Analysten nicht
mehr sichtbar zu trennen sind. Ein Vorteil von on-the-fly-Techniken ist die Möglichkeit, dass
die Ausführung des analysierten Programms von Analyseergebnissen direkt beeinflusst werden
kann [SH11].
Ein anderer Lösungsansatz für das Problem der Reproduzierbarkeit ist die symbolische Aus-
führung (symbolic execution [BCO05]). Darauf aufbauende Werkzeuge erstellen ein System aus
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Constraints über den Programmzustand, über dieses dann Programmeigenschaften bewiesen
werden können [BDDP11].
2.6 Task Graphen
Allen im vorherigen Abschnitt vorgestellten Verfahren ist gemein, dass sie im Analyseschritt auf
einem Modell der Programmausführung operieren. Die Ausführung wird in einzelne Programm-
ereignisse zerlegt, die dann untersucht werden. In Graphenmodellen stellen diese Programmer-
eignisse einzelne Berechnungsschritte des Programms dar und werden als Knoten im Graphen
repräsentiert [Sin07]. Die Kanten eines solchen Graphen sind meist gerichtet und werden zur
Modellierung verschiedener Eigenschaften eingesetzt.
In einem Programmabhängigkeitsgraphen stellen die Kanten kausale Abhängigkeiten zwischen
einzelnen Berechnungsschritten dar. Sind zwei Knoten A und B durch einen Pfad A → B
miteinander verbunden, so muss erst A ausgeführt werden, bevor B ausgeführt werden kann.
Zulässige Programme haben immer azyklische Programmabhängigkeitsgraphen.
In einem Kontrollflussgraph modellieren die Kanten mögliche Übergänge von einem Berech-
nungsschritt zum nächsten. Ein Pfad durch einen Kontrollflussgraph modelliert also einen mög-
lichen Programmablauf. Im Gegensatz zu Programmabhängigkeitsgraphen können Kontrollfluss-
graphen Zyklen – z. B. für die Modellierung von Schleifen – enthalten.
In dem in [Sin07] definierten Task Graphen repräsentieren gewichtete Kanten die Kommunika-
tion zwischen einzelnen Berechnungsschritten. Unter der dort ebenfalls getroffenen Annahme,
dass eine Kommunikationsbeziehung auch eine Abhängigkeit etabliert, besteht die Überführung
eines Task Graphen in einen Programmabhängigkeitsgraphen nur aus der Entfernung der Kan-
tenwichtungen und ist somit trivial.
In der vorliegenden Arbeit wird der Begriff des Task Graphen für die Modellierung einer Pro-
grammausführung verwendet. Eine Programmausführung bezeichnet die Befehlsabfolge eines
konkreten Programmlaufs. Ein solcher Task Graph ist demzufolge nur zur dynamischen Pro-
grammanalyse geeignet, da nicht ausgeführte Programmpfade im Task Graphen nicht reprä-
sentiert sind. Berechnungsschritte werden zu Ereignissen innerhalb einer Programmausführung
abstrahiert.
Der Begriff Task ist selbst dann mehrdeutig, wenn er nur im Kontext der Informatik betrachtet
wird. In [IBM17] werden insgesamt 31 verschiedene Bedeutungen aufgelistet. In dieser Arbeit
wird der Begriff wie folgt definiert:
Definition 8. Ein Task ist ein Modell für ein abgeschlossenes Ereignis in einer Programmaus-
führung zu einem bestimmten Zeitpunkt.
Die gesamte Ausführung eines Programms lässt sich somit in einzelne Tasks zerlegen, wobei
jeder Task genau einmal ausgeführt wird. Innerhalb eines Tasks wird keine weitere Zerlegung
vorgenommen und die Reihenfolge der Ausführung der in ihm zusammengefassten Berechnungen
ist undefiniert. Tasks werden somit logisch atomar, also zu genau einem bestimmten Zeitpunkt,
ausgeführt. Weiterhin sind Tasks abgeschlossen: bei Eintritt in einen Task müssen alle benötigten
Eingabedaten vorliegen und nach Verlassen des Tasks sind alle Ausgabedaten sichtbar.
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Ein Task ist nicht notwendigerweise äquivalent zu einer einzelnen Anweisung. Oft ist es sinnvoll,
mehrere Anweisungen oder auch die Ausführung einer Funktion zu einem Task zusammenzu-
fassen. Andererseits kann ein Task auch ein rein logisches Ereignis, z. B. das Betreten oder
Verlassen einer Funktion, repräsentieren. Darüber hinaus ist es unter Umständen sogar not-
wendig, für eine präzise Modellierung einzelne Maschinenbefehle in mehrere Tasks zu zerlegen.
Beschreibt zum Beispiel ein Maschinenbefehl eine bestimmte Speicherzelle, so muss aufgrund
der out-of-order Ausführung von Befehlen in modernen Mikroprozessoren dieser Befehl in die
zwei Tasks Instruktionsausführung und Schreiben des Wertes zerlegt werden, um die Eigenschaft
der Abgeschlossenheit der einzelnen Tasks zu wahren. In Abschnitt 4.2.2 wird die Zerlegung von
asynchronen Kommunikationsoperationen in mehrere Tasks näher beschrieben.
Die einzelnen Tasks einer Programmausführung können mittels ihrer kausalen Relationen zu-
einander in Beziehung gesetzt werden. Für diese Relation wurde der Begriff happened-before-
Relation geprägt [Lam78].
Definition 9. Eine happened-before-Relation (≺) bezeichnet eine Relation zwischen zwei Tasks
A und B. Es gilt A≺B genau dann, wenn B nur nach A ausgeführt werden kann.
Die happened-before-Relation ist eine strenge Ordnungsrelation und demnach
irreflexiv A6≺A,
antisymmetrisch A≺B ⇒ B 6≺A,
transitiv A≺B ∧B≺C ⇒ A≺C.
Die einfachste Form einer happened-before-Relation besteht zwischen nacheinander abgearbei-
teten Tasks eines Threads. Jeder Task kann nur ausgeführt werden, nachdem der direkt davor
liegende Task ausgeführt wurde.
In parallelen Programmausführungen treten zusätzliche happened-before-Relationen zwischen
Tasks unterschiedlicher Threads auf. Sendet der Task A eines Threads eine Nachricht und wartet
ein Task B eines anderen Threads auf genau diese Nachricht, so gilt A≺B. Darüber hinaus
entstehen happened-before-Relationen, wenn ein Task einen neuen Thread startet bzw. wenn







Tasks in einem Thread Tasks in einer Sende/Warte-
Beziehung
Tasks in einer Fork/Join-Be-
ziehung
Abbildung 2.1: Mögliche Ausprägungen der happened-before-Relation
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Datenabhängigkeit induziert eine weitere Form der happened-before-Relation. Allgemein muss
ein zu schreibender Wert erst ermittelt werden. Wird zum Beispiel ein Wert von einer Speicher-
zelle in eine andere Speicherzelle kopiert, so kann die Schreiboperation nur nach der Leseopera-
tion ausgeführt werden.
Die Menge aller Tasks einer Programmausführung wird zusammen mit der transitiven Reduktion
der happened-before-Relationen in einem Task Graphen zusammengefasst.
Definition 10. Ein Task Graph ist ein azyklischer, gerichteter Graph P = 〈E,≺〉, der die
happened-before-Relationen zwischen den Tasks einer Programmausführung P modelliert. Die
endliche Menge E enthält alle ausgeführten Tasks und ≺ ist die happened-before-Relation über
E.
Ein Task Graph repräsentiert somit alle logisch möglichen Abarbeitungsreihenfolgen der ein-
zelnen Tasks einer Programmausführung. Existiert in einem Task Graphen ein Pfad von einem
Task A zu einem Task B, so gilt aufgrund der Transitivität der happened-before-Relation A≺B.
Somit existiert eine garantierte Abarbeitungsreihenfolge von A und B, da B laut Definition 9
nur nach A ausgeführt werden kann. Existiert weder ein Pfad von A nach B noch ein Pfad von
B nach A, so ist die Reihenfolge der Ausführung von A und B undefiniert. Dann können beide
Tasks in beliebiger Reihenfolge und praktisch auch gleichzeitig ausgeführt werden.
Mit Hilfe eines Task Graphen sind data races also auch dann feststellbar, wenn diese in der
aufgezeichneten Ausführung zu keinem Fehler geführt haben. Dazu müssen Speicherzugriffe als
Programmereignisse erfasst werden. Dann können die Kriterien von Definition 6 zur Überprüfung
dieser Zugriffsereignisse verwendet werden. Ob zwei Ereignisse parallel ausführbar sind, ergibt
sich dabei aus dem Task Graphen.
Daraus resultiert die Aufgabe, zu einer gegebenen Programmaufzeichnung einen Task Graphen
zu erstellen. Für die in dieser Arbeit behandelten PGAS-Programme ergibt sich zusätzlich die
Forderung, dass die durch PGAS-Operationen ausgelösten Speicherzugriffe im Task Graph reprä-
sentiert werden müssen. Dabei sollen auch die kausalen Beziehungen zu den Tasks der Threads
im Graph abgebildet werden. Eine weitere Aufgabe ist das Finden von Synchronisations-Races
während der Erstellung eines Task Graphen. Kann gezeigt werden, dass eine Programmaufzeich-
nung eindeutig in einen Task Graphen überführt werden kann, so kann damit auch die Existenz
von Synchronisations-Races für die untersuchte Programmausführung ausgeschlossen werden.
2.7 GASPI – Global Address Space Programming Interface
Die in dieser Arbeit entwickelten Werkzeuge analysieren verteilte Anwendungen, die mit GASPI
als Kommunikationssubstrat entwickelt wurden. GASPI ist eine Programmierschnittstelle für
Operationen in einem PGAS-System. Diese Programmierschnittstelle wurde im gleichnamigen
BMBF-Projekt von 2011 bis 2013 entwickelt [ABB+13] und wird seitdem vom GASPI-Forum
gepflegt [GAS11].
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Ausführungsmodell
Ein GASPI-Programm besteht aus einer Anzahl von Prozessen, wobei jedem Prozess ein ein-
deutiger Rank zugeordnet ist. Ranks bezeichnen eine aufsteigende Nummerierung der Prozesse,
beginnend mit Rank 0. Sie werden den Prozessen statisch beim Start zugewiesen. Die Pro-
zesse werden unabhängig voneinander vom Betriebssystem gestartet und kommunizieren dann
mittels GASPI-Funktionen miteinander. Ein SPMD-Programmiermodell wird von GASPI nicht
vorausgesetzt.
Ein Prozess kann aus mehreren Threads bestehen. Anders als in MPI gibt es keine verschiedenen
Thread-Umgebungen. Alle Threads können gleichberechtigt alle GASPI-Funktionen aufrufen.
Allerdings bietet GASPI selbst keine Programmierschnittstelle für Multi-Threading. Hierzu muss
der Programmierer auf andere Schnittstellen (z. B. OpenMP) zurückgreifen.
Bevor ein Prozess GASPI-Operationen durchführen kann, muss gaspi_proc_init als erste
Funktion aufgerufen werden. Standardmäßig baut diese Funktion die Kommunikationsinfra-
struktur zwischen dem aufrufenden Prozess und allen entfernten GASPI-Prozessen auf. Dieses
Vorgehen kann auf großen Systemen ineffizient werden. Deswegen kann der Programmierer den
Aufbau der Kommunikationsinfrastruktur in gaspi_proc_init auch unterdrücken und diese
später nur zwischen bestimmten Ranks etablieren.
Speichermodell
Das GASPI-Speichermodell lehnt sich an das in Abschnitt 1.1 bereits beschriebene PGAS-
Speichermodell an. Jeder Prozess besitzt neben seinem lokalen Speicherbereich auch eine oder
mehrere Partitionen des gemeinsamen Speicherbereichs. Diese Partitionen werden in GASPI als
Segmente bezeichnet. Ein von einem Prozess alloziertes Segment wird zur lokalen Partition für
diesen Prozess. Jedem Segment wird bei der Allokation vom Programmierer eine innerhalb des
Prozesses eindeutige Nummer zugewiesen. Ein Segment wird also durch die Segmentnummer
und den Rank des das Segment beherbergenden Prozesses bezeichnet. Ein Segment fungiert
lokal wie ein Heap-Speicher, in dem Variablen abgelegt werden können. Dazu kann der lokale
Prozess die Funktion gaspi_segment_ptr aufrufen, die einen Zeiger auf das erste Byte eines
Segments liefert. Auf entfernte Segmente kann ein Prozess nur über explizite put- und get-
Operationen zugreifen. Die Adresse einer Variable in einem Segment wird durch den Offset zum
Start des Segments bestimmt. Die Position einer Variable AR im gemeinsamen Speicherbereich
wird also eindeutig durch das Tripel AR = {rank, segment, offset} definiert. Befindet sich
eine Variable in einem lokal allozierten Segment, dann ist ihre Adresse AL durch das Tupel
AL = {segment, offset} bereits ausreichend definiert.
Prozesse können Segmente unabhängig voneinander erstellen. Dadurch werden heterogene Syste-
me unterstützt, in denen Knoten unterschiedliche Speicherarchitekturen besitzen. Des Weiteren
ist es für einen Prozess möglich, mehrere Segmente zu erstellen. Abhängig vom System können
diese in unterschiedlichen Speichertypen (z. B. NVRAM, High Bandwidth Memory) alloziert
werden. Auf diese Weise kann der Programmierer die jeweiligen Speichereigenschaften gezielt
für jeweils geeignete Aufgaben innerhalb des PGAS-Programmiermodells nutzen.
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RMA-Operationen
Alle von GASPI definierten RDMA-Operationen sind asynchrone Operationen. Sie kehren al-
so schon zurück, noch bevor der Lese- bzw. Schreibvorgang auf dem lokalen Speichersegment
abgeschlossen ist. RDMA-Operationen werden von GASPI in Queues organisiert. Queues sind
prozess-lokale Entitäten, die die Abarbeitung der gestarteten Operationen gewährleisten. Sie
sind aufsteigend nummeriert und werden vom Programmierer direkt angesprochen.
Die prinzipielle Funktion zum Starten einer put-Operation ist gaspi_write(Q, AL, AR, S). Die-
se Operation kopiert asynchron S Bytes von der lokalen Quelladresse AL zur Zieladresse AR
unter Verwendung von Queue Q. Die entsprechend fundamentale Funktion zum Starten ei-
ner get-Operation ist gaspi_read(Q, AR, AL, S), welche asynchron S Bytes von der entfernten
Quelladresse AR zur lokalen Zieladresse AL transferiert.
Die Funktion gaspi_wait(Q) wartet auf den Abschluss aller asynchronen lokalen Lese- und
Schreibvorgänge, die in der Queue Q platziert sind. Kehrt diese Funktion zurück, ist jedoch
nur für gaspi_read auch der Abschluss des entfernten Lesezugriffs garantiert. Für gaspi_write
existiert keine Zusicherung, dass auch der entfernte Schreibzugriff beendet ist. Auf den Abschluss
dieses Schreibzugriffs muss der Zielprozess testen. Diese Synchronisation geschieht unabhängig
vom auslösenden Prozess.
Synchronisationsmodell
GASPI definiert kollektive und gerichtete Synchronisationsfunktionen. Kollektive Synchroni-
sationsfunktionen sind Barrieren, die die Ausführung einer Gruppe von Prozessen so lange
unterbrechen, bis alle Prozesse dieser Gruppe die Barriere betreten haben. Barrieren können
nicht-blockierend sein. Damit können Prozesse zwischen dem Betreten der Barriere und dem
Warten auf alle anderen Prozesse der Gruppe weitere Arbeit verrichten. Für die Gesamtheit
aller GASPI-Prozesse in einem Programm existiert die vordefinierte Gruppe GASPI_GROUP_ALL.
Gerichtete Synchronisation wird durch einen Notifikationsmechanismus implementiert. Prozesse
können kurze Nachrichten – sogenannte Notifikationen – an andere Prozesse schicken. Jedes
Segment eines Prozesses besitzt einen privaten Speicherbereich, in den andere Prozesse Notifi-
kationen schreiben können. Die Adresse einer Notifikation ist bestimmt durch den Zielprozess,
das Zielsegment und einen Offset innerhalb des privaten Speicherbereichs. Der Offset wird auch
als Notifikations-ID bezeichnet, das Tripel AN = {rank, segment, notification-id} definiert also
die Adresse einer Notifikation. Die Funktion gaspi_notify(Q, AN , V ) sendet einen integralen
Wert V ungleich 0 asynchron über die Queue Q an die Notifikations-Adresse AN . GASPI ga-
rantiert, dass zuvor über dieselbe Queue Q zum selben Zielprozess ausgeführte put-Operationen
(gaspi_write) auf dem Zielknoten abgeschlossen sind, bevor die Notifikation dort sichtbar wird.
Dem Zielprozess stehen zwei Funktionen zum Testen von eingehenden Notifikationen zur Ver-
fügung. Die Funktion gaspi_waitsome(S, IDStart, IDEnd) wartet darauf, dass in einem lokalen
Segment S mindestens eine Notifikation innerhalb des fortlaufenden Bereichs von Notifikations-
IDs [IDStart, IDEnd) auf einen Wert ungleich 0 gesetzt wird. Ist bereits eine Notifikation gesetzt,
so kehrt die Funktion sofort zurück. Die Funktion gaspi_reset(S, ID) setzt eine Notifikation
an Offset ID auf 0 zurück und gibt den vorher dort gespeichert Wert zurück. Anhand des Rück-
22 2 Problemfeld: Analyse von parallelen Programmen
gabewertes entscheidet der GASPI-Prozess dann über die weitere Abarbeitung. gaspi_reset
arbeitet atomar. Damit ist es möglich, dass mehrere Threads ohne zusätzliche Synchronisation
gleichzeitig auf die gleiche Notifikation warten können.
Die Synchronisation geschieht in GASPI immer mittels gaspi_reset. Zwar wird auch von
gaspi_waitsome die Notifikations-ID zurückgegeben, welche die Beendigung des Warte-Zustan-
des verursacht hat. Allerdings handelt es sich dabei nur um einen Hinweis zur Vereinfachung
eines nachfolgend erforderlichen gaspi_reset-Aufrufs. Eine zuverlässige Feststellung des Wer-
tes einer Notifikation ist nur durch gaspi_reset möglich. Eine GASPI-Implementierung kann
in gaspi_waitsome eine plattformabhängige effiziente Warte-Strategie bereitstellen. Ein Pro-
gramm kann jedoch auch auf eine Verwendung von gaspi_waitsome verzichten und stattdessen
den Zustand von Notifikationen wiederholt mit gaspi_reset abfragen und in der Zwischenzeit
andere Arbeit verrichten.
In der Praxis werden gaspi_waitsome und gaspi_reset häufig zusammen verwendet. Listing 3
zeigt die Implementierung der Funktion gaspi_wait_reset, die aus diesen beiden Operation
zusammengesetzt ist. Diese Funktion wartet im Segment S auf eine Notifikation aus dem Bereich
[IDStart, IDStart + N) und gibt die Notifikations-ID zurück, die die Beendigung des Wartens
verursacht hat. Durch die Auswertung der zurückgegebenen ID modelliert ein GASPI-Programm
statischen Nichtdeterminismus. Die Funktion gaspi_wait_reset wird im weiteren Verlauf der
Arbeit zur Vereinfachung in GASPI-Listings verwendet.
1 function gaspi_wait_reset (S, IDStart , N )
2 {
3 flag_value = 0;
4 while (flag_value == 0) {
5 ID = gaspi_waitsome (S, IDStart , IDStart + N );




Listing 3: Die gaspi_wait_reset-Funktion als Kombination der zwei Basisfunktionen
gaspi_waitsome und gaspi_reset
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Program testing can be used to show the presence of bugs, but never to show their
absence! [Dij72]
Die Bedeutung des PGAS-Programmiermodells ist im letzten Jahrzehnt stetig gewachsen. Neue-
re Arbeiten [MRH14, SWS+12] deuten darauf hin, dass dieses Programmiermodell den Heraus-
forderungen moderner HPC-Architekturen gerecht wird. Trotz dieser gewachsenen Bedeutung
ist das Arsenal an Analysewerkzeugen zur Untersuchung speziell von PGAS-Programmen noch
sehr überschaubar.
Dieses Kapitel vermittelt einen Überblick über Methoden und Werkzeuge, die mit den in der
Arbeit behandelten Themen in Zusammenhang stehen.
3.1 Die Ermittlung von Task Graphen und Synchronisations-Races
Wie in Abschnitt 2.6 erläutert wurde, ist die Modellierung von Beziehungen zwischen Threads
eine Grundlage für eine weiterführende Analyse paralleler Programme. Eine fundamentale Be-
ziehung ist dabei die happened-before-Relation. Zur Darstellung der happened-before-Relation
wird in [EGP89] ein Synchronisationsmodell definiert, in dem das Flag das grundlegende Kon-
zept zur Kommunikation zwischen Threads bildet. Ein Flag hat zwei mögliche Zustände: gesetzt
und gelöscht. Auf einem Flag werden drei Basisoperationen definiert:
• POST ändert den Zustand des Flags auf gesetzt.
• WAIT unterbricht die weitere Ausführung des Threads solange, bis der Zustand des Flags
gesetzt ist. Wenn das Flag bei Eintritt in die WAIT -Operation bereits den Zustand gesetzt
hat, wird die Ausführung des Threads direkt fortgesetzt.
• CLEAR ändert den Zustand des Flags auf gelöscht.
Für die Berechnung eines Task Graphen zu einer gegebenen Programmausführung bestehend aus
diesen drei Operationen wird der common-ancestor Algorithmus angegeben. Dieser Algorithmus
arbeitet in polynomialer Zeit bezogen auf die Anzahl der Synchronisationsoperationen, findet
allerdings unter Umständen nicht alle happened-before-Relationen. Aus diesem Grund wird die
Arbeit in [EGP92] um den exhaustive-pairing Algorithmus erweitert. Mit diesem Algorithmus
werden zu einer Programmausführung alle möglichen Task Graphen vollständig ermittelt. Al-
lerdings hat der Algorithmus exponentielle Komplexität.
In [NM90] wird bewiesen, dass das Problem der Berechnung eines Task Graphen zu einer gege-
benen Programmausführung bestehend aus den drei genannten Basisoperationen NP-vollständig
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ist. Der Beweis besteht aus zwei Schritten. Im ersten Schritt wird ein Programm bestehend aus
kritischen Programmabschnitten konstruiert, für das die Berechnung eines Task Graphen auf das
3-SAT-Problem zurückgeführt wird. Im zweiten Schritt wird gezeigt, dass eine eingeschränkte
Form kritischer Programmabschnitte mit Hilfe der drei Basisoperationen POST , WAIT und
CLEAR programmiert werden kann. Dazu wird vor einem WAIT auf ein Flag ein CLEAR auf
ein anderes Flag ausgeführt. Diese Form wird dann wieder auf das 3-SAT-Problem zurückge-
führt.
3.1.1 Synchronisationsbeziehungen in MPI
Eng verwandt mit der Berechnung eines Task Graphen zu einer gegebenen Programmausführung
ist die Ermittlung von Synchronisationsbeziehungen zwischen Send- und Receive-Operationen
in MPI-Programmen. In ScoreP/OTF2 wird die Reihenfolge der aufgezeichneten Ereignisse ge-
nutzt, um Verbindungen zwischen Send-Operationen und dazu passenden Receive-Operationen
herzustellen [OTF15]. Das Vorgehen in [Kra00] setzt voraus, dass während der Aufzeichnung zu
jeder Operation der bzw. die Partnerprozesse wechselseitig bestimmt werden können. Anhand
dieser Partnerbeziehungen und der Reihenfolge der Ereignisse wird dann ein Task Graph erstellt.
MUST [HPS+12] zeichnet die zur Laufzeit entstehenden Beziehungen zwischen MPI-Operationen
mit auf. Der Task Graph wird direkt aus der Aufzeichnung erstellt. Mit der in [HSN+13] be-
schriebenen Erweiterung können auch Wildcard-Operationen und kollektive Synchronisationen
behandelt werden. Die Daten werden während des Programmlaufs zur Diagnose von Deadlocks
eingesetzt. Mit diesen Methoden wird zu einem gegebenen Lauf eines MPI-Programms genau
ein Task Graph erstellt. Es wird nicht festgestellt, ob der erstellte Task Graph eindeutig ist oder
ob eine Programmausführung mit einer nur zeitlichen Verschiebung der Ereignisse zu einem
anderen Task Graphen führen würde.
In [VGK+11] werden die kausalen Zusammenhänge zwischen MPI-Operationen ermittelt. Dazu
wird die happened-before-Relation durch eine MPI-spezifische matched-before-Relation ersetzt.
Mit Hilfe dieser Relation werden MPI-Operationen logische Zeitstempel zugeordnet. Mit diesen
Zeitstempeln können dann sowohl kausale als auch nichtdeterministische Synchronisationsbezie-
hungen in einer Programmausführung ermittelt werden.
Ein Spezialfall nichtdeterministischer Synchronisationsbeziehungen in MPI-Programmen sind
message races. Wie Synchronisations-Races führen message races aufgrund der Kopplung von
Synchronisation und Nachrichtenübertragung zu einer nichtdeterministischen Ordnung der Pro-
grammereignisse innerhalb eines Programmlaufs. Aufgrund der Semantik der nachrichtenba-
sierten Synchronisation ist die Ermittlung von message races nicht mehr NP-vollständig. Eine
erste Untersuchung von message races wird in [NM92a] durchgeführt. In [NBDK96] wird der
Ansatz erweitert und message races werden sowohl lokalisiert als auch klassifiziert. Dabei sind
ursprüngliche (nonartifact) message races solche Races, welche nicht durch vorhergehende Races
verursacht werden. Das Verfahren basiert auf der Untersuchung der von den Send- und Receive-
Operationen erzeugten Task Graphen. Die Lokalisierung von message races geschieht in einer
on-the-fly Analyse. Da diese Analyse jedoch eine potentiell unüberschaubare Menge an Races
ausgeben kann, werden in einem zweiten post-mortem Schritt die ursprünglichen message races
ermittelt. Nur diese Races werden ausgegeben.
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Der in [Kra00] beschriebene Ansatz stellt für blockierende und nicht-blockierende receive-Ope-
rationen im generierten Task Graphen fest, ob zusätzliche passende parallele send-Operationen
existieren. Solche Operationen werden als message races markiert.
3.1.2 Die Modellierung von Synchronisationsbeziehungen in PGAS-Systemen
Das Problem der Modellierung von PGAS-Programmen wird in [CDMM13] behandelt. Aus
PGAS-Operationen wird ein spezieller Task Graph erstellt, der auch asynchron ausgelöste Spei-
cherzugriffe abbildet. Wird in diesem Task Graph ein Zyklus gefunden, so enthält das zugrunde-
liegende Programm Fehler in der Speicherzugriffskoordination. Der Ansatz kann jedoch nicht alle
Fehler finden, da zyklische Abhängigkeiten in dem entwickelten Modell zwar ein hinreichendes,
nicht aber notwendiges Kriterium für data races sind [Der13].
Ein weiterer Ansatz zur Modellierung von PGAS-Programmen wird in [DLHV16] behandelt.
Diese Arbeit beschreibt eine Sprache coreRMA, die grundlegende RDMA-Operationen abstra-
hiert. Mit dieser Sprache werden Tests erstellt, die das definierte Speichermodell gegen PGAS-
und Netzwerk-Implementierungen überprüft. Die beschriebene Sprache beschränkt sich auf Spei-
cheroperationen. Synchronisationsoperationen werden nicht betrachtet.
3.2 Speicherzugriffsanalyse
Speicherzugriffsanalyse wird in der Softwareentwicklung für verschiedene Aufgabenbereiche ein-
gesetzt. Grundsätzlich zu unterscheiden sind Korrektheits- und Effizienzanalysen.
Im Bereich der Korrektheitsanalyse muss zwischen Fehlern, die bereits in seriellen Programmen
auftreten können und solchen, die typisch für parallele Programme sind, unterschieden werden.
Speicherzugriffsfehler in seriellen Programmen sind z. B.
• Pufferüberläufe,
• Lesen uninitialisierter Variablen,
• Zugriffe auf nicht allozierten Speicher.
Die Analyse solcher Fehler wird von Memory-Debuggern wie z. B. Allinea DDT [All18] oder
Memcheck [SN05] unterstützt. Diese Werkzeuge erkennen fehlerhafte Speicherzugriffe auch dann,
wenn diese sich nicht sofort in einem ersichtlichen Fehler manifestieren. Aufgrund des Themas
dieser Arbeit konzentriert sich der folgende Überblick auf Werkzeuge, die speziell für die Spei-
cherzugriffsanalyse paralleler Programme entwickelt wurden.
3.2.1 Korrektheitsanalyse von Speicherzugriffen in nicht-verteilten Systemen mit
gemeinsam genutztem Speicher
Data races gehören zu den bekannten und berüchtigten Fehlern in der parallelen Programmie-
rung. Demzufolge existieren eine Vielzahl von Verfahren und Werkzeugen zum Auffinden von
data races. Die Entwicklung hat sich dabei auf Multithreaded-Systeme, also nicht-verteilte Sys-
teme mit gemeinsam genutztem Speicher, konzentriert. Eine Auswahl von Werkzeugen für diese
Systeme wird in Tabelle 3.1 gezeigt.
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Werkzeug Verfahren Realisierung
Eraser [SBN+97] LockSet-Analyse dynamische Binärcode-Instrumentierung
und on-the-fly Analyse




FastTrack [FF09] optimierte Vector Clocks dynamische Java-Code-Instrumentierung
und on-the-fly Analyse




asyncStar [BDDP11] Speicherzugriffsrechte in
separation logic
statische Quellcode-Analyse
Tabelle 3.1: Werkzeuge zum Auffinden von data races in Programmen mit gemeinsam genutztem
Speicher
Eraser [SBN+97] führte die LockSet-Analyse von kritischen Abschnitten ein. Vor dieser Arbeit
wurden kritische Abschnitte auf happened-before-Relationen zurückgeführt. Dieses Vorgehen
hatte den Nachteil, dass die kritischen Abschnitte nur in der Reihenfolge ihres tatsächlichen
Auftretens analysiert wurden. Alternative Ausführungsreihenfolgen wurden nicht untersucht.
Das LockSet-Verfahren zeichnet stattdessen die von einem Thread gehaltene Menge der Locks
für jede Variable auf. Die Analyse bildet die Schnittmenge über alle Threads. Wenn diese Menge
leer wird, gibt Eraser eine Warnung über ein eventuelles data race aus.
MultiRace [PS07] kombiniert das LockSet-Verfahren mit einer Vector-Clock-Analyse. Vector
Clocks [Mat88] modellieren die happened-before-Relationen zwischen Threads. Durch die Beach-
tung dieser happened-before-Relationen werden Speicherzugriffe, die nicht über einen gemeinsa-
men kritischen Abschnitt gesichert, sondern durch Synchronisation geordnet sind, korrekt nicht
als data races erkannt. MultiRace demonstriert, dass beide Verfahren die gleichen Ressourcen
nutzen können und Informationen des jeweils anderen Verfahrens für eine effizientere Analyse
verwendbar sind.
Ebenfalls auf der Vector-Clock-Analyse basiert FastTrack [FF09]. Der für das Werkzeug entwi-
ckelte Algorithmus verbessert die Platz- und Zeitkomplexität der Vector-Clock-Analyse. Fast-
Track benötigt für jede Variable unabhängig von der Anzahl der Threads nur noch konstanten
Speicherplatz und für jeden Speicherzugriff nur eine konstante Zeitdauer.
In SPD3 [RZS+12] wird die Analyse mit Hilfe eines Dynamic Program Structure Tree vorge-
nommen. Diese Analyse kann Programme mit geschachtelter fork-join-Semantik verarbeiten.
Das Verfahren berechnet aus den verwendeten parallelen Konstrukten einen Baum, in dem die
Knoten fork- oder join-Operationen und die Blätter die Berechnungen repräsentieren. In ei-
nem solchen Baum kann sehr effizient auf parallel ausführbare Anweisungen und damit auch
auf Zugriffskonflikte geschlossen werden. Es existiert eine Implementierung als Bibliothek für
die dynamische Analyse von Habanero Java Programmen (Scalable Precise Dynamic Datarace
Detection, kurz SPD3).
Das Werkzeug asyncStar [BDDP11] führt eine statische Programmanalyse einer C-artigen Spra-
che durch, die um asynchrone Speicheroperationen erweitert wurde. Das zugrundeliegende Mo-
dell berechnet die Gewährung von Lese- und Schreibrechten mit separation logic [BCOP05]. Lese-
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und Schreibrechte für einen bestimmten Speicherbereich werden durch beliebige reelle Zahlen im
Intervall (0, 1] repräsentiert. Besitzt ein Thread die Berechtigung 1 für einen Speicherbereich,
so hat er exklusiven Schreibzugriff. Jede Berechtigung zwischen 0 und 1 berechtigt zum Le-
sen. Berechtigungen werden beim Starten neuer Threads aufgeteilt und beim Zusammenführen
von Threads wieder zusammenaddiert. Dadurch wird gewährleistet, dass zu jedem Zeitpunkt
die Summe aller Berechtigungen für jeden Speicherbereich immer 1 ist. In [BDDP11] wird die-
ses Modell auf asynchrone Speicheroperationen angewendet. AsyncStar kann für ein gegebenes
Multithreading-Programm das Nichtvorhandensein von data races zwischen Speicherzugriffen
und potentiell gleichzeitig stattfindenden asynchronen Speicheroperationen beweisen.
3.2.2 Korrektheitsanalyse von Speicherzugriffen in verteilten Systemen
Verteilte Systeme mit gemeinsam genutztem Speicher wie z. B. PGAS-Systeme erlangen erst
seit einigen Jahren zunehmende Bedeutung in der HPC-Programmierung. Entsprechend existie-
ren bisher nur wenige Werkzeuge zur Speicherzugriffsanalyse auf solchen Systemen. SyncChe-
cker [CLC+12] findet data races in MPI-Programmen mit asynchroner Kommunikation. Mit dem
Instrumentierungs-API PIN [LCM+05] werden zur Laufzeit alle Speicherzugriffe und aufgerufe-
nen MPI-Funktionen aufgezeichnet. In der Analysephase wird für jeden Prozess untersucht, ob
während aktiver asynchroner MPI-Operationen Speicherzugriffe auf Adressräume dieser Opera-
tionen stattfinden. Unterstützt werden nur zweiseitige asynchrone MPI-Operationen, insofern
bietet SyncChecker lediglich eine prozess-lokale Sicht.
UPC-Spin [Ebn11] und CAF-Spin [AMS12] verifizieren PGAS-Programme statisch anhand ei-
nes gegebenen Modells. Der Quellcode wird in eine Modellbeschreibungssprache übersetzt. Das
Resultat wird zur Ermittlung potentieller data races genutzt.
UPC-Thrille [PSHI11, Par12] findet data races in UPC-Programmen. Dazu verwendet das Werk-
zeug das Verfahren des aktiven Testens. Im Fall von UPC-Thrille besteht das aktive Testen aus
zwei Phasen:
1. In der Voraussagephase (Race prediction phase) wird eine Programmausführung analysiert
und eine Datenbank mit potentiellen data races angelegt.
2. In der Testphase (Race confirmation phase) wird das Programm ein zweites Mal kontrol-
liert ausgeführt. Erreicht die Ausführung eines Threads ein potentielles data race, so wird
dieser Thread angehalten und anhand der Ausführung der anderen Threads festgestellt,
ob dieses data race tatsächlich auftritt.
Das in der Voraussagephase verwendete Modell zur Berechnung potentieller data races unter-
stützt nur die von UPC bereitgestellten kollektiven Synchronisationsmechanismen. Asynchrone
Speicherzugriffe durch nicht-blockierende Kommunikationsoperationen werden in dem Modell
nicht unterstützt. In der Voraussagephase werden sehr viele, auch scheinbare data races erkannt.
Diese scheinbaren data races werden dann in der Testphase ausgefiltert. Beim instruktions-
genauen Testen kann dabei jeder lokale Speicherzugriff zu einem Anhalten des aktuellen Threads
führen. In [Par12, Tabelle 8.2, Spalte I] wird eine dadurch bis zu 6490% längere Laufzeit ange-
geben.
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MC-Checker [CDT+14] ist ein aus drei Komponenten bestehendes Werkzeug zum Auffinden von
data races in MPI-Programmen mit einseitiger Kommunikation. Die erste Komponente führt
eine statische Programmanalyse durch und instrumentiert MPI-Funktionsaufrufe sowie Zugriffe
auf lokale Variablen, die potentiell innerhalb eines MPI-Windows liegen. Die zweite Komponente
führt das instrumentierte Programm aus und generiert ein Trace. Der durch die Instrumentierung
induzierte Laufzeit-Overhead wird mit 25-147% angegeben. Die dritte Komponente wertet das
Trace aus und findet auftretende data races
• innerhalb einer Epoche auf einem Knoten,
• prozessübergreifend aufgrund konkurrierender MPI-Operationen über einen Speicherbe-
reich, und
• aufgrund eines lokalen Speicherzugriffs und einer entfernten MPI-Operation über denselben
Speicherbereich.
Das der Auswertung zugrundeliegende Modell ist ein Task Graph, in dem kollektive und gerich-
tete Synchronisationsbeziehungen zwischen den MPI-Prozessen dargestellt werden. Die Berech-
nung zusammengehörender Synchronisationsoperationen geschieht allerdings lediglich anhand
der aufgezeichneten Operationsreihenfolge. Ein Test auf nichtdeterministische Synchronisati-
onsbeziehungen findet nicht statt. Asynchrone Speicherzugriffe durch nicht-blockierende Kom-
munikationsoperationen werden als Zugriffe parallel zum Prozess repräsentiert. Die Zugriffszeit
wird in dem Fall von der Epoche begrenzt.
Mit UPC-Thrille und MC-Checker sind dem Autor nur zwei Werkzeuge bekannt, die parallele
Anwendungen mit gemeinsam genutztem Adressraum unter Einbeziehung aller Speicherzugriffe
analysieren. Das Anwendungsspektrum beider Werkzeuge beschränkt sich jedoch auf homogen
parallelisierte Programme. Sie können außerdem nur für das Finden von data races eingesetzt
werden. Als Ausgabe erhält der Programmierer die problematische Codezeile und eventuell den
Grund der Wettlaufsituation. Die Synchronisationsbeziehungen zwischen Threads insbesondere
im Zusammenspiel mit asynchronen PGAS-Operationen werden nicht dargestellt. Eine solche
Darstellung kann aber gerade für die Untersuchung von Wettlaufsituationen sehr nützlich sein,
da damit nicht nur die Existenz eines data races, sondern auch dessen Ursache dem Program-
mierer zugänglich gemacht wird. Ein wie in dieser Arbeit entwickeltes Werkzeug, welches für
hybrid parallele Programme mit einseitiger asynchroner Kommunikation eine umfassende Kor-
rektheitsanalyse von Synchronisationsbeziehungen und Speicherzugriffen vornehmen kann, ist
dem Autor nicht bekannt.
3.2.3 Effizienzanalyse von Speicherzugriffen
Neben dem Auffinden von Programmfehlern kann Speicherzugriffsanalyse auch zur Performance-
Optimierung verwendet werden. Dabei muss berücksichtigt werden, dass das Messen von Spei-
cherzugriffen aufgrund ihres sehr häufigen Auftretens das Laufzeitverhalten des untersuchten
Programms stark verzerren kann. Aus diesem Grund spielt bereits die Art der Erfassung von
Speicherzugriffen für die Analysemethode eine wichtige Rolle. Bestehende Werkzeuge können in
zwei Gruppen unterteilt werden, die sich in der Erfassungsart unterscheiden.
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Die erste Gruppe dieser Werkzeuge instrumentiert Instruktionen des untersuchten Programms
und zeichnet so die Speicherzugriffe auf. Die Messung erfolgt entweder in einer simulierten Umge-
bung oder die Auswertung beschränkt sich auf eine qualitative Analyse der gesammelten Daten.
MemSpy [GAM95] nutzt einen Mikroprozessor-Simulator, in dem neben Speicherzugriffs-In-
struktionen auch Funktionsaufrufe und Synchronisationsoperationen behandelt werden. Die Si-
mulation bildet die Speicherhierarchie eines Multicore-Prozessors ab und kann neben ineffizien-
ten Cache-Zugriffen auch ineffizientes Sharing bzw. false sharing zwischen Threads finden. Die
vollständige Instrumentierung eines Programms führte zu einer 20-100fachen Verlangsamung.
Deswegen wurde das Werkzeug um Sampling erweitert, so dass nur noch Speicherzugriffe in vor-
gegebenen Zeitintervallen erfasst wurden. Dadurch konnte die Verlangsamung auf das 3-50fache
gesenkt werden.
In [YBD01] wird der Quellcode des Programms instrumentiert, so dass nur Speicherzugriffe auf
Programm-Variablen erfasst werden. Bei der Ausführung wird ein konfigurierbarer Cache simu-
liert. Die Ergebnisse werden in einer Bitmap visualisiert, wobei jedes Pixel einen Speicherzugriff
repräsentiert. Der Verlauf der Speicherzugriffe in der Bitmap wird als eine an den Bildgrenzen
umgebrochene Zeile dargestellt. Die Pixel sind farbcodiert und können unterschiedliche Aspekte
des Cache-Verhaltens, wie z. B. die Art eines cache misses oder die reuse distance darstellen.
Cachegrind [Net04] simuliert eine zweistufige Cache-Hierarchie und erstellt Statistiken über die
Nutzung des Instruktions- und Datencaches sowie optional über die Güte der Sprungvorhersage.
Das Werkzeug ist Teil des Valgrind-Pakets [NS07], welches ein Programmiergerüst speziell für
die feingranulare Instrumentierung von Anwendungen bereitstellt.
QUAD [OMGB10] nutzt das Instrumentierungs-API PIN [LCM+05], um zur Laufzeit alle Spei-
cherzugriffe des zu untersuchenden Programms zu erfassen. Die Analyse trifft qualitative Aus-
sagen über den Datenfluss des Programms. Dazu werden die Art der Zugriffe (lesend und/oder
schreibend) und deren Adressen in Zusammenhang mit den jeweils ausgeführten Funktionen
gebracht. Mit diesen Daten werden Erzeuger-Verbraucher-Beziehungen zwischen Funktionen
hergestellt. Ebenfalls möglich ist die Identifizierung voneinander unabhängiger Funktionen, die
potentiell parallel ausgeführt werden können.
In [SFS+11] wird eine Speicherzugriffsanalyse für MPI-Programme durchgeführt. Das Werkzeug
zeichnet Speicherzugriffe und MPI-Funktionen auf. Aufeinanderfolgende Speicherzugriffe wer-
den in Berechnungsblöcken zusammengefasst. Die anschließende Datenflussanalyse identifiziert
potentiell parallel ausführbare Berechnungsblöcke und deren Abhängigkeiten zueinander.
Die zweite Gruppe von Werkzeugen zur Effizienzanalyse von Speicherzugriffen nutzt Hardware-
Erweiterungen zur Aufzeichnung. Die Adressen der Zugriffe werden gesampelt, so dass nur Stich-
proben aufgezeichnet werden. Für diese Stichproben werden jedoch die tatsächlich aufgetretenen
Performance-Eigenschaften untersucht. Da der Overhead aufgrund der Hardware-Unterstützung
und des Samplings gering ist, können auch die Zeitstempel in die Analyse mit einbezogen werden.
HPCToolkit [LMC13] sampelt Speicherzugriffe in Multithreaded-Programmen und speichert
diese zusammen mit dem jeweiligen Aufrufkontext. Zusätzlich werden Speicherallokation und
-deallokation aufgezeichnet, so dass die Adressen der Speicherzugriffe Programmvariablen und
NUMA-Domänen zugeordnet werden können. Aus den gesammelten Daten werden Statistiken
zur Latenz für jeden Variablenzugriff in jeder Codezeile erstellt. Des Weiteren ist es möglich,
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Abbildung 3.1: Speicherzugriffsmuster der ersten vier Rekursionsschritte des Quicksort-Verfah-
rens (entnommen aus [Wer16])
Codestellen mit häufigen Zugriffen über NUMA-Grenzen hinweg zu identifizieren.
In [Wer16] wird das Sampling von Speicherzugriffen mit Score-P [KRM+12] vorgenommen. Die
Darstellung der aufgezeichneten Adressen kann in einem Zeit-/Adressdiagramm (Abbildung 3.1)
vorgenommen werden. Dieses Diagramm zeigt für jeden gesampelten Zugriff einen Punkt an
der entsprechenden Zeit-/Adresskoordinate. Zusätzlich können die NUMA-Charakteristiken der
Speicherzugriffe ausgewertet und in einer Zeitleistendarstellung in Vampir [KBD+08] visualisiert
werden.
In [SLG+15] werden zwei Aufzeichnungsverfahren miteinander kombiniert. Speicherzugriffe wer-
den mit Hardware-Unterstützung gesamplet, wobei zu jedem Ereignis nur die Adresse, der
Zeitstempel und die Latenz gespeichert werden. Weitere Performance-Metriken und der Auf-
rufkontext werden in einem parallelen Sampling in größeren Zeitintervallen aufgezeichnet, so
dass der Overhead der Messung sehr klein wird. Die Daten werden ebenfalls in einem Zeit-
/Adressdiagramm präsentiert (Abbildung 3.2). Die Farbe eines Punktes zeigt die gemessene
Latenz des Zugriffs an. Die Zeitachse des Diagramms zeigt zusätzlich auch die durchlaufenen
Funktionen und Performance-Statistiken wie z. B. die durchschnittliche Cache-Miss-Rate.
MemAxes [GGJ+17] stellt verschiedene Möglichkeiten der Visualisierung von gesampelten Spei-
cherzugriffen bereit. Das Werkzeug bietet mehrere Ansichten, die für die jeweiligen Analysezie-
le konzipiert wurden. Die Performance des Gesamtsystems wird in einem aus konzentrischen
Ringsegmenten bestehendem Kreisdiagramm dargestellt. Die äußeren Ringsegmente repräsen-
tieren die Rechenkerne, der innere Ring den Hauptspeicher. Die dazwischen liegenden Ringseg-
mente repräsentieren die verschiedenen Cache-Stufen, wobei die Anordnung in Bezug auf die
Rechenkerne der Hardware-Topologie entspricht. Die Farbe eines Segments codiert die Rechen-
last der entsprechenden Komponente. Zu diesem Diagramm können verschiedene Histogramme
und Quellcode-Ansichten geöffnet werden.
Viele Werkzeuge zur Effizienzanalyse von Speicherzugriffen konzentrieren sich auf die Untersu-
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Abbildung 3.2: Zeit-/Adressdiagramm für gesampelte Speicherzugriffe und ihre Performance-
Charakteristiken (entnommen aus [SLG+15])
chung des Cache-Verhaltens. Darüber hinaus finden sich einige wenige Ansätze (z. B. QUAD)
zur Rekonstruktion des Datenflusses einer Anwendung, um daraus Optimierungsmöglichkeiten
abzuleiten. Werkzeuge, welche die Effizienz von Speicherzugriffen speziell in PGAS-Systemen
analysieren, sind dem Autor dagegen nicht bekannt. In solchen Systemen ist ein optimales
Zusammenspiel von asynchronen und synchronen Speicherzugriffen zum Erreichen einer guten
Überlagerung von Berechnung und Kommunikation ein in der bisherigen Werkzeugentwicklung
noch nicht betrachteter Analyseaspekt.
3.3 Analysewerkzeuge für PGAS-Programme
Neben den in Abschnitt 3.2.2 genannten Arbeiten zur Speicherzugriffsanalyse von PGAS-Pro-
grammen existieren nur wenige Debugger, die spezielle Mittel für PGAS-Programme bereitstel-
len. TotalView R© [tot18] ist ein Debugger, der für UPC-Programme die Verteilung von Feld-
Variablen auf PGAS-Prozesse darstellen kann. In [DAC+14] wird ein Debugger beschrieben,
der vergleichende Tests für nach UPC portierte Programme vornehmen kann. Darüber hinaus
existierende Debugger für PGAS-Programme bieten vor allem konventionelle Analyse-Techniken
wie z. B. Variableninspektionen an Haltepunkten.
Für die Effizienzanalyse von PGAS-Programmen existiert eine Reihe von Werkzeugen, mit denen
die Kosten von PGAS-Operationen untersucht werden können. In [TK12] wird eine Erweiterung
von HPCToolkit vorgestellt, mit der eine daten-zentrierte Performance-Analyse vorgenommen
werden kann. In der Aufzeichnungsphase werden Zugriffe auf entfernte Variablen gesamplet. Aus
diesen Daten werden ein Zeitprofil der aufgerufenen Funktionen und ein Profil der von diesen
Funktionen übertragenen Datenmengen erstellt. In einer Zeitleistenvisualisierung der Prozesse
sind entfernte Zugriffe auf Variablen im gemeinsamen Adressraum farblich kodiert, so dass für
jede Variable die Menge dieser Zugriffe und deren jeweilige Dauer ersichtlich sind.
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Abbildung 3.3: Darstellung von GASPI-Operationen und Prozessbeziehungen in Vampir (ent-
nommen aus [Her15])
Die hardware-gestützte Messung des Energieverbrauchs von PGAS-Datenübertragungen wird
in [JSC14] verwendet, um den Einfluss unterschiedlicher Kommunikationsstrategien auf den
Energieverbrauch eines PGAS-Programms zu untersuchen. Die dort vorgenommene Analyse
liefert zu einem Programmlauf den auf Prozessor und Speicher aufgeschlüsselten Energiebedarf.
Vampir [KBD+08] stellt die Dauer von PGAS-Operationen in einer Zeitleistenvisualisierung dar.
Um den speziellen Anforderungen von hybriden PGAS-Programmen gerecht zu werden, wird für
jeden Rank ein zusätzlicher Balken dargestellt, der den Speicher des Prozesses symbolisiert. In
Abbildung 3.3 sind diese Balken grau dargestellt. Sie werden als Ziel von Kommunikationsope-
rationen genutzt, da in einem PGAS-Programm für den einseitigen Transfer von Daten kein
zweiter direkt beteiligter Thread angegeben werden kann.
Parallel Performance Wizard (PPW) [SBG08] ist ein vielseitig einsetzbares Performance-Analy-
se-Werkzeug für PGAS-Programme. PPW arbeitet unabhängig von der PGAS-Implementierung,
da aufgezeichnete Ereignisse zu allgemeinen PGAS-Operationen abstrahiert werden. Es existie-
ren Backends für UPC und OpenSHMEM. Eingebaut in PPW sind mehrere Möglichkeiten der
statistischen Auswertung der Aufzeichnung. Darüber hinaus können die verallgemeinerten Auf-
zeichnungsdaten konvertiert werden, so dass auch eine Zeitleistenvisualisierung, z. B. mit Vampir
möglich ist.
Alle vorgestellten Werkzeuge verzichten auf eine Einbeziehung lokaler Speicherzugriffe in die
Analyse. Dem Autor ist kein Ansatz bekannt, der das Zusammenspiel von lokalen und entfernten
Speicherzugriffen in einem PGAS-System unter Performance-Gesichtspunkten betrachtet.
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4 Modellierung von asynchronen einseitigen
Kommunikationssystemen
Everything should be made as simple as possible, but not simpler. [ECD10]
Einseitige Kommunikationssysteme sind in mehreren Varianten verfügbar. Sie existieren als
PGAS-Sprachen (z.B. UPC), als PGAS-APIs (z.B. GASPI, OpenSHMEM) sowie als Erwei-
terungen bestehender APIs (z.B. in MPI-3). Ein Modell für einseitige Kommunikationssysteme
muss sowohl die essentiellen Merkmale einseitiger Kommunikation abbilden als auch varianten-
spezifische Eigenschaften abstrahieren. Auf diese Weise kann das Modell zur Entwicklung von
allgemein nutzbaren Werkzeugen verwendet werden, die nicht an ein bestimmtes Kommunika-
tionssystem gebunden sind.
Das in dieser Arbeit entwickelte Modell repräsentiert die Ausführung eines hybrid parallelen
Programms. Das Modell berücksichtigt die zwei Parallelitätsebenen Thread und Prozess. Die
Ausführung einer einzelnen Programmanweisung ist immer genau einem Thread zugeordnet. Ein
Prozess enthält eine Anzahl von Threads, wobei jeder Thread gleichberechtigt Kommunikations-
und Synchronisationsfunktionen auf Prozessebene aufrufen kann. Jedem Prozess ist weiterhin
eineindeutig ein Rank zugeordnet. Ein hybrid paralleles Programm im Sinne dieser Arbeit be-
steht aus einer Menge solcher Prozesse.
Im Modell werden alle wesentlichen Ereignisse einer Programmausführung dargestellt. Dazu ge-
hören die von den Threads ausgeführten direkten Speicherzugriffe in den lokalen Speicher und in
PGAS-Segmente. Weiterhin gehören dazu Funktionsaufrufe und die asynchronen Ereignisse, die
durch das verwendete Kommunikationssystem ausgelöst werden. Ebenfalls dargestellt werden
thread- und prozessübergreifende kausale Abhängigkeiten zwischen einzelnen Programmereig-
nissen.
4.1 Synchronisationsbeziehungen in hybrid parallelen
Programmausführungen
Prozesse und Threads koordinieren ihre zeitlichen Abläufe untereinander mit Hilfe von Synchro-
nisationsnachrichten. Synchronisation kann gerichtet oder ungerichtet erfolgen. Eine gerichtete
Synchronisation liegt vor, wenn Sender und Empfänger einer Nachricht a priori, d.h. beim Auf-
ruf der entsprechenden Synchronisationsoperationen bekannt sind. Eine solche Synchronisation
bezeichnet eine kausale Abhängigkeit im Programmablauf und induziert eine happened-before-
Relation vom Sender zum Empfänger. Beispiele für gerichtete Synchronisationen sind point-to-
point-Synchronisation und kollektive Synchronisation.
Ungerichtete Synchronisation findet beim wechselseitigen Ausschluss mit Hilfe von kritischen
Programmabschnitten statt. In einer gegebenen Programmausführung existiert eine happened-
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before-Relation vom Verlassen eines kritischen Abschnitts zum nächsten Eintritt in diesen Ab-
schnitt. Diese happened-before-Relation ist jedoch nicht stabil in Bezug auf zeitliche Variatio-
nen in anderen Ausführungen desselben Programms. Zeitliche Verschiebungen können zu einer
veränderten Reihenfolge der Abarbeitung der kritischen Abschnitte führen. Der entstehende
Nichtdeterminismus ist im Allgemeinen intendiert (siehe auch Abschnitt 2.3).
Die Aufzeichnung einer Programmausführung stellt im Allgemeinen nur die Abfolge der Pro-
grammereignisse innerhalb der Threads bereit. Die Berechnung der happened-before-Relationen
zwischen Programmereignissen unterschiedlicher Threads stellt deswegen eine zentrale Aufga-
be bei der Erstellung eines Task Graphen dar. Dabei sind verschiedene Herausforderungen zu
bewältigen:
1. Aus der Aufzeichnung eines einzelnen Synchronisationsereignisses kann nicht notwendiger-
weise direkt auf alle an der Synchronisation beteiligten Ereignisse geschlossen werden.
2. Die berechneten happened-before-Relationen sollen die logischen Abhängigkeiten innerhalb
des Programms abbilden. Existieren Sychronisations-Races, so sollten diese erkannt und
lokalisiert werden.
3. In hybrid parallelen Programmen teilen sich die Threads eines Prozesses bestimmte Syn-
chronisationsressourcen.
Die erste Herausforderung leitet sich aus den zuverlässig verfügbaren Informationen ab, die ei-
ne Programmaufzeichnung überhaupt liefern kann. Vorausgesetzt wird, dass lokal verfügbare
Informationen, wie der Name einer Funktion, die Werte der Argumente und der Rückgabe-
wert aufgezeichnet werden können. Die Ermittlung darüber hinausgehender Informationen ist
jedoch systemabhängig. In GASPI ist es z.B. standardmäßig nicht möglich, anhand einer emp-
fangenen Notifikation den Rank des Senders zu ermitteln. Dazu müsste entweder eine spezielle
Debug-Implementierung mit Piggybacking eingesetzt werden, oder die Beziehungen zwischen
Synchronisationsereignissen werden anhand der Ausführungszeiten der Programmereignisse be-
rechnet. Allerdings sind solche Methoden nur geeignet, um die Synchronisationsbeziehungen
des gegebenen Programmlaufs im Rahmen der konkreten Ausführungszeiten der Ereignisse zu
ermitteln. Nur mit diesen Verfahren kann also die zweite Herausforderung nicht bewältigt wer-
den. Dafür muss zusätzlich getestet werden, ob die aufgezeichneten Synchronisationsbeziehungen
deterministisch sind oder ob Sychronisations-Races existieren.
Die dritte Herausforderung soll anhand eines Beispiels erklärt werden. In Abbildung 4.1a sind
zwei Prozesse dargestellt, die jeder eine Barriere zweimal aufrufen. Im Task Graph sind die bei-
den Ereignisse Betreten und Verlassen der Barriere dargestellt. Die happened-before-Relationen
zwischen den Prozessen sind mit gewellten Linien dargestellt. Aus einer Programmaufzeichnung
können diese Beziehungen berechnet werden, indem für jeden Prozess die Barrieren-Ereignisse
anhand ihrer Aufrufreihenfolge durchnummeriert werden. Ereignisse mit gleicher Nummer ge-
hören dann zusammen und werden entsprechend mit happened-before-Relationen verbunden.
Dieses Verfahren ist jedoch für hybrid parallele Programmausführungen nicht mehr möglich. In
Abbildung 4.1b besteht Prozess 1 aus 2 Threads, von denen jeder die Barriere genau einmal
aufruft. Nachdem Thread 2 die Barriere verlassen hat, sendet er eine Nachricht an Thread 1.















Abbildung 4.1: Interaktion von kollektiver und point-to-point Synchronisation in hybrid paral-
lelen Programmausführungen
Thread 1 betritt die Barriere erst nach Empfang dieser Nachricht. Um die logisch notwendige
Aufrufreihenfolge der Barrieren in Prozess 1 festzustellen, ist also die gerichtete Synchronisation
von Thread 2 zu Thread 1 zu berücksichtigen. Abbildung 4.1c illustriert den umgekehrten Fall.
Thread 1 und Thread 2 senden jeweils dieselbe Nachricht an Prozess 2. Aufgrund der zwischen-
geschalteten Barriere wird Prozess 2 immer zuerst die Nachricht von Thread 1 empfangen. Um
die Reihenfolge und Eindeutigkeit der point-to-point-Synchronisationen festzustellen, sind in
diesem Fall also auch die kollektiven Synchronisationsereignisse zu berücksichtigen. Aus diesen
Betrachtungen folgt, dass eine Berechnung von happened-before-Relationen für kollektive und
point-to-point-Synchronisationen nicht unabhängig voneinander erfolgen kann.
Das im Folgenden entwickelte Verfahren berechnet gerichtete Synchronisationsbeziehungen in
hybrid parallelen Programmen. Es wurde bereits in [KMPN16] veröffentlicht und wird im Fol-
genden ausführlicher und präzisiert beschrieben. Das zugrundeliegende Modell unterstützt als
Synchronisations-Primitive blockierende und nicht-blockierende kollektive sowie point-to-point-
Synchronisation. Es ist insbesondere für die Analyse von GASPI-Programmen geeignet, da alle
GASPI-Synchronisationsfunktionen direkt in die unterstützten Primitive umgesetzt werden kön-
nen. Des Weiteren kann das Verfahren Nichtdeterminismen erkennen, die sich aus fehlerhaften
Synchronisationsabfolgen ergeben.
Die entwickelte Theorie basiert auf Überlegungen aus [NBDK96]. Insbesondere wird Satz 2 dort
bereits für homogen parallele MPI-Programme, die aus MPI_Send und MPI_Recv-Aufrufen be-
stehen, bewiesen. Das hier eingeführte Modell generalisiert die Synchronisationsoperationen und
erweitert diese auf kollektive Synchronisationen. Außerdem werden die Besonderheiten hybrid
paralleler Programmausführungen in die Theorie mit einbezogen.
4.1.1 Synchronisationsmodell
Im point-to-point-Synchronisationsmodell bildet das Flag das grundlegende Konzept zur Kom-
munikation zwischen Threads. Die drei klassischen Basisoperationen POST , WAIT und CLEAR
über ein Flag wurden in Abschnitt 3.1 (Seite 23) erläutert. Abhängig vom verwendeten Program-
miermodell kann auf Flags thread- oder auch prozessübergreifend zugegriffen werden.
Kollektive Synchronisationen können innerhalb des Flag-Modells durch eine Erweiterung der
WAIT -Operation beschrieben werden. Jeder an einer Kollektive beteiligte Thread bzw. Pro-
zess besitzt ein eigenes Flag. Zum Beispiel besitzt jeder an einer OpenMP-Kollektive beteiligte
Thread ein thread-lokales Flag für diese Kollektive. Das einer GASPI-Kollektive zugehörige
Flag eines Prozesses wird von allen Threads des Prozesses gemeinsam benutzt. Die WAIT -
Operation einer Kollektive unterbricht die Ausführung des Threads solange, bis der Zustand
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aller an der Kollektive beteiligten Flags gesetzt ist. Es handelt sich also um eine konjunktive
WAIT -Operation [Coo03].
Wird eine blockierende Kollektive von einem Thread betreten, so wird zuerst eine POST -
Operation auf das eigene Flag durchgeführt. Danach wird die konjunktive WAIT -Operation
durchgeführt und es wird gewartet, bis alle teilnehmenden Threads bzw. Prozesse die Kollekti-
ve betreten haben. Vor dem Verlassen der Kollektive wird dann noch eine CLEAR-Operation
auf das eigene Flag ausgeführt. In einer blockierenden Kollektive sind die drei Basisoperationen
also Bestandteile einer zusammengesetzten Operation. In einer nicht-blockierenden Kollektive
wird die POST -Operation in eine dedizierte Funktion ausgelagert. Die WAIT - und CLEAR-
Operationen werden in einer Kollektive immer verbunden zu einer atomaren Operation ausge-
führt.
Ein wichtiger Schritt hin zu einem berechenbaren Synchronisationsmodell besteht nun darin,
auch für die gerichtete Synchronisation eine Verknüpfung der WAIT und CLEAR-Operationen
zu einer einzigen Operation WAITCLEAR vorzunehmen. Damit besteht das im Weiteren ver-
wendete Synchronisationsmodell aus zwei prinzipiellen Operationen:
• POST(f) oder P : entspricht der POST -Operation des klassischen Modells und setzt den
Zustand des Flags f auf gesetzt.
• WAITCLEAR(f) oder W : unterbricht die weitere Ausführung des Threads solange, bis
der Zustand des Flags f gesetzt ist. Wenn f zu einer Kollektive gehört, dann wird die
weitere Ausführung solange unterbrochen, bis die jeweiligen Flags aller an der Kollektive
beteiligten Threads oder Prozesse den Zustand gesetzt haben. Vor dem Verlassen von W
wird f auf gelöscht geändert.
In diesem Modell kann gerichtete Synchronisation auch als ein Spezialfall der kollektiven Syn-
chronisation begriffen werden – als nicht-blockierende Kollektive, in der die WAITCLEAR-
Operation genau einen Teilnehmer hat. Die WAITCLEAR-Operation muss die in ihr enthaltenen
WAIT - und CLEAR-Operationen nicht atomar ausführen. Für die folgenden Betrachtungen ist
es lediglich entscheidend, dass sich zwischen diesen beiden Basisoperationen keine weitere Syn-
chronisationsoperation befindet.
Wenn eine WAITCLEAR-Operation W aufgrund einer oder – im Falle einer Kollektive – meh-
rerer POST -Operationen P die Thread-Ausführung fortsetzt, so wurde W von den P getriggert
und es gilt P≺W . Wird eine WAITCLEAR-Operation getriggert, so wird der Thread weiter
ausgeführt werden. Trigger gehen also nicht verloren. Eine WAITCLEAR-Operation kann je-
doch wie auch eine WAIT -Operation nicht in die Vergangenheit schauen, sondern betrachtet
den Zustand des Flags erst ab dem Startzeitpunkt der Operationsausführung.
Die Berechnung der Synchronisationsbeziehungen anhand einer Programmaufzeichnung erfolgt
nun, indem zuerst die Ereignisse auf die POST - und WAITCLEAR-Operation reduziert werden
und dann anhand der Abfolge dieser Operationen die konkreten happened-before-Relationen





. Jeder Task in E ist entweder eine POST(f) oder eine WAITCLEAR(f)-
Operation. Das Flag f ist Teil der Eingabe und enthält auch die Informationen über den genauen
Typ der Synchronisation. Zusätzlich enthalten die WAITCLEAR-Operationen die Information,

















Abbildung 4.2: Verschiedene Arten von Synchronisations-Races
ob sie während des Programmlaufs getriggert wurden. Eine nicht getriggerte WAITCLEAR-
Operation kann am Ende eines Threads auftreten. Dieses Merkmal weist auf einen abnorma-
len Programmabbruch hin, der beispielsweise in Folge von Deadlocks vollzogen werden musste.
Die Relation ≺T bezeichnet die sequentielle Ausführungsreihenfolge der Tasks innerhalb eines
Threads. Diese Relation ist direkt aus der Programmaufzeichnung ableitbar.





konstruiert werden. In P bezeichnet die Relation ≺S
einen Trigger einer WAITCLEAR-Operation durch eine POST -Operation. Kann nur genau eine
Programmausführung P konstruiert werden, dann ist der durch PT repräsentierte Program-




konstruierbar, dann ist der durch PT repräsentierte Programmablauf nicht-deterministisch und
enthält demzufolge mindestens ein Synchronisations-Race.
4.1.2 Synchronisations-Races
Parallele Programme können verschiedene Formen nicht-deterministischen Verhaltens aufwei-
sen. Wichtige Ausprägungen wurden bereits in Abschnitt 2.3 erläutert. Synchronisations-Races
bilden in dieser Aufzählung eine eigene Kategorie. Solche Races führen zu nichtdeterministischen
happened-before-Relationen zwischen gerichteten Synchronisationsoperationen. In dieser Arbeit
werden diese Races immer als Programmierfehler betrachtet.
Im hier verwendeten Synchronisationsmodell kann ein Synchronisations-Race nur entstehen,
wenn mehrere Synchronisationsoperationen so auf ein Flag zugreifen, dass die sich ergebenden
Synchronisationsbeziehungen nicht mehr eindeutig sind. In Abbildung 4.2a führt Prozess 2 eine
POST -Operation aus. Es ist jedoch nicht bestimmbar, ob Thread 1, Thread 2 oder sogar beide
Threads diese POST -Operation feststellen werden. Das hängt von den tatsächlichen Zeitpunk-
ten ab, an denen P , W1 und W2 ausgeführt werden. Wird zuerst P und dann W1 (bzw. W2)
komplett ausgeführt, so sorgt das in WAITCLEAR eingebaute CLEAR dafür, dass W2 (bzw.
W1) die POST -Operation nicht feststellen kann und somit auf ein späteres POST warten wird.
Werden W1 und W2 genau gleichzeitig ausgeführt, so ist es möglich, dass beide Threads ihre
Ausführung aufgrund ein und derselben POST -Operation fortsetzen. Abbildung 4.2b illustriert
ein Synchronisations-Race zweier POST -Operationen auf eine WAITCLEAR-Operation. Wenn
Prozess 1 W bereits vor der Ausführung von P1 betreten hat, dann wird Prozess 1 durch P1 mit
der Ausführung fortfahren. Nach der Ausführung von P2 ist f = 1. Wenn jedoch Prozess 1 W erst
ausführt, nachdem Prozess 2 bereits P2 ausgeführt hat, so gilt schließlich f = 0. Abbildung 4.2c
erweitert das Beispiel aus Abbildung 4.2b. Auf den ersten Blick scheint die Ausführungsreihen-
folge wohl-definiert zu sein, da P1≺W1 und P2≺W2 gilt. Wenn jedoch P1 und P2 bereits vor W1
















Abbildung 4.3: Grenzlinien konsistenter (a) und inkonsistenter (b,c) globaler Programmzustände
ausgeführt wurden, dann wird die Ausführung von W2 blockiert, da f bereits durch W1 wieder
gelöscht wurde.
Formal definiert diese Arbeit ein Synchronisations-Race als einen speziellen globalen Programm-
zustand. Ein globaler Programmzustand auf P kann als eine Grenzlinie gesehen werden, die zwi-
schen den Tasks aller Threads gezogen wird. Alle Tasks vor der Grenzlinie wurden bereits ausge-
führt. Tasks direkt hinter der Grenzlinie werden vom jeweiligen Thread als Nächstes ausgeführt.
Solche Tasks werden im Folgenden als aktiv bezeichnet. Ein konsistenter globaler Programm-
zustand ist eine Grenzlinie, die alle Threads gleichzeitig erreichen können [CL85]. Eine solche
Grenzlinie kann also nur von happened-before-Pfeilen in Richtung der Programmausführung
überquert werden. Außerdem müssen alle WAITCLEAR-Operationen vor einer konsistenten
Grenzline getriggert sein.
Definition 11. Eine Programmausführung P enthält ein Synchronisations-Race genau dann,
wenn ein konsistenter globaler Programmzustand existiert, so dass eine aktive WAITCLEAR-
Operation auf einem Flag f existiert und
1. eine weitere WAITCLEAR-Operation auf f aktiv ist und eine POST-Operation auf f vor
der Grenzlinie existiert, die keine WAITCLEAR-Operation vor der Grenzlinie triggert;
oder
2. zwei POST-Operationen auf f vor der Grenzlinie existieren, die keine WAITCLEAR-
Operation vor der Grenzlinie triggern.
Der erste Punkt von Definition 11 besagt, dass WAITCLEAR-Operationen auf dasselbe Flag
nicht parallel ausgeführt werden dürfen. Für je zwei WAITCLEAR-Operationen W1 und W2 auf
ein Flag muss also W1≺W2 ∨W2≺W1 gelten. Entsprechend besagt der zweite Punkt der De-
finition, dass auch parallele POST -Operationen ein Synchronisations-Race darstellen. Darüber
hinaus impliziert dieser Punkt eine weitere Eigenschaft des Task Graphen, die im Folgenden
hergeleitet wird.
Abbildung 4.3a greift Abbildung 4.2c wieder auf. Die gestrichelte Linie stellt die Grenzlinie
dar. Diese gehört zu einem konsistenten globalen Programmzustand, da sie nur von Pfeilen in
Richtung der Programmausführung überquert wird. Laut Definition 11 handelt es sich beim dar-
gestellten Task Graphen um ein Synchronisations-Race: W1 ist aktiv, P1 und P2 befinden sich
vor der Grenzlinie und sind nicht durch eine happened-before-Relation mit einer WAITCLEAR-
Operation vor der Grenzlinie verbunden. Im Gegensatz dazu stellt die Grenzlinie in Abbil-
dung 4.3b keinen konsistenten globalen Programmzustand dar, da der durch die happened-
before-Relation von P (x) nach W (x) induzierte Pfeil diese Linie entgegen der Ausführungsrich-
tung überquert. Abbildung 4.3c wendet das Konzept auf eine kollektive Synchronisation in einer
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hybrid parallelen Ausführung an. Die eingezeichnete Grenzlinie separiert die Ereignisse Eintritt
und Verlassen der beiden Barrieren-Aufrufe B1 und B2. Dadurch sind sowohl WB1 als auch WB2
aktiv. Allerdings ist die Grenzlinie inkonsistent, da sie aufgrund der gerichteten Synchronisation
von Thread 2 zu Thread 1 von einem Pfeil entgegen der Ausführungsrichtung überquert wird.
Weder in Abbildung 4.3b noch in Abbildung 4.3c ist die Konstruktion einer konsistenten Grenz-
linie möglich, die alle Forderungen von Definition 11 erfüllt. Die Beispiele zeigen, dass zwei Ope-
rationen P (x) und W (x) nicht Teil eines Synchronisations-Races sein können, wenn W (x)≺P (x)
gilt.
Satz 1. Gegeben sei ein Task Graph, in dem keine Synchronisations-Races gemäß Definiti-
on 11.1 vorhanden sind. Sei P eine POST-Operation in diesem Graphen auf ein Flag f , W
eine WAITCLEAR-Operation auf f und P und W können gleichzeitig aktiv sein. Sei außerdem
Pr eine weitere POST-Operation auf f und Pr 6≺P . Ein Synchronisations-Race existiert genau
dann, wenn W 6≺Pr.
Beweis. Gemäß Definition 11.2 soll eine konsistente Grenzlinie konstruiert werden, so dass eine
WAITCLEAR-Operation auf f aktiv ist und sich sowohl P als auch Pr vor der Grenzlinie
befinden. Wenn P und W gleichzeitig aktiv sind, hat P keine WAITCLEAR-Operation vor der
Grenzlinie getriggert, da Fälle nach Definition 11.1 ausgeschlossen sind. Außerdem gilt damit
auch W 6≺P .
⇒: Die Grenzlinie wird so konstruiert, dass W aktiv ist. W befindet sich also hinter der Grenz-
linie. Wenn W≺Pr gilt, dann muss sich auch Pr hinter jeder konsistenten Grenzlinie befinden.
Die Bedingungen von Definition 11.2 können also nicht erfüllt werden.
⇐: Sei Next(Pr) der direkt auf Pr folgende Task. Die Grenzlinie wird so konstruiert, dass sie
zwischen Pr und Next(Pr) verläuft. Weiterhin wird die Grenzlinie so konstruiert, dass W aktiv
ist. Dieser Schritt erfordert keine Verschiebung der bereits platzierten Grenzlinie, da W 6≺Pr laut
Voraussetzung. Sollte durch diese Konstruktion P bereits vor der Grenzlinie liegen (z.B. durch
P≺Pr), dann sind die Bedingungen von Definition 11.2 erfüllt: W ist aktiv, P und Pr liegen
vor der Grenzlinie und triggern keine WAITCLEAR-Operation vor der Grenzlinie. Ansonsten
wird die Grenzlinie so weiter konstruiert, dass sie zwischen P und Next(P ) verläuft. Auch
dieser Schritt erfordert keine Verschiebung der bereits platzierten Grenzlinie zur Wahrung der
Konsistenz, da W 6≺P aufgrund der Anfangsüberlegungen und Pr 6≺P laut Voraussetzung. Damit
sind die Bedingungen von Definition 11.2 wieder erfüllt: W ist aktiv, P und Pr liegen vor der
Grenzlinie und Pr triggert keine WAITCLEAR-Operation vor der Grenzlinie.
Aus Definition 11.1 und Satz 1 folgt, dass in einem race-freien Task Graphen die Abfolge der
WAITCLEAR-Operationen auf ein bestimmtes Flag total geordnet sein muss. Weiterhin kann
gezeigt werden, dass Definition 11 ausreichend ist, um Nichtdeterminismus in einem Task Gra-
phen zu ermitteln.
Satz 2. Wenn eine Programmausführung P keine Synchronisations-Races enthält, so ist P
deterministisch.
Beweis. Angenommen, eine Programmausführung P = 〈E,≺〉 ist frei von Synchronisations-
Races. Wenn P nicht deterministisch ist, dann muss eine weitere Programmausführung Ṗ =




existieren, die bis zu einem bestimmten Punkt dieselben Tasks und happened-before-
Relationen wie P aufweist und sich danach unterscheidet. Sei W die erste WAITCLEAR-
Operation auf ein Flag f , deren Trigger sich in P und Ṗ unterscheidet. Zwei Fälle sind zu
unterscheiden:
1. Seien P1 und P2 zwei unterschiedliche POST -Operationen, die W in P bzw. Ṗ triggern.
Dann gilt W 6≺P1, denn P1 triggert W in P. Außerdem gilt W 6≺P2, denn P2 triggert W
in Ṗ und alle Tasks und Relationen vor W sind in P und Ṗ gleich. O.B.d.A. wird P1 6≺P2
angenommen, denn P1≺P2 ∧ P2≺P1 kann nicht gelten. Damit sind die Bedingungen von
Satz 1 mit P = P2 und Pr = P1 erfüllt. Das jedoch widerspricht der Annahme, dass P frei
von Synchronisations-Races ist.
2. O.B.d.A. wird angenommen, dass W in P nicht getriggert wird, wohl aber in Ṗ von einer
POST -Operation P . Dann existiert ein Wx in P, welches von P getriggert wurde und
f gelöscht hat, bevor W ausgeführt wurde. Es gilt also W 6≺Wx in P, denn Wx wurde
getriggert, nicht aber W . Des Weiteren gilt auch Wx 6≺W in P.
Unterbeweis. Wenn Wx≺W in P gilt, dann ist Wx Teil der Programmausführung, die in P
und Ṗ gleich ist. Dann gilt Wx≺W auch in Ṗ, da sich erst der Trigger von W in P und Ṗ
unterscheidet. Außerdem wird Wx auch in Ṗ von P getriggert. In Ṗ gilt also P≺Wx≺W .
Dann aber kann P in Ṗ W nicht triggern, da Wx f vorher löscht. Also Wx 6≺W in P.
Da also W 6≺Wx∧Wx 6≺W in P, kann eine konsistente Grenzlinie konstruiert werden, so dass
W und Wx beide aktiv sind und P vor der Grenzlinie liegt. Damit sind die Bedingungen
von Definition 11.1 erfüllt, was wiederum der Annahme widerspricht, dass P frei von
Synchronisations-Races ist.
Satz 2 impliziert, dass für eine Programmaufzeichnung PT genau eine Programmausführung P
existiert, wenn PT keine Synchronisations-Races enthält. Satz 2 impliziert auch, dass keine von
Synchronisations-Races freie Programmausführung P existieren kann, wenn PT Synchronisati-
ons-Races enthält.
4.1.3 Konstruktion des Task Graphen
Der Algorithmus zur Konstruktion von P aus PT basiert auf der Wiederausführung der Syn-
chronisationsereignisse. Bei diesem sogenannten Replay-Verfahren werden alle aufgezeichneten
Ereignisse modellhaft erneut ausgeführt, wobei die Ausführungsreihenfolge die Semantik der
Synchronisations-Operationen beachtet. Wenn während dieser modellhaften Ausführung eine
WAITCLEAR-Operation getriggert wird, so wird eine ≺-Relation von der triggernden POST -
Operation eingefügt. Eine weitere Restriktion der Ausführungsreihenfolge ist aufgrund von Satz 2
nicht notwendig. Wenn die aufgezeichnete Programmausführung frei von Synchronisations-Ra-
ces ist, so wird jede mögliche Ausführungsreihenfolge zum selben Ergebnis führen. Während der
Konstruktion wird der Task Graph auf auftretende Synchronisations-Races anhand der Eigen-
schaften in Definition 11.1 und Satz 1 getestet.
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1 function replay_tasks (Task T) {
2 while T != nil {
3 let e = event of T
4 let r = index of T in e
5 let PWP = map[e]
6 switch type (T) {
7 case Post:
8 if PWP[r]. Post != nil
9 abort and report post/post race
10 if PWP[r]. PrevWait != nil and not PWP[r]. PrevWait ≺ T
11 abort and report wait/post race
12 PWP[r]. Post = T
13 case Wait:
14 if PWP[r]. Wait != nil or
15 PWP[r]. PrevWait != nil and not PWP[r]. PrevWait ≺ T
16 abort and report wait/wait race
17 PWP[r]. Wait = T
18 }
19 if (∀ x: PWP[x]. Post != nil and PWP[x]. Wait != nil) {
20 ∀ x: ∀ y:
21 add PWP[x]. Post ≺ PWP[y]. Wait
22 ∀ x:
23 PWP[x]. PrevWait = PWP[x]. Wait
24 PWP[x]. Post = PWP[x]. Wait = nil
25 ∀ x:
26 replay_tasks ( next_Task (PWP[x]. PrevWait ))
27 }
28 if (type (T) == Wait) return
29 T = next_Task (T)
30 }
31 }
Listing 4: Das Replay-Verfahren zur Konstruktion eines Task Graphen
Listing 4 zeigt eine gekürzte Fassung des Replay-Verfahrens. Im Listing wird die einheitliche Be-
handlung von point-to-point und blockierender kollektiver Synchronisation gezeigt. Die Funktion
replay_tasks führt nacheinander die Tasks eines Threads aus, bis entweder das Thread-Ende
oder eine ungetriggerte WAITCLEAR-Operation erreicht sind. Abhängig vom Typ des gerade
ausgeführten Tasks bezeichnet das Event e (Zeile 3) entweder das Flag (point-to-point Syn-
chronisation) oder die Prozess- bzw. Thread-Gruppe (kollektive Synchronisation). Der Index r
(Zeile 4) bezeichnet die Position des Threads bzw. Prozesses in der Gruppe. Für point-to-point
Synchronisation gilt immer r = 0. Jedem Element eines Events ist eine Datenstruktur PWP zuge-
ordnet, die 3 Elemente speichert. In PWP.Wait wird die gerade aktive WAITCLEAR-Operation
gespeichert. PWP.PrevWait enthält die zuletzt getriggerte WAITCLEAR-Operation. PWP.Post
enthält eine POST -Operation, wenn diese noch keine WAITCLEAR-Operation getriggert hat.
Synchronisations-Races werden an folgenden Stellen getestet:
• Zeile 8 testet, ob bereits eine nicht verarbeitete POST -Operation existiert. Dann werden
durch Ausführung des aktuellen Tasks die Bedingungen von Definition 11.2 direkt er-
füllt. In der konkreten Implementierung wird noch der Sonderfall der redundanten POST -
Operationen betrachtet, nach denen keine weiteren WAITCLEAR-Operationen mehr statt-
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finden. Diese Spezialbehandlung wurde hier aus Gründen der Übersichtlichkeit weggelas-
sen.
• Zeile 10 testet die Bedingung von Satz 1.
• Zeile 14 testet, ob zwei WAITCLEAR-Operationen parallel ausgeführt werden. Die erste
Klausel testet direkt auf das Vorhandensein einer parallelen WAITCLEAR-Operation in
der aktuellen Ausführungsreihenfolge. Die zweite Klausel testet, ob von der letzten be-
reits getriggerten WAITCLEAR-Operation ein Pfad zur aktuell erreichten WAITCLEAR-
Operation existiert.
Die Zeilen 19-27 verarbeiten getriggerte WAITCLEAR-Operationen. Sobald alle Mitglieder einer
Synchronisation (eine point-to-point Synchronisation hat nur ein Mitglied) ihre entsprechenden
Flags gesetzt haben, werden happened-before-Relationen von den POST -Operationen zu allen
aktiven WAITCLEAR-Operationen eingefügt (Zeile 21). Da diese WAITCLEAR-Operationen
damit getriggert sind, wird die Ausführung der entsprechenden bisher unterbrochenen Threads
wieder aufgenommen (Zeile 26). Ist die aktuell ausgeführte Operation eine WAITCLEAR-
Operation, wird die Ausführung des aktuellen Threads dann abgebrochen (Zeile 28). Sollte
die WAITCLEAR-Operation zu dem Zeitpunkt noch nicht getriggert sein, wird die Ausführung
von einem Thread, der eine passende POST -Operation ausführt, wieder aufgenommen werden.
Ansonsten wurde mit der Thread-Ausführung bereits implizit auf Zeile 26 fortgefahren.
Die Behandlung nicht-blockierender kollektiver Synchronisationen wurde im Listing weggelas-
sen. Diese Operationen benötigen einen erweiterten Test auf Zeile 19, da mit der (partiellen)
Fortführung der partizipierenden Threads bereits fortgefahren werden muss, wenn noch nicht
alle Threads ihre entsprechende WAITCLEAR-Operation erreicht haben.
4.1.4 Algorithmische Komplexität
Jeder Task wird von replay_tasks genau einmal verarbeitet. Insgesamt wird also der Schlei-
fenkörper |T | mal ausgeführt, wobei |T | die Anzahl aller Tasks ist. Folgende Stellen innerhalb
des Schleifenkörpers verbrauchen mehr als konstante Zeit:
• Der rekursive Aufruf von replay_tasks auf Zeile 26 nimmt nur die Ausführung vorher
unterbrochener Threads wieder auf. Tasks werden dadurch nicht noch einmal verarbeitet.
• Auf Zeile 5 findet eine Zuordnung von einem Event zur entsprechenden PWP-Datenstruktur
statt. Diese Zuordnung benötigt maximal log(|e|) Schritte, wobei |e| die Gesamtzahl aller
Events ist.
• Auf den Zeilen 10 und 14 finden Erreichbarkeitstests statt. Eine einfache Tiefensuche
benötigt für diese Aufgabe |T | Schritte.
Aus diesen Überlegungen ergibt sich für den Algorithmus eine Gesamtkomplexität von O(|T | ∗
log(|e|) + |T |2). Unter der Annahme |e|  |T | kann die Komplexität zu O(|T |2) vereinfacht
werden.
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Die Erreichbarkeitstests sind somit der laufzeitkritische Teil des Algorithmus, da diese die qua-
dratische Komplexität verursachen. Erreichbarkeitstests über große Graphen können auf viel-
fältige Weise optimiert werden [YCZ10, SABW13, SM11, VCJZ14], wobei im Allgemeinen ei-
ne Indizierung der Knoten derart vorgenommen wird, dass Suchpfade abgekürzt werden. Eine
grundlegende Art der Indizierung stellt dabei die topologische Sortierung dar. In einem topo-
logisch sortierten azyklisch gerichteten Graph ist jedem Knoten Tn ein eindeutiger Index in
zugeordnet, wobei i1 < i2 → T2 6≺T1 gilt. Auch in einem topologisch sortierten Graphen ist
die Komplexität des Erreichbarkeitstests im pathologischen Fall O(|T |). In der Praxis werden
jedoch große Teile des Suchraums durch die Sortierung sehr schnell ausgeschlossen, so dass die
Komplexität sub-linear wird. Allerdings benötigt die Berechnung eines Indexes selbst |T | Be-
rechnungsschritte. Der Aufwand würde also nur vom Erreichbarkeitstest zur Index-Berechnung
verschoben werden.
Eine wichtige Erkenntnis ergibt sich an dieser Stelle aus einer möglichen Interpretation der
topologischen Sortierung.
Seien die Knoten (eines DAG) auszuführende Tasks und die Kanten repräsentieren
Beschränkungen derart, dass ein Task vor einem anderen Task ausgeführt werden
muss; in dieser Anwendung ist eine topologische Sortierung (der Knoten) eine zuläs-
sige Ausführungsreihenfolge der Tasks. 1
Nach dieser Interpretation entspricht der Graph genau dem hier verwendeten Konzept des Task
Graphen. Außerdem arbeitet die Funktion replay_tasks die Tasks in einer zulässigen Rei-
henfolge ab, da die Synchronisationsbeziehungen beachtet werden. WAITCLEAR-Operationen
gelten dabei als abgearbeitet, wenn sie vollständig ausgeführt (also getriggert) und wieder verlas-
sen wurden. Das aber bedeutet, dass die Abarbeitungsreihenfolge des Replay-Verfahrens bereits
einer topologischen Sortierung entspricht. Es ist also möglich, während der modellhaften Aus-
führung die ausgeführten Tasks mit Hilfe eines globalen Zählers durchzunummerieren. Die Platz-
und Zeitkosten dieser Nummerierung sind konstant und vernachlässigbar klein. Jeder Knoten
erhält einen Integer-Wert als weiteres Datenelement und bei jeder abgeschlossenen Ausführung
eines Tasks wird der globale Zähler inkrementiert und der Wert dem zuletzt ausgeführten Task
zugewiesen. Damit hat die Erzeugung einer topologischen Sortierung keine Auswirkungen auf
die Komplexität des Algorithmus, reduziert jedoch den Aufwand für den Erreichbarkeitstest
entscheidend.
Eine weitere Optimierung des Erreichbarkeitstests nutzt die dem Task Graphen zugrundeliegen-
de Semantik einer Aufteilung in Threads. Erreicht die Tiefensuche den Thread, in dem auch
der Zielknoten liegt, so kann die Erreichbarkeit direkt getestet und damit dieser Suchzweig be-
endet werden. Mit Hilfe dieser beiden Optimierungen wird die praktische Gesamtkomplexität
des Algorithmus sub-quadratisch bzw. quasi-linear. Eine Evaluierung dieser Komplexität wird
in Abschnitt 6.3.2 (Seite 105) vorgenommen. Darüber hinaus kann die topologische Sortierung
auch für weitere Aufgaben, die eine Tiefensuche benötigen (z.B. Test auf data races, siehe Ab-
schnitt 5.2.2 (Seite 72)), verwendet werden.
1For instance, the vertices of the graph may represent tasks to be performed, and the edges may represent
constraints that one task must be performed before another; in this application, a topological ordering is just
a valid sequence for the tasks. [Rev16]


















Abbildung 4.4: Heuristische Überführung von ungerichtete in gerichtete Synchronisation
4.1.5 Ungerichtete Synchronisation
Im bisher eingeführten Modell wurde ungerichtete Synchronisation nicht betrachtet. Im Zusam-
menhang mit dem hier entwickelten Verfahren spielt ungerichtete Synchronisation dann eine
Rolle, wenn Synchronisationsoperationen innerhalb von kritischen Abschnitten aufgerufen wer-
den. Abbildung 4.4a ist eine Erweiterung des Beispiels aus Abbildung 4.2a. In diesem Fall sind die
beiden WAITCLEAR-Operationen W1 und W2 durch einen kritischen Abschnitt geschützt, der
in der Abbildung durch gestrichelte Rahmen symbolisiert wird. Außerdem quittiert jeder Thread
den Erhalt der Notifikation an Prozess 2. Da W1 und W2 nicht mehr gleichzeitig aktiv sein kön-
nen, verschwindet das Synchronisations-Race. Zwar ist die Zuordnung der POST -Operationen
zu den WAITCLEAR-Operationen nicht eindeutig und von der konkreten Reihenfolge der Abar-
beitung der kritischen Abschnitte abhängig, jedoch wird am Ende jede POST -Operation genau
eine WAITCLEAR-Operation getriggert haben. Ungerichtete Synchronisation hat also Einfluss
auf das Vorhandensein von Synchronisations-Races und die Konstruktion des Task Graphen.
Anders als gerichtete Synchronisation führt ungerichtete Synchronisation nicht zu logisch zwin-
genden happened-before-Relationen zwischen Programmereignissen, da kritische Abschnitte in
einer alternativen Programmausführung in einer anderen Reihenfolge ausgeführt werden könn-
ten. Satz 2 gilt also nicht bei Vorhandensein von ungerichteter Synchronisation. Eine Analyse
aller möglichen Ausführungen ist NP-vollständig [NM90], so dass eine skalierbare Berechnung
nicht möglich ist.
In der Praxis spielt ungerichtete Synchronisation vor allem auf Thread-Level eine große Rolle.
Deswegen wird in dieser Arbeit eine heuristische Erweiterung des Verfahrens zur Behandlung von
ungerichteter Synchronisation verwendet. Dazu werden kritische Abschnitte in happened-before-
Relationen transformiert. Unter Beachtung der tatsächlich aufgezeichneten Reihenfolge der kriti-
schen Abschnitte wird eine happened-before-Relation vom Verlassen eines kritischen Abschnitts
zum nächsten Eintritt in diesen Abschnitt in den Task Graph eingefügt. Dieser Schritt wird in
das Replay-Verfahren integriert, wobei die Semantik der lock- und unlock-Operationen beachtet
wird. Sind während des Replays alle Threads suspendiert, dann wird die lock-Operation ausge-
führt, die auch in der tatsächlichen Programmausführung als erstes ausgeführt wurde. Außerdem
wird eine happened-before-Relation von einer eventuell vorhergehenden unlock-Operation auf
denselben kritischen Abschnitt zur lock-Operation eingefügt. Abbildung 4.4b zeigt die Überfüh-
rung ungerichteter Synchronisation in das Task-Graph-Modell. Satz 1 behält in jedem Fall seine
Gültigkeit. Würden die Threads den Erhalt der Notifikation nicht quittieren, so wäre W1 6≺P2.
Das entstehende Synchronisations-Race könnte sich manifestieren, wenn P1 und P2 beide ausge-
führt wären, bevor ein Thread seine WAITCLEAR-Operation betritt. In diesem Fall würde ein
POST verlorengehen und das Programm würde nicht korrekt terminieren.
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4.1.6 Weiterführende Überlegungen zum Synchronisationsmodell
Der in diesem Abschnitt entwickelte Algorithmus und das zugrundeliegende Modell liefern meh-
rere Beiträge zur Analyse von Synchronisationsbeziehungen in parallelen Programmen. Die ein-
heitliche Behandlung von point-to-point und kollektiver Synchronisation ermöglicht eine Berech-
nung dieser Beziehungen für hybrid parallele Systeme. Durch die Einführung der WAITCLEAR-
Operation als eine Verbindung von WAIT und CLEAR ist dieses Problem nicht mehr NP-
vollständig, sondern praktisch lösbar. Der Grund für die massive Reduktion der Komplexität
ist Satz 2, der so nur für Programmausführungen mit WAITCLEAR-Operationen gilt. Durch
die Optimierung mittels topologischer Sortierung wird der Algorithmus darüber hinaus ska-
lierbar, da er quasi-lineare Komplexität erreicht. Im Ergebnis können die logisch notwendigen
Synchronisations-Beziehungen zwischen den Threads einer hybrid parallelen Programmausfüh-
rung berechnet werden, indem lediglich die Programmereignisse aufgezeichnet werden. Auftre-
tende Synchronisations-Races werden während dieser Berechnung erkannt.
In GASPI wird die WAITCLEAR-Operation durch die gaspi_wait_reset-Funktion direkt ab-
gebildet. Damit können die Synchronisationsbeziehungen von GASPI-Programmen ohne wei-
tere Anpassungen des Algorithmus analysiert werden. Genau so können z.B. auch MPI_Send
und MPI_Recv als Ausprägungen der POST - bzw. WAITCLEAR-Operation aufgefasst werden.
Der Algorithmus ist also auch für das Auffinden von message races verwendbar. Jedoch ver-
langt die WAITCLEAR-Operation keine atomare Verbindung von WAIT und CLEAR. Damit
kann der Algorithmus prinzipiell auch für die Analyse genutzt werden, wenn der Program-
mierer die Funktionalität der WAITCLEAR-Operation sicherstellt. Zum Beispiel definiert der
OpenSHMEM-Standard die Funktion shmem_int_wait. Diese Funktion wartet, bis eine Integer-
Variable einen Wert ungleich eines vorgegebenen Wertes hat. Insofern entspricht diese Funktion
der WAIT -Operation. Wenn der Programmierer sicherstellt, dass direkt nach dem Verlassen der
Funktion der Wert der Variable wieder zurückgesetzt wird, so ist eine Analyse des Programms
mit dem hier entwickelten Algorithmus ohne weiteres möglich. Die Bereitstellung einer Funk-
tion shmem_int_wait_and_clear durch den OpenSHMEM-Standard würde zu Programmen
führen, die implizit gegen Synchronsations-Races testbar sind. Daraus kann gefolgert werden,
dass die während der Entwicklung von Analysewerkzeugen gewonnenen Erkenntnisse in die Ent-
wicklung der zu analysierenden Programmiermodelle zurückfließen sollten. Insbesondere hat das
Design von APIs direkten Einfluss auf die Möglichkeiten der Programmanalyse. Das GASPI-
Projekt stellt dabei ein gutes Beispiel für einen entsprechenden Rückfluss dar, da die Entwickler
der Analysewerkzeuge schon bei der Definition des GASPI-APIs mit einbezogen wurden. Der
GASPI-Vorläufer GPI hatte keine dedizierte WAIT - oder WAITCLEAR-Operation. Stattdes-
sen war der Programmierer darauf angewiesen, den Abschluss einer put-Operation von Hand
zu überprüfen. Die automatische Erkennung und Aufzeichnung einer solchen Überprüfung ist
jedoch nur schwer möglich. Deswegen wurden in GASPI Funktionen speziell für diese Aufga-
ben eingeführt, die direkt aufgezeichnet werden können. Die Semantik der Funktionen wurde so
definiert, dass sie dem hier entwickelten Modell genügen.
Der Algorithmus wurde hier im Kontext der post-mortem-Analyse einer Programmaufzeich-
nung vorgestellt. Eine Adaption auf eine Online-Analyse ist jedoch ohne weiteres möglich. Da
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die Tasks in jeder beliebigen gültigen Ausführungsreihenfolge abgearbeitet werden können, kann
dieses auch in der Reihenfolge der eigentlichen Abarbeitung geschehen. Auf diese Weise kön-
nen wesentlich längere Programmläufe analysiert werden, da bereits verarbeitete Tasks wieder
gelöscht werden können. In diesem Zusammenhang stellt sich die in dieser Arbeit nicht weiter
behandelte Frage, welche Tasks sicher gelöscht werden können, ohne dass die Tests auf den Zei-
len 10 und 14 (PWP[r].PrevWait ≺ T) in Listing 4 beeinflusst werden. Die Beantwortung dieser
Frage bleibt ein Thema für weiterführende Forschung.
4.2 Task Graphen für Programme mit asynchronen einseitigen
Kommunikationsoperationen
Die Grundprinzipien der Modellierung einseitiger Kommunikationssysteme mithilfe von virtuel-
len Tasks wurden in [KKMPN13] beschrieben. Das dort vorgestellte Modell bezieht sich auf ein
homogen paralleles System, in dem jeder Prozess genau einen Thread hat. In der vorliegenden
Arbeit wird dieses Modell auf hybrid parallele Systeme erweitert.





Menge E enthält nun alle relevanten Programmereignisse aller Threads. Relevante Programmer-
eignisse in E sind das Aufrufen und Verlassen von Funktionen sowie direkte Speicherzugriffe.
Die Relation ≺T bezeichnet wieder die direkt ableitbare sequentielle Ausführungsreihenfolge der
Tasks innerhalb eines Threads.
Ziel ist die Erzeugung eines vollständigen Task Graphen P = 〈E ∧ V,≺〉. Die Menge E ∧ V
enthält alle lokalen und entfernten, synchronen und asynchronen Speicherzugriffe. Die Relation
≺ repräsentiert die logischen Abhängigkeiten dieser Zugriffe untereinander.
Die Generierung von P aus PT geschieht in zwei Schritten. Im ersten Schritt werden die
happened-before-Relationen der Threads und Prozesse untereinander berechnet. Das zugehörige
Verfahren wurde im vorhergehenden Abschnitt beschrieben. Im zweiten Schritt werden dann
asynchrone Speicherzugriffe zusammen mit den entsprechenden happened-before-Relationen zu
den entsprechenden Kommunikationsoperationen hinzugefügt.
4.2.1 Asynchrone Ereignisse in Task Graphen
In der klassischen Sichtweise ist jeder Task Teil eines Prozesses. Das heißt, der Task wird von
der Berechnungseinheit ausgeführt, auf der auch der entsprechende Thread ausgeführt wird.
Die in dieser Arbeit verwendete Definition 8 abstrahiert diesen Task-Begriff. Insbesondere wird
keine Zuordnung zu einem bestimmten Thread verlangt. Diese Abstraktion wird notwendig, um
asynchrone Programmereignisse korrekt in einem Task Graph modellieren zu können.
Beispiel:
Ein Blitter ist ein Coprozessor, der Speicherbereiche parallel zur auf dem Hauptpro-
zessor stattfindenden Programmausführung kopieren kann [MDD+89]. Die Funktion
blit_copy programmiert den Blitter mit dem zu kopierenden Speicherbereich und
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startet dann den Kopiervorgang. Das Programmereignis BC bezeichnet das Betre-
ten dieser Funktion. Die Funktion blit_wait wartet auf den Abschluss der aktu-
ellen Blitteroperation. Das Programmereignis BW bezeichnet das Verlassen dieser
Funktion. Der Kopiervorgang wird in zwei separate Programmereignisse zerlegt: die
Operation R liest Daten aus dem Quellspeicher und die Operation W schreibt diese
Daten in den Zielspeicher.
Es gilt BC≺R und BC≺W , da die Lese- und die Schreiboperation von blit_copy
angestoßen werden und also erst nach dem Betreten der Funktion BC ausgeführt
werden können. Weiterhin gilt R≺W aufgrund der Datenabhängigkeit, denn nur
Werte, die vorher gelesen wurden, können auch geschrieben werden. Schlussendlich
gilt auch R≺BW und W≺BW , da BW (also das Verlassen der Funktion blit_wait)
erst ausgeführt wird, wenn die Kopieroperation und damit R und W vollständig
abgeschlossen sind.
In Abbildung 4.5 ist der entstehende Task Graph dargestellt. Durch die transitive
Reduktion wurden die Beziehungen BC≺W und R≺BW entfernt. Die hervorgehobe-
nen Kanten verbinden die Programmereignisse, welche vom auf dem Hauptprozessor
laufenden Thread ausgeführt werden. In der Abbildung repräsentiert X außerdem
ein beliebiges Programmereignis, welches zwischen den Aufrufen von blit_copy und
blit_wait ausgeführt wird. Parallel und asynchron zu diesem Ereignis werden die
Kopieroperationen R und W ausgeführt.
BC BWX
R W
Abbildung 4.5: Task Graph einer asynchronen Kopieroperation mithilfe eines Blitters
Das Beispiel verdeutlicht eine Reihe von Abstraktionen, die bei der Modellierung von Program-
mausführungen mittels Task Graphen vorgenommen werden. Oft wird die komplette Ausfüh-
rung einer Funktion zu einem einzelnen Task zusammengefasst. Diese Vereinfachung kann selbst
dann vorgenommen werden, wenn entweder durch den Eintritt in die Funktion oder durch das
Verlassen der Funktion happened-before-Relationen zu Tasks außerhalb der synchronen Pro-
zessausführung entstehen. Werden allerdings sowohl beim Eintritt in die Funktion als auch beim
Verlassen der Funktion solche happened-before-Relationen erzeugt, so müssen die beiden Er-
eignisse Eintritt und Verlassen auch in separaten Tasks modelliert werden. Zur Vermeidung
von Zyklen ist eine solche Modellierung z.B. für kollektive Synchronisationsoperationen notwen-
dig, die beim Eintritt eine POST -Operation und beim Verlassen eine WAITCLEAR-Operation
ausführen (siehe Abschnitt 4.1.1).
Eine weitere Abstraktion stellt die aufeinanderfolgende Abbildung der Lese- und Schreibope-
rationen R und W dar. Tatsächlich werden die Daten von der Hardware meist nicht sofort
komplett, sondern schrittweise in Blöcken kopiert. Praktisch ergäbe sich daraus eine Darstel-
lung der Kopieroperation als R1≺W1; R2≺W2; . . . ; Rn≺Wn. Je nach betrachtetem System kann
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es dabei sogar zu zeitlichen Überlappungen von Wx und Rx+1 kommen. Jedoch ist für alle in
dieser Arbeit vorgestellten Anwendungen des Task-Graph-Modells eine Zusammenfassung von
Kopieroperationen zu R≺W möglich.
Asynchrone Tasks sind keinem Thread zugeordnet. Solche Tasks werden im Folgenden als virtuell
bezeichnet. Virtuelle Tasks sind nicht auf Speicherzugriffe beschränkt. Für einige Synchronisati-
ons- und Kommunikationsoperationen müssen künstliche virtuelle Tasks eingeführt werden, um
die happened-before-Relationen präzise abbilden zu können. Virtuelle Tasks sind damit ein ent-
scheidendes Mittel zur Modellierung von Systemen mit asynchroner einseitiger Kommunikation.
4.2.2 Die Modellierung von Systemen mit einseitigen Kommunikationsoperationen
Im Folgenden wird beschrieben, wie zu aufgezeichneten Programmereignissen virtuelle Tasks
zugeordnet werden und so der Task Graph konstruiert wird. Dabei werden die fundamentalen
einseitigen Kommunikations- und Synchronisationsoperationen der drei PGAS-APIs OpenSH-
MEM, GASPI und MPI-3 erörtert. API-spezifische Funktionen wie z.B. MPI-Windows werden
nicht betrachtet.
Für jede beschriebene Funktion wird beispielhaft der Task Graph eines Aufrufs dargestellt. In
diesen Graphen repräsentieren die fett gezeichneten Kanten die happened-before-Relationen in-
nerhalb eines Threads. Dünn gezeichnete Kanten stellen happened-before-Relationen zu von den
Funktionen erzeugten virtuellen Tasks her. Gestrichelte Kanten stehen für potentielle happened-
before-Relationen zu Tasks, die von anderen Funktionen erzeugt werden.
Zusätzlichen werden formale Bildungsregeln angegeben. Die folgenden zwei Regeln werden ver-
wendet:
Hinzufügen von Tasks 〈X〉 7→ 〈Y, Z〉: Fügt die Menge der Tasks auf der rechten Seite zum Task
Graphen hinzu. Das erste Element der Menge ersetzt dabei den aufgezeichneten Task X.
Hinzufügen von Kanten X → Y : Fügt eine happened-before-Relationen von X nach Y ein.
Tasks, die Speicherzugriffe auf lokale Adressen repräsentieren, werden mit RL für Lesezugriffe
bzw. WL für Schreibzugriffe bezeichnet. Speicherzugriffe auf entfernte Adressen werden mit RR
bzw. WR bezeichnet. Tasks, die Funktionsaufrufe darstellen, werden mit dem Anfangsbuchstaben
der entsprechenden Operation bzw. im allgemeinen Fall mit O abgekürzt. Funktionsargumente
werden in hochgestellten Indizes notiert. Ein hochgestelltes r bezeichnet den Ziel-Rank. Weitere
Argumente werden an der jeweiligen Stelle beschrieben.
Lese- und Schreiboperationen
In Tabelle 4.1 sind die Bildungsregeln für Lese- und Schreiboperationen der betrachteten Kom-
munikationssysteme aufgelistet. Jede dieser Operationen erzeugt einen Lese-Task R und einen
Schreib-Task W auf die entsprechenden Speicherbereiche. Sei O der Aufruf der entsprechen-
den Operation, so gilt O≺R und O≺W . Außerdem gilt aufgrund der Datenabhängigkeit R≺W .
Deswegen wird bei den Bildungsregeln die Beziehung O≺W weggelassen, da diese aufgrund der
Transitivität der happened-before-Relation durch O≺R≺W bereits gegeben ist und der Task
Graph nur die transitive Reduktion darstellt.
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Die betrachteten Kommunikationssysteme unterstützen zwei verschiedene Formen der Asyn-
chronität. In GASPI sowie in den MPI-Funktionen MPI_RPUT und MPI_RGET sind sowohl lokale
also auch entfernte Speicherzugriffe asynchron. Dementsprechend sind auch alle erzeugten Lese-
und Schreib-Tasks virtuell.
Im Gegensatz dazu sind die Zugriffe auf lokalen Speicher in OpenSHMEM und in den MPI-
Funktionen MPI_PUT sowie MPI_GET synchron. Im Falle von shmem_*_get und MPI_GET führt das
dazu, dass die gesamte Operation synchron abläuft. Es wird also innerhalb von shmem_*_get
gewartet, bis der entfernte Lesezugriff alle Daten übermittelt hat und diese lokal geschrieben
wurden. Deswegen erzeugen diese Operationen auch keine virtuellen Tasks. shmem_*_put und





〈O〉 7→ 〈O, RL, WR〉
O → RL











〈O〉 7→ 〈O, RR, WL〉
O → RR




MPI_GET 〈O〉 7→ 〈{RR →WL}〉
RR WL
Tabelle 4.1: Task Graphen für Lese- und Schreiboperationen
Lokale Synchronisationsoperationen
GASPI und MPI definieren Synchronisationsoperationen, mit denen auf den Abschluss asynchro-
ner Zugriffe auf lokale Speicherbereiche gewartet werden kann. OpenSHMEM stellt keine der-
artigen Operationen zur Verfügung, da in diesem System alle lokalen Speicherzugriffe synchron
zum Aufrufer sind. Ein Thread verlässt eine lokale Synchronisationsoperation erst, wenn alle
dieser Operation zugeordneten lokalen asynchronen Speicherzugriffe abgeschlossen sind. WTL
bezeichnet im Folgenden das Ereignis Verlassen der Synchronisationsoperation. SL bezeichnet
einen lokalen asynchronen Lese- oder Schreibzugriff, es gilt also SL ∈ {RL, WL}.
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Die Zuordnung der Speicherzugriffe zu Warte-Operationen wird in GASPI und MPI unter-
schiedlich spezifiziert. Die MPI-Funktion MPI_Waitall wartet auf den Abschluss einer Menge
von MPI-Requests REQS. Die Funktion MPI_Wait wartet auf den Abschluss genau eines Re-
quests req, im Folgenden gilt für diesen Fall REQS = {req}. Diese MPI-Requests werden von
den Funktionen MPI_RPut und MPI_RGet geliefert. Im Modell werden die von diesen Funktionen
ausgelösten Speicherzugriffe mit dem zugehörigen Request markiert: SreqL . Da req eindeutig ist,
ist auch die Zuordnung von SreqL zu einer Warte-Operationen WT
REQS
L eindeutig. Jede Warte-
operation schließt alle ihren Requests req ∈ REQS zugeordneten Lese- und Schreiboperationen




























Tabelle 4.2: Task Graphen für lokale Synchronisationsoperationen
GASPI stellt zur Zuordnung von Warteoperationen zu bestimmten lokalen asynchronen Spei-
cherzugriffen nummerierte Queues bereit (siehe Abschnitt 2.7). Lese- und Schreiboperationen
werden in eine vom Programmierer wählbare Queue submittiert. Ebenso erwartet gaspi_wait
eine Queue q als Argument. Diese Operation blockiert, bis alle lokalen asynchronen Speicher-
zugriffe in der entsprechenden Queue abgeschlossen sind. Anders als bei MPI ist damit die
Zuordnung der Speicherzugriffe zu Warteoperationen nicht mehr eindeutig.
Für homogen parallele Systeme ist die Bildungsregel SqL → WT
q
L für einen gaspi_wait-Aufruf
ausreichend, wenn diese in der Reihenfolge der Thread-Abarbeitung auf alle WT qL-Tasks an-
gewendet wird. Dieses Verfahren verbindet jeweils die noch nicht mit einem früheren WT qL-
Task verbundenen asynchronen Speicherzugriffe SqL mit dem gerade behandelten WT
q
L-Task.
Für hybrid parallele Systeme ist dieser Ansatz jedoch nicht mehr ausreichend. Abbildung 4.6
illustriert das Problem. Die zwei gezeigten Threads sind Teil eines GASPI-Prozesses. Thread 1
führt ein gaspi_read aus, Thread 2 ein gaspi_wait. Ob dieses gaspi_wait wartet, bis alle
von gaspi_read gestarteten asynchronen Speicherzugriffe beendet sind, hängt von den Zeit-
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punkten der Ausführung ab. Logisch notwendig beendet werden diese Speicherzugriffe nur,
wenn gaspi_wait auch notwendigerweise nach gaspi_read ausgeführt wird. Es muss also eine
happened-before-Relation zwischen gaspi_read und gaspi_wait existieren. In der Abbildung






Abbildung 4.6: Synchronisation lokaler asynchroner Speicherzugriffe in einem hybrid parallelen
GASPI-System
Die Bildungsregel für einen gaspi_wait-Aufruf darf also nur die SqL erfassen, die garantiert nach
dem Verlassen von WT qL abgeschlossen sind. Weiterhin soll die Regel auch verhindern, dass von
allen bereits abgeschlossenen SqL redundante happened-before-Relationen zu WT
q
L aufgebaut
werden. Die Erfüllung der ersten Forderung hängt von der Beziehung der den Speicherzugriff
auslösenden Operation O(SqL) zu WT
q













Gehören O und WT qL zum selben Thread, dann ist die mögliche Beziehung O≺WT
q
L bereits
implizit durch die Abarbeitungsreihenfolge gegeben. In homogen parallelen Systemen ist dies
immer der Fall, weshalb für diese Systeme auch die vereinfachte Bildungsregel angewendet wer-
den kann.
Zur Verhinderung redundanter happened-before-Relationen wird das eben eingeführte Kriteri-
um auf alle Warteoperationen angewendet, die garantiert vor WT qL stattfinden, also auf alle
WT qL≺WT
q
L. Sollte eine solche Operation WT
q





wäre die einzufügende Relation SqL≺WT
q

















Die Formeln 4.1 und 4.2 können in einem verallgemeinerten Prädikat AE before E zusammenge-
fasst werden, welches zu einem gegebene Programmereignis E alle garantiert vorher ausgelösten
asynchronen Ereignisse AE liefert, wobei nur die asynchronen Ereignisse erfasst werden, die
nicht auch schon von einem vorherigen E erfasst wurden. O(AE) bezeichnet in der Definition
die Operation, welche das asynchrone Ereignis auslöst.
AE before E := O(AE)≺E ∧ ¬∃E (E≺E ∧ O(AE)≺E) (4.3)
Unter Verwendung dieses Prädikats ist die vollständige, konfluente und Redundanzen vermei-
dende Bildungsregel für gaspi_wait in hybrid parallelen GASPI-Programmen in Tabelle 4.2,
Zeile 2 angegeben.
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Einseitige entfernte Synchronisation und Zugriffsreihenfolge
Das Konzept der einseitigen entfernten Synchronisation bzw. remote synchronisation wird mo-
mentan nur von GASPI und OpenSHMEM unterstützt. Eine einseitige entfernte Synchronisation
liegt vor, wenn der Zielprozess einer put-Operation lokal, d.h. ohne Netzwerk-Kommunikation,
auf den Abschluss des Schreibzugriffs testen bzw. warten kann.
GASPI beinhaltet den bereits beschriebenen Notifikations-Mechanismus über dedizierte Syn-
chronisations-Flags. Die Beziehung zwischen dem Notifikations-Mechanismus und entfernten
Schreiboperationen wird über die non-overtaking-Garantie hergestellt. Schreibt ein Prozess mit-
tels gaspi_write über eine Queue Q Daten auf einen anderen Rank und sendet dieser Prozess
danach eine Notifikation über Q zu diesem Rank, so ist der Erhalt der Daten auf dem Ziel-
rank vor Erhalt der Notifikation garantiert. Notifikationen dürfen Daten, die über die gleiche
Queue an den gleichen Rank gesendet werden, also nicht überholen. Wenn der sendende Prozess
nach einer Menge von gaspi_write-Aufrufen ein gaspi_notify aufruft, so kann der Zielprozess
durch Synchronisation mit der Notifikation feststellen, dass alle Daten dieser Menge angekom-
men sind. Die in der ersten Zeile von Tabelle 4.3 angegebene Bildungsregel für die Interaktion
von gaspi_write und gaspi_notify beachtet die bereits im vorherigen Abschnitt erläuterten
Besonderheiten hybrid paralleler Systeme und verwendet das in Formel 4.3 eingeführte Prädi-
kat. So werden nur die gaspi_write-Operationen erfasst, die garantiert vor dem gaspi_notify
ausgeführt wurden. Aus dem Task Graphen ist außerdem ersichtlich, dass auch das Senden der
Notifikation selbst (WF ) asynchron zum sendenden Prozess verläuft.
Die zweite Zeile in Tabelle 4.3 stellt die Bildungsregel für entfernte Synchronisation in GASPI
dar. WC ist die WAITCLEAR-Operation, die durch gaspi_reset repräsentiert wird. Das Prä-
dikat linked nimmt Bezug auf das in Abschnitt 4.1.3 erläuterte Verfahren und liefert zu dem
gaspi_notify, welches die asynchrone POST -Operation WF ausgelöst hat, das zugehörige WC.
Operation Bildungsregeln Graph
gaspi_notify
〈N r,q〉 7→ 〈N r,q, W r,qF 〉
N r,q → W r,qF




W r,qR before N










O(WF ) linked WC P N
RL WR WF
W C
Tabelle 4.3: Task Graphen für Zugriffsordnung und entfernte Synchronisationen in GASPI
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Das OpenShmen-API stellt wait-Operationen auf beliebige Daten bereit. Die shmem_*_wait-
Routinen blockieren die Ausführung solange, bis ein bestimmtes Datenwort (16 bis 64 Bit lang)
eine vom Nutzer festlegbare Bedingung erfüllt. Ein solcher Test auf ein einzelnes Datenwort ist
jedoch nur geeignet, um den Erhalt sehr kurzer Daten zu synchronisieren. Beim Schreiben eines
größeren Datenblocks werden die Daten in mehrere Nachrichtenpakete zerlegt an den Zielpro-
zess gesendet. Dabei kann es insbesondere auf Systemen mit adaptive routing dazu kommen,
dass der Datenblock nicht fortlaufend auf dem Zielprozess geschrieben wird. Ein Test auf ein
bestimmtes Datenwort innerhalb dieses Blocks ist dann nicht ausreichend, um den Erhalt des
gesamten Blocks sicherzustellen. Deswegen sollte zur einseitigen entfernten Synchronisation eine
Kombination aus shmem_fence und shmem_wait verwendet werden. Der im Task Graph in Ta-
belle 4.4 dargestellte Sendeprozess schreibt zuerst zwei Datenblöcke auf den Zielprozess und nach
einem fence ein zusätzliches Datenwort. Der Zielprozess wartet auf den Empfang des einzelnen
Datenwortes und kann dann aufgrund des vom Sendeprozess aufgerufenen shmem_fence sicher
sein, dass auch der Datenblock angekommen ist. Zur Modellierung der fence-Operation wird
für jeden Zielrank x ein künstlicher virtueller Task FOx eingeführt. Im Gegensatz zu anderen
virtuellen Tasks führt ein FO-Task keine eigentliche Operation aus, sondern stellt lediglich eine
Ordnung der asynchronen Schreibzugriffe her. Alle vor FO ausgelösten asynchronen Schreibzu-
griffe auf einen Zielrank werden vor allen nach FO gestarteten Schreiboperationen auf denselben
Rank abgeschlossen. Die Vorschrift zur Verbindung von FO mit vorherigen Schreibzugriffen ist
äquivalent zu GASPI und verwendet wieder das before-Prädikat. Anders als in GASPI hat ein
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Tabelle 4.4: Task Graph für Zugriffsordnung und entfernte Synchronisation in OpenSHMEM
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deswegen happened-before-Relationen zu nachfolgenden Schreibzugriffen in den Task Graphen
eingefügt. Auch hierzu wird das before-Prädikat verwendet, nur ist diesmal die Reihenfolge der
Schreib- und Synchronisationsereignisse vertauscht.
Die von MPI bereitgestellte MPI_Win_fence-Funktion kann wie shmem_fence modelliert werden.
Jedoch bietet MPI-3 noch keine entsprechende wait-Funktion auf Empfängerseite, weswegen eine
korrekte einseitige Synchronisation wie in GASPI oder OpenSHMEM momentan schwierig zu
realisieren ist. Es ist zu erwarten, dass diese Funktionalität in einer zukünftigen MPI-Version
zur Verfügung stehen wird [BH15].
Kollektive Operationen
Zwar sind Barrieren und Reduktionsoperationen keine spezifischen Funktionen einseitiger Kom-
munikations-APIs, gleichwohl stellen sie auch bei der Programmierung mit einseitiger Kommu-
nikation wichtige Synchronisationsmittel dar. Kollektive können unabhängig vom konkreten API
immer auf die gleiche Weise modelliert werden. Dazu werden die zwei Programmereignisse Be-
treten der Kollektive BE und Verlassen der Kollektive BV getrennt betrachtet. Erst wenn alle
beteiligten Prozesse eine Kollektive betreten haben, können diese Prozesse die Kollektive auch
wieder verlassen. Daraus resultieren prozessübergreifende happened-before-Relationen BE≺BV
wie sie in Tabelle 4.5 für eine Kollektive über 3 Prozesse dargestellt sind. Eine Bildungsregel ist
hier nicht angegeben, da die Verbindung von BE- mit BV -Ereignissen bereits in Abschnitt 4.1
erläutert wurde. An dieser Stelle ist deswegen kein weiterer Konstruktionsschritt erforderlich.
Die Ereignisse BE und BV müssen nicht Teil desselben Funktionsaufrufs in einer Programm-
ausführung sein. In nichtblockierenden Kollektiven bzw. split-phase barriers [EGCSY05] sind
diese Ereignisse unterschiedlichen Funktionsaufrufen zugeordnet. Im Gegensatz zu blockieren-
den Barrieren können dadurch weitere Programmereignisse zwischen BE und BV auftreten. Die
Modellierung ändert sich jedoch nicht, da keine asynchronen Operationen ausgeführt werden.
Operation Bildungsregeln Graph
gaspi_barrier







Tabelle 4.5: Task Graph für kollektive Synchronisationsoperationen
Reduktionsoperationen führen neben der Synchronisation noch Speicherzugriffe auf die zu redu-
zierenden Daten aus. Diese Speicherzugriffe müssen in den Task Graph integriert werden. Sowohl
GASPI als auch OpenSHMEM stellen blockierende Reduktionsoperationen bereit. OpenSHMEM
arbeitet dabei direkt auf dem Speicherbereich, der im Funktionsaufruf angegeben ist. Demzufol-
ge finden Lese- und Schreibzugriffe auf diesen Bereich zwischen dem Betreten und dem Verlassen
der Reduktion statt. Tabelle 4.6, Zeile 1 modelliert diesen Sachverhalt.
Im Gegensatz zu OpenSHMEM kopiert GASPI die zu verarbeitenden Quelldaten beim Betreten
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der Reduktionsoperation. Nach Fertigstellung werden die Resultate in den Ergebnisspeicher
kopiert. Lese- und Schreibzugriffe während der Bearbeitung der Reduktion finden so nur in
einem internen Speicherbereich statt und müssen im Modell nicht erfasst werden. Allerdings
führen die Kopieraktionen Speicherzugriffe aus, die im Modell berücksichtigt werden müssen.
Der aktuelle GASPI-Standard definiert jedoch nicht, in welcher Reihenfolge das Kopieren und
Kommunizieren abläuft. Das Modell in Tabelle 4.6, Zeile 2 nimmt an, dass beim Starten der
Reduktion die Kopieraktion vor der ersten Kommunikation mit anderen beteiligten Prozessen
stattfindet. Entsprechend wird angenommen, dass beim Verlassen der Reduktion zuerst die
Kommunikation beendet wird und danach als letzter Schritt das Resultat kopiert wird. Dieses
Verhalten ist intuitiv realisierbar. Eine formale Klarstellung dieser Frage durch ein zukünftiges
Erratum des GASPI-Standards sollte jedoch vorgenommen werden. In dem hier gezeigten Modell
sind die Speicherzugriffe einer strengeren Ordnung unterworfen. Insbesondere ist es möglich, nach
dem Betreten der Reduktion auf den Quelldatenbereich zuzugreifen.
Operation Bildungsregeln Graph
shmem_*_to_all
〈BE〉 7→ 〈{BE → RL}〉










〈BE〉 7→ 〈{RL → BE}〉









Tabelle 4.6: Task Graph für kollektive Reduktionsoperationen
4.2.3 Ungerichtete Synchronisation in einseitigen Kommunikationssystemen
Ungerichtete Synchronisation mittels wechselseitigem Ausschluss wurde in den bisher eingeführ-
ten Modellen und Verfahren nicht behandelt. Wechselseitiger Ausschluss stellt in der Program-
mierung von Shared-Memory-Systemen ein wichtiges Synchronisationsmittel dar. Entsprechend
bieten sowohl OpenSHMEM als auch MPI-3 lock- und unlock-Operationen, mit denen kritische
Abschnitte definiert werden können. Beide APIs fordern, dass ein unlock vom selben Prozess
wie das dazugehörige lock aufgerufen wird. Die Aufrufe werden jeweils synchron abgearbeitet
und generieren keine asynchronen Ereignisse. Insofern beeinflussen diese Operationen die Kon-
struktion des Task Graphen nicht und auf die Angabe von Bildungsregeln wird im Folgenden
verzichtet. Jedoch wird die Rolle von ungerichteter Synchronisation in einseitigen Kommunika-
tionssystemen anhand des bisher eingeführten Modells diskutiert.
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Ein kritischer Abschnitt in OpenSHMEM schützt nur die Speicherzugriffe, die garantiert vor
Verlassen des Abschnitts beendet werden. Insbesondere sind asynchrone Schreiboperationen,
die von shmem_*_put ausgelöst werden, nicht automatisch geschützt (Abbildung 4.7a). Dazu
wäre es notwendig, eine happened-before-Relation vom WT -Task zur unlock-Operation UL zu
programmieren. Lediglich die von shmem_*_get ausgelösten lokalen und entfernten Speicherzu-
griffe werden von einem kritischen Abschnitt geschützt.
MPI-3 erweitert die Semantik der unlock-Operation und garantiert auch die Fertigstellung asyn-
chroner entfernter Speicherzugriffe beim Verlassen eines kritischen Abschnitts (Abbildung 4.7b).
Damit wird das Problem der ungeschützten entfernten Speicherzugriffe gelöst. Allerdings wird
ein kritischer Abschnitt dadurch zu einem sehr starken Synchronisationsmittel. Im Normal-
fall sollte ein Thread kein Interesse daran haben, wann eine einseitige Kommunikation auf der
Empfängerseite abgeschlossen ist. Die Semantik der unlock-Operation von MPI-3 steht dieser
Intention entgegen, da sie zu einer letztendlich zweiseitigen Kommunikation führt.
Offensichtlich ist eine geeignete Definition von lock- und unlock-Operationen für Systeme mit
einseitiger, asynchroner Kommunikation schwierig. Die bisher definierten Ausführungsmodelle
für kritische Abschnitte sind synchron zu ihren ausführenden Threads. Da auch in den Program-
miermodellen für Shared-Memory-Systeme Lese- und Schreibereignisse immer synchron zu ihren
ausführenden Threads sind, eignen sich kritische Abschnitte in diesen Systemen als Synchronisa-
tionsmittel. In Systemen mit asynchronen Speicherzugriffen ist dies jedoch nicht mehr der Fall.
Konsequenterweise definiert der GASPI-Standard auch keine lock- und unlock-Operationen. Die










Abbildung 4.7: Task Graphen für Lock-Operationen
4.2.4 Die Bedeutung virtueller Tasks in der Programmanalyse
In diesem Abschnitt wurde erläutert, wie Programmausführungen mit asynchronen einseitigen
Kommunikationsoperationen in einem Task Graphen modelliert werden können. Anhand aus-
gewählter Funktionen der drei PGAS-APIs GASPI, OpenSHMEM und MPI-3 wurde gezeigt,
wie sich mit Hilfe virtueller Tasks konkrete PGAS-Operationen in einen Task Graphen über-
führen lassen. Durch die Verwendung virtueller Task können asynchrone Programmereignisse so
modelliert werden, dass ihre kausalen Beziehungen zu den übrigen Programmereignissen präzise
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abgebildet werden können. Der vorgestellte Ansatz ist sowohl auf weitere Funktionen der verwen-
deten APIs als auch auf andere Programmiermodelle mit asynchronen Ereignissen anwendbar.
Dabei zu beachtende Punkte wurden in diesem Abschnitt behandelt. So benötigen viele syn-
chronisierende Operationen in hybrid parallelen Systemen das before-Prädikat. Außerdem ist
für die Modellierung mancher Operationen (z.B. fence-Operationen) die Einführung künstlicher
virtueller Programmereignisse notwendig.
Das entwickelte Modell kann als Knotenpunkt in der Methodik der Programmanalyse paralleler
Anwendungen mit gemeinsam genutztem Adressraum aufgefasst werden. Auf der einen Seite
abstrahiert es spezifische Eigenschaften konkreter Systeme, so dass Programmmausführungen
unterschiedlicher APIs auf Task Graphen zurückgeführt werden können. Auf der anderen Seite
kann das Modell als Ausgangspunkt für Analysemethoden dienen, die aus dem Task Graphen
Programmeigenschaften schlussfolgern oder den Programmlauf aufbereitet präsentieren können.
Mehrere sich ergebende Möglichkeiten werden im nächsten Kapitel vorgestellt.
4.3 Speicherzugriffe und sequentielle Konsistenz
In dem bisher eingeführten Modell wurden die durch PGAS-Operationen ausgelösten Speicher-
zugriffe (in der Folge kurz: PGAS-Speicherzugriffe) unter Beachtung aller Synchronisationsbe-
ziehungen in den Task Graphen einer Programmausführung eingefügt. Neben diesen Speicher-
zugriffen führt jeder Thread auch direkte Speicherzugriffe sowohl in seinen lokalen Speicher als
auch in PGAS-Segmente aus.
Direkte Speicherzugriffe sind an Programminstruktionen gekoppelt, die vom Thread ausgeführt
werden. Die Programminstruktionen definieren die Zugriffsart und meistens auch die Größe
des Zugriffsintervalls. Eine Ausnahme stellen auf x86-Architekturen z.B. Anweisungen mit rep-
Präfix dar. Das Zugriffsintervall direkter Zugriffe umfasst oft nur wenige Bytes eines ununter-
brochenen Adressbereichs und ist fast immer eine Zweierpotenz. Allerdings gibt es auch gather-
und scatter-Instruktionen in Vektorbefehlssätzen, die mehr als nur ein Zugriffsintervall umfassen.
Deswegen werden Speicherzugriffs-Ereignisse hier wie folgt definiert:
Definition 12. Ein Speicherzugriffs-Ereignis in einem Task Graphen wird bezeichnet als e =
(m, a), wobei
• die Menge der Zugriffsintervalle m = {I1, I2, . . . , Im} den Adress-Bereich bestimmt, auf
den zugegriffen wird. Jedes Intervall ist ein fortlaufender, ununterbrochener Bereich I =
[AStart, AEnd) welcher an der Startadresse AStart beginnt und bis zur Endadresse AEnd
reicht.
• die Zugriffsart a ∈ {READ, WRITE} bestimmt, ob lesend oder schreiben zugegriffen wird.
Direkte Speicherzugriffs-Ereignisse werden außerdem bestimmt durch ihre Position innerhalb
des ausführenden Threads. Diese Position entspricht dem logischen Zeitpunkt dieses Ereignisses.
Weiterhin wird angenommen, dass direkte Speicherzugriffe keine intendierten Synchronisations-
beziehungen zu anderen Tasks erzeugen. Speicherzugriffe, durch die Synchronisationsbeziehun-
gen entstehen, werden nicht als direkte Speicherzugriffe, sondern als ein Synchronisationsereig-
nis des jeweiligen Typs modelliert (z.B. als eine POST -Operation). Aufeinanderfolgende direkte
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1 v = 123;
2 put (&v, target_rank , ...);
v = 123 put(v)
RL(v)
Abbildung 4.8: Datenabhängigkeiten zwischen direkten und PGAS-Speicherzugriffen
Speicherzugriffe mit gleicher Zugriffsart können je nach Anwendungsfall durch Vereinigung ihrer
Zugriffsintervalle auch zu einem einzelnen Speicherzugriffs-Ereignis zusammengefasst werden.
Die synchrone Ausführung direkter Speicherzugriffe ist eine Annahme des hier eingeführten Mo-
dells, die der Intention der Ausführung eines Programms entspricht. In der Praxis muss eine
geeignete PGAS-Implementierung die sequentielle Konsistenz insbesondere von direkten Spei-
cherzugriffen und PGAS-Speicherzugriffen sicherstellen. Dabei muss der Out-of-Order-Execution
moderner Prozessoren Rechnung getragen werden.
Das Beispiel in Abbildung 4.8 überträgt den Inhalt der Variablen v an einen Zielprozess. Of-
fensichtlich soll der Wert 123 übertragen werden. Der nebenstehende Task Graph zeigt die
zeitliche Interaktion des direkten Speicherzugriffs mit dem PGAS-Lesezugriff. Es existiert eine
happened-before-Relation vom direkten Schreibzugriff zum PGAS-Zugriff, also findet das asyn-
chrone Lesen der Variable nach dem direkten Speicherzugriff statt. Da Tasks nach Definition 8
abgeschlossen sind, ist also im Modell garantiert, dass der Lesezugriff den Wert 123 ermittelt. Ein
PGAS-System sollte diesen intendierten Ablauf auch praktisch garantieren. Es ist zum Beispiel








Abbildung 4.9: Datenabhängigkeiten von direkten Speicherzugriffen über Prozessgrenzen hinweg
Allerdings darf sich diese Erkennung nicht auf lediglich lokale PGAS-Zugriffe beschränken, wie
der Task Graph in Abbildung 4.9 zeigt. In diesem Beispiel führt ein zweiter Prozess mittels der
get-Operation einen entfernten Zugriff auf die Variable v durch. Auch hier existiert aufgrund
der Barriere eine happened-before-Relation vom direkten Schreibzugriff zum PGAS-Lesezugriff.
Kann die Hardware die Erkennung solcher Datenabhängigkeiten nicht gewährleisten, muss die
PGAS-Implementierung also nicht nur PGAS-Operationen, sondern auch Synchronisationsope-
rationen entsprechend absichern.
Die Definition eines PGAS-APIs oder einer PGAS-Sprache sollte diesen Problemen Rechnung
tragen und ein entsprechendes Speicherkonsistenzmodell bereitstellen. Für den aktuellen GASPI-
Standard wurde ein solches Modell anhand der eben gezeigten Beispiele in Form eines Erratums
akzeptiert [Krz15].
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5 Anwendungskonzepte des Modells
Beauty is the ultimate defense against complexity. [Gel98]
Das im vorhergehenden Kapitel eingeführte Task-Graph-Modell der Ausführung eines PGAS-
Programms bietet eine abstrakte Sicht sowohl auf die Ereignisse eines Programms als auch
auf deren kausale Beziehungen untereinander. Durch die Modellierung dieser kausalen Bezie-
hungen werden vielfältige Anwendungsmöglichkeiten erschlossen. So können gegebene parallele
Programmausführungen automatisch auf wichtige Korrektheitskriterien wie z. B. das Nichtvor-
handensein von unerwünschtem Nichtdeterminismus überprüft werden. Darüber hinaus bietet
das Modell auch Möglichkeiten, potentielle Performance-Schwachstellen zu finden. Außerdem
leistet das Modell einen wichtigen Beitrag zur Veranschaulichung und zum Verständnis des Ver-
haltens paralleler Programme.
Eine wichtige Eigenschaft der im Folgenden vorgestellten Anwendungskonzepte ist ihre Robust-
heit gegenüber der Anzahl der untersuchten Threads und der Länge des Programmlaufs. Meist
führt schon eine Analyse eines kurzen Testlaufs auf einem kleinen System zu Ergebnissen. So
waren die meisten im Rahmen dieser Arbeit gefundenen data races und Synchronisations-Races
unabhängig von der Systemgröße eine inhärente Eigenschaft der analysierten Programme. Zwar
manifestierten sich einige dieser Programmierfehler erst in lang laufenden Programmen mit
großer Prozessanzahl, die logischen Ursachen waren jedoch schon durch die Analyse kleiner
Testläufe erkennbar.
Die meisten der in diesem Kapitel gezeigten Abbildungen wurden mit dem im Rahmen dieser
Arbeit entwickelten Werkzeug zur Analyse von GASPI-Programmen erstellt. Zur Verdeutlichung
der Anwendbarkeit wurden neben Demonstrationsprogrammen auch Anwendungen aus der wis-
senschaftlichen Praxis untersucht.
5.1 Analyse eines Programmlaufs mittels Task Graphen
Der im vorherigen Kapitel beschriebene Task Graph bildet die logisch notwendigen happened-
before-Relationen und die Einbettung asynchroner Ereignisse in den Programmlauf ab. Eine
Visualisierung des Task Graphen macht damit die logischen Beziehungen sowohl zwischen den
Threads als auch zwischen synchronen und asynchronen Ereignissen sichtbar. Die in dieser Arbeit
verwendete Visualisierungsart nutzt eine zweidimensionale Darstellung. Eine Achse bezeichnet
dabei den Programmfortschritt, während auf der orthogonalen Achse nacheinander die Threads
der Prozesse angeordnet sind. Asynchrone Ereignisse werden zeitlich leicht versetzt neben die
jeweils auslösenden Tasks gezeichnet. Auf diese Weise sind die sich während der Ausführung erge-
benden happened-before-Relationen zwischen den Threads und die Beziehungen zu asynchronen
Ereignissen im Kontext des Programmfortschritts intuitiv erkennbar. Eine solche Task-Graph-
Visualisierung bietet eine wichtige Perspektive, um ein paralleles Programm zu analysieren,



























































































































Abbildung 5.1: Detaillierte und vereinfachte Visualisierung kollektiver Synchronisationen
Interaktionen und Synchronisationen zu verstehen und so generiertes Wissen weitergeben zu
können.
In den im Folgenden gezeigten Task Graphen verläuft die den Programmfortschritt repräsentie-
rende Zeitachse von oben nach unten, Prozess-Ranks sind von links nach rechts aufsteigend ge-
ordnet, links beginnend mit Rank 0. Um eine kompakte Visualisierung zu erreichen, wurden ver-
schiedene vereinfachende Darstellungsoptionen in das Werkzeug eingebaut. Der gaspi_-Präfix
der GASPI-Funktionsnamen wird nicht mit angezeigt. Kollektive blockierende Synchronisatio-
nen, also z. B. klassische Barrieren werden wie in Abbildung 5.1b, vereinfacht dargestellt. Auf
diese Weise beträgt die Anzahl der darzustellenden Pfeile pro kollektiver Operation nicht mehr
2 ∗ P 2, sondern nur noch P (P : Anzahl der an der Kollektive beteiligten Prozesse). GASPI-
Funktionen ohne Synchronisationsbeziehungen zu anderen Programmereignissen werden gefil-
tert. Dazu gehören u.a. gaspi_proc_rank und gaspi_segment_ptr. Ebenfalls dazu gehören
gaspi_notify_waitsome-Aufrufe, da diese, wie in Abschnitt 2.7 beschrieben, keine Synchroni-
sationspunkte bilden. Diese Punkte werden immer erst mit dem Aufruf von gaspi_notify_reset
erreicht.
5.1.1 Visualisierung von Prozessbeziehungen
Listing 5 zeigt eine GASPI-Implementierung einer broadcast-Funktion. Diese Funktion verteilt
Daten von Rank 0 auf alle anderen Ranks. Die Verteilung der Daten erfolgt dabei in einem
Binomialbaum, um die Kommunikationslast auf mehrere Ranks aufzuteilen. Jeder Rank außer
Rank 0 muss zuerst die Daten erhalten (Zeilen 4-7). Dazu wird solange gewartet, bis die No-
1 function binomial_broadcast (seg_id , data_offset , data_size )
2 {
3 if ( own_rank != 0)
4 gaspi_notification_t val = 0;
5 while (val == 0)
6 gaspi_waitsome (seg_id , notify_id , 1);
7 gaspi_reset (seg_id , notify_id , &val );
8
9 for_all (p : direct ascends of own_rank in binomial tree)
10 gaspi_write_notify (seg_id , data_offset ,
11 p, seg_id , data_offset ,
12 data_size ,
13 notify_id , 1,
14 queue );
15 }
Listing 5: GASPI-Implementierung einer broadcast-Prozedur








































































































































































































































































































































































































































































































































































































































































































































Abbildung 5.2: Asynchroner, einseitiger Broadcast implementiert als Binomialbaum
tifikation mit der ID notify_id im Segment seg_id ungleich 0 ist. Die Quelle der Daten ist
dabei unerheblich. Nachdem die Daten lokal vorliegen, werden diese in der Schleife beginnend
mit Zeile 9 an alle im Binomialbaum direkt untergeordneten Ranks weitergesendet.
Abbildung 5.2 zeigt einen Ausschnitt des zugehörigen Task Graphen. Rank 0 sendet die Daten
an Rank 1,2,4, und 8 mittels gaspi_write_notify. Sobald Rank 2,4, und 8 die Daten erhalten
haben, verteilen diese sie an ihre im Binomialbaum jeweils direkt folgenden Ranks. Die Struktur


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 5.3: Kompakte Visualisierung der Synchronisationsstruktur
Eine noch kompaktere Visualisierung derselben Funktion wird in Abbildung 5.3 gezeigt. In dieser
Abbildung wird auf die explizite Darstellung von asynchronen Ereignissen verzichtet. Dadurch
w rden ≺-Beziehungen zwischen den Prozessen direkt gezeichnet und Synchronisationsmuster
sind auch für größere Prozessmengen ersichtlich. Abbildung 5.4 gewährt einen Eindruck auf die
durch einen Butterfly-Graphen [OS98] erzeugten Prozessbeziehungen. Ein solcher Graph wird
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5.1.2 Statischer Nichtdeterminismus
Task Graphen helfen nicht nur bei der Visualisierung von Prozessbeziehungen, sondern auch beim
Verständnis von statischem Nichtdeterminismus. In Listing 6 ist die GASPI-Implementierung
eines eindimensionalen Stencil-Codes gezeigt. Der Code benutzt zwei Segmente, die in jeder Itera-
tion vertauscht werden. Die Berechnung ermittelt anhand der Werte im Quellsegment (src_seg)
die Werte der nächsten Iteration und schreibt diese in das Zielsegment (target_seg). Zu Beginn
der Iteration werden die Ränder (das Halo) des in der vorherigen Iteration berechneten Feldes
an die Quellsegmente der Nachbarn übertragen. Danach kann der innere Teil des lokalen Fel-
des, der nicht von den Halo-Bereichen abhängt, berechnet und in das Zielsegment geschrieben
werden (Zeile 16). Ab Zeile 18 wird dann auf die Übertragung der Halo-Daten von den beiden
benachbarten Prozessen gewartet. Sobald ein Halo empfangen wurde, wird der lokale Randbe-
reich, der von diesen Halo-Daten abhängt, berechnet. Dazu wird in der while-Schleife ab Zeile
21 auf zwei Notifikationen gewartet. Sobald eine Notifikation erhalten wurde, wird auf Zeile 25
entsprechend der Notifikations-ID entschieden, ob der obere oder untere Rand berechnet werden
kann. Diese Verzweigung stellt einen statischen Nichtdeterminismus dar, denn die Reihenfolge
der Berechnung des oberen und unteren Randes hängt von der tatsächlichen zeitlichen Abfolge
des Erhaltes der jeweiligen Halo-Daten ab.
1 function stencil
2 {
3 for (i = 0; i < max; ++i)
4 {
5 src_seg = i % 2;
6 target_seg = 1 - src_seg ;
7
8 gaspi_write_notify (src_seg , above_offset ,
9 own_rank + 1, src_seg , below_offset , data_size ,
10 notify_id , 1, queue );
11
12 gaspi_write_notify (src_seg , below_offset ,
13 own_rank - 1, src_seg , above_offset , data_size ,
14 notify_id + 1, 1, queue );
15
16 compute_inner_part (src_seg , target_seg );
17
18 for (k = 0; k < 2; ++k)
19 recv_id = gaspi_wait_reset (src_seg , notify_id , 2);
20
21 if ( recv_id == notify_id )
22 compute_below_part (src_seg , target_seg );
23 else
24 compute_above_part (src_seg , target_seg );
25 }
26 }
Listing 6: 1-dimensionaler Stencil-Code
Abbildung 5.5 zeigt zwei Iterationen des Stencil-Codes in einem Programmlauf mit vier Prozes-
sen. Das berechnete Feld repräsentiert einen Ring, so dass auch ein Rand-Austausch zwischen





























































































































































































Abbildung 5.5: Synchronisationsbeziehungen in der Programmausführung eines eindimensiona-
len Stencil-Codes
Prozess 0 und Prozess 3 stattfindet. Der hier gezeigte Task Graph ist auf die Synchronisations-
operationen reduziert. Für die write_notify-Aufrufe ist deswegen nur das asynchrone Setzen
der Notifikationen dargestellt, wobei r der Zielrank, s das Segment und f die Notifikations-ID
sind. Anhand d s Task Graphen kö nen verschiedene Programmeigenschaften erkannt werden.
Die zwei gepu ktet umrandeten Gebiete zeigen den statischen Nichtdeterminismus. In der ers-
ten Iteration erhält Rank 0 seine Daten zuerst von Rank 3 und danach von Rank 1. In der
darauffolgenden Iteration kehrt sich die Reihenfolge um. Nun erhält Rank 0 seine Daten zuerst
von Rank 1 und erst danach von Rank 3.
Die gestrichelte Linie markiert den Pfad von einer WAITCLEAR-Operation zur nächsten POST -
Operation auf dieselbe Notifikation (Rank 1, Segment 0, Notifikations-ID 0). Dieser Pfad stellt
eine ≺-Beziehung zwischen diesen Operationen dar, wie sie von Satz 1 (Seite 39) gefordert
wird. Diese Beziehung wurde während der Konstruktion des Tasks Graphen durch den Replay-
Algorithmus für alle WAITCLEAR/POST -Sequenzen erfolgreich getestet. Der analysierte Pro-
grammlauf enthält somit keine Synchronisations-Races.
5.1.3 Synchronisations-Races
Der Replay-Algorithmus ermittelt nicht nur die Synchronisationsbeziehungen zwischen den ein-
zelnen Threads, sondern kann gleichzeitig zum Finden von Synchronisations-Races genutzt wer-
den. Der Algorithmus ist in der Lage, die Art des Synchronisations-Races und die beteiligten
Operationen festzustellen. Diese Informationen über gefundene Races können zum Beispiel über
eine Log-Datei ausgegeben werden. Eine Visualisierung im Task Graphen eröffnet darüber hinaus
die Möglichkeit, auch den Kontext eines Synchronisations-Races zu verstehen.
Listing 7 zeigt einen Ausschnitt aus einem GASPI-Programm zur Fast-Fourier-Transformation.
Zu Beginn des Programmlaufs werden einige Strukturdaten mittels der schon in Listing 5 ge-
zeigten binomial_broadcast-Funktion auf alle Ranks verteilt. Danach findet die eigentliche
Berechnung statt. Während dieser Berechnung tauschen Prozesse Daten in Form des bereits
erwähnten Butterfly-Graphen untereinander aus. Die initiale Version des Programms wurde mit
einer sehr frühen Version einer GASPI-Implementierung getestet. Die berechneten Ergebnisse
waren korrekt. In seltenen Fällen – häufiger in Läufen mit vielen Prozessen – lieferte das Pro-
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gramm jedoch kein Ergebnis und musste von außen abgebrochen werden. Als Grund wurde ein





5 notify_id = 0;
6 queue = 0;




11 target_rank = compute_butterfly_target ();




16 gaspi_wait_reset (... , notify_id , 1);
17 gaspi_wait (queue );
18 }
19 }
Listing 7: Programmausschnitt zur Fast-Fourier-Transformation
Dieses Programm war eines der ersten Programme, die mit dem in dieser Arbeit entwickelten
Werkzeug untersucht wurden. Das eigentliche Ziel war die Visualisierung des Butterfly-Graphen
(siehe Abbildung 5.4). Dabei wurde jedoch sofort ein Synchronisations-Race entdeckt. Beim
ersten Analyselauf mit 4 Prozessen wurde in der Log-Datei folgender Text ausgegeben:
compute synchronziation connections ...
notify /reset race detected : no path between a post and its previous wait
gaspi_notify and gaspi_notify_reset : target rank :3, flag id:0, segment : 3
notify /reset race detected : no path between a post and its previous wait
gaspi_notify and gaspi_notify_reset : target rank :1, flag id:0, segment : 3
error: non - triggered wait: gaspi_notify_reset
error: non - triggered wait: gaspi_notify_reset
error: non - triggered wait: gaspi_notify_reset
warning : stale notify : pgaspi_write_notify
error: unfinished barrier : gaspi_barrier (E)
Anhand dieser Ausgaben wird zwar klar, dass das analysierte Programm ein Synchronisations-
Race enthält. Auch wird die Art des Races in Bezug auf das hier eingeführte Modell genannt.
Jedoch sind der Kontext der beteiligten Operationen und insbesondere der Grund für die in
der Log-Ausgabe genannten fehlenden Pfade nicht ersichtlich. Dieser Analyseschritt kann damit
zwar Hinweise auf Fehler liefern, ein Ableiten von Korrekturmöglichkeiten gestaltet sich jedoch
schwierig.
Mit der Task-Graph-Visualierung in Abbildung 5.6 können dagegen die Ursache und die Wir-
kungen des gefunden Synchronisations-Races einfach verstanden werden. Die rot markierten
Knoten zeigen die an dem Synchronisations-Race beteiligten Operationen. Die ersten beiden
gaspi_notify-Funktionen auf Prozess 0 werden in der binomial_broadcast-Routine aufge-
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Abbildung 5.6: Synchronisations-Race
rufen. Die Operation mit Zielrank 3 kollidiert mit einer beim Datenaustausch aufgerufenen
gaspi_notify-Funktion von Prozess 2, da nach dem in der binomial_broadcast-Routine ausge-
führtem gaspi_notify_reset auf Prozess 3 und vor dem Beginn der Berechnung keine Synchro-
nisation mit anderen Prozessen stattfindet. Eine solche Synchronisation ist algorithmisch auch
gar nicht notwendig. Jedoch ist die Forderung aus Satz 1 nicht erfüllt, da beide gaspi_notify-
Funktionen auf Prozess 3 dieselbe Notifikations-ID, somit also dasselbe Flag benutzen. Damit
werden auch die beobachteten Deadlocks des Programms erklärbar. Wenn Prozess 2 bereits
Daten des ersten Berechnungsschrittes überträgt, bevor Prozess 3 aufgrund von Verzögerungen
die binomial_broadcast-Routine abgearbeitet hat, geht eine Notifikation verloren. Diese fehlt
dann am Ende des Programmlaufs und die Ausführung von Prozess 3 bleibt beim Warten auf die
letzte Notifikation stehen. Dieses Verhalten ist in der Task-Graph-Visualisierung sehr gut nach-
vollziehbar. Das zweite von Prozess 3 ausgeführte und ebenfalls markierte gaspi_notify_reset
wird nie getriggert, denn es gibt keinen zu diesem Knoten hinführenden Pfeil.
Ein Auffinden dieses Fehlers durch eine einfache Analyse des Programmtextes durch einen Pro-
grammierer wäre sehr schwierig geworden, da die binomial_broadcast-Funktion und die Be-
rechnung zu unterschiedlichen Programmmodulen gehören. Die Task-Graph-Visualisierung hat
dagegen den Fehler direkt offenbart. Auch ist es mit Hilfe des in dieser Arbeit eingeführten
Synchronisationsmodells möglich, die Fehlerursache präzise zu beschreiben und eine Lösung
abzuleiten. Diese ist aufgrund von Satz 1 naheliegend: für den Datenaustausch während der Be-
rechnung wird eine andere Notifikations-ID gewählt. Damit wird nicht mehr dasselbe Flag für
binomial_broadcast und die Berechnung verwendet. Ein weiterer Testlauf zeigte dann auch
keine Synchronisations-Races mehr. Ein Deadlock des Programms wurde seitdem nicht mehr
beobachtet.
5.2 Die Analyse von PGAS-Programmen mittels
Speicherzugriffsdiagrammen
In PGAS-Programmen bilden die Interaktionen zwischen direkten Speicherzugriffen und PGAS-
Speicherzugriffen das zentrale Element der Kommunikation zwischen Prozessen. Entsprechend
wichtig ist die Möglichkeit der Analyse dieser Speicherzugriffe. In diesem Abschnitt wird dazu
das Konzept des Speicherzugriffsdiagramms für PGAS-Programme eingeführt.
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1 int* Quelle = 0x10;
2 int* Ziel = 0x20;
3 for (int i=0; i <4; ++i)
4 {
5 Ziel[i] = Quelle [i];
6 }











Abbildung 5.7: Die Darstellung von direkten Speicherzugriffen im Speicherzugriffsdiagramm
Ein Speicherzugriffsdiagramm im Sinne dieser Arbeit ist ein zweidimensionales kartesisches Ko-
ordinatensystem und stellt den Verlauf der Speicherzugriffe bezogen auf die Ausführung eines
Threads dar. Die x-Achse bezeichnet dabei die Programmzeit, wobei sowohl ein logischer Zeit-
stempel als auch bei entsprechender Erfassung die Echtzeit abgetragen werden kann. Die y-Achse
bezeichnet den Adressraum des Threads. In diesem Wertebereich können Speicherzugriffe statt-
finden. Jeder direkte Speicherzugriff wird als senkrechte Linie dargestellt, die zum Zeitpunkt des
Ereignisses das Zugriffsintervall markiert. Die Zugriffsart wird durch Farbe bestimmt: lesende
Zugriffe werden grün markiert und schreibende Zugriffe rot.
Abbildung 5.7 stellt dieses Visualisierungskonzept schematisch dar. Das Speicherzugriffsdia-
gramm zeigt den Ablauf der Speicherzugriffe, die beim Kopieren eines Datenfeldes bestehend
aus 4 Elementen in ein zweites Feld entstehen. Die Elemente sind 4 Byte große Integer. Entspre-
chend ist das Intervall jedes Zugriffs 4 Bytes groß. Die Quelldaten liegen an Adresse 0x10-0x20,
der Zielbereich beginnt direkt dahinter an Adresse 0x20. Unter der Voraussetzung, dass der zur
Steuerung der Schleife notwendige Zähler in einem Register gehalten wird, entsteht das gezeig-
te Speicherzugriffsdiagramm. In jedem Iterationsschritt wird zuerst ein Datenelement gelesen.
Dieser Lesezugriff wird durch eine grüne Linie über 4 Bytes repräsentiert. Danach wird das gele-
sene Datenelement an die Zieladresse geschrieben. Der entsprechende Schreibzugriff wird durch
eine rote Linie, die ebenfalls 4 Bytes überspannt, repräsentiert. Diese abwechselnden Lese- und
Schreibzugriffe bilden im Diagramm ein für eine regelmäßig aufsteigende Iteration über Daten-
felder typisches Speicherzugriffsmuster.
In einem Speicherzugriffsdiagramm können aufgezeichnete direkte Speicherzugriffe unkompli-
ziert dargestellt werden. Eine solche Visualisierung eines Threads kann bereits wertvolle In-
formationen über das Programm liefern. In Abbildung 5.8 sind die Speicherzugriffsdiagramme
zweier Sortierverfahren über ein Feld von 100 zufälligen Ganzzahlen gezeigt. Die aufgezeichnete
C++-Standardfunktion std::sort verwendet das Quicksort-Verfahren. In dem gezeigten Pro-
grammlauf war das zu sortierende Datenfeld im Adressbereich von 0x20a8000 bis 0x20a8190
platziert. Der Speicherbereich ab 0x7fff78876600 wird offensichtlich von der C++-Bibliothek
zur Speicherung von Zwischenresultaten verwendet. Im Bereich des Datenfeldes entstehen die
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(std::sort)
(std::qsort)
Abbildung 5.8: Speicherzugriffsdiagramme von std::sort und std::qsort über 100 Ganzzahlen
(compiliert mit gcc 4.9.1)
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für Quicksort typischen Zugriffsmuster, wie sie auch in Abbildung 3.1 (Seite 30) erkennbar sind.
Die Funktion std::qsort basiert dem Namen nach ebenfalls auf dem Quicksort-Verfahren. Je-
doch wird dieses Verfahren vom C++-Standard nicht garantiert [ISO12]. Tatsächlich zeigt das
Speicherzugriffsdiagramm von std::qsort deutlich andere Zugriffsmuster als std::sort. Eine
daraufhin erfolgte eingehendere Untersuchung ergab, dass der verwendete Compiler (gcc 4.9.1)
für Datenfelder dieser Größe das Mergesort-Verfahren verwendet. Im Speicherzugriffsdiagramm
von std::qsort ist dieses Datenfeld im Adressbereich von 0x18ee000 bis 0x18ee190 platziert.
Außerdem wird ein an Adresse 0x7ffd3a853680 beginnender Zwischenspeicher verwendet. An-
hand der Zeitstempel auf der x-Achse kann festgestellt werden, dass das Mergesort-Verfahren für
die Sortierung des gegebenen Feldes wesentlich weniger Speicherzugriffe benötigt. Gut erkenn-
bar sind außerdem die unterschiedlichen Teile-und-herrsche-Strategien der beiden Verfahren.
Speicherzugriffsdiagramme bieten damit die Möglichkeit, Algorithmen zu veranschaulichen.
In beiden Abbildungen wird der Adressraum gefaltet dargestellt, indem jeweils die Adressberei-
che zwischen 0x20a8190 und 0x7fff78876600 bzw. 0x18ee190 und 0x7ffd3a853680 ausgeblen-
det werden. In diesen Bereichen finden keine Speicherzugriffe statt. Eine horizontale schwarze
Linie stellt die Position einer Faltung dar. Diese Linie ist am rechten Ende mit dem ausgeblende-
ten Adressbereich beschriftet. Sollten Speicherzugriffe im gefalteten Bereich existieren, so werden
diese auf der Faltungslinie gezeichnet. Die später in diesem Abschnitt erläuterte Abbildung 5.11
beinhaltet ein weiteres Beispiel dieser Darstellung.
Das Prinzip der Faltung ist für eine praktikable Darstellung von Speicherzugriffen essentiell.
Die Zusammenfassung der Adressen aller Speicherzugriffe einer Programmausführung ergibt
meist ein sehr großes Zugriffsintervall. In diesem Intervall gibt es aber systembedingt sehr viele
Lücken, in denen überhaupt keine Speicherzugriffe stattfinden (z. B. der Bereich zwischen Stack
und Heap). Solche Lücken können automatisch gefaltet werden. Darüber hinaus kann eine in-
teraktive Faltung von Adressbereichen, in denen für die Programmanalyse weniger interessante
Dinge stattfinden, wichtige Details hervorheben. Ein Zoomen in einen solchen Bereich ist zwar
auch möglich, allerdings geht dann die Übersicht über den zeitlichen Kontext der untersuchten
Speicherzugriffe zu Zugriffen in anderen Adressbereichen verloren.
5.2.1 Die Darstellung von PGAS-Speicherzugriffen in Speicherzugriffsdiagrammen
Der Wertebereich eines Speicherzugriffsdiagramms eines zu einem PGAS-Prozess gehörenden
Threads umfasst nur die direkt vom Thread zugreifbaren Adressen. Damit sind zwar PGAS-
Segmente enthalten, die in der eigenen Partition liegen, nicht jedoch die Partitionen ande-
rer PGAS-Prozesse. Die Speicherzugriffsdiagramme zweier Threads ein und desselben PGAS-
Prozesses zeigen also denselben Adressraum an. Demgegenüber zeigen die Speicherzugriffsdia-
gramme von Threads unterschiedlicher PGAS-Prozesse auch unterschiedliche Adressräume.
Wie direkte Speicherzugriffe haben auch PGAS-Speicherzugriffe ein Adressintervall und eine
Zugriffsart. Im Gegensatz zu direkten Speicherzugriffen hat ein PGAS-Speicherzugriff jedoch
ein potentiell sehr großes Adressintervall. Ein Zugriff auf einzelne Datenwörter innerhalb des
Intervalls wird in dem hier eingeführten Modell nicht abgebildet. Stattdessen ist jedes einen
PGAS-Speicherzugriff repräsentierende Programmereignis immer ein Zugriff auf das komplette
Adressintervall. Dieses Intervall wird direkt auf die y-Achse des Diagramms abgetragen, wenn der
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Zugriff im Adressraum des Threads liegt. PGAS-Speicherzugriffe außerhalb dieses Adressraums
werden nicht gezeichnet.
Die Darstellung eines PGAS-Speicherzugriffs in einem Speicherzugriffsdiagramm bedingt eine
zeitliche Einbettung dieses Zugriffs in den Verlauf des dargestellten Threads. Es muss also eine
x-Koordinate gefunden werden, an deren Position das Adressintervall des Zugriffs gezeichnet wer-
den kann. PGAS-Speicherzugriffe finden jedoch meist asynchron zur Thread-Ausführung statt.
Damit ist das Finden eines genauen Ausführungszeitpunktes für einen solchen Zugriff bezogen
auf den Zugriffsverlauf des im Diagramm dargestellten Threads nicht möglich. Der Zugriff findet
stattdessen aus Sicht des Threads in einem Zeitintervall statt. Wenn eine vom Thread ausgeführ-
te Operation den PGAS-Speicherzugriff initiiert, so entspricht der Startzeitpunkt des Zugriffs
dem Zeitpunkt der Operation. Ab diesem Moment wird auf eine nicht näher bestimmte Weise
auf das durch den Speicherzugriff definierte Adressintervall zugegriffen. Der Endzeitpunkt des
Zugriffs wird definiert durch die Operation, die den PGAS-Speicherzugriff mit dem angezeigten
Thread synchronisiert. Über den gesamten Verlauf vom Start- bis zum Endzeitpunkt können
asynchron Zugriffe auf das gesamte Adressintervall stattfinden. Erst nach dem Endzeitpunkt
sind alle Zugriffe verlässlich beendet. Damit kann ein PGAS-Speicherzugriff in einem Speicher-
zugriffsdiagramm nicht als genau ein Zugriff zu genau einem bestimmten Zeitpunkt dargestellt
werden. Stattdessen kann sowohl in x- als auch in y-Richtung nur ein Bereich angegeben werden,
in dem der Zugriff stattfindet. Dieser Bereich hat die Form eines Rechtecks, dessen Grenzen in
x-Richtung von den Start- und Endzeitpunkten und in y-Richtung vom Adressintervall bestimmt
werden. Wie im Task Graph Modell wird ein PGAS-Speicherzugriff in einem Speicherzugriffs-
diagramm also auch immer als genau ein Ereignis gezeichnet.
1 int* segment = seg_ptr ();
2 for (int i = 0; i < 4; ++i) segment [i + 4] = 0;
3
4 gaspi_write (/* source seg =*/0 , /* offset =*/0 x10 ,
5 /* target rank =*/1 , /* seg =*/0 , /* offset =*/0 x10 ,
6 /* data size =*/0 x10 , /* queue =*/0);
7
8 for (int i = 0; i < 4; ++i) segment [i] = 1;
9
10 gaspi_wait (/* queue =*/0);
11
12 for (int i = 0; i < 4; ++i) printf ( segment [i]);
Listing 8: Ein GASPI-Programm mit einem asynchronen lesenden Zugriff auf das lokale Seg-
ment
In Abbildung 5.9 wird die Darstellung eines asynchronen lokalen PGAS-Zugriffs demonstriert,
der Teil des in Listing 8 gezeigten Programms ist. Das Speicherzugriffsdiagramm visualisiert den
Verlauf der Speicherzugriffe für den einzigen Thread von Prozess 0. Es wird also der Adress-
raum von Rank 0 dargestellt. Die Adressen sind dabei auf den Start des Segmentes normiert.
Der Thread initiiert einen asynchronen Lesezugriff auf das lokale Segment durch Aufruf von
gaspi_write. Außerdem wird ein Schreibzugriff auf das entfernte Segment von Rank 1 ausge-
löst. Während der Ausführung der durch gaspi_write gestarteten put-Operation werden wei-





















Abbildung 5.9: Der Task Graph und das Speicherzugriffsdiagramm des lokalen Segmentes von
Listing 8
tere Daten im Segment an Position 0 bis 0x10 geschrieben. Danach wird der lokale asynchrone
Lesezugriff durch Aufruf vom gaspi_wait mit dem Thread synchronisiert.
Im Speicherzugriffsdiagramm wird der asynchrone Lesezugriff als dunkelgrünes Rechteck dar-
gestellt. Dieses Rechteck symbolisiert, dass während der gesamten Ausführung des Threads
beginnend mit gaspi_write und bis zu gaspi_wait und in dieser Zeit über das gesamte Adres-
sintervall beginnend an Offset 0x10 bis zu Offset 0x20 Lesezugriffe im Bereich des Rechtecks
stattfinden. Für den PGAS-Programmierer ist diese abstrahierende Darstellung passend, da die
Semantik von PGAS-Operationen auch nur genau diese Zusicherungen geben. Deutlich wird,
dass die schreibenden Zugriffe auf den unteren Teil des Segmentes (Zeile 8 in Listing 8) parallel
zu dem asynchronen PGAS-Zugriff stattfinden. Ebenfalls klar erkennbar ist, dass die anderen
lokalen Zugriffe auf den Zeilen 2 & 12 vor bzw. nach diesem PGAS-Zugriff stattfinden. Nicht
dargestellt im Speicherzugriffsdiagramm ist der ebenfalls von gaspi_write gestartet asynchrone
Schreibzugriff. Das Ziel dieses Zugriffs ist der Adressraum von Rank 1, der nicht zum Wertebe-
reich des gezeigten Speicherzugriffsdiagramms gehört.
Die Ermittlung des Zeitintervalls, in dem ein PGAS-Speicherzugriff aus Sicht eines Threads
stattfindet, kann im Task-Graph-Modell mit einer allgemeinen Berechnungsvorschrift formuliert
werden. Die gesuchten Start- und Endzeiten seien tS und tE . Der PGAS-Speicherzugriff sei das
Ereignis p im Task Graph. Der Thread, dessen Speicherzugriffsdiagramm angezeigt wird, be-
steht aus den fortlaufenden Programmereignissen e1, e2, . . . en, wobei der Index den Zeitstempel
angibt. Dann ist der Zeitstempel i des letzten Ereignisses ei, für das noch ei≺p gilt, die Start-
zeit. Entsprechend ist der Zeitstempel j des ersten Ereignisses ej , für das p≺ej gilt, die Endzeit.
Formal gilt also:
tS = max(0, ∀i : ei≺p) (5.1)
tE = min(n, ∀j : p≺ej) (5.2)
Kann keine Startzeit gefunden werden, weil kein Ereignis e existiert, für das e≺p gilt, so beginnt
der Speicherzugriff bereits mit dem Start des Threads, es gilt also tS = 0. Gibt es kein Ereignis e,
für welches p≺e gilt, so findet der Speicherzugriff potentiell während der gesamten Restlaufzeit
des Threads statt und endet also erst mit en.
Die Berechnung des Zeitintervalls ermittelt Zeitpunkte, die den Tasks des Threads zugeordnet
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Abbildung 5.10: Darstellung ei es lokalen PGAS-Lesezugriffs und eines entfernten PGAS-
Schreibzugriffs im Speicherzugriffsdiagramm von Rank 0
sind. Eine genauere Bestimmung dieser Zeitpunkte wird nicht vorgenommen. Insbesondere wird
nicht festgelegt, ob ein tatsächlicher Zeitpunkt bereits mit Start des Tasks oder erst mit dessen
Beendigung erreicht ist. Diese Vereinfachung ist möglich, weil startende bzw. synchronisierende
Tasks selbst keine Speicherzugriffe in das PGAS-Segment vornehmen. PGAS-Operationen wie
zum Beispiel kollektive Reduktionen (Tabelle 4.6, Seite 55), die sowohl Speicherzugriffe als auch
Synchronisationen durchführen, müssen im Modell in mehrere Tasks aufgeteilt werden.
Mit Hilfe der soeben eingeführten Formeln ist es somit möglich, sowohl lokale als auch entfernte
PGAS-Speicherzugriffe auf den Speicher eines Ranks in einem Speicherzugriffsdiagramm dar-
zustellen. Abbildung 5.10 zeigt einen entfernten PGAS-Speicherzugriff auf das Speichersegment
von Rank 0. Rank 0 und Rank 1 synchronisieren sich zuerst mittels einer Barriere. Danach
schreibt jeder Rank in das Segment des jeweils anderen Ranks Daten an Offset 0x10. Aus Sicht
des auf Rank 0 laufenden Threads kann das Schreiben durch Rank 1 in das Segment von Rank
0 frühestens mit dem eigenen Betreten der Barriere beginnen, denn diese ist das letzte Ereignis,
welches auf jeden Fall vor dem durch das gaspi_write_notify auf Rank 1 ausgelösten Schreib-
zugriff kommt. Das Betreten der Barriere (barrier(E)) hat den Zeitstempel 10. Beendet wird
der Schreibzugriff dann durch die lokale Synchronisation per Notifikation. Diese zeigt an, dass
die Daten vollständig erhalten wurden und der Schreibzugriff somit beendet ist. Der entspre-
chende gaspi_notify_reset-Aufruf hat den Zeitstempel 18. Zwischen diesen zwei Ereignissen
finden genau 7 weitere Ereignisse statt: 3 Funktionsaufrufe und 4 direkte Speicherzugriffe. Die
direkten Speicherzugriffe sind im Speicherzugriffsdiagramm gut als parallel zum PGAS-Zugriff
ablaufende Schreibzugriffe zu erkennen. Im Task Graph markiert der rote Pfeil den Pfad vom
Start bis zum Ende des Schreibzugriffs.
Im Speicherzugriffsdiagramm wird ebenfalls der lokale asynchrone Lesezugriff dargestellt. Dieser
als dunkelgrünes Rechteck dargestellte Zugriff wird durch das vom Thread auf Rank 0 ausgeführ-
te gaspi_write_notify ausgelöst. Der Zugriff startet später und ist aufgrund des gaspi_wait-
Aufrufs auch schon vor dem entfernten Schreibzugriff beendet. Wäre die Reihenfolge der Aufrufe
von gaspi_wait und gaspi_notify_reset vertauscht, so würde der Lesezugriff auch erst nach
dem Schreibzugriff beendet werden. Im Task Graph markiert der grüne Pfeil den Pfad vom Start
bis zum Ende des Lesezugriffs.
Abbildung 5.11 zeigt einen Ausschnitt des Speicherzugriffsdiagramms eines Threads des Stencil-
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Abbildung 5.11: Faltung des dargestellten Adressraumes für große Datenmengen am Beispiel
des Stencil-Programms von Listing 6
Programms (Listing 6) über ein lokales Datenfeld von 128 ∗ 128 Zellen. Das Double-Buffering
wird mit Hilfe zweier Segmente implementiert, die insgesamt einen sehr großen Adressraum
umfassen. Allerdings finden im Bereich zwischen den Segmenten keine Speicherzugriffe statt.
Dieser Bereich an Position 0x2b0393b26000 wird automatisch gefaltet. Darüber hinaus wurden
die Adressbereiche an 0x2b0393ac6000 und 0x2b0393b29000 interaktiv gefaltet. Damit werden
die Adressräume für die rein lokale Berechnung reduziert dargestellt und die direkten und die
PGAS-Speicherzugriffe in den Halo-Bereichen sind besser erkennbar.
Ein Speicherzugriffsdiagramm ist also geeignet, um die zeitlichen Abfolge der einzelnen PGAS-
Speicherzugriffe und ihre logische Einbettung in den Thread-Ablauf zu erkennen. Diese Darstel-
lungsart konnte mit Hilfe des im vorherigen Kapitel eingeführten Task-Graph-Modells entwickelt
werden. Die Modellierung von PGAS-Speicherzugriffen als virtuelle Tasks macht deren Erfas-
sung als eigenständige, parallel zur Ausführung des Programms ablaufende Ereignisse möglich.
Die präzise zeitliche Einbettung in den Programmablauf und damit eine entsprechende Darstel-
lung kann nur erfolgen, weil auch die Synchronisationsbeziehungen in Bezug auf ihre logische
Notwendigkeit berechnet werden können.
5.2.2 Speicherzugriffsdiagramme und Data Races
Eine formale Regel zur Erkennung von data races in einem Task Graphen kann unter Anwendung
der Kriterien von Definition 6 mit den in Definition 12 eingeführten Bezeichnern direkt formuliert
werden:
Korollar 1. Seien e1 = (m1, a1) und e2 = (m2, a2) zwei Zugriffsereignisse in einem Task
Graphen T . Ein data race zwischen e1 und e2 existiert genau dann, wenn
m1 ∩m2 6= ∅ ∧ (a1 = WRITE ∨ a2 = WRITE) ∧ e1 6≺e2 ∧ e2 6≺e1.
Die Ermittlung von data races in einem Task Graphen geschieht also durch den paarweisen Test
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von Speicherzugriffs-Ereignissen auf die Erfüllung der Kriterien von Korollar 1. Ein solches Vor-
gehen hätte mindestens quadratische Komplexität bezogen auf die Anzahl der Zugriffsereignisse.
Hinzu kommen die Tests ex 6≺ey, die durch die topologische Sortierung zwar in sublinearer Zeit,
jedoch nicht in konstanter Zeit durchgeführt werden können. Für eine praktikable Korrektheits-
analyse ist es also notwendig, die Anzahl der Vergleiche zu minimieren.
Zunächst können zwei verschiedene Analysebereiche unterschieden werden. Der erste Bereich ist
die Ermittlung von data races zwischen direkten Speicherzugriffen innerhalb eines Prozesses. Für
diesen Bereich existieren bereits eine ganze Reihe von Algorithmen und Werkzeugen. Deswegen
wird in dieser Arbeit nur der zweite Analysebereich betrachtet: die Ermittlung von data races,
an denen PGAS-Zugriffe beteiligt sind. Für diesen Bereich können mehrere Einschränkungen
vorgenommen werden. Erstens muss mindestens ein Zugriffsereignis ein PGAS-Speicherzugriff
sein. Direkte Speicherzugriffe von Threads zweier verschiedener Prozesse können kein data race
bilden, da für den Zugriff auf den Speicher eines anderen Prozesses immer eine PGAS-Operation
notwendig ist. Zweitens müssen direkte Speicherzugriffe immer auf Adressen im gemeinsam
genutzten Adressraum des jeweiligen Prozesses zugreifen. Zugriffe in den privaten Adressbereich
können keine data races mit PGAS-Speicherzugriffen bilden, da PGAS-Operationen auf diesen
Adressbereich keinen Zugriff haben. Bei der data-race-Analyse von GASPI-Programmen müssen
also nur die direkten Speicherzugriffe erfasst und analysiert werden, deren Adresse in einem
GASPI-Segment liegt.
Weiterhin können direkt aufeinanderfolgende direkte Speicherzugriffe zu einem einzelnen Ereig-
nis zusammengefasst und damit die Anzahl der zu analysierenden Ereignisse erheblich reduziert
werden. Dabei werden die Zugriffsintervalle der einzelnen Zugriffe zu einer Menge von Intervallen
vereinigt. Da diese Menge unabhängig von der Ausführungsreihenfolge sortiert werden kann, ist
der Test mx∩my 6= ∅ sehr schnell möglich. Zweckmäßigerweise werden in einem solchen Ereignis
zwei Intervall-Mengen gespeichert:
1. die Intervalle aller Schreibzugriffe. Diese Menge wird gegen alle asynchronen Lesezugriffe
getestet.
2. die Intervalle der Vereinigung aller Schreib- und Lesezugriffe. Diese Menge wird gegen alle
asynchronen Schreibzugriffe getestet.
Dieses Vorgehen spart für asynchrone Schreibzugriffe einen zusätzlichen Test gegen die in der
ersten Intervall-Menge gespeicherten lokalen Schreibzugriffe.
Nach dieser Reduktion der Anzahl der Ereignisse müssen die folgenden zwei Testläufe durchge-
führt werden:
1. für jeden Thread der paarweise Test direkter Speicherzugriffe mit allen PGAS-Speicherzu-
griffen auf den Rank des Threads, und
2. für jeden Prozess der paarweise Test aller PGAS-Speicherzugriffe.
Zur weiteren Reduktion der Anzahl der Tests können die Formeln 5.1 und 5.2 verwendet wer-
den. Denn nur Speicherzugriffe, deren Zeitintervalle sich überlagern, werden potentiell parallel
zueinander ausgeführt und können also ein data race konstituieren. Für direkte Speicherzugriffe
gilt folgende Beziehung:
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Satz 3. Sei et ein direkter Speicherzugriff mit Zeitstempel t und sei p ein PGAS-Speicherzugriff
im Zeitintervall der Ereignisse (es, ef ) des Threads. et und p werden genau dann parallel aus-
geführt, wenn s < t < f .
Beweis. Zur Vereinfachung wird angenommen, dass t, s und f paarweise voneinander verschieden
sind, da direkte Speicherzugriffe nicht gleichzeitig das Zeitintervall eines PGAS-Speicherzugriffs
begrenzen können. Dann können drei Fälle unterschieden werden:
1. t < s: Dann gilt auch et≺es, da beide Ereignisse Teil desselben Threads sind und innerhalb
eines Threads immer ex≺ey für alle x < y gilt. Da es≺p aufgrund von Formel 5.1, gilt auch
et≺p. et und p werden also nicht parallel ausgeführt.
2. f < t: Dann gilt ef≺et analog zu Fall 1. Da p≺ef aufgrund von Formel 5.2, gilt auch p≺et.
et und p werden also nicht parallel ausgeführt.
3. s < t < f : Angenommen, p und et werden nicht parallel ausgeführt. Dann muss entweder
eine Beziehung et≺p oder p≺et existieren. Wenn et≺p, dann muss lt. Formel 5.1 ein s′ > t
existieren, welches das letzte Ereignis darstellt, von dem p aus noch erreichbar ist. Das
widerspricht aber der Annahme s < t. Umgekehrt kann p≺et nur gelten, wenn lt. Formel 5.2
ein f ′ < t existiert, was wiederum der Annahme t < f widerspricht.
Für den Vergleich zweier PGAS-Zugriffe miteinander kann nur eine schwächere Regel aufgestellt
werden, da eine Überlagerung der Zeitintervalle bezogen auf einen Thread nicht notwendiger-
weise auch bedeutet, dass beide Zugriffe parallel zueinander ausgeführt werden.
Satz 4. Seien p1 und p2 zwei PGAS-Speicherzugriffe, die in einem beliebigen Thread im Zei-
tintervall der Ereignisse (es1, ef1) bzw. (es2, ef2) stattfinden. p1 und p2 werden nicht parallel
ausgeführt, wenn sich die Intervalle nicht überlagern.
Beweis. Wenn sich die Zeitintervalle nicht überlagern, dann kann o.B.d.A. angenommen werden,
dass f1 <= s2 gilt. Dann gilt auch ef1≺es2, da beide Ereignisse vom selben Thread ausgeführt
werden. Da außerdem p1≺ef1 (5.2) und es2≺p2 (5.1), gilt auch p1≺p2. p1 und p2 können nicht
parallel ausgeführt werden.
Überlagern sich die Zeitintervalle zweier PGAS-Zugriffe, dann ist zusätzlich noch ein expliziter
Test auf eine happened-before-Relation zwischen den beiden Ereignissen notwendig.
Mit Hilfe dieser Regeln können die Tests auf data races weiter beschleunigt werden. Für jeden
PGAS-Zugriff werden pro Thread nur noch die direkten Speicherzugriffe getestet, die im jeweili-
gen Zeitintervall des PGAS-Zugriffs liegen. Da die Zeitstempel als einfache aufsteigende Indices
aufgefasst werden können, ist das Finden der fraglichen direkten Speicherzugriffe anhand eines
Zeitintervalls schnell in konstanter Zeit möglich. Der Test der PGAS-Zugriffe untereinander kann
mithilfe von Intervallbäumen [Ber08] erfolgen. Die zweite Dimension ist der Adressraum, denn
nur sich sowohl zeitlich als auch im Adressbereich überlappende PGAS-Zugriffe müssen weiter
untersucht werden. Die Berechnung der Zeitintervalle kann anhand eines beliebigen Threads
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Abbildung 5.12: Ein data race zwischen direkten Speicherzugriffen und einem PGAS-Speicher-
zugriff
vorgenommen werden. Unter der Annahme, dass der Hauptthread eines Ranks die meisten
PGAS-Operationen und -Synchronisationen auf die eigenen Segmente vornimmt, sollte diese
Berechnung in Bezug auf diesen Thread geschehen.
In Speicherzugriffsdiagrammen sind data races intuitiv als Überlagerung mehrerer Zugriffe er-
kennbar. Aus Satz 3 folgt, dass jede überlappende Darstellung eines direkten Speicherzugriffs e
und eines PGAS-Speicherzugriffs p in einem Speicherzugriffsdiagramm ein data race ist, wenn
mindestens ein Zugriff schreibend ist (ea = WRITE∨pa = WRITE). Eine Überlagerung auf der
x-Achse (Zeit) bedeutet e 6≺p ∧ p 6≺e. Eine Überlagerung auf der y-Achse (Adressraum) bedeutet
me ∩mp 6= ∅. Damit sind die Bedingungen von Korollar 1 erfüllt.
Abbildung 5.12 verdeutlicht diesen Sachverhalt anhand des bereits für Abbildung 5.9 verwende-
ten Listings 8. Für das gezeigte Speicherzugriffsdiagramm wurde der Startindex der Schleife auf
Zeile 8 auf 2 geändert. Damit beschreibt diese Schleife auch den Speicherbereich ab 0x10. Durch
den vorhergehenden gaspi_write-Aufruf wurde jedoch auch eine asynchrone Leseoperation auf
diesen Bereich gestartet, die erst durch das gaspi_wait auf Zeile 10 beendet wird. Der Wert der
Feldelemente an Position 0x10 und 0x14 ist damit im Moment des Lesens nicht determiniert.
Im Speicherzugriffsdiagramm ist die Überlagerung der Zugriffe deutlich zu erkennen. Außerdem
erfolgt eine Markierung der betroffenen Programmereignisse im Task Graphen. Der Program-
mierer erhält somit Informationen sowohl über die zu dem data race führenden zeitlichen und
räumlichen Überlagerungen als auch über den Kontext der entsprechenden Zugriffsereignisse.
PGAS-Speicherzugriffe werden in Speicherzugriffsdiagrammen zusätzlich gerahmt. Damit sind
Abbildung 5.13: Data race zwischen PGAS-Speicherzugriffen, im Speicherzugriffsdiagramm von
Rank 0 als Überlappung sichtbar
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Abbildung 5.14: Darstellung sich nicht überlagernder, entfernter Speicherzugriffe auf Rank 0
eventuelle Überlappungen von Zugriffen erkennbar. Das Programm, mit dem das Speicherzu-
griffsdiagramm in Abbildung 5.13 erstellt wurde, unterscheidet sich nur dahingehend von dem
in Abbildung 5.10 dargestellten Programm, dass die Anzahl der übertragenen Daten vergrößert
wurde. Die Offsets der Daten im Segment bleiben gleich. Dadurch reicht der Adressbereich des
lokalen asynchronen Lesezugriffs in den Bereich des entfernten Schreibzugriffs. Da beide Zugriffe
parallel zueinander ablaufen, kommt es zu einer Überlagerung und somit zu einem data race.
Satz 4 schließt zwar eine parallele Ausführung zweier PGAS-Speicherzugriffe aus, wenn de-
ren Zeitintervall sich nicht überlagert. Daraus kann jedoch nicht geschlossen werden, dass bei
einer Überlagerung der Zeitintervalle zwingend auch eine parallele Ausführung stattfindet. Ab-
bildung 5.14 zeigt diesen Sonderfall, der auftritt, wenn die PGAS-Speicherzugriffe mit einer
happened-before-Relation verbunden sind, deren Pfad nicht über den betrachteten Thread läuft.
Der auf Rank 1 laufende Thread liest zuerst Daten von Rank 0 und schreibt diese später an die-
selbe Stelle zurück. Aus Sicht des Threads auf Rank 0 beginnt sowohl das asynchrone Lesen als
auch Schreiben der Daten im zugehörigen Segment an der anfänglichen Barriere. Beendet werden
beide Zugriffsoperationen dann durch den Erhalt der Notifikation. Die entsprechenden Ereignis-
se sind im Task Graphen blau markiert. Tatsächlich können der Lese- und Schreibzugriff nicht
parallel stattfinden. Aufgrund des zwischengeschalteten gaspi_wait-Aufrufs wird der Schreib-
zugriff erst nach Fertigstellung des Lesezugriffs erfolgen. Eine überlappende Darstellung wäre in
diesem Fall irreführend. Stattdessen werden – wie in Abbildung 5.14 gezeigt – alle auf diese Wei-
se miteinander verbundenen PGAS-Speicherzugriffe auf das gesamte Zeitintervall gleichmäßig
aufgeteilt und die zeitliche Begrenzung durch eine gestrichelte Linie dargestellt. Diese besondere
Darstellung wird jedoch nur gewählt, wenn sich auch die Adressbereiche überlagern. Ansonsten
werden die Zugriffe jeweils über das gesamte Zeitintervall dargestellt.
5.3 Interaktive Kombination von Speicherzugriffsdiagrammen und
Task-Graph-Visualisierung
Im bisherigen Verlauf des Kapitels wurde deutlich, dass Speicherzugriffsdiagramme und Task-
Graph-Visualisierung zum Verständnis eines Programmlaufs auf verschiedene Weise beitragen.
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Abbildung 5.15: Auswahl eines asynchronen Speicherzugriffs im Task Graph – der gewählte Spei-
cherzugriff wird im Diagramm schraffiert dargestellt
Eine Task-Graph-Visualisierung gibt vor allem einen Überblick über den gesamten Programm-
verlauf und zeigt die logischen Zusammenhänge zwischen Prozessen auf. Speicherzugriffsdia-
gramme dienen der detaillierteren Untersuchung einzelner Threads und deren Speicherzugriffs-
muster. Nichtsdestotrotz basieren beide Analyseformen auf dem gleichen, im vorhergehenden
Kapitel eingeführten Modell. Damit liegt es nahe, in einem Werkzeug eine interaktive Verbin-
dung der beiden Visualisierungen zu schaffen.
Wählt der Programmanalyst in einem Task Graphen ein Speicherzugriffsereignis aus, so kann
dieses direkt im Speicherzugriffsdiagramm dargestellt werden. Direkte und lokale asynchrone
Speicherzugriffsereignisse führen dabei immer zum auslösenden Thread. Für entfernte Speicher-
zugriffe muss in hybriden Programmen auch ein anzuzeigender Thread ausgewählt werden. Bei
dieser Auswahl wird zuerst getestet, ob das Speicherzugriffsereignis Teil eines data races ist. In
diesem Fall wird der Thread gewählt, der den mit diesem Ereignis kollidierenden Speicherzugriff
ausgelöst hat. Ist jedoch auch der kollidierende Speicherzugriff ein entferntes Zugriffsereignis
oder ist das Speicherzugriffsereignis nicht Teil eines data races, dann wird der mutmaßliche
Hauptthread des entsprechenden Ranks gewählt, welcher gaspi_proc_init aufgerufen hat.
Abbildung 5.15 stellt diesen Arbeitsablauf für das Beispiel aus Abbildung 5.12 dar. Der Maus-
zeiger im Task Graph verdeutlicht die Position des Klicks. Im Speicherzugriffsdiagramm wird
das ausgewählte Zugriffsereignis markiert. Bei der Auswahl eines direkten Speicherzugriffs wird
ein Begrenzungsrahmen um alle Zugriffe des Ereignisses gezeichnet (Abbildung 5.16). Damit ist
es dem Programmanalysten möglich, den Kontext von Speicherzugriffen schnell zu finden.
Abbildung 5.16: Auswahl eines direkten Speicherzugriffsereignisses im Task Graph – die enthal-
tenen Speicherzugriffe werden im Diagramm umrahmt
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Abbildung 5.17: Auswahl eines Funktionsaufrufs im Task Graph – der Zeitstempel der Funktion
wird im Speicherzugriffsdiagramm blau markiert
Wählt der Programmanalyst im Task Graphen einen Funktionsaufruf aus, so wird das Speicher-
zugriffsdiagramm des auslösenden Threads dargestellt und die Position des Funktionsaufrufs
innerhalb der Speicherzugriffssequenz markiert. Damit kann die Wirkung von Funktionen auf
die Begrenzung von asynchronen Speicherzugriffen besser verstanden werden. Dieser Ablauf ist in
Abbildung 5.17 für die Auswahl einer gaspi_wait-Funktion dargestellt. Im zugeordneten Spei-
cherzugriffsdiagramm wird dann anhand der blauen Markierung deutlich, dass die drei durch
vorhergehende gaspi_read-Aufrufe ausgelösten lokalen asynchronen Schreibzugriffe durch die-
se Funktion begrenzt werden. Der durch andere Prozesse ausgelöste entfernte Lesezugriff im
unteren Adressbereich wird dagegen von der gaspi_wait-Funktion nicht begrenzt.
Genauso, wie es möglich ist, von der Task-Graph-Visualisierung zu Speicherzugriffsdiagrammen
interaktiv zu wechseln, kann auch ein umgekehrter Wechsel sinnvoll sein. Prinzipbedingt können
in Speicherzugriffsdiagrammen nur Speicherzugriffe, nicht jedoch Funktionsaufrufe ausgewählt
werden. Bei der Auswahl eines direkten Speicherzugriffs wird im Task Graph das entsprechende
Zugriffsereignis markiert. Interessanter ist die Auswahl eines asynchronen Speicherzugriffs. In
diesem Fall wird im Task Graphen nicht nur das Zugriffsereignis markiert, sondern es werden
auch die Pfade zum Thread des Speicherzugriffsdiagramms markiert, die zur zeitlichen Begren-
zung des Speicherzugriffs führen. Damit können asynchrone Speicherzugriffe nicht nur im Kon-
text anderer Speicherzugriffe, sondern auch im Kontext der auslösenden und synchronisierenden
Funktionen analysiert werden.
Für lokale asynchrone Speicherzugriffe wird dazu im Task Graphen die auslösende Funktion
und normalerweise das synchronisierende gaspi_wait angezeigt. In manchen Fällen (z. B. im
Stencil-Code von Listing 6) findet statt einer direkten Synchronisation mit gaspi_wait eine
implizite Synchronisation über Notifikationen statt. Abbildung 5.18 zeigt diesen Fall. Im Spei-
cherzugriffsdiagramm wird ein lokaler asynchroner Lesezugriff ausgewählt, der Teil der Übertra-
gung der Halo-Daten an einen Nachbar-Thread ist. In der Task-Graph-Darstellung wird dieser
Lesezugriff daraufhin grau hinterlegt. Außerdem wird der Pfad zu den Operationen, die diesen
Lesezugriff zeitlich begrenzen, blau dargestellt. Der Zugriff beginnt mit Aufruf des auslösen-
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Abbildung 5.18: Auswahl eines lokalen asynchronen Speicherzugriffs im Speicherzugriffsdia-
gramm – die Pfade zu den begrenzenden Operationen werden im Task Graph
blau markiert
den gaspi_write. Sicher beendet ist der Zugriff, wenn der Thread eine Rückmeldung über die
Berechnung der nächsten Iteration vom Nachbar-Thread erhält. Der entsprechende Synchroni-
sationspfad kann in der Task-Graph-Darstellung gut nachvollzogen werden.
Die Auswahl entfernter asynchr ner Speicherzugriffe wird prinzipiell genauso behandelt. Es wird
immer der Bezug zum Thread des Speicherzugriffsdiagramms h rgestellt. In Abbildung 5.19 ist
dieser Fall wiederum für den Stencil-Code dargestellt. Nachdem ein entfernter Schreibzugriff
ausgewählt wurde, können in der Task-Graph-Darstellung die kausalen Zusammenhänge zu den
Operationen des eigenen Threads erkannt werden. Im dargestellten Fall beginnt der entfernte
Schreibzugriff bereits mit der Übertragung der Halo-Daten der vorherigen Iteration. Beendet
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Abbildung 5.19: Auswahl eines ent ernten asynchron Speicherzugriffs im Speicherzugriffsdia-
gramm – der k usale Zusammenhang zu den Operationen des zum Speicherzu-
griffsdiagramm g hörenden Threads wird deutlich
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5.4 Performance-Analyse und Optimierung von
PGAS-Speicherzugriffen
Die Untersuchung von Speicherzugriffen kann auch ein Mittel zur Analyse der Programmeffizi-
enz sein. Bei der Einführung von Speicherzugriffsdiagrammen am Beispiel der Sortierverfahren
(Abbildung 5.8) wurde schon die Möglichkeit erwähnt, aus der Anzahl und Abfolge der direkten
Speicherzugriffe Schlüsse auf die Effizienz zu ziehen. Tatsächlich existieren vielfältige Methoden,
Speicherzugriffe in Bezug auf ihre Effizienz zu analysieren (siehe Abschnitt 3.2.3). Diese Arbeit
fokussiert sich auf die Untersuchung von Speicherzugriffen im Kontext von PGAS-Systemen.
Deswegen werden im Folgenden Möglichkeiten zur Effizienzanalyse erörtert, die speziell die effi-
ziente Einbettung von PGAS-Operationen in die Programmausführung zum Ziel haben.
Zum einen sollten Kommunikationsoperationen so früh wie möglich gestartet werden, um wäh-
rend des Kommunikationsprozesses möglichst viele weitere Berechnungen vornehmen zu können.
Zum anderen sollte eine Kommunikation auch erst dann synchronisiert werden, wenn die Daten
benötigt werden. So kann die Entkopplung von Kommunikation und Synchronisation zur Ver-
besserung der Programmeffizienz beitragen. Speicherzugriffsdiagramme können diese Prinzipien
gut veranschaulichen und bei der Suche nach derartigen Verbesserungen sehr hilfreich sein.
Bei der Betrachtung des Adressraums eines PGAS-Speicherzugriffs in einem Speicherzugriffs-
diagramm sind auch die vor bzw. nach dem Zugriff stattfindenden Speicherzugriffe ersichtlich.
Insbesondere ist erkennbar, ob zeitliche Lücken zwischen dem PGAS-Speicherzugriff und ande-
ren Zugriffen auf diesen Adressraum existieren. Existiert eine solche Lücke vor dem Start eines
PGAS-Speicherzugriffs, so kann der Start des Zugriffs eventuell nach vorn verschoben werden.
Andersherum kann eine Lücke nach Beendigung eines PGAS-Speicherzugriffs auf eine zu zeitige
Synchronisation hindeuten.
Zur Ableitung von Hinweisen auf mögliche Effizienzverbesserungen anhand dieser Lücken in
einem Speicherzugriffsdiagramm ist eine systematische Betrachtung der zeitlichen Begrenzungen
der PGAS-Speicherzugriffe nützlich. Bezogen auf einen Thread können diese Begrenzungen von
PGAS-Speicherzugriffen auf zwei verschieden Arten verursacht werden:
Explizit: der Pfad von der begrenzenden Operation zum Speicherzugriff (bzw. umgekehrt) führt
nicht über Tasks eines anderen Threads.
Implizit: der Pfad von der begrenzenden Operation zum Speicherzugriff (bzw. umgekehrt) führt
über mindestens einen Task eines anderen Threads.
Ruft ein Thread eine PGAS-Operation auf, so ist der damit erfolgte Start des lokalen PGAS-
Speicherzugriffs immer explizit. Mit Aufruf von gaspi_write startet der lokale asynchrone Lese-
zugriff und mit Aufruf von gaspi_read startet entsprechend der lokale asynchrone Schreibzugriff.
Das Beenden eines lokalen PGAS-Speicherzugriffs kann explizit durch Aufruf von gaspi_wait
erfolgen. Für durch gaspi_read ausgelöste lokale Schreibzugriffe gibt es nur diese Möglichkeit.
Die von gaspi_write ausgelösten Lesezugriffe können jedoch auch implizit beendet werden,
wenn sich der sendende Prozess später wieder mit dem empfangenden Prozess synchronisiert. Im
Task Graphen von Abbildung 5.18 ist diese implizite Beendigung eines Lesezugriffs anhand des
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Abbildung 5.20: Optimierung der Aufrufposition einer PGAS-Operation und die Auswirkung
auf das Speicherzugriffsdiagramm
blau markierten Synchronisationspfades vom ausgewählten Lesezugriff zum auslösenden Thread
gut zu erkennen.
Der Start eines entfernten PGAS-Speicherzugriffs erfolgt aus Sicht des betrachteten Prozesses
immer implizit. Diese für einseitige Kommunikationssysteme zentrale Eigenschaft bedeutet, dass
sich Prozesse an einem beliebigen Punkt vor einem Zugriff zur Vermeidung von Zugriffskonflikten
synchronisieren müssen. Beendet werden von gaspi_read ausgelöste entfernte lesende PGAS-
Speicherzugriffe immer implizit. Dazu muss der auslösende Thread gaspi_wait aufrufen und
sich dann mit dem Zielprozess synchronisieren. Dagegen müssen entfernte schreibende PGAS-
Speicherzugriffe explizit beendet werden, indem auf den Erhalt einer Notifikation getestet wird.
Bei der Untersuchung eines Speicherzugriffsdiagramms zur Optimierung von PGAS-Speicher-
zugriffen kann der Programmierer die Unterscheidung zwischen expliziten und impliziten Be-
grenzungen verwenden, um Optimierungsstrategien und Optimierungsaufwand abschätzen zu
können. Generell sind explizite Begrenzungen leichter zu optimieren, da die beteiligten Operatio-
nen direkt identifizierbar sind. In dem Fall helfen bereits oft bessere Aufrufpositionen für diese
Operationen. Das Bewegen einer impliziten Begrenzung bedarf dagegen einer tiefgreifenderen
Analyse der Kommunikationsstruktur. Eine Optimierung einer solchen Grenze ist demzufolge
auch oft mit einer algorithmischen Änderung verbunden.
Als Ausgangspunkt für ein Beispiel der Optimierung einer expliziten Begrenzung dient das Pro-
gramm, dessen Speicherzugriffsdiagramm in Abbildung 5.10 dargestellt ist. In diesem Diagramm
ist im Adressintervall von 0x10 bis 0x20 eine zeitliche Lücke zwischen dem letzten direkten
Schreibzugriff und dem Start des asynchronen Lesezugriffs zu erkennen. Im Task Graph ist
zu erkennen, dass diese Lücke durch den zwischenzeitlichen Aufruf der Barriere entsteht. Der
Start des asynchronen Lesezugriffs wird durch die Position von gaspi_write explizit festgelegt.
Entsprechend kann die zeitliche Lücke geschlossen werden, indem der Aufruf der Funktion vor
die Barriere verschoben wird. Das aus dieser Änderung resultierende Speicherzugriffsdiagramm
und der zugehörige Task Graph sind in Abbildung 5.20 dargestellt. Der asynchrone Lesezugriff
startet jetzt direkt nach den direkten Schreibzugriffen, wodurch die Datenübertragung und die
Ausführung der Barriere überlagert stattfinden können.
In Abbildung 5.20 kann auch erkannt werden, dass sich durch die Programmänderung auch
der implizite Start des PGAS-Schreibzugriffs verschoben hat. Da im vorliegenden Beispiel vor
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diesem Schreibzugriff keine direkten Zugriffe auf den entsprechenden Adressraum stattgefunden
haben, führt die Optimierung der Aufrufposition von gaspi_write nicht zu einem data race.
In komplexeren Programmen sind die Konsequenzen solcher Optimierungen jedoch oft schwer
abzuschätzen. In [HKK17] wird daher das automatische Finden einer sowohl optimierten als auch
korrekten Aufrufposition für eine gegebene PGAS-Operation beschrieben. Neue Aufrufpositionen
werden dem Programmierer als Vorschläge präsentiert, die dieser dann endgültig verifizieren und
das Programm entsprechend ändern muss.
Eine automatisierte Performance-Analyse nach dem hier beschriebenen Modell auf einer kom-
pletten Programmausführung würde die Menge der zu untersuchenden PGAS-Operationen so-
wohl für das Analyseprogramm als auch für den Programmierer abhängig von der Menge der
Prozesse machen. Für hoch skalierende PGAS-Programme ist ein solches Vorgehen nicht prakti-
kabel. Daher wurde ebenfalls in [HKK17] eine weitere Anwendung eingeführt, die mit dem hier
eingeführten Task-Graph-Modell realisiert wurde. Diese Anwendung stellt eine Performance-
Analyse unter Verwendung der Methode des kritischen Pfades dar [YM88]. Die Optimierung
von PGAS-Speicherzugriffen kann dann entlang des kritischen Pfades erfolgen, wodurch der
Optimierungsaufwand unabhängig von der Skalierung des Programmlaufs wird.
Zur Berechnung des kritischen Pfades ist die Ermittlung von Wartezuständen in einem Task Gra-
phen notwendig. Asynchrone einseitige Kommunikations- und Synchronisationsereignisse schaf-
fen dabei eine Reihe eigenständiger Herausforderungen. Insbesondere beim Vorliegen asynchro-
ner Ordnungsrelationen wie sie z. B. beim Zusammenspiel von gaspi_write und gaspi_notify
auftreten (siehe auch Tabelle 4.3), ist die Ermittlung des kritischen Pfades anspruchsvoll. Für
diese Fragestellungen wurden in [HKK17] Lösungen erarbeitet. Da sich die vorliegende Arbeit
auf Speicherzugriffsanalyse fokussiert, wird auf eine detaillierte Beschreibung dieser Lösungen
jedoch verzichtet.
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6 Prototypische Realisierung und Evaluierung
Truth is rarely pure and never simple. [Wil90]
Die Evaluierung der in dieser Arbeit eingeführten Methoden zur Programmanalyse wird an-
hand einer prototypischen Implementierung vorgenommen. Nach einer Erläuterung der techni-
schen Details dieser Implementierung wird in diesem Kapitel eine qualitative und quantitative
Bewertung durchgeführt. Die qualitative Evaluierung des Modells und der darauf aufbauen-
den Anwendungskonzepte wird anhand von praktischen GASPI-Anwendungen vorgenommen.
Dieser Teil demonstriert, welche Analyseergebnisse sich mit Hilfe der entwickelten Werkzeuge
und Verfahren erzielen lassen. Im nachfolgenden Teil werden quantitative Untersuchungen zur
Skalierbarkeit der Algorithmen sowohl anhand von GASPI-Anwendungen als auch anhand von
Testprogrammen durchgeführt.
Alle Messungen wurden auf Haswell-Knoten des Taurus-Clusters am ZIH der TU Dresden durch-
geführt. Auf diesen Knoten sind Intel R© Xeon R© E5-2680 v3 Prozessoren mit 2,50GHz Takt-
frequenz im Einsatz. Das installierte Betriebssystem ist ein Red Hat Enterprise Linux Ser-
ver. Die Zeiten der untersuchten Algorithmen in den Abschnitten 6.3.2 und 6.3.3 wurden mit
clock_gettime(CLOCK_THREAD_CPUTIME_ID, ...) gemessen.
6.1 Prototypische Realisierung eines Werkzeugs zur
Speicherzugriffsanalyse
Das im Rahmen dieser Arbeit entwickelte Werkzeug besteht aus zwei Komponenten. Memaccess-
record zeichnet den Programmlauf auf. Memaccessviewer wertet die Aufzeichnung post-mortem


















Abbildung 6.1: Zusammenspiel der einzelnen Komponenten des Analysewerkzeuges
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Abbildung 6.1 zeigt den Arbeitsablauf bei der Analyse eines GASPI-Programms bestehend aus
den drei Prozessen P1, P2 und P3. Beim Start des Programms wird jeder GASPI-Prozess von
Memaccessrecord instrumentiert. Während der Abarbeitung eines Prozesses werden die erfassten
Programmereignisse in einer Aufzeichnungsdatei gespeichert. Damit entsteht für jeden Prozess
eine separate Datei, in der die Ereignisse aller Threads des jeweiligen Prozesses gespeichert sind.
Nach Abschluss des Programmlaufs liest Memaccessviewer alle Aufzeichnungsdateien ein und ge-
neriert den Task Graphen. Der Nutzer kann dann interaktiv sowohl die Speicherzugriffsdiagram-
me der einzelnen Threads als auch den Task Graphen über alle Threads des GASPI-Programms
untersuchen.
6.1.1 Die Aufzeichnung von direkten Speicherzugriffen
Das Werkzeug Memaccessrecord zur Aufzeichnung von Programmereignissen und direkten Spei-
cherzugriffen basiert auf dem dynamischen Instrumentierungs-API PIN [LCM+05]. PIN kann
ein Programm zur Laufzeit auf Instruktionsebene um weiteren Code erweitern. Damit ist ei-
ne sehr feingranulare Instrumentierung und Aufzeichnung möglich, die für die hoch aufgelöste
Erfassung von direkten Speicherzugriffen notwendig ist. Das für Memaccessrecord wichtigste
vom PIN-API bereitgestellte Konzept ist ein TRACE. In der PIN-Nomenklatur ist ein TRACE
ein Programmabschnitt, der am Zielpunkt einer Verzweigung beginnt und bis zum nächsten
unbedingten Sprung reicht, welcher auch ein call oder return sein kann. Im Gegensatz zu
einem Basic Block [Pat11] werden bei der Ausführung eines TRACEs also nicht zwingend alle
Instruktionen durchlaufen, da bedingte Sprünge aus dem TRACE heraus erlaubt sind.
Memaccessrecord setzt voraus, dass TRACEs während der Programmausführung konstant blei-
ben, es unterstützt also keinen selbst-modifizierenden Code. Damit sind auch die Eigenschaften
der in einem TRACE enthaltenen Instruktionen und deren Abfolge konstant. Für jede Instruk-
tion kann statisch festgestellt werden, ob sie lesend oder schreibend auf den Speicher zugreift
sowie die Anzahl der von einem Zugriff betroffenen Bytes. Spezielle Instruktionen mit varia-
bler Byteanzahl (z. B. solche mit rep-Präfixen) werden von PIN zur Instrumentierungszeit in
Schleifen umgebaut. Dadurch ist es während der Aufzeichnung ausreichend, zu jedem ausge-
führtem TRACE die Identifikationsnummer des TRACEs und daran anschließend die Adressen
der Speicherzugriffe zu speichern. Wird ein TRACE vorzeitig verlassen, werden die restlichen
Speicherzugriffe auf 0 gesetzt. Tatsächliche Speicherzugriffe auf die Adresse 0 werden also nicht
unterstützt. Abbildung 6.2 stellt das Speicherformat von Memaccessrecord schematisch dar. Die
im statischen Teil gezeigten Daten werden nur einmal pro Programmaufzeichnung gespeichert.
Dadurch wird die mit der Dauer des Programms mitwachsende Datenmenge auf die wesentlichen
Informationen reduziert.
Neben direkten Speicherzugriffen zeichnet Memaccessrecord auch die Programmereignisse Be-
treten und Verlassen einer Funktion auf. Zusätzlich können Argumente und Rückgabewerte der
Funktion aufgezeichnet werden. Das beinhaltet auch Rückgabewerte per Referenz, deren Wer-
te während der Aufzeichnung durch Dereferenzierung des entsprechenden Funktionsargumentes
erfasst werden. Die Aufzeichnung von Funktionen und deren Argumenten ist konfigurierbar.
Für die in dieser Arbeit gezeigten Anwendungsmöglichkeiten wurden ausgewählte Funktio-
nen des GASPI-APIs, des pthreads-APIs und des OpenMP-APIs aufgezeichnet. Die Namen

















Abbildung 6.2: Struktur des Dateiformats zur Aufzeichnung der Speicherzugriffe. Im statischen
Teil werden für jedes TRACE alle konstanten Informationen gespeichert. Im
dynamischen Teil werden entsprechend der Programmausführung fortlaufend
die TRACEs und nachfolgend die Adressen der Zugriffe gespeichert. Während
der Analyse werden aus dieser Sequenz und den zugehörigen statischen Adress-
Informationen der TRACEs die Speicherzugriffe rekonstruiert.
von OpenMP-Funktionen sind nicht standardisiert und können für unterschiedliche Compiler-
Konfigurationen voneinander abweichen. In diesen Fällen muss die Konfiguration entsprechend
angepasst werden. Alle Speicherzugriffe, die während der Ausführung einer erfassten Funktion
auftreten, werden nicht mit aufgezeichnet. Insbesondere werden so direkte Speicherzugriffe in
GASPI-Segmente durch GASPI-Funktionen ausgefiltert. Bisher nicht implementiert ist die da-
mit geschaffene Möglichkeit, die in Funktionen wie z. B. memcpy auftretenden Speicherzugriffe
durch die Aufzeichnung eines einzelnen Funktionsaufrufs zu ersetzen.
Memaccessrecord implementiert mehrere ziel-spezifisch einsetzbare Methoden, um die durch die
direkten Speicherzugriffe entstehende Datenmenge weiter zu reduzieren. Zugriffe über die Re-
gister esp und ebp werden nicht instrumentiert. Für solche Zugriffe wird angenommen, dass die
Zieladresse im Bereich des Stacks liegt, der nicht Teil eines GASPI-Segments sein kann. Weiter-
hin werden bereits während der Aufzeichnung alle TRACEs von der Speicherung ausgenommen,
die keinen Zugriff in ein GASPI-Segment enthalten. Die zu speichernden Daten werden während
der Aufzeichnung in Blöcke aufgeteilt und vor dem Abspeichern mit LZ4 [Col11] gepackt. LZ4
wurde gewählt, da er bei guten Komprimierungsraten sehr schnell arbeitet und außerdem eine
einfache Integration in Memaccessrecord möglich war.
6.1.2 Visualisierung der Programmaufzeichnung
In Memaccessviewer sind zwei Komponenten zusammengefasst. Die erste Komponente liest die
von Memaccessrecord erstellten Aufzeichnungsdateien ein, erstellt daraus mit den in Kapitel 4
beschriebenen Verfahren den Task Graphen und führt über diesen Graphen eine Data-Race-
Analyse durch. Die Ergebnisse dieser Schritte können als Textausgabe an den Nutzer gemeldet
werden. Optional wird der Task Graph der zweiten Komponente übergeben, welche die Visua-
lisierung des Graphen und die Darstellung der Speicherzugriffsdiagramme übernimmt.
Die Visualisierungskomponente muss mehrere Anforderungen erfüllen. Da aufgrund der Daten-
menge nicht alle Speicherzugriffsereignisse ständig im Speicher vorgehalten werden können, müs-
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sen die jeweils darzustellenden Ereignisse auf Anforderung aus der Aufzeichnungsdatei gelesen
werden. Des Weiteren muss eine Transformation des Adressraums auf die y-Achse unter der Be-
achtung möglicher Faltungen (siehe Abschnitt 5.2 (Seite 65)) möglich sein. Außerdem ist für den
Wechsel zwischen Speicherzugriffsdiagrammen und Task-Graph-Ansicht die detaillierte Auswer-
tung von Nutzerinteraktionen notwendig. Vorgefertigte Software zur Diagrammdarstellung wie
z. B. gnuplot [WKm13] oder SciDAVis [sci17] konnte jeweils nicht alle Anforderungen erfüllen.
Aus diesen Gründen wurde eine eigene Entwicklung aufbauend auf der Qwt-Bibliothek [Rat16]
implementiert. Qwt basiert auf der plattformübergreifenden Bibliothek Qt [qt118] und stellt
Komponenten zur Darstellung z. B. von Legenden oder Achsen in Diagrammen bereit.
Die Ermittlung von relevanten Prozessparametern wie der Rank oder die Adressen von GASPI-
Segmenten geschieht durch die Auswertung aufgezeichneter Funktionen wie gaspi_proc_rank
und gaspi_segment_ptr. Diese Funktionen müssen also von jedem Prozess des untersuchten
GASPI-Programms aufgerufen werden. Prozesse, die diese Funktionen nicht aufrufen, sind je-
doch wenig sinnhaft, da solche Prozesse ihre Stellung innerhalb des Prozessraums nicht kennen
bzw. nicht lokal auf das eigene GASPI-Segment zugreifen können.
6.2 Analyse von Anwendungen aus der Forschungspraxis
In diesem Abschnitt werden die eingeführten Analysemethoden anhand der in Tabelle 6.1 ge-
nannten GASPI-Programme evaluiert. Die Entwicklung dieser Programme geschah unabhängig
von dieser Arbeit. Sie können deswegen auch als Gradmesser für die Einsatzfähigkeit der ent-
wickelten Methoden und Werkzeuge dienen. Des Weiteren werden anhand der Beispiele auch
mögliche Erweiterungen des Task-Graph-Modells erläutert.
Das Testprogramm alltoall ist ein Beispielprogramm, welches u. a. im Rahmen von GASPI-
Tutorials verwendet wird. Das Programm stencil wurde bereits in Kapitel 5 vorgestellt. Es
wurde am ITWM Kaiserslautern entwickelt. Am ZIH der TU Dresden erfuhr dieses Programm
im Rahmen von wissenschaftlichen Arbeiten [Her15, HKK17] und unter Zuhilfenahme der hier
vorgestellten Werkzeuge eine gründliche Analyse und Weiterentwicklung.
Die Anwendungen async3d und cfdproxy sind Teil der PGAS-community-benchmarks [Sim14b].
Diese Programm-Kollektion kann für Vergleiche verschiedener Parallelisierungs- und Kommu-
nikationsstrategien verwendet werden. Meist werden mehrere MPI- und GASPI-Varianten zur
Verfügung gestellt. In dieser Arbeit wird jeweils die hybrid parallelisierte GASPI-Variante der
Berechnungskerne von async3d und cfdproxy untersucht.
Kürzel Beschreibung
alltoall Globale Datenverteilung
stencil Stencil-Code mit Double Buffering
async3d Dreidimensionale Stencilberechnung mit inneren Datenabhängigkeiten
cfdproxy CFD-Berechnung über unstrukturierte Gitter
Tabelle 6.1: Evaluierte GASPI-Programme
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6.2.1 Korrektheitsanalyse einer Routine zur Datenverteilung
Der GASPI-Standard umfasst neben der API-Spezifikation auch eine Reihe von Beispielpro-
grammen, mit denen Programmierprinzipien in einem PGAS-System demonstriert werden. Ei-
nes dieser Programme implementiert alltoall-Funktionsvarianten, mit der jeder Prozess Da-
tenelemente zu jedem anderen Prozess verteilt. Listing 9 zeigt die schematische Implementie-
rung einer frühen Version dieser Funktion. Zuerst berechnet jeder Prozess lokal ein Element
des Feldes, wobei die Position des Elementes innerhalb des Segmentes vom Rank des Prozesses
bestimmt wird. Nachdem ein Prozess seine Berechnung abgeschlossen hat, ruft er die Funkti-
on alltoall auf. Diese Funktion schreibt zuerst das lokal berechnete Element, welches sich
an Position own_data_offset im Segment s befindet, in die Segmente aller anderen Prozesse
(Zeilen 5,6). Die Position des Elementes bleibt dabei auf den entfernten Segmenten die gleiche
wie im lokalen Segment. Danach wartet die Funktion zuerst lokal auf die Fertigstellung der
asynchronen gaspi_write-Aufrufe (Zeile 11) und danach auf alle anderen Prozesse (Zeile 12).
Nach der Barriere sollten die Berechnungsergebnisse der anderen Prozesse im lokalen Segment
vorliegen. Die Funktion verfiy_local_segment_data (Zeile 14) verifiziert diese Tatsache.
1 function alltoall
2 {
3 own_data_offset = own_rank * element_size ;
4
5 for_all (p : each other process )
6 gaspi_write (s, own_data_offset ,




11 gaspi_wait (queue );




Listing 9: Fehlerhafte GASPI-Implementierung einer alltoall-Prozedur
Diese Implementierung ist tatsächlich einige Zeit auf einem Infiniband-Cluster korrekt gelaufen.
Beim Einsatz auf einem Ethernet-Cluster kam es jedoch öfters zu Fehlschlägen der Funktion
verfiy_local_segment_data. Bei der ursprünglichen Programmierung ging man irrtümlicher-
weise davon aus, dass nach Verlassen der gaspi_wait-Funktion nicht nur die lokalen Lesezugriffe,
sondern auch die entfernten Schreibzugriffe der gaspi_write-Funktion beendet sind. Durch die
nachfolgende Barriere wäre dann sichergestellt, dass auch die Schreibzugriffe anderer Prozesse
auf das lokale Segment beendet sind. In der Tat garantiert das Verlassen von gaspi_wait jedoch
nur die Komplettierung der lokalen Speicherzugriffe.
Durch den Einsatz der in dieser Arbeit beschriebenen Analysemethoden konnte der Fehler schnell
aufgedeckt werden. In Abbildung 6.3 ist der Task Graph eines alltoall-Laufs von vier Prozessen
dargestellt. Die Adressen aller Zugriffe wurden auf den Start der Segmente normiert. Jeder
Prozess berechnet zuerst ein 28 Byte großes Datenfeld und schreibt dieses in das lokale Segment
88 6 Prototypische Realisierung und Evaluierung
Abbildung 6.3: Task Graph der fehlerhaften alltoall-Prozedur
(local w:x,x+1c). Nach einer kollektiven Warteoperation wird die alltoall-Prozedur aufgerufen.
In dieser überträgt der Prozess die berechneten Daten an alle anderen Prozesse.
Die asynchronen entfernten Schreibereignisse von Rank 1 sind rot markiert. Diese stehen in
Konflikt mit dem ebenfalls markierten lokalen Leseereignis nach dem gaspi_barrier-Aufruf.
Die markierten und durch rote Linien miteinander verbundenen Ereignisse formen data races.
Jedes markierte asynchrone Schreibereignis greift auf 28 Byte große Teile (sz:28) von Segment
0 (seg:0) auf Rank 1 (r:1) zu. Das markierte, lokale Leseereignis repräsentiert die Leseoperatio-
nen über das gesamte lokale Datenfeld von Rank 1. Diese werden von der Verifizierungsfunktion
durchgeführt. Die markierten Ereignisse greifen also auf gleiche Speicherbereiche zu, stehen je-
doch in keiner ≺-Relation zueinander. Tatsächlich kann man erkennen, dass die Fertigstellung
der rot markierten, entfernten Schreibereignisse an keiner Stelle synchronisiert wird, da auf diese
Ereignisse keine weiteren Ereignisse folgen.
Diese Tatsache trifft auch auf die nicht markierten Schreibereignisse zu anderen Zielprozessen
zu. Auch diese Ereignisse verursachen data races mit den jeweiligen lokalen Lesezugriffen der
Verifizierungsfunktion. Auf eine Markierung dieser Ereignisse wurde in dieser Abbildung jedoch
zu Demonstrationszwecken verzichtet. Aber auch für die markierten Ereignisse ist nicht sofort
ersichtlich, welche Bereiche genau die data races verursachen und wie die asynchronen Schreib-
zugriffe im Kontext der lokalen Speicherzugriffe eingeordnet sind. Task Graphen eignen sich also
nur bedingt zur Untersuchung von data races.
In Abbildung 6.4 ist deshalb das Speicherzugriffsdiagramm desselben Programmlaufs auf Rank
1 dargestellt. Zuerst erfolgt die Berechnung des lokalen Elementes, wobei nacheinander 4 Byte
große Daten in das im Segment befindliche Feld geschrieben werden. Erkennbar ist diese Be-
rechnung an den bis Zeitschritt 14 gehenden, aufsteigenden Schreibzugriffen von Offset 0x1c
(28) bis 0x38 (56). Danach beginnt die Verteilung der Daten auf die anderen Ranks mittels
gaspi_write. Die dazugehörigen dunkelgrünen Blöcke im Speicherzugriffsdiagramm repräsen-
tieren die asynchronen lokalen Lesezugriffe. Lokal synchronisiert und damit begrenzt werden
diese Zugriffe durch den Aufruf von gaspi_wait. Währenddessen schreiben die anderen Prozes-
se ihre Ergebnisse ebenfalls mittels gaspi_write in das Segment. Wie man im Diagramm gut
erkennen kann, betreffen diese von den dunkelroten Blöcken repräsentierten Schreibzugriffe alle
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Initialisierung der lokalen Daten
lokale Lesezugriffe zum Versenden der
Daten auf die anderen Ranks ausgelöst
von gaspi_write auf Zeile 6 und be-
grenzt durch gaspi_wait auf Zeile 11
entfernte Schreibzugriffe ausgelöst von
anderen Ranks (Zeile 6)
Verifizierungsfunktion (Zeile 14)
Abbildung 6.4: Speicherzugriffsdiagramm der fehlerhaften alltoall-Prozedur auf Rank 1 (Zeilen-
angaben beziehen sich auf Listing 9)
nicht lokal berechneten Elemente. Die lokalen Lesezugriffe der Verifizierungsfunktion sind dann
beginnend ab Zeitschritt 20 als aufsteigende Lesezugriffe über das gesamte Datenfeld sichtbar.
Die Überlappung der direkten Lesezugriffe und der von anderen Prozessen verursachten asyn-
chronen Schreibzugriffe ist in der Abbildung deutlich erkennbar. Wie in Abschnitt 5.2.2 ausge-
führt, repräsentiert diese Überlappung ein data race. Ebenfalls gut erkennbar ist der Kontext,
in dem das data race auftritt und auch, welche Korrekturen notwendig sind. Im vorliegenden
Fall sind die asynchronen Schreibzugriffe vor Aufruf der Verifizierungsfunktion noch nicht be-
endet. Diese müssen also auf dem Zielprozess synchronisiert werden. Das muss prinzipiell durch
die Nutzung von gaspi_notify geschehen, denn nur Notifikationen können durch gaspi_write
ausgelöste Schreibzugriffe synchronisieren. Für eine solche Lösung benötigt jeder Prozess für
jeden anderen Prozess eine dedizierte Notifikation, was allerdings zu einer eingeschränkten Ska-
lierbarkeit führt.
Eine andere Lösung des Problems ist in Listing 10 dargestellt. Diese Implementierung wartet am
Eingang der Funktion auf die Fertigstellung der Berechnungen aller anderen Prozesse, liest dann
1 function alltoall
2 {
3 gaspi_barrier ( GASPI_GROUP_ALL );
4
5 own_data_offset = own_rank * element_size ;
6 for_all (p : each other process )
7 gaspi_read (s, own_data_offset ,




12 gaspi_wait (queue );
13 verfiy_local_segment_data ();
14 }
Listing 10: Korrigierte GASPI-Implementierung der alltoall-Prozedur
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Initialisierung der lokalen Daten
lokale Schreibzugriffe ausgelöst von
gaspi_read auf Zeile 7 und begrenzt
durch gaspi_wait auf Zeile 11
entfernte, überlappende Lesezugriffe
ausgelöst von anderen Ranks (Zei-
le 7)
Verifizierungsfunktion (Zeile 13)
Abbildung 6.5: Speicherzugriffsdiagramm der korrigierten alltoall-Prozedur auf Rank 1 (Zeilen-
angaben beziehen sich auf Listing 10)
die Daten von diesen Prozessen und schreibt sie in das eigene Segment. Die Daten werden jetzt
also entfernt gelesen und lokal geschrieben. Anders als in der ursprünglichen Lösung werden
durch den Aufruf von gaspi_wait sowohl der entfernte Lesezugriff als auch der lokale Schreib-
zugriff mit dem lokalen Prozess synchronisiert. Die Synchronisation des entfernten Lesezugriffs
auf dem jeweiligen entfernten Prozess könnte dann z. B. mittels einer Barriere erfolgen. Wie aus
dem Speicherzugriffsdiagramm in Abbildung 6.5 hervorgeht, ist das im vorliegenden Fall jedoch
gar nicht notwendig, da nun die entfernten Zugriffe Lesezugriffe sind. Diese überlappen sich zwar
mit den lokalen Lesezugriffen, bilden aber keine data races mehr.
6.2.2 Optimierung eines zweidimensionalen Stencil-Codes
Die in Listing 6 (Seite 62) bereits gezeigte GASPI-Implementierung eines eindimensionalen
Stencil-Codes wird in GASPI-Tutorials als eine mögliche Lösung dieser Klasse von Program-
mierproblemen verwendet. Diese Lösung demonstriert das Erreichen einer sehr hohen Effizienz
und Skalierbarkeit durch Ausnutzung der Möglichkeiten asynchroner einseitiger Kommunika-
tionssysteme. In [HKK17] konnte jedoch anhand der in Abschnitt 5.4 beschriebenen Methode
gezeigt werden, dass sich die Effizienz dieses Stencil-Codes sogar noch weiter erhöhen lässt.
Abbildung 6.6 zeigt einen Ausschnitt aus dem Speicherzugriffsdiagramm eines Threads des ori-
ginalen Stencil-Codes. Der angezeigte Adressraum ist in der Mitte durch die durchgezogene
schwarze Linie gefaltet. Der untere Teil zeigt Segment 0, der obere Teil Segment 1. In jeder
Iteration werden Daten aus einem Segment gelesen und Ergebnisse in das andere Segment ge-
schrieben, was gut an den direkten Speicherzugriffen zu erkennen ist. In der bei knapp vor dem
Zeitstempel 400 beginnenden ersten Iteration am Anfang des Diagramms wird aus Segment
1 gelesen und in Segment 0 geschrieben. Zuerst berechnet compute_inner_part den inneren
Teil des Datenfeldes. Kurz nach Zeitstempel 500 beginnt die Berechnung der Randbereiche
(compute_below_part, compute_above_part). Diese Berechnung dauert bis zum Zeitstempel
700. Damit ist eine Iteration vollständig und Quell- und Zielsegmente werden vertauscht. In der
Iteration ab Zeitstempel 700 wird dann aus Segment 0 gelesen und in Segment 1 geschrieben.
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Abbildung 6.6: Speicherzugriffsdiagramm des Stencil-Codes von Listing 6. Die Ellipsen markie-
ren systematische zeitliche Lücken zwischen direkten Schreibzugriffen und dem
Start asynchroner Lesezugriffe auf demselben Speicherbereich.







Abbildung 6.7: Speicherzugriffsdiagramm des Stencil-Codes von Listing 11. Die in Abbildung 6.6
markierten Lücken sind verschwunden. Dafür sind an den markierten Stellen
systematisch Lücken zwischen Lesezugriffen und dem Start entfernter Schreib-
zugriffe entstanden.
Wie im Speicherzugriffsdiagramm gut zu erkennen ist, überlagern sich die PGAS-Speicherzugriffe
zum Austausch der Halos und die Berechnungen der einzelnen Teile. Die Lesezugriffe werden im-
mer von den lokalen gaspi_write_notify-Aufrufen auf den Zeilen 8-14 ausgelöst. Die Schreib-
zugriffe werden von denselben Aufrufen – allerdings von entfernter Seite aus – ausgelöst. Die lo-
kalen asynchronen Leseoperationen weisen systematische Lücken zu direkten Schreiboperationen
in denselben Adressraum auf. Insbesondere sind vor dem expliziten Start der Leseoperationen
immer wieder die in der Abbildung markierten Lücken zu vorherigen direkten Schreibopera-
tionen zu erkennen. Das betrifft in beiden Segmenten den Adressraum 0x20-0x40. Der Grund
für diese Lücke besteht darin, dass erst beide Ränder des lokalen Datenfeldes berechnet wer-
den, bevor die Ergebnisse zu Beginn der nächsten Iteration an die Nachbarn gesendet werden.
Tatsächlich kann aber jeder Rand schon direkt nach erfolgter Berechnung gesendet werden.
In Listing 11 ist diese Optimierung dargestellt. Das Aufrufen von gaspi_write geschieht nun ge-
trennt von gaspi_notify. Dadurch wird nur der Start der PGAS-Speicherzugriffe geändert, die
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1 function stencil
2 {
3 for (i = 0; i < max; ++i)
4 {
5 gaspi_notify ( own_rank + 1, ...);
6 gaspi_notify ( own_rank - 1, ...);
7
8 src_seg = i % 2;
9 target_seg = 1 - src_seg ;
10 compute_inner_part (src_seg , target_seg );
11
12 for (k = 0; k < 2; ++k)
13 recv_id = gaspi_wait_reset (seg_id , notify_id , 2);
14
15 if ( recv_id == notify_id )
16 compute_below_part (src_seg , target_seg );
17 gaspi_write (target_seg , ...);
18 else
19 compute_above_part (src_seg , target_seg );
20 gaspi_write (target_seg , ...);
21 }
22 }
Listing 11: Optimierung des Starts der Datenübertragung im Stencil-Code
Synchronisationsbeziehungen bleiben gleich. Die Zielsegmente der gaspi_write-Aufrufe wurden
angepasst, da das Senden der Daten jetzt bereits in der jeweils vorhergehenden Iteration statt-
findet. Abbildung 6.7 zeigt das Speicherzugriffsdiagramm dieser Optimierung. Im Vergleich zu
Abbildung 6.6 ist zu erkennen, dass die Lücken zwischen den lokalen Berechnungen der Rän-
der und den PGAS-Lesezugriffen auf die Adressräume 0x20-0x40 und 0x80-0xa0 vollständig
verschwunden sind.
Da die Synchronisationsbeziehungen nicht verändert wurden, sollte das optimierte Programm
weiterhin korrekt sein. Bei der Evaluierung dieser Optimierung wurde jedoch ein data race fest-
gestellt, welches nur bei Läufen mit zwei Prozessen auftrat. Der Grund für dieses data race liegt
in den unterschiedlichen Garantien, die der GASPI-Standard für einen gaspi_write_notify-
Aufruf und für eine Kombination aus Aufrufen von gaspi_write und gaspi_notify gibt. Wie in
Tabelle 4.3 (Seite 52) gezeigt wird, synchronisiert ein gaspi_notify-Aufruf alle vorhergehenden
durch gaspi_write ausgelösten Schreibzugriffe auf dieselbe Queue und denselben Ziel-Rank.
Eine Ordnungsgarantie für nacheinander ausgeführte gaspi_notify-Aufrufe existiert nicht. Ab-
bildung 6.8 zeigt einen Ausschnitt des Task Graphen, mit dessen Hilfe das aufgetretene data
race schnell verstanden werden konnte. Auf Rank 0 werden durch gaspi_write zwei PGAS-
Schreibzugriffe ausgelöst. Die Ziele dieser Schreibzugriffe sind der linke und rechte Nachbar des
jeweiligen Prozesses. Bei zwei Prozessen sind diese Nachbarn jedoch ein und derselbe Prozess. Da-
mit synchronisieren sich beide PGAS-Schreibzugriffe schon mit dem ersten gaspi_notify-Aufruf
von Rank 0 (r:1, s:1, f:1). Der direkt nachfolgende gaspi_notify-Aufruf (r:1, s:1, f:0)
synchronisiert dadurch keinen PGAS-Schreibzugriff. Die Notifikation dieses Aufrufs wird jedoch
zuerst empfangen und direkt mit der Berechnung des entsprechenden Randbereichs begonnen.
Unter den gegebenen Umständen garantiert der GASPI-Standard nicht, dass die dafür not-
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Abbildung 6.8: Data race im Stencil-Code auf genau 2 Ranks
wendigen Daten schon vorliegen. Die Behebung des Fehlers erfolgte, indem für die linken und
rechten Nachbarn unterschiedliche Queues verwendet wurden. Dadurch wird die Zuordnung der
gaspi_write und gaspi_notify-Aufrufe wieder eindeutig.
In dem zuvor beschriebenen Optimierungsschritt wurden lediglich die expliziten Begrenzungen
der PGAS-Lesezugriffe verändert. Damit konnten jedoch noch nicht die in den Speicherzugriffs-
diagrammen sichtbaren systematisch auftretenden Lücken zwischen direkten Lesezugriffen und
dem Start von PGAS-Schreibzugriffen in den äußeren Halo-Bereichen geschlossen werden. Die in
Abbildung 5.19 (Seite 79) gezeigte interaktive Untersuchung eines PGAS-Schreibzugriffs führt
zu der Erkenntnis, dass dessen Start implizit von der Position eines gaspi_notify-Aufrufs im
erste Iteration zweite Iteration
Abbildung 6.9: Speicherzugriffsdiagramm des optimierten Stencil-Codes von Listing 12. Alle sys-
tematischen Lücken zwischen direkten Speicherzugriffen und PGAS-Zugriffen
sind verschwunden.
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1 function stencil
2 {
3 for (i = 0; i < max; ++i)
4 {
5 src_seg = i % 2;
6 target_seg = 1 - src_seg ;
7 compute_inner_part (src_seg , target_seg );
8
9 for (k = 0; k < 2; ++k)
10 recv_id = gaspi_wait_reset (seg_id , notify_id , 2);
11
12 if ( recv_id == notify_id )
13 compute_below_part (src_seg , target_seg );
14 gaspi_write_notify (target_seg , ...);
15 else
16 compute_above_part (src_seg , target_seg );
17 gaspi_write_notify (target_seg , ...);
18 }
19 }
Listing 12: Optimierung der Datenübertragung und Synchronisation im Stencil-Code
sendenden Prozess abhängt. Die Optimierung dieser Aufrufposition kann erfolgen, indem auch
die gaspi_notify-Aufrufe direkt hinter die bereits verschobenen gaspi_write-Aufrufe bewegt
werden. Damit können die beiden Aufrufe wieder zu einem gaspi_write_notify-Aufruf zusam-
mengefasst werden, wodurch sich das in Listing 12 gezeigte Programm ergibt.
Abbildung 6.9 zeigt das Speicherzugriffsdiagramm dieses zweiten Optimierungsschrittes. Im Ver-
gleich zu den vorhergehenden Speicherzugriffsdiagrammen sind nun fast alle Lücken in den Halo-
Bereichen eliminiert. Außerdem kann die schrittweise Zunahme der Asynchronität gut nachvoll-
zogen werden. In Abbildung 6.6 starten sowohl die asynchronen Lese- als auch Schreibzugriffe
immer mit Beginn einer Iteration. In Abbildung 6.7 ist nur noch der Start aller Schreibzugriffe
an die Iterationsgrenzen gebunden. In der vollständig optimierten Variante in Abbildung 6.9
erfolgt auch der Start der Schreibzugriffe nicht mehr synchron zu den Iterationen. Mit dieser
vollständigen Asynchronität kann auch das weiterhin sporadisches Auftreten von Lücken erklärt
werden, da sich der Berechnungsfortschritt der beiden Halo-Bereiche eines Prozesses so weit
voneinander entfernen kann, dass der Prozess auf einen Nachbarn warten muss.
Die beschriebenen Optimierungsschritte wurden auf Taurus evaluiert. Abbildung 6.10 zeigt die
Laufzeit und parallele Effizienz der drei beschriebenen Code-Varianten für verschiedene Pro-
zesszahlen. Die Variante original bezieht sich auf Listing 6, write-opt zeigt die durch die in
Listing 11 vorgenommene Verschiebung der gaspi_write-Aufrufe erreichbaren Verbesserungen
und write-notify-opt die Performance von Listing 12, in dem auch die Synchronisation verbessert
wurde. Aus den Diagrammen geht hervor, dass die Optimierungen nur für eine große Anzahl
von Prozessen eine messbare Wirkung zeigen. Dieses Ergebnis ist nicht überraschend, da die
Optimierungsstrategie letztendlich auf eine verbesserte Überlappung von Berechnung und Kom-
munikation und einen höheren Grad von Asynchronität abzielt. Die Bedeutung dieser Faktoren
steigt mit der Anzahl der Prozesse und Threads. Obwohl bereits die originale Implementierung
einen sehr hohen Anteil an Überlappung zwischen Kommunikation und Berechnung aufweist,
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Abbildung 6.10: Vergleich der Laufzeiten und parallelen Effizienz der Stencil-Optimierungen
(nach [HKK17])
konnten die beschriebenen Optimierungen die Laufzeit des Programms auf 256 Prozessen noch-
mals um 8% beschleunigen. Diese Optimierungen wurde dabei lediglich anhand der Analyse
der durch das eingeführte Modell aufgezeigten zeitlich-logischen Beziehungen der Speicherzu-
griffe gefunden. Insbesondere war keine Echtzeitmessung des Programms notwendig, um diese
Verbesserungsmöglichkeiten erkennen zu können.
6.2.3 Dreidimensionale Stencil-Berechnung mit inneren Abhängigkeiten
Der Synch_p2p-Benchmark ist Teil der Parallel Research Kernels [WM14] und implementiert
einen Stencil-Code mit inneren Datenabhängigkeiten. Die Anwendung async3d baut auf diesem
Kernel auf und berechnet einen dreidimensionalen Stencil nach folgender Formel:
array_elem (i,j,k) = ( array_elem (i-1, j, k) +
array_elem (i, j-1, k) +
array_elem (i, j, k -1)) * one_third + 1
Untersucht wurde die hybrid parallelisierte GASPI/OpenMP-Implementierung [Sim15]. Diese
synchronisiert auf GASPI-Ebene mit gaspi_notify und gaspi_notify_reset. Auf OpenMP-
Ebene werden sowohl Barrieren als auch manuell programmierte Fortschrittszähler als Synchro-
nisationsmittel verwendet.
Die GASPI-Synchronisationen und OpenMP-Barrieren werden direkt aufgezeichnet. Für eine
Erfassung aller Synchronisationsbeziehungen müssen jedoch auch die Fortschrittszähler ausge-
wertet werden. Die Implementierung dieses Synchronisationsprinzips ist in Listing 13 gezeigt.
Jedem Thread ist ein Zähler zugeordnet. Die Zähler sind in einem Datenfeld organisiert, die
Indizierung geschieht über die Thread-ID tid. Der ausführende Thread wartet in der Schleife,
bis das Feldelement stage[tid] einen bestimmten Wert überschreitet. Das Inkrementieren von
stage[tid] geschieht in einem anderen Thread, wobei jeder Thread nur genau einen Fortschritt-
szähler inkrementiert. Ein Dekrementieren findet nicht statt. Sowohl das Inkrementieren als auch
das Warten sind nicht in separaten Funktionen implementiert, sondern direkt im fortlaufenden
Code geschrieben. Das erschwert eine Aufzeichnung dieser Synchronisationsereignisse.
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1 ...
2 volatile int* it = &stage[tid ];





Listing 13: Synchronisation über Fortschrittszähler auf Thread-Ebene
Um eine Programmausführung der vorliegenden Implementierung in das Task-Graph-Modell
übertragen zu können, mussten zwei Fragen beantwortet werden:
1. Wie kann die Synchronisation über Fortschrittszähler auf das POST/WAITCLEAR -Mo-
dell, welches nur Flags mit den zwei Zuständen gesetzt und gelöscht unterstützt, übertragen
werden?
2. Wie kann das Inkrementieren der Zähler bzw. das Warten auf diese als eigenständige
Programmereignisse erfasst werden?
Eine direkte Abbildung von Fortschrittszählern auf das POST/WAITCLEAR-Modell ist nicht
möglich. Jedoch können sie auf das POST/WAIT -Modell übertragen werden. Dazu nimmt
man an, dass jeder Wert eines Zählers ein eigenes Flag darstellt. Sobald der Wert erreicht
oder überschritten wird, gilt dieses Flag als gesetzt. Da die Zähler nie dekrementiert werden,
bleibt ein einmal gesetztes Flag in diesem Zustand. Eine CLEAR-Operation findet also nicht
statt. Die Warteschleife auf einen bestimmten Wert repräsentiert eine WAIT -Operation auf
das entsprechende Flag. Hierbei handelt es sich nicht um eine WAITCLEAR-Operation, da der
Zähler nicht verändert wird. Es handelt sich damit lediglich um eine Interaktion von POST
und WAIT . Außerdem kann während der Programmausführung auf jedes Flag nur genau eine
POST -Operation stattfinden. Diese Operation kann eindeutig einem Programmereignis zuge-
ordnet werden, da im vorliegenden Anwendungsfall das Inkrementieren eines Fortschrittszählers
einem Thread statisch zugeordnet ist. Da also weder CLEAR-Operationen existieren noch kon-
kurrierende POST -Operationen auftreten können, führt diese Synchronisationsmethode nicht zu
Synchronisations-Races und der Task Graph einer Programmausführung bleibt auch beim Vor-
liegen von Fortschrittszählern deterministisch. Die Auswertung konnte deswegen als Erweiterung
in das Replay-Verfahren integriert werden.
Die Erfassung der Operationen über Fortschrittszähler muss der soeben erläuterten Modell-
Anpassung gerecht werden. Insbesondere ist während der Erfassung einer Operation nicht nur
die Identität des Zählers selbst, sondern auch der Wert des Zählers wichtig, anhand dessen das
Flag bestimmt wird. Lagert man das Inkrementieren und die Warteschleife in zwei separate
Funktionen aus, so muss bei der Erfassung der Funktionsaufrufe während der Aufzeichnung
nicht nur die Identität des Zählers, sondern auch dessen Wert bestimmt werden. Um die Kom-
plexität des Aufzeichnungs-Werkzeugs überschaubar zu halten, wurde stattdessen eine manuelle
Instrumentierung vorgenommen. Listing 14 zeigt diese Instrumentierung sowohl für das Inkre-
mentieren als auch die Warteschleife. Die beiden Funktionen H_POST und H_WAIT führen keine
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Operationen aus, die Funktionsaufrufe können aber bei der Aufzeichnung als Programmereignis-
se erfasst werden. Beide Funktionen erwarten ein 64-Bit-Ganzzahlargument, welches das Flag
kodiert. Dazu wird der aktuelle Wert des Zählers mit der Identität des Zählers innerhalb des
Prozesses (der Thread-ID tid) und dem Prozessrank kombiniert. Auf diese Weise konnten alle
Synchronisationsbeziehungen, die async3d verwendet, im Task-Graph-Modell abgebildet werden.
1 ++ stage[tid ];
2 H_POST (( stage[tid] << 16) + (tid << 8) + rank );
1 volatile int* it = stage[tid ];




6 H_WAIT ((( required_stage + 1) << 16) + (tid << 8) + rank );
Listing 14: Erfassung der Fortschrittszähler über manuelle Instrumentierung
Abbildung 6.11 zeigt einen Ausschnitt aus dem Task Graph einer Programmausführung mit 4
Prozessen zu je 6 Threads. Es werden nur die Synchronisationsbeziehungen der 6 Threads ei-
nes Prozesses gezeigt, auf eine Darstellung der asynchronen Speicherzugriffe wurde verzichtet.
Erkennbar sind die kaskadierenden Abhängigkeiten der Threads aufgrund der H_POST/H_WAIT-
Synchronisationen. Das im Rahmen der Arbeit realisierte Darstellungsprogramm richtet die
vertikale Position der Tasks nur an Barrieren aus. Dadurch entsteht in der gezeigten Abbil-
dung der Eindruck, dass die Ausführung der Tasks nach gomp_barrier innerhalb des Prozesses
balanciert ist. Tatsächlich ist die Arbeit jedoch ungleichmäßig verteilt, da jeder Thread außer
dem ersten auf seinen Vorgänger warten muss. Das ist an den rückwärts gerichteten Pfeilen von
H_POST zu H_WAIT zu erkennen.
Abbildung 6.12 zeigt die Speicherzugriffsdiagramme von Thread 0 und Thread 2 eines Prozesses.
Dargestellt wird eine Iteration, wobei die Zeitstempel auf der x-Achse lediglich den Ausführungs-
zeitpunkt der Programmereignisse innerhalb des jeweiligen Threads wiedergeben und deswegen
nicht miteinander vergleichbar sind. Die Interaktionen zwischen Berechnung und Synchronisati-
on in den markierten Speicherbereichen sind jedoch gut erkennbar.
(A) In diesem Speicherbereich führt der dargestellte Thread die Berechnungen durch. Da-
zu muss auf die Daten desselben Threads des vorhergehenden Prozesses gewartet werden.
Deswegen synchronisiert dieser Thread den entsprechenden asynchronen Schreibzugriff vor
dem Beginn der direkten Lesezugriffe. Außerdem muss auf vorhergehende Threads des ei-
genen Prozesses gewartet werden. Damit kommt es zu einer impliziten Synchronisierung
mit asynchronen Schreibzugriffen im Speicherbereich C. Unmittelbar nach der Berech-
nung startet mit einem asynchronen Lesezugriff auf das letzte Element das Versenden des
Resultats an den nachfolgenden Prozess.
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Abbildung 6.12: Gegenüberstellung der Speicherzugriffsdiagramme zweier Threads eines Prozes-
ses von async3d
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(B) Speicherbereich, in dem nachfolgende Threads ihre Berechnungen durchführen. Die Zu-
griffe in diesen Bereich sind für den dargestellten Thread nicht von Belang, asynchrone
Schreibzugriffe werden deswegen nicht synchronisiert. Die asynchronen Lesezugriffe werden
jedoch implizit synchronisiert, da das Versenden von Daten durch nachfolgende Threads
von den eigenen Berechnungen abhängig ist.
(C) Speicherbereich, in dem vorhergehende Threads des eigenen Prozesses ihre Berechnungen
durchführen. Die Ergebnisse dieser Berechnungen sind Voraussetzung für den dargestell-
ten Thread, deswegen erfolgt eine implizite Synchronisation mit den Schreibzugriffen des
vorherigen Prozesses. Die asynchronen Lesezugriffe dieser Threads müssen jedoch nicht
synchronisiert werden.
Thread 0 bearbeitet Speicherbereich A, sobald die Daten vom vorhergehenden Prozess geschrie-
ben wurden. Erkennbar ist dieses an den zwei dunkelroten Rechtecken in diesem Bereich, die
mit Beginn der Iterationen enden. Die berechneten Daten am oberen Ende von Speicherbereich
A sind für den nachfolgenden Prozess relevant und werden ab Zeitpunkt 240 und 530 an diesen
gesendet. Entsprechende asynchrone Lesezugriffe sind im Diagramm dargestellt. Die anderen
Threads benötigen ebenfalls Daten vom vorhergehenden Prozess und senden Ergebnisse an den
nachfolgenden Prozess. Die dadurch von diesen Threads ausgelösten asynchronen Speicherzu-
griffe geschehen ebenfalls im Adressraum von Thread 0 (Speicherbereich B). Da diese jedoch
nicht mit dem Adressbereich kollidieren, in dem Thread 0 lokal Daten verarbeitet, findet auch
keine explizite Synchronisation mit diesen Zugriffen statt. Die Dauer dieser Zugriffe überspannt
deswegen auch eine komplette Iteration. Am Ende einer Iteration werden diese Zugriffe nur
indirekt durch OpenMP-Barrieren synchronisiert.
Speicherbereich A von Thread 2 überspannt einen anderen Adressraum. Da die Datenabhängig-
keiten mehrdimensional sind, muss dieser Thread nicht nur auf den entsprechenden Thread des
vorhergehenden Prozesses, sondern auch auf den vorhergehenden Thread des eigenen Prozesses
warten. Das impliziert, dass der Thread auch auf alle asynchronen Schreibzugriffe warten muss,
die in der aktuellen Iteration auf Adressbereiche vorhergehender Threads stattgefunden haben
(Speicherbereich C). Im Speicherzugriffsdiagramm ist gut zu erkennen, dass alle asynchronen
Schreibzugriffe auf die unteren Adressbereiche beendet sind, bevor die lokale Berechnung be-
ginnt. Alle Speicherzugriffe, die oberhalb des Adressbereichs liegen, in dem Thread 2 operiert,
werden nicht explizit synchronisiert und überspannen so jeweils eine gesamte Iteration. Die
Analyse der Synchronisationsbeziehungen und Speicherzugriffe der async3d-Anwendung konnte
keine Races feststellen. Das deckt sich mit dem bisher beobachteten Programmverhalten, bei
dem die Validierung der Ergebnisse zuverlässig erfolgreich ist.
6.2.4 CFD-Berechnung über unstrukturierte Gitter
Strömungssimulationen werden in der Luftfahrt häufig über unstrukturierte Gitter vorgenom-
men [BKS+11]. Abbildung 6.13 zeigt das Gitter DLR-F6 [BE06], welches einen Flugzeugrumpf
modelliert. Bereiche in der Nähe des Flugzeugrumpfes werden detailliert berechnet und sind da-
her sehr fein strukturiert. Für weiter entfernte Bereiche ist dagegen eine Berechnung auf einem
groben Gitter ausreichend, wodurch Rechenzeit eingespart werden kann.
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Abbildung 6.13: Ein für CFD-Berechnungen verwendetes unstrukturiertes Gitter
Der auf [Sim14a] bereitgestellte cfdproxy implementiert und untersucht die Effizienz verschie-
dener Parallelisierungs-APIs und -Strategien zum Austausch von Halos in unstrukturierten
Gittern. Der Berechnungskern orientiert sich an dem vom DLR entwickelten Strömungslöser
TAU [SGH06] zur Berechnung von Außenströmungen an Flugzeugen. Cfdproxy führt repräsen-
tative strömungsmechanische Berechnungen durch und wird unter anderem im DLR als Teil
der Evaluierungssuite für die Anschaffung von Hochleistungsrechnern eingesetzt. In dieser Ar-
beit wird die hybrid parallelisierte GASPI/OpenMP-Variante des Programms untersucht. Als
Testdatensatz diente das DLR-F6-Gitter.
Auf Prozessebene wurden die üblichen GASPI-Synchronisationen implementiert. Auf Threade-
bene wurden Barrieren und die bereits im vorherigen Abschnitt erläuterten Fortschrittszähler
verwendet. Darüber hinaus wurde auf dieser Ebene zur Synchronisation eine weitere Funkti-
on last_thread verwendet. Diese Funktion wird an bestimmten Punkten in der Ausführung
von jedem Thread eines Prozesses aufgerufen. Sie gibt true zurück, wenn es sich um den letz-
ten Thread des Prozesses handelt, der diesen Ausführungspunkt erreicht. Die Erfassung dieser
Funktion erfolgt durch Aufzeichnung des Aufrufs und des Rückgabewertes. Die Abbildung im
Task-Graph-Modell erfolgt durch eine Überführung der Aufrufe in POST und WAITCLEAR-
Operationen.
Ein Aufruf der last_thread-Funktion kann nur true liefern, nachdem alle anderen Threads
diese Funktion am selben Ausführungspunkt betreten haben. Es bildet sich also eine happened-
before-Relation von den Aufrufen, die false zurückgeben, zu dem Aufruf, der true zurückgibt.
Deswegen wird jeder Aufruf, der false zurückgibt, als POST -Operation modelliert. Gibt ein
Aufruf true zurück, so wird dieser als eine kollektiveWAITCLEAR-Operation modelliert, die auf
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alle POST -Operationen am Ausführungspunkt warten. Das erweiterte Replay-Verfahren beach-
tet dabei die entstehenden happened-before-Relationen und führt eine WAITCLEAR-Operation
entsprechned erst aus, nachdem alle zugehörigen POST -Operationen ausgeführt wurden.
Die konkrete Implementierung der last_thread-Funktion in cfdproxy benutzt zur Identifi-
zierung des Ausführungspunktes einen globalen Zähler. Dadurch wartet ein Thread in der
last_thread-Funktion solange, bis alle anderen Threads den vorhergehenden Ausführungs-
punkt erreicht haben. Auch diese happened-before-Relationen wurden in das Replay-Verfahren
integriert. Der Task Graph in Abbildung 6.14 zeigt die entstehenden Synchronisationsbezie-
hungen zwischen vier Threads über zwei Ausführungspunkte hinweg. Diese Beziehungen sind
statisch nichtdeterministisch, denn an jedem Ausführungspunkt kann ein anderer Thread der
letzte Thread sein und true zurückgeben.
Das Speicherzugriffsdiagramm in Abbildung 6.15 zeigt einen Thread von cfdproxy über mehrere
Iterationen der Strömungsberechnung. Im oberen Teil des Diagramms wechseln sich entfernte
Schreibzugriffe und direkte Lesezugriffe ab. Auffällig ist der untere Teil des Diagramms, in dem
offensichtlich in jeder Iteration zwar PGAS-Lesezugriffe, nie jedoch Schreibzugriffe stattfinden.
Ein solches Zugriffsmuster ist ein Hinweis auf einen Programmfehler, da ein wiederholtes Über-
tragen der Daten ohne zwischenzeitliche Schreibzugriffe redundant ist. Ein weiterer Hinweis
ergibt sich aus dem Adressbereich der PGAS-Lesezugriffe, die laut Diagramm bei 0x0 beginnen.
Die momentane Implementierung des Werkzeugs ermittelt die Adresse eines Segments implizit
durch Auswertung eines gaspi_segment_ptr-Aufrufs. Einen solchen Aufruf muss jeder GASPI-
Prozess durchführen, wenn er direkt auf PGAS-Segmente zugreifen will. Offenbar erfolgte für
den Bereich, in dem die PGAS-Lesezugriffe stattfinden, kein gaspi_segment_ptr-Aufruf.
Bei der Untersuchung des Quellcodes konnte anhand der Hinweise aus dem Speicherzugriffs-
diagramm schnell ein Programmierfehler lokalisiert werden. Ein Zeiger, der eigentlich auf ein
GASPI-Segment zeigen sollte, verwies stattdessen auf einen nur lokal zugreifbaren Speicher-
bereich. Dadurch wurden die lokal berechneten Daten nicht an die für den Datenaustausch
vorgesehene Stelle geschrieben, so dass auf diesen Bereich nur lesend, jedoch nie schreibend
zugegriffen wurde.
Abbildung 6.16 zeigt das Speicherzugriffsdiagramm nach Korrektur dieses Programmfehlers. Aus






Abbildung 6.14: Synchronisationsbeziehungen von last_thread-Aufrufen (lt) aufgrund ihrer
Rückgabewerte
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Abbildung 6.15: Speicherzugriffsdiagramm eines Threads des fehlerhaften cfdproxy
Abbildung 6.16: Speicherzugriffsdiagramm eines Threads des korrigierten cfdproxy
griffe abwechselnd auf zwei Segmente erfolgen. Da ein gaspi_segment_ptr-Aufruf für die Zei-
gerinitialisierung notwendig ist, konnten nun auch die Adressen der PGAS-Lesezugriffe aufgelöst
werden. Es ergibt sich ein für Strömungssimulationen über unstrukturierte Gitter typisches Zu-
griffsmuster. Die direkten Speicherzugriffe sind abhängig von der lokalen Gitterstruktur. Die
Indizes des Gitters sind durch einen Präprozessor-Schritt bereits sortiert, um die Speicherzu-
griffe möglichst lokal zu halten. Trotzdem sind die im Vergleich zu z. B. dem Stencil-Code
irregulären Zugriffsmuster gut zu erkennen. Die PGAS-Speicherzugriffe richten sich nach den
Halo-Bereichen der Gitterstruktur. Auch diese Bereiche sind nicht gleich verteilt. Jeder Prozess
tauscht mit einer Reihe von Nachbarprozessen ein bestimmtes Datenvolumen aus, welches von
dem jeweiligen Grenzbereich des Gitters abhängt. Die unterschiedlichen Größen der Datenvolu-
mina sind anhand der gerahmt gezeichneten Blöcke für die PGAS-Speicherzugriffe erkennbar.
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Dimension ≈Datenmenge Dateigröße original instrumentiert Verlangsamung
(MB) (MB) Zeit (s) Zeit (s) instr./orig.
500 3.000 842 0,20 8,77 43,85
600 5.184 1.824 0,31 16,02 51,68
700 8.232 2.429 0,49 22,14 45,18
800 12.288 3.423 0,73 34,55 47,33
900 17.496 5.660 1,20 52,72 43,93
1000 24.000 8.001 2,72 86,40 31,76
Tabelle 6.2: Aufwand für die Aufzeichnung einer Matrixmultiplikation mit Memaccessrecord
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Das Ziel der quantitativen Untersuchung ist die Feststellung der Skalierbarkeit der in die-
ser Arbeit eingeführten Verfahren. Der Begriff der Skalierbarkeit ist unterschiedlich definier-
bar [Hil90, DRW06]. In dieser Arbeit wird ein Algorithmus als skalierbar bezogen auf eine
bestimmte Problemgröße bezeichnet, wenn seine Effizienz nicht wesentlich von dieser Größe ab-
hängt. Ein solcher Algorithmus sollte also annähernd lineare Laufzeitkomplexität aufweisen. Als
relevante Problemgrößen werden die Anzahl der analysierten Threads (|P |) und die Anzahl der
aufgezeichneten Programmereignisse bzw. Tasks (|T |) untersucht.
Zusätzlich zu den in Tabelle 6.1 genannten Anwendungen wird außerdem das Programm heat
in die quantitative Untersuchung mit einbezogen. Dieses Programm implementiert einen zweidi-
mensionalen Stencil-Code. Es wurde in die Evaluierung aufgenommen, da es nach jeder Iteration
eine kollektive Reduktion durchführt. Wie bereits in [KMPN16] festgestellt wurde, beeinflussen
kollektive Operationen die Komplexität des Replay-Verfahrens.
Alle Trendlinien-Formeln wurden mit Microsoft R© Excel R© 2013 ermittelt. Der Wert R2 in diesen
Tabellen gibt das Bestimmtheitsmaß an.
6.3.1 Zeit- und Speicherbedarf für die Aufzeichnung von direkten Speicherzugriffen
Tabelle 6.2 zeigt Zeiten und Dateigrößen für die Aufzeichnung einer typischen Matrixmultipli-
kation mit Memaccessrecord. Die innere Schleife einer solchen Multiplikation produziert sehr
schnell sehr viele Speicherzugriffe. Dadurch ist diese Anwendung ein Grenzfall für das Lauf-
zeitverhalten von Memaccessrecord, da das Erfassen und Speichern der Zugriffsadressen die
Ausführung des eigentlichen Programms dominiert. Die geschätzte anfallende theoretische Da-
tenmenge ist D = n3 ∗sizeof(ADDR)∗3 mit n als Matrixdimension und sizeof(ADDR) als Größe
eines TRACE ID- bzw. ADDR-Eintrages (auf Taurus 8 Bytes). Die innere Schleife produziert in
jeder Iteration 3 Einträge (eine TRACE ID und 2 Speicherzugriffe). Die angegebenen Zeiten und
Dateigrößen sind jeweils Minimalwerte aus mehreren Testläufen. Die Zeiten sind der Wert real
des Befehls time. Diese wall clock times beinhalten also auch alle Kosten, die durch die Instru-
mentierung am Beginn eines Programmlaufs anfallen. Die Dateigrößen spiegeln im Verhältnis
zur Datenmenge die Effizienz der Komprimierung wider, die unabhängig von der Matrixgrö-
ße eine Reduktion auf ca. 30% erreicht. Die bis zu 50-fache Verlangsamung sinkt dagegen mit
steigender Problemgröße, da der Einfluss der Start-Instrumentierung auf die Laufzeit abnimmt.
Im Gegensatz zu diesem Extremfall sind die Kosten für die Aufzeichnung von GASPI-Anwen-
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Testfall Prozesse Dateigrößen original instrumentiert Verlangsamung
Summe (MB) Zeit (s) Zeit (s) instr./orig.
stencil
(40.000)
8 22.891 9,87 59,66 6,04
16 23.159 6,92 40,68 5,88
32 25.417 10,92 34,90 3,19
stencil
(80.000)
8 45.732 10,54 121,6 11,5
16 46.264 8,43 76,17 9,03
32 50.829 12,46 50,62 4,06
cfdproxy
12 6.438 10,47 52,9 5,05
24 10.047 10,75 49,02 4,56
192 37.179 30,76 61,84 2,01
Tabelle 6.3: Aufwand für die Aufzeichnung von GASPI-Anwendungen mit Memaccessrecord
dungen wesentlich niedriger. Tabelle 6.3 zeigt Zeiten und Dateigrößen für Testläufe mit stencil
und cfdproxy. Für den Test von cfdproxy wurde das F6-Gitter als Problem auf verschiedenen
Prozesszahlen mit entsprechend angepasster Partitionierung des Gitters gerechnet. Mit stencil
wurden 40.000 und 80.000 Iterationen auf einem 1024x16 Zellen großem Feld berechnet, das
über die Prozesse verteilt wurde.
Die angegebenen Zeiten sind jeweils die wall clock time des am längsten laufenden Prozesses.
Die Unterschiede zu den Laufzeiten der anderen Prozesse sind sehr gering und betragen in allen
Fällen weniger als eine Sekunde, da am Ende der Prozesse jeweils kollektive Reduktionen zur Be-
rechnung des Gesamtergebnisses ausgeführt werden. Für alle Testfälle sinkt die Verlangsamung
bei steigenden Prozesszahlen, da das Verhältnis von Rechenlast und damit der Anzahl direkter
Speicherzugriffe zur Kommunikationslast für einen einzelnen Prozess bei gleichbleibender Pro-
blemgröße sinkt. Die Verlangsamung von stencil ist trotzdem signifikant. Das liegt zum einen
an der effizienten Kommunikationsstrategie, zum anderen auch an der sehr einfachen Berech-
nungsvorschrift für eine Zelle. Dadurch kommt diese Anwendung dem Verhalten der Matrixmul-
tiplikation sehr nahe und kann als Grenzfall für GASPI-Anwendungen betrachtet werden. Für
cfdproxy erhöht sich die Laufzeit durch die Aufzeichnung nur um das maximal Fünffache.
Da jeder Prozess eine eigene Aufzeichnungsdatei generiert, ist in Tabelle 6.3 die Gesamtmen-
ge der produzierten Daten als Summe der Größen der Einzeldateien angegeben. In jeder Datei
werden zusätzlich zu den aufgezeichneten Programmereignissen auch die statischen Adress- und
Funktions-Informationen gespeichert. Außerdem finden mit zunehmender Prozessanzahl insge-
samt mehr Kommunikationsereignisse statt. Aus diesen Gründen steigt die Datenmenge mit
zunehmender Prozessanzahl. Die Anzahl der direkten Speicherzugriffe ist dagegen vor allem von
der Problemgröße abhängig. Die Datenmenge steigt weit weniger stark an als die Anzahl der
Prozesse. Daraus kann gefolgert werden, dass der Großteil der Datenmenge aus aufgezeichneten
direkten Speicherzugriffen besteht. Die Aufzeichnung wird also weder bei längeren Laufzeiten
noch bei steigenden Prozesszahlen ineffizienter.
Durch die signifikante Verlangsamung während der Aufzeichnung kann die Erfassung von direk-
ten Speicherzugriffen mit Memaccessrecord für realitätsnahe Echtzeitmessungen nicht genutzt
werden. Aus diesem Grund ist es wichtig, dass für die in dieser Arbeit entwickelten Auswer-
tungsmethoden die tatsächliche Reihenfolge der aufgezeichneten Programmereignisse keine Rolle
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Abbildung 6.17: Verhältnis von Visits und Laufzeit des Replay-Verfahrens
spielt, so dass nur die logischen Beziehungen zwischen diesen Ereignissen untersucht werden. Bis-
herige Arbeiten auf diesem Gebiet haben dieses Problem trotz ähnlicher Verlangsamungswerte
z. B. bei der Berechnung von Synchronisationsbeziehungen außer Acht gelassen.
Andere Aufzeichnungswerkzeuge für direkte Speicherzugriffe geben Verlangsamungen von 2,5
(MC-Checker, Abschnitt 3.2.2) bis zu 100 (Cachegrind, Abschnitt 3.2.3) an. Die durch Memac-
cessrecord verursachte Verlangsamung von 2 bis 11 für praktische Anwendungsfälle befindet sich
am unteren Ende dieser Skala und ist für Messungen in der Praxis gut vertretbar.
6.3.2 Untersuchung der Laufzeit des Replay-Verfahrens
In Abschnitt 4.1.4 (Seite 42) wurde die Komplexität des Replay-Verfahrens bereits mit klei-
ner als O(|T |2) bezogen auf die Anzahl |T | der untersuchten Tasks angegeben. Die folgende
Untersuchung der tatsächlichen Komplexität des Verfahrens misst die Laufzeit der Funktion
replay_tasks (Listing 4 (Seite 41) über alle Threads und die Gesamtanzahl der während der Er-
reichbarkeitstests durchlaufenen Tasks (Visits). Diese Werte werden in Relation zur Gesamtan-
zahl der Tasks und zur Anzahl der Threads gesetzt. Für homogen parallelisierte Programme
sind die Anzahl der Threads und die Anzahl der Prozesse gleich.
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Abbildung 6.18: Lineare Komplexität des Replay-Verfahrens für die Anwendung stencil
|P | Formel R2
32 y = 9, 3744x 0, 9542
64 y = 16, 042x 0, 9983
128 y = 38, 023x 0, 9966
256 y = 83, 423x 0, 9951
Tabelle 6.4: Lineare Trendlinien-Formeln für Abbildung 6.18 (x=# Tasks, y=# Visits)
Abbildung 6.17 zeigt für die in dieser Arbeit analysierten Anwendungen das Verhältnis der Lauf-
zeit zur Anzahl der Visits (#Visits). Für jede Anwendung wurden verschiedene Problemgrößen
und Prozesszahlen erfasst, so dass sich für das Replay-Verfahren mehrere Visit-Zahlen pro An-
wendung ergeben. Für jeden erfassten Programmlauf wurde die Laufzeit des Replay-Verfahrens
dann mehrmals gemessen. Aus der Messung geht hervor, dass die Anzahl der Visits tatsächlich
das für die Laufzeit des Replay-Verfahrens entscheidende Kriterium darstellt. Das Verhältnis von
Laufzeit zur Anzahl der Visits variiert je nach Anwendungsklasse und den damit behandelten
Synchronisationsoperationen, ist jedoch innerhalb einer Klasse konstant. Aus diesem Grund wird
im Folgenden die Anzahl der Visits zur weiteren Evaluierung des Replay-Verfahrens betrachtet,
da dieser Wert im Gegensatz zur tatsächlichen Laufzeit von äußeren Faktoren unabhängig ist.
Für die homogen parallelisierte stencil-Anwendung zeigt Abbildung 6.18 die Anzahl der Visits
im Verhältnis zur Anzahl der Tasks |T | für verschiedene Threadzahlen |P |. Für jede Thread-
zahl besteht ein linearer Zusammenhang zwischen |T | und der Anzahl der Visits. Der Gradient
der linearen Trendlinien hängt ebenfalls linear von |P | ab (Tabelle 6.4). Damit ergibt sich die
Komplexität des Replay-Verfahrens für die stencil-Anwendung zu O(|T | ∗ |P |).
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Abbildung 6.19: Quadratische Komplexität des Replay-Verfahrens für die stencil-Anwendung
bei abgeschalteter topologischer Sortierung
Diese Komplexität ist typisch für Programme, die Halodaten mit Nachbar-Ranks austauschen.
Während der Pfadsuche traversiert der Erreichbarkeitstest aufgrund der topologischen Sortie-
rung nur wenig in die Tiefe des Graphen. Allerdings sind an jedem Synchronisationspunkt mit
einem Nachbar-Rank zwei alternative Suchoptionen vorhanden: entweder weiter auf dem aktu-
ellen Rank oder Abzweigen zum Nachbar-Rank. In der stencil-Anwendung hat jeder Rank zwei
Nachbar-Ranks. Da die Pfadsuche den Zielrank nicht beachtet, wird sie in ca. 50% der Fälle auf
den falschen Nachbar-Rank abbiegen und von dort aus dann die gesamte Breite des Graphen
traversieren. Aus diesem Grund ergibt sich die Abhängigkeit der Komplexität von |P |.
Dass die lineare Komplexität bezogen auf |T | durch die Optimierung mittels topologischer Sortie-
rung erreicht wurde, verdeutlicht Abbildung 6.19. Dieses Diagramm zeigt die Anzahl der Visits
|P | Formeltyp Formel R2
32
Linear y = 22414x 0, 8225
Polynomial y = 0, 1816x2 + 419, 96x 1
Potenz y = 0, 2653x1,9693 1
64
Linear y = 46580x 0, 8275
Polynomial y = 0, 1845x2 + 1909, 9x 1
Potenz y = 0, 4394x1,9333 1
128
Linear y = 98156x 0, 8374
Polynomial y = 0, 1854x2 + 8377, 7x 1
Potenz y = 1, 2013x1,864 0, 9998
Tabelle 6.5: Trendlinien-Formeln für Abbildung 6.19 (x=# Tasks, y=# Visits)
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Abbildung 6.20: Weitgehende Unabhängigkeit der Komplexität des Replay-Verfahrens in Bezug
auf die Anzahl der Prozesse für die heat-Anwendung
|P | Formel R2
32 y = 1, 7175x 1
64 y = 1, 7784x 1
128 y = 1.8014x 0, 9999
256 y = 1, 818x 0, 9998
Tabelle 6.6: Lineare Trendlinien-Formeln für Abbildung 6.20 (x=# Tasks, y=# Visits)
für einige Fälle aus Abbildung 6.18, wobei der Erreichbarkeitstest ohne Beachtung der topolo-
gischen Sortierung durchgeführt wurde. Die Untersuchung bestätigt die Eingangsbetrachtungen
zur Komplexität des Verfahrens in Abschnitt 4.1.4 (Seite 42). Das Abschalten der Optimierung
führt zu einer quadratischen Laufzeitkomplexität O(|T |2) (Tabelle 6.5). Daraus resultiert in den
betrachteten Fällen für 5 ∗ 105 Tasks eine um mindestens ca. 2500-fache höhere Visit-Anzahl
und Ausführungsdauer.
Für Programme mit vielen kollektiven Operationen wie z. B. heat wurde in [KMPN16] eine
Komplexität von O(|T | ∗ |P |2) ermittelt. Inzwischen wurde die Behandlung von kollektiven
Synchronisationsoperationen im Erreichbarkeitstest dahingehend optimiert, dass bei der Tie-
fensuche Pfade bevorzugt werden, die direkt zum Zielprozess bzw. -thread führen. Mit dieser
Heuristik konnte die Komplexität des Verfahrens für diese Anwendungsklasse verringert werden.
Abbildung 6.20 zeigt die Anzahl der Visits für heat. Die Gradienten der Trendlinien sind fast
unabhängig von |P | (Tabelle 6.6). Allerdings wird in der momentanen Implementierung der pas-
sende Zielprozess binär gesucht. Diese Suche verändert nicht die Anzahl der Visits, benötigt aber
zusätzliche Zeit. Daraus ergibt sich eine erhöhte Laufzeit in Bezug auf die Anzahl der Visits.
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12 Prozesse × 4 Threads
12 Prozesse × 8 Threads
24 Prozesse × 4 Threads
24 Prozesse × 8 Threads










192 Prozesse × 2 Threads
192 Prozesse × 4 Threads
384 Prozesse × 2 Threads
384 Prozesse × 4 Threads
Abbildung 6.21: Komplexität des Replay-Verfahrens für die hybrid parallele cfdproxy-Anwen-
dung
|P | Formel R2
12 Prozesse × 4 Threads y = 31, 643x 0, 9966
12 Prozesse × 8 Threads y = 35, 703x 0, 999
24 Prozesse × 4 Threads y = 74, 311x 0, 9976
24 Prozesse × 8 Threads y = 79, 439x 0, 9901
192 Prozesse × 2 Threads y = 380, 3x 0, 9996
192 Prozesse × 4 Threads y = 370, 78x 0, 9968
384 Prozesse × 2 Threads y = 577, 98x 0, 9959
384 Prozesse × 4 Threads y = 522, 17x 0, 9929
Tabelle 6.7: Lineare Trendlinien-Formeln für Abbildung 6.21 (x=# Tasks, y=# Visits)
Das wird in Abbildung 6.17 anhand des nach oben verschobenen Korridors für die Messpunkte
von heat deutlich.
Auch für hybrid parallelisierte Anwendungen zeigt das Replay-Verfahren lineare Laufzeitkpom-
plexität O(|T |). Abbildung 6.21 zeigt das Verhalten von cfdproxy für verschiedene Kombinatio-
nen von Thread- und Prozessanzahl. Auf Threadebene finden vor allem kollektive Synchronisa-
tionen statt. Deswegen ist die Laufzeit ähnlich wie bei heat von der Threadanzahl pro Prozess
fast unabhängig. Die Synchronisationsstrategie auf Prozessebene entspricht eher einer Stencil-
Berechnung, was wiederum wie für stencil in einer linearen Abhängigkeit von der Prozessanzahl
resultiert (Tabelle 6.7).
Zusammenfassend wurde die in Abschnitt 4.1.4 (Seite 42) postulierte quasi-lineare Laufzeit be-
zogen auf |T | durch die Evaluierung bestätigt. Für alle hier untersuchten Anwendungen ergaben
sich sogar lineare Laufzeiten. Außerdem konnte die Evaluierung zeigen, dass die topologische
Sortierung ein entscheidender Faktor zum Erreichen linearer Laufzeit ist. Das Replay-Verfahren
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skaliert auch mit der Anzahl der Threads und Prozesse. Je nach verwendetem Synchronisations-
verfahren ist die Laufzeit linear bezogen auf |P | oder sogar fast unabhängig von dieser Größe.
6.3.3 Untersuchung der Laufzeit der Data-Race-Analyse
Das in Abschnitt 5.2.2 (Seite 72) skizzierte Verfahren zum Finden von data races besteht aus
zwei Schritten. Im ersten Schritt werden den PGAS-Speicherzugriffen Zeitstempel entsprechend
den Formeln 5.1 und 5.2 (Seite 70) zugewiesen. Das Ergebnis dieser Zeitstempelung wird auch
zur Darstellung der PGAS-Speicherzugriffe im Speicherzugriffsdiagramm benötigt. Im zweiten
Schritt, dem Adressvergleich, werden die Adressintervalle der sich zeitlich überlagernden direkten
Speicherzugriffe und der PGAS-Speicherzugriffe verglichen. Beide Schritte werden im Folgenden
separat betrachtet.
Der Algorithmus zur Zeitstempelung ist in Listing 15 schematisch für einen Thread dargestellt.
Für jeden Task eines Threads wird dessen Zeitstempel zweimal durch den gesamten Task Gra-
phen propagiert. Im ersten Durchlauf wird der Task Graph vom Task e aus vorwärts traversiert
und die Endzeiten aller erreichten PGAS-Speicherzugriffe werden auf den Zeitstempel von e
gesetzt. Die Traversierung wird jeweils an bereits früher erreichten Tasks abgebrochen. Im zwei-
ten Durchlauf wird der Task Graph rückwärts traversiert und die Startzeiten aller erreichten
PGAS-Speicherzugriffe werden auf den Zeitstempel von e gesetzt. Auch hierbei werden nur
nicht bereits behandelte Tasks traversiert. Am Ende dieser zwei Durchläufe sind die Start- und
Endzeiten der PGAS-Speicherzugriffe auf Zeitstempel entsprechend den Formeln 5.1 und 5.2
bezüglich der Tasks eines Threads t gesetzt. Dieses Ergebnis wird zur Anzeige des Threads in
einem Speicherzugriffsdiagramm genutzt oder zum zweiten Schritt der Data-Race-Analyse, dem
Adressvergleich, weitergereicht.
In der Funktion timestamping wird jeder Task des Task Graphen genau zweimal durchlaufen
(in jeder Schleife einmal), da die Traversierung bei bereits durchlaufenen Tasks abbricht. Das
gesamte Verfahren durchläuft damit für jeden Thread den gesamten Task Graphen, es hat also
eine Komplexität von O(|P | ∗ |T |). Im Gegensatz zum Replay-Verfahren ist diese Komplexi-
tät unabhängig von den im analysierten Programm verwendeten Synchronisationsverfahren, da
keine Heuristiken eingesetzt werden.
1 function timestamping ( Thread t)
2 {
3 for_all (e : tasks of t)
4 propagate timestamp (e) to all PGAS accesses
5 reaching e as end time
6
7 reverse_for_all (e : events of t)
8 propagate timestamp (e) to all reachable PGAS accesses
9 from e as start time
10 }
Listing 15: Algorithmus zur Zeitstempelung
Der Algorithmus zum Adressvergleich vergleicht für jeden Thread die Adressen der PGAS-
Zugriffe auf den Speicherbereich des zugehörigen Prozesses mit den direkten Speicherzugriffen
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Abbildung 6.22: Komplexität der Schritte Zeitstempelung und Adressvergleich als Teile der Data-
Race-Analyse
des Threads. Dabei werden für jeden PGAS-Zugriff nur die direkten Speicherzugriffe betrachtet,
die innerhalb des durch die Zeitstempelung ermittelten Intervalls liegen. Da die Zeitstempel als
Indizes auf die Tasks des Threads verwendet werden können, ist die Ermittlung der zu testenden
Speicherzugriffe in konstanter Zeit möglich. Auch ist die Menge der jeweils zu testenden Spei-
cherzugriffe klein in Bezug auf die Anzahl der Tasks |T | und unabhängig von dieser Größe. Die
Laufzeit des Adressvergleichs ist damit vor allem von der Anzahl der PGAS-Speicherzugriffe ab-
hängig. Die Anzahl dieser Zugriffe ist für viele praktische Anwendungen linear von |T | abhängig.
Damit ergibt sich für den Adressvergleich eine Komplexität von O(|T |).
Die in Abbildung 6.22 gezeigten Zeitmessungen für die Anwendungen stencil und cfdproxy be-
stätigen die soeben ausgeführten Überlegungen zur Komplexität. Für beide Anwendungen wurde
die jeweils gleiche Problemgröße für verschiedene Prozesszahlen gerechnet. Während der Data-
Race-Analyse wurden Zeitstempelung und Adressvergleich separat gemessen.
Die Zeitstempelung zeigt für beide Anwendungen eine quadratische Laufzeit bezogen auf |P | (Ta-
belle 6.8). Der Grund dafür ist der datenparallele Charakter beider Anwendungen. Für solche
Anwendungen sinkt mit steigendem |P | die Anzahl der direkten Speicherzugriffe pro Thread,
da das lokal zu berechnende Problem kleiner wird. Allerdings sind die direkten Speicherzu-
griffe in den gemeinsamen Speicherbereich für diesen Anwendungstyp aufeinanderfolgend. Die
damit entstehenden Blöcke von direkten Speicherzugriffen werden unabhängig von der Anzahl
der Zugriffe zu einem Task zusammengefasst. Dadurch wird die Anzahl der Tasks pro Thread
bei sonst gleicher Problemgröße fast unabhängig von |P |. Die Gesamtzahl |T | der Tasks über
alle Threads wird also linear abhängig von |P | und es gilt |T | = x ∗ |P |. Unter Anwendung
dieser Gleichung kann die Komplexität der Zeitstempelung für datenparallele Anwendungen zu
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|P | Formeltyp Formel R2
stencil
(Zeitstempelung)
Linear y = 15392x 0, 8599
Polynomial y = 308, 37x2 − 1540x 0, 999
Potenz y = 57, 065x2,424 0, 996
stencil
(Adressvergleich)
Linear y = 106, 06x 0, 9973
Polynomial y = 0, 186x2 + 95, 865x 0, 999
Potenz y = 54, 068x1,1861 0, 9879
cfdproxy
(Zeitstempelung)
Linear y = 8279, 5x 0, 9094
Polynomial y = 12, 926x2 − 622, 65x 1
Potenz y = 18, 367x1,9234 0, 9936
cfdproxy
(Adressvergleich)
Linear y = 12, 345x 0, 9983
Polynomial y = 0, 0022x2 + 10, 815x 0, 999
Potenz y = 6, 4722x1,0993 1
Tabelle 6.8: Trendlinien-Formeln für Abbildung 6.22 (x=#Prozesse, y=Laufzeit)
O(|P |2) vereinfacht werden. Laut Tabelle 6.8 liegt die Laufzeit für stencil möglicherweise sogar
oberhalb quadratischer Komplexität. Ein Grund dafür kann sein, dass die Anzahl der während
einer Traversierung erreichten, jedoch bereits vorher besuchten Tasks nicht in die Komplexitäts-
betrachtungen einbezogen wurden.
Die evaluierte Realisierung des Adressvergleichs liest die direkten Speicherzugriffe nur bei Bedarf
aus der als Datei vorliegenden Aufzeichnung, da die Menge dieser Zugriffe potentiell sehr groß
ist. Trotz der dadurch notwendigen Dateizugriffe ist die Laufzeit des Adressvergleichs gerade für
größere Prozesszahlen wesentlich niedriger als die Laufzeit der Zeitstempelung. Denn wenn wie
im vorherigen Absatz |T | = x ∗ |P | angenommen wird, dann ergibt sich für den Adressvergleich
eine lineare Komplexität von O(|P |).
Aus dieser Evaluierung der Data-Race-Analyse muss geschlussfolgert werden, dass die Opti-
mierung der Zeitstempelung eine wichtige weiterführende Aufgabe darstellt, um das Verfahren
skalierbarer zu machen. Der im Prototyp verwendete Algorithmus ist zwar einfach zu realisie-
ren, traversiert aber immer über alle Tasks des Task Graphen. Da aber nur die Zeitstempel
der PGAS-Speicherzugriffe, die im PGAS-Speicher des betrachteten Threads liegen, von Belang
sind, ist in der Funktion timestamping ein Iterieren über diese Zugriffe statt zweimal über alle
Tasks eines Threads angebracht. In dem Fall muss ein Algorithmus gefunden werden, der für
einen PGAS-Speicherzugriff die begrenzenden Tasks des betrachteten Threads findet. Hierbei
kann die topologische Sortierung hilfreich sein. Unter Umständen ist auch die Durchführung
einer reversen topologischen Sortierung, wie sie in [VCJZ14] beschrieben wird, notwendig.
6.4 Schlussfolgerungen
Die qualitative Evaluierung zeigt, dass die in dieser Arbeit entwickelten Analysemethoden auf
vielfältige Weise zur Untersuchung von GASPI-Programmen geeignet sind. Speicherzugriffsdia-
gramme sind sehr zweckmäßig, um data races oder Optimierungspotential in PGAS-Programmen
zu finden und zu verstehen. Darüber hinaus hat sich gezeigt, dass auch andere Programmfehler
wie z. B. das Lesen uninitialisierter Variablen durch Speicherzugriffsdiagramme sichtbar werden.
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Weiterhin wurde gezeigt, wie das zugrunde liegende Task-Graph-Modell um benutzerdefinier-
te Synchronisationsoperationen erweiterbar ist. Dadurch können viele hybrid parallele PGAS-
Programme aus der Anwendungspraxis einer Analyse zugänglich gemacht werden. Für solche
Programme war bisher kein entsprechendes Werkzeug verfügbar.
Die quantitative Evaluierung ergibt ein differenziertes Bild der prototypisch implementierten
Verfahren. Die Aufzeichnung von direkten Speicherzugriffen führt zu einer signifikanten Lauf-
zeiterhöhung, wodurch eventuell erfasste Echtzeitdaten einer starken Verfälschung unterworfen
wären. Die in dieser Arbeit eingeführten Methoden analysieren einen Programmlauf jedoch auf
der rein logischen Ebene, so dass die Echtzeitdaten nicht von Belang sind. Insgesamt bleibt die
Verlangsamung von GASPI-Programmen in einem vertretbaren Rahmen und stellt keine Hürde
für die Durchführung einer Analyse dar.
Die durch die Aufzeichnung produzierten Datenmengen erreichen trotz der Komprimierung schon
für kurze Läufe von GASPI-Programmen mehrere Gigabyte. Aus diesem Grund ist diese Auf-
zeichnungsmethode vor allem für die Analyse kurzer Programmläufe geeignet. Für die Untersu-
chung lang laufender Prozesse ist eine on-the-fly-Implementierung der beschriebenen Methoden
besser geeignet. Allerdings sind die Analysemethoden robust gegenüber der Anzahl der unter-
suchten Threads und der Länge des Programmlaufs, so dass kurze Testläufe über ein repräsen-
tatives Problem meist ausreichend sind.
Das Replay-Verfahren wurde durch den Einsatz der topologischen Sortierung so optimiert, dass
die Komplexität praktisch linear bezogen auf die Anzahl der untersuchten Tasks ist. Damit wird
die praktische Einsatzfähigkeit des Verfahrens erreicht. Insbesondere konnte im Vergleich zu
früheren Verfahren eine exponentielle Komplexität vermieden werden.
Der bisher implementierte Algorithmus zur Zeitstempelung für einen einzelnen Thread hat eben-
falls eine lineare Komplexität bezogen auf die Anzahl der Tasks. Zur Anzeige eines Speicher-
zugriffsdiagramms ist diese Effizienz ausreichend, da die Zeitstempel nur für den angezeigten
Thread berechnet werden müssen. Für eine komplette Data-Race-Analyse über alle Threads ist
das bisherige Verfahren dagegen verbesserungswürdig, da die Laufzeit für Anwendungen mit
großer Prozesszahl mehrere Stunden betragen kann. Trotzdem sind im Resultat die Kompo-
nenten des entwickelten Prototyps bereits so effizient, dass ein praktikabler Einsatz für viele
GASPI-Anwendungen möglich ist.
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7 Zusammenfassung und Ausblick
Prediction is very difficult, especially about the future. [Boh18]
Die vorliegende Arbeit erweitert das Portfolio an verfügbaren Analysemethoden für PGAS-
Programme. Das geschaffene Werkzeug bietet neue Möglichkeiten, um alle Speicherzugriffe auf
gemeinsam genutzte Adressbereiche in ihrem jeweiligen logischen Kontext zu untersuchen und
daraus Schlüsse auf die Korrektheit und Effizienz des Programms abzuleiten. Die dazu entwi-
ckelten Modelle und Anwendungskonzepte erweisen sich dabei im Vergleich zu bisherigen Ar-
beiten als vielseitiger einsetzbar und benutzerfreundlicher. Mit dem in Kapitel 4 eingeführten
Task-Graph-Modell können PGAS-Operationen präzise abgebildet werden. Dieses Modell bietet
die bisher einzigartige Möglichkeit, hybrid parallelisierte Programme unter Einbeziehung aller
Synchronisationsoperationen und der lokalen Speicherzugriffe zu analysieren. Das in Kapitel 5
entwickelte Konzept des Speicherzugriffsdiagramms erlaubt erstmalig die Veranschaulichung der
Interaktionen von asynchronen und synchronen Speicherzugriffen im gemeinsamen Adressraum
eines PGAS-Programms.
In den folgenden drei Abschnitten werden die wissenschaftlich-technischen Beiträge der Arbeit
kurz erläutert. Abschließend wird ein Ausblick auf mögliche zukünftige Entwicklungen gegeben,
für die diese Arbeit ein Ausgangspunkt sein kann.
7.1 Modellierung von Programmausführungen
In Kapitel 4 wird festgestellt, dass die Berechnung eines Task Graphen aus einer Programmaus-
führung nicht mehr NP-vollständig ist, wenn statt der Synchronisationsoperationen WAIT und
CLEAR die zusammengesetzte Operation WAITCLEAR verwendet wird. Das Ergebnis einer
solchen Berechnung bildet die logisch notwendigen happened-before-Relationen zwischen den
Threads des Programms ab. Außerdem können während dieser Berechnung Synchronisations-
Races festgestellt werden. In der Praxis ist das POST/WAITCLEAR-Synchronisationsmodell
nur wenig einschränkend, da eine Vielzahl relevanter Synchronisationsoperationen wie z. B. Kol-
lektive auf dieses Modell zurückgeführt werden können.
Die Entwicklung des POST/WAITCLEAR-Synchronisationsmodells lieferte auch einen wichti-
gen Beitrag zur Definition des GASPI-APIs. Der Rückfluss von Erkenntnissen aus der Modell-
entwicklung in das Design des GASPI-APIs führte zur Einführung von GASPI-Funktionen, die
die WAITCLEAR-Semantik abbilden. Deswegen ist es auch eine wichtige Feststellung dieser
Arbeit, dass das während der Entwicklung von Analysewerkzeugen gewonnene Wissen in die
Entwicklung der zu analysierenden Programmiermodelle zurückfließen sollte.
In Kapitel 4 wurde weiterhin gezeigt, dass Task Graphen eine geeignete Grundlage für die Model-
lierung von Systemen mit asynchronen Operationen bilden. Mit Hilfe von virtuellen Tasks lassen
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sich asynchrone Kommunikationsvorgänge so abstrahieren, dass der Task Graph die kausalen
Beziehungen zwischen allen Programmereignissen präzise abbilden kann. Da die asynchronen
Speicherzugriffe in einem solchen Task Graphen durch die happened-before-Relation mittelbar
mit den direkten Speicherzugriffen des Programms verknüpft sind, kann er zur Ermittlung von
data races eingesetzt werden.
7.2 Analysekonzepte für PGAS-Programme
Kapitel 5 erarbeitet ein neuartiges Konzept für ein Analysewerkzeug speziell für PGAS-Program-
me. Der zentrale Bestandteil dieses Konzeptes ist das Speicherzugriffsdiagramm, mit dem das
Zusammenspiel asynchroner und synchroner Speicherzugriffe im gemeinsam genutzten PGAS-
Adressraum visualisiert werden kann. Speicherzugriffsdiagramme können auf vielfältige Weise
zur Untersuchung von Programmeigenschaften eingesetzt werden. Sie veranschaulichen data ra-
ces, sind aber auch für Effizienzanalysen geeignet.
Durch die interaktive Verknüpfung von Speicherzugriffsdiagrammen mit dem Task-Graph-Mo-
dell ist eine detaillierte Untersuchung der logischen Zusammenhänge in einem Programm mög-
lich. Auf diese Weise erschließt diese Arbeit dem Programmierer eine neue Analyseperspektive.
Diese mediale Aufbereitung kann auch in Dokumentationen oder in der Lehre zu einem besseren
Verständnis der oft komplexen Programm-Zusammenhänge beitragen.
7.3 Effiziente technische Realisierung
Anhand des in Kapitel 6 vorgestellten Werkzeugs konnte gezeigt werden, dass die entwickel-
ten Methoden den anspruchsvollen Anforderungen von HPC-Anwendungen an Laufzeit- und
Speicherplatzeffizienz genügen. Ein bedeutender Faktor für die Skalierbarkeit der Task-Graph-
Analyse stellt die Einführung der topologischen Sortierung dar, wodurch der Test auf happened-
before-Relationen quasi unabhängig von der Anzahl der Prozesse und der Länge der untersuchten
Programmläufe wird. Die Aufzeichnung insbesondere der direkten Speicherzugriffe eines Pro-
grammlaufs konnte mithilfe des PIN-APIs so effizient gestaltet werden, dass die Verlangsamung
der Messung in praktischen Anwendungsfällen vertretbar bleibt.
7.4 Ausblick
Die in dieser Arbeit entwickelten Verfahren können als Ausgangspunkt für verschiedene wei-
terführende Arbeiten verwendet werden. Das Synchronisationsmodell kann auch auf MPI-Pro-
gramme angewendet werden. Die POST -Operation entspricht MPI_Send und die WAITCLEAR-
Operation MPI_Recv mit der Quelle MPI_ANY_SOURCE. Um eine Unterscheidung zwischen einem
konkreten Quell-Rank und MPI_ANY_SOURCE zu erreichen, fasst man die Flags als Mengen auf.
Ein Synchronisations-Race bzw. message race tritt dann unter den in Abschnitt 4.1.2 (Seite
37) beschriebenen Kriterien auf, wenn nicht-disjunkte Flag-Mengen miteinander in Konflikt ste-
hen. Mit dieser Erweiterung der Theorie kann dann ein Verfahren zum message matching von
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MPI-Programmen entwickelt werden, das unabhängig von den Zeitstempeln der aufgezeichneten
Ereignisse die logischen Synchronisationsbeziehungen zwischen Prozessen ermitteln kann.
Da das entwickelte Modell nicht an den GASPI-Standard geknüpft ist, kann die Behandlung
anderer PGAS-APIs wie OpenSHMEM oder MPI-3 sehr einfach integriert werden. Darüber hin-
aus ist es auch möglich, eine Analyse für heterogene Systeme mit asynchronen Speicherzugriffen
(z. B. CUDA) zu realisieren. Das Werkzeug zur Aufzeichnung von Programmereignissen kann
durch eine auf die Anforderungen in großen verteilten Systemen angepasste Software, wie z. B.
Score-P [KRM+12] ersetzt werden. Hierbei ist auch zu untersuchen, inwieweit eine Quellcode-
Instrumentierung der momentan verwendeten binären Instrumentierung vorzuziehen ist. Mit
Hilfe einer Quellcode-Instrumentierung kann z. B. eine Datenfluss-Analyse durchgeführt wer-
den, um so Variablenzugriffe, die auf keinen Fall in den gemeinsam genutzten PGAS-Adressraum
führen, von vornherein auszuschließen. Demgegenüber steht jedoch die Herausforderung, auch
Speicherzugriffe, die in vor-compilierten Bibliotheksfunktionen stattfinden, zu erfassen.
Das im Rahmen der Arbeit implementierte Analysewerkzeug lässt sich auf vielfältige Art er-
weitern. Eine bereits erfolgte Erweiterung ist die in [HKK17] dokumentierte Ermittlung des
kritischen Pfades in einer PGAS-Programmausführung. Die präzise Ermittlung eines solchen
Pfades unter Einbeziehung der asynchronen Kommunikationsoperationen ist nur mit den in
Kapitel 4 eingeführten virtuellen Tasks möglich.
Das Werkzeug wurde vom Autor unabhängig von dieser Arbeit für verschiedene Analyseauf-
gaben am Fraunhofer-Institut für Techno- und Wirtschaftsmathematik Kaiserslautern und am
Deutschen Zentrum für Luft- und Raumfahrt eingesetzt. Trotzdem handelt es sich hierbei nur
um einen Prototyp. Die Resonanz auf die Analyseergebnisse zeigt jedoch, dass in der Zukunft
ein Software-Produkt erstrebenswert ist, in das die in dieser Arbeit entwickelten Methoden zur
Analyse von PGAS-Programmen einfließen.
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