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Abstract
Symmetric rings were introduced by Lambek to unify sheaf representations of commutative rings
and reduced rings. We continue the study of symmetric rings, discussing basic examples and exten-
sions. From any given reduced ring we ﬁrst construct a nonreduced symmetric ring, and observe the
form of the minimal noncommutative symmetric ring of order 16 up to isomorphism. We next show
that polynomial rings over symmetric rings need not be symmetric and that classical right quotient
rings of right Ore symmetric rings are symmetric. We also construct more examples of symmetric
rings and counterexamples to several naturally raised situations in the process.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary: 16U80; Secondary: 16U20
1. Introduction
Throughout this note all rings are associative with identity unless otherwise stated.
According to Lambek [16], a ring R is called symmetric if rst = 0 implies rts = 0 for
all r, s, t ∈ R; while Anderson–Camillo [2] took the the term ZC3 for this notion. Lambek
proved that a ring R is symmetric if and only if r1r2 · · · rn = 0, with n any positive integer,
implies r(1)r(2) · · · r(n)=0 for any permutation  of the set {1, 2, . . . , n} and ri ∈ R [16,
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Proposition 1], and Anderson–Camillo obtained this result independently in [2, Theorem
I.1]. Given a ring R, rR(−) (lR(−)) is used for the right (left) annihilator in R. Accord-
ing to Cohn [6], a ring R is called reversible if ab = 0 implies ba = 0 for a, b ∈ R.
Anderson–Camillo [2], observing the rings whose zero products commute, used the term
ZC2 for what is called reversible, and Krempa–Niewieczerzal [13] took the term C0 for it.
It is obvious that commutative rings are symmetric and symmetric rings are reversible; but
reversible rings need not be symmetric and symmetric rings need not be commutative by
the results of Anderson and Camillo [2, Examples I.5 and II.5] and Marks [17, Examples
5 and 7]. A ring is called reduced if it has no nonzero nilpotent elements. Reduced rings
are symmetric by the result of Anderson and Camillo [2, Theorem I.3], but there are many
nonreduced commutative (so symmetric) rings.
According to Bell [4], a one-sided ideal I of a ring R is said to have the insertion-of-
factors-principle (or simply IFP) if ab ∈ I implies aRb ⊆ I for a, b ∈ R. Hence we shall
call a ring R an IFP ring if the zero ideal of R has the IFP. Shin used the term SI for the IFP
in [21]. It is easily shown that a ring R is IFP if and only if rR(a) is an ideal of R for every
a ∈ R if and only if lR(a) is an ideal of R for every a ∈ R. Reversible rings are clearly IFP,
but the converse need not hold by the result of Kim and Lee [11, Example 1.5]. A ring is
called abelian if each idempotent is central. IFP rings are abelian by the result of Shin [21,
Lemma 2.7]. The relations between symmetric rings and reversible rings (with or without
identity) were also studied by Marks [17], and reduced rings and extensions of reversible
rings were observed by Krempa [12] and Kim-Lee [11], respectively.
2. Basic examples of symmetric rings
In this section, we study some useful properties and examples of symmetric rings. Given
a ring R the polynomial ring over R is denoted by R[x] with one indeterminate x. Given a
ring R we use N∗(R), N∗(R), W(R), N(R) and J (R) to represent the prime radical (i.e.,
lower nilradical), the upper nilradical (i.e., sum of all nil ideals), the Wedderburn radical
(i.e., sum of all nilpotent ideals), the set of all nilpotent elements, and the Jacobson radical
of R, respectively. Note W(R) ⊆ N∗(R) ⊆ N∗(R) ⊆ N(R) and N∗(R) ⊆ J (R). The
following is a restatement of [2, Theorem I.1] and [16, Proposition 1 and Corollary 1].
Lemma 2.1. Given a ring R the following conditions are equivalent:
(1) R is symmetric;
(2) r1r2 · · · rn=0 implies r(1)r(2) · · · r(n)=0 for anypermutationof the set {1, 2, . . . , n},
where ri ∈ R and n is any positive integer;
(3) ABC = 0 implies ACB = 0 for any three nonempty subsets A,B,C of R;
(4) A1A2 · · ·An = 0 implies A(1)A(2) · · ·A(n) = 0 for any permutation  of the set
{1, 2, . . . , n}, where ∅ = Ai ⊆ R for all i and n is any positive integer;
(5) R is isomorphic to the ring of sections of a sheaf of prime-torsion-free symmetric rings.
A ringR is called semilocal ifR/J (R) is semisimpleArtinian, andR is called semiperfect
if R is semilocal and idempotents can be lifted modulo J (R). Local rings are clearly
semilocal and one important case of semiperfect rings is when the Jacobson radical is nil.
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Lemma 2.2. (1) The class of symmetric rings is closed under subrings (not necessarily
with identity) and direct products.
(2) If R is an IFP ring thenW(R)=N∗(R)=N∗(R)=N(R).
(3) A ring R is a semiperfect symmetric ring if and only if R is a ﬁnite direct sum of local
symmetric rings.
Proof. (1) The proof is trivial.
(2) Let x ∈ N(R)with xn=0 for some positive integern. Then xRxn−1=0, xRxRxn−2=
0, and inductively xRxRx · · · xRx = 0; hence (RxR)n = 0 and x ∈ W(R), entailing
W(R)=N(R).
(3) Suppose that R is a semiperfect symmetric ring. Since R is semiperfect, R has
a ﬁnite orthogonal set of local idempotents whose sum is 1 by the result of Lambek [15,
Proposition3.7.2], sayR=∑ni=1 eiR such that each eiRei is a local ring.Because symmetric
rings are abelian, each ei is central and so eiR’s are ideals of R with eiR= eiRei . Each eiR
is a symmetric ring by result (1). Conversely, assume that R is a ﬁnite direct sum of local
symmetric rings. Then R is semiperfect since local rings are semiperfect, and, moreover, R
is symmetric by result (1). 
However, every ring R withW(R)=N(R) need not be IFP as can be seen by the 2× 2
upper triangular matrix ring over a reduced ring, since IFP rings are abelian. A prime ideal
P of a ring R is called completely prime if R/P is a domain. Notice that every minimal
prime ideal of an IFP ringR is completely prime by the result of Shin [21, Proposition 1.11]
and Lemma 2.2(2).
As we see above, the class of symmetric rings contains both commutative rings and
reduced rings.An example of a symmetric ring that is neither commutative nor reduced has
been constructed byMarks in [18]. In the following theorem we ﬁnd such rings in a simpler
way, extending [2, Example II.5]. We may compare the following with [1, Theorem 5] for
Armendariz rings.
Theorem 2.3. Let R be a ring and n any positive integer. If R is reduced, then R[x]/(xn)
is a symmetric ring, where (xn) is the ideal generated by xn.
Proof. We develop the method of the proof of [11, Theorem 2.5] to the case of symmetric
rings. Let S=R[x]/(xn). If n=1, then SR; if n=2, then S is symmetric by the result of
Anderson andCamillo [2, Example II.5]. HenceS is symmetric forn=1, 2 and sowe assume
n3. LetA=a0+a1u+· · ·+an−1un−1, B=b0+b1u+· · ·+bn−1un−1, C= c0+ c1u+
· · ·+cn−1un−1 be in S withABC=0, where u=x+(xn). Notice that aibj ckui+j+k=0 for
all i, j, k with i+ j + kn. So it sufﬁces to check the cases i+ j + k <n. SinceABC=0,
we have the following equations:
a0b0c0 = 0, (1)
a0b0c1 + a0b1c0 + a1b0c0 = 0, (2)
a0b0c2 + a0b1c1 + a0b2c0 + a1b0c1 + a1b1c0 + a2b0c0 = 0, (3)
· · · · · · · · · · · ·
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a0b0cn−2 + a0b1cn−3 + · · · + an−3b1c0 + an−2b0c0 = 0, (n− 1)
a0b0cn−1 + a0b1cn−2 + · · · + an−2b1c0 + an−1b0c0 = 0. (n)
We proceed by induction on i + j + k, and will use freely the condition that R is reduced
for our computations.
(1) and (2) × b0c0 give 0 = a0b0c1b0c0 + a0b1c0b0c0 + a1b0c0b0c0 = a1b0c0b0c0 =
(a1b0c0)
2
, so a1b0c0 = 0 and a0b0c1 + a0b1c0 = 0; multiplying b0 gives 0 = a0b0c1b0 =
(a0b0c1)
2
, so we get
a0b0c1 = a0b1c0 = a1b0c0 = 0. (2′ )
Using (1), (2′) and (3)× b0c0, we obtain a2b0c0 = 0 and a0b0c2 + a0b1c1 + a0b2c0 +
a1b0c1 + a1b1c0 = 0; multiplying b1c0 gives a1b1c0 = 0 and a0b0c2 + a0b1c1 + a0b2c0 +
a1b0c1=0;multiplying b0c1 gives a1b0c1=0 and a0b0c2+a0b1c1+a0b2c0=0;multiplying
b2c0 gives a0b2c0= 0 and a0b0c2+ a0b1c1= 0; lastly multiplying b1c1 gives a0b1c1= 0=
a0b0c2.
Inductively we now assume that aibj ck = 0 for i + j + k = 0, 1, . . . , n− 2, and apply
the preceding method for Eq. (3).
First using (n)×b0c0, we have 0=a0b0cn−1b0c0+a0b1cn−2b0c0+· · ·+an−2b1c0b0c0+
an−1b0c0b0c0 = an−1b0c0b0c0 = (an−1b0c0)2, and hence we obtain an−1b0c0 = 0 and
a0b0cn−1 + a0b1cn−2 + · · · + an−2b1c0 = 0 (n′ )
since the terms consist of a0bj ckb0c0, a1bj ckb0c0, . . . , an−3bj ckb0c0, and an−2b1c0b0c0
(these are all zero because each contains aibj ck with i + j + kn− 2).
Next (n′)×b1c0 gives an−2b1c0 = 0 and
a0b0cn−1 + a0b1cn−2 + · · · + an−2b0c1 = 0 (n′′ )
since the terms consist of a0bj ckb1c0, a1bj ckb1c0, . . . , an−3bj ckb1c0, and an−2b0c1b1c0
(these are all zero because each contains aibj ck with i+j+kn−2). Similarly (n′′)×b0c1
gives an−2b0c1 = 0 and
a0b0cn−1 + a0b1cn−2 + · · · + an−3b2c0 = 0. (n′′′ )
Notice that (n′′′) is the sum of the following bundles:
a0b0cn−1 + a0b1cn−2 + · · · + a0bn−1c0
a1b0cn−2 + a1b1cn−3 + · · · + a1bn−2c0
· · · · · · · · ·
an−t b0ct−1 + an−t b1ct−2 + · · · + an−t bt−1c0
· · · · · · · · ·
an−4b0c3 + an−4b1c2 + an−4b2c1 + an−4b3c0
an−3b0c2 + an−3b1c1 + an−3b2c0,
where t runs over {3, 4, . . . , n}. So, we eventually obtain 0 = a0b0cn−1 = a0b1cn−2 = · · ·
= an−2b1c0 = an−1b0c0, applying the preceding method repeatedly.
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Now we have that every aibj ck = 0 for all i, j, k. Since R is reduced, aickbj = 0 for all
i, j, k and thus ACB = 0, proving that S is symmetric. 
With the help of Theorem 2.3 we can always construct a nonreduced symmetric ring
from any given reduced ring. By Theorem 2.3 we get [11, Theorem 2.5] as a corollary since
symmetric rings are reversible. The converse of Theorem 2.3 is not true in general as we
see later in Section 3.
Given a ring R and a bimodule RMR , the trivial extension of R byM , write T (R,M) is
the ringR⊕M with the usual addition and the following multiplication: (r1,m1)(r2,m2)=





where r ∈ R and m ∈ M and the usual matrix operations are used; and that T (R,R)
is isomorphic to R[x]/(x2), where (x2) is the ideal generated by x2. Thus T (R,R) is
symmetric by Theorem 2.3 when R is a reduced ring, obtaining the following result.
Corollary 2.4. Let R be a reduced ring. Then T (R,R) is a symmetric ring.
From Corollary 2.4 one may conjecture that if R is a symmetric ring, then T (R,R) is
symmetric. However, this need not be true by the following argument. LetH be theHamilton
quaternions over the real number ﬁeld. Then S = T (H,H) is symmetric by Corollary 2.4.
But T (S, S) is not IFP (so not symmetric) by the result of Kim and Lee [11, Example 1.7].
Next we observe the structure of the minimal noncommutative symmetric ring, up to
isomorphism. We useGF(pn) to denote the Galois ﬁeld of order pn. A ring is called right
(left) duo if every right (left) ideal is two-sided. Right or left duo rings are clearly IFP. Xue
[23] proved that ﬁnite rings are right duo if and only if they are left duo. It is well known that
the minimal noncommutative ring is of order 8 and is the 2× 2 upper triangular matrix ring
over GF(2) up to isomorphism. In the following we study the minimal noncommutative
symmetric ring with the help of Xue [24]. First we observe the following example.











and R/J (R)GF(22). Suppose x1x2x3 = 0, where 0 = xi ∈ R for i = 1, 2, 3. Then at
least two xi’s must be contained in J (R), so we have x1x3x2 = 0. Hence R is a symmetric
ring of order 16.
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Theorem 2.6. IfR is a minimal noncommutative symmetric ring, thenR is of order 16 and
is isomorphic to the ring in Example 2.5; especially, R is a duo ring.
Proof. First note that every minimal noncommutative ring is a nonabelian ring of order 8,
and that if a ﬁnite ring has a cube free factorization then it is commutative by the result of
Eldridge [7]. So a minimal noncommutative symmetric ring is of order 16 by Example 2.5.
LetR be a minimal noncommutative symmetric ring. Then we can suppose thatR is a local
ring through Lemma 2.2(3). We have three cases of |J (R)| = 2, |J (R)| = 4 or |J (R)| = 8,
where |J (R)| means the cardinality of J (R). Note that R/J (R) is a ﬁeld and J (R) is a
vector space over R/J (R). If |J (R)| = 2 then R/J (R)GF(23) and so |J (R)|8, a
contradiction. Suppose |J (R)| = 8. Then R/J (R)GF(2) and by the result of Kruse and
Price [14,Theorem2.3.6], J (R) has a basis {a, b, c} overGF(2)with a2=ab=c and ba=0.
HenceR cannot be symmetric. Consequently, we have the only case of |J (R)|=4 forR to be
a minimal symmetric ring. We claim that R is right duo (so duo). Note R/J (R)GF(22).
If a /∈ J (R), then a is invertible and aR = R. If 0 = b ∈ J (R), then bR is a nonzero
subspace of J (R) over R/J (R); but bR = b(R/J (R)) and b(R/J (R)) has 4 elements,
hence bR=J (R). ThusR is right duo. Now sinceR is a noncommutative duo ring of order
16 with |J (R)| = 4, R is isomorphic to the ring in Example 2.5 by the result of Xue [24,
Theorem 3]. 
Local rings need not be symmetric by the ﬁrst and second rings in [24, Example 2], and
symmetric rings also need not be local by the ﬁrstWeyl algebra over a ﬁeld of characteristic
zero.
Due to Birkenmeier–Heatherly–Lee [5], a ring R is called 2-primal if N∗(R) = N(R).
IFP rings are 2-primal by Lemma 2.2(2), so symmetric rings are also 2-primal. A ring is
called a PI-ring if it satisﬁes a polynomial identity with coefﬁcients in the ring of integers.
Commutative rings are clearly PI-rings. In the following results we study some relations
among the above concepts.
Proposition 2.7. Let R be a ring. (1) R is reduced if and only if R is semiprime and
symmetric, if and only if R is semiprime and IFP, if and only if R is semiprime and 2-
primal.
(2) R is a domain if and only if R is prime and reduced, if and only if R is prime and
symmetric, if and only if R is prime and IFP if and only if R is prime and 2-primal.
(3) Let R be a semiprime ring such that each nonzero right ideal contains a nonzero
ideal. Then R is reduced.
(4) Let R be a PI-ring. Then R is a semiprime ring such that each nonzero right ideal
contains a nonzero ideal if and only if R is reduced.
(5) Let R be a semiprime PI-ring. Then R is reduced if and only if each nonzero right
ideal of R contains a nonzero ideal of R, if and only if R is symmetric, if and only if R is
IFP if and only if R is 2-primal.
(6) Let R be a prime PI-ring. Then R is a domain if and only if R is reduced, if and only
if each nonzero right ideal ofR contains a nonzero ideal ofR, if and only ifR is symmetric,
if and only if R is IFP, if and only if R is 2-primal.
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(7) Let R be a von Neumann regular ring. Then R is right (left) duo if and only if R is
reduced, if and only if R is symmetric, if and only if R is IFP, if and only if R is abelian, if
and only if R is 2-primal, if and only if R is a subdirect product of division rings.
Proof. Semiprime 2-primal rings are reduced by the deﬁnition, so prime 2-primal rings are
domains. Hence we obtain (1) and (2).
(3) Let 0 = a ∈ R and assume a2=0.Then by the condition there is a nonzero ideal I ofR
with I ⊆ aR.We claim lR(a)∩I = 0. For, if Ia=0 then I ⊆ lR(a); if Ia = 0 then Iaa=0
implies Ia ⊆ lR(a). But sinceR is semiprime, 0 = (lR(a)∩ I )2 ⊆ lR(a)I ⊆ lR(a)aR=0,
a contradiction. Consequently, R is reduced.
(4) comes from (3) and [3, Theorem C].
(5) and (6) are obtained by (1), (2) and (4).
(7) Von Neumann regular rings are semiprimitive, so we have the result from (1), [20,
Theorem 3.2] and [22, Proposition 12.5]. 
In Proposition 2.7(4), the condition “PI” is not superﬂuous as can be seen by the ﬁrst
Weyl algebra over the ﬁeld of rationals; actually that is a simple domain and has a nonzero
proper right ideal but not a PI-ring.
3. Polynomial rings over symmetric rings
Birkenmeier–Heatherly–Lee proved that a ring R is 2-primal if and only if R[x] is 2-
primal [5, Proposition 2.6]; and Huh–Lee–Smoktunowicz showed that polynomial rings
over IFP rings need not be IFP [9, Example 2], and Kim–Lee also showed that polynomial
rings over reversible rings need not be reversible [11, Example 2.1]. Polynomial rings over
commutative (resp. reduced) rings are also commutative (resp. reduced) obviously. Based
on these results, it is natural to ask whether polynomial rings over symmetric rings are also
symmetric. However, the answer is negative by the following construction.
Example 3.1. There is a symmetric ring over which the polynomial ring is not IFP (hence
not symmetric).We use the ring in [11, Example 2.1]. LetZ2 be the ﬁeld of integers modulo
2 andA=Z2[a0, a1, a2, b0, b1, b2, c] be the free algebra of polynomials with zero constant
terms in noncommuting indeterminates a0, a1, a2, b0, b1, b2, c over Z2. Consider an ideal
of the ring Z2 + A, say I , generated by the following elements:
a0b0, a0b1 + a1b0, a0b2 + a1b1 + a2b0, a1b2 + a2b1, a2b2, a0rb0, a2rb2,
b0a0, b0a1 + b1a0, b0a2 + b1a1 + b2a0, b1a2 + b2a1, b2a2, b0ra0, b2ra2,
(a0 + a1 + a2)r(b0 + b1 + b2), (b0 + b1 + b2)r(a0 + a1 + a2), and r1r2r3r4,
where r, r1, r2, r3, r4 ∈ A. Then clearly A4 ∈ I . Deﬁne R = (Z2 + A)/I and note
R[x](Z2 + A)[x]/I [x]. Notice that
(a0 + a1x + a2x2)(b0 + b1x + b2x2) ∈ I [x],
but (a0 + a1x + a2x2)c(b0 + b1x + b2x2) /∈ I [x]
because a0cb1 + a1cb0 /∈ I . Hence R[x] is not IFP and so not symmetric.
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We next show that R is symmetric. We shall call f ∈ A a monomial of degree n if
it is a product of exactly n number of indeterminates, and let Hn be the set of all linear
combinations of monomials of degree n overZ2. ThenHn is ﬁnite for any n, and, moreover,
the ideal I is homogeneous (i.e., if∑si=1 ri ∈ I with ri ∈ Hi then every ri is in I ) by the
construction of it.
Claim. If f1g1h1 ∈ I for f1, g1, h1 ∈ H1 then f1h1g1 ∈ I .
Proof. Based on the construction of I we have the following cases, noting that I ∩ H1 is
empty.
Case 1: (f1= a0, g1= b0, h1= r), (f1= a2, g1= b2, h1= r), (f1= a0 + a1+ a2, g1=
b0 + b1 + b2, h1 = r);
(f1 = a0, g1 = r, h1 = b0), (f1 = a2, g1 = r, h1 = b2), (f1 = a0 + a1 + a2, g1 = r, h1 =
b0 + b1 + b2);
(f1 = r, g1 = a0, h1 = b0), (f1 = r, g1 = a2, h1 = b2), (f1 = r, g1 = a0 + a1 + a2, h1 =
b0 + b1 + b2);
(f1 = b0, g1 = a0, h1 = r), (f1 = b2, g1 = a2, h1 = r), (f1 = b0 + b1 + b2, g1 = a0 +
a1 + a2, h1 = r);
(f1 = b0, g1 = r, h1 = a0), (f1 = b2, g1 = r, h1 = a2), (f1 = b0 + b1 + b2, g1 = r, h1 =
a0 + a1 + a2, );
(f1 = r, g1 = b0, h1 = a0), (f1 = r, g1 = b2, h1 = a2), (f1 = r, g1 = b0 + b1 + b2, h1 =
a0 + a1 + a2), where r ∈ H1.
Case 2: If f1= a0, g1= b1, h1= a0 then f1g1h1 ∈ I and f1h1g1 ∈ I because a0b1a0 =
a0b1a0+a1b0a0=(a0b1+a1b0)a0 ∈ I anda0a0b1=a0a0b1+a0a1b0=a0(a0b1+a1b0) ∈ I ;
If f1=b0, g1=a1, h1=b0 then f1g1h1 ∈ I and f1h1g1 ∈ I because b0a1b0=b0a1b0+
b1a0b0 = (b0a1 + b1a0)b0 ∈ I and b0b0a1 = b0b0a1 + b0b1a0 = b0(b0a1 + b1a0) ∈ I ;
If f1=a2, g1=b1, h1=a2 then f1g1h1 ∈ I and f1h1g1 ∈ I because a2b1a2=a1b2a2+
a2b1a2 = (a1b2 + a2b1)a2 ∈ I and a2a2b1 = a2a1b2 + a2a2b1 = a2(a1b2 + a2b1) ∈ I ;
If f1=b2, g1=a1, h1=b2 then f1g1h1 ∈ I and f1h1g1 ∈ I because b2a1b2=b1a2b2+
b2a1b2 = (b1a2 + b2a1)b2 ∈ I and b2b2a1 = b2b1a2 + b2b2a1 = b2(b1a2 + b2a1) ∈ I .
Thus for any case we can obtain that f1g1h1 ∈ I implies f1h1g1 ∈ I , proving
Claim.
Now let fgh ∈ I with f, g, h ∈ Z2 + A, to see that R is symmetric. Say that f =
 + f1 + f2 + f3 + f4, g =  + g1 + g2 + g3 + g4, h =  + h1 + h2 + h3 + h4 with
f1, g1, h1 ∈ H1, f2, g2, h2 ∈ H2, f3, g3, h3 ∈ H3, f4, g4, h4 ∈ I , and ,,  ∈ Z2. Then
+ s = fgh ∈ I with s ∈ A. Hence = 0, = 0 or = 0.
Assume =0. Then f1+(f2+f1h1+f1g1)+(f3+f1h2+f2h1+f1g2+
f2g1+f1g1h1) ∈ I , so f1, f2+f1h1+f1g1 and f3+f1h2+f2h1+f1g2+
f2g1+ f1g1h1 are all in I because I is homogeneous.
If = 1= , then f1 ∈ I and this gives f2 ∈ I , so f3 is also in I . Hence f ∈ I and we
have f hg ∈ I . If  = 0 = , then f1g1h1 ∈ I . By Claim, we have f1h1g1 ∈ I and then
f hg ∈ I follows since each monomial of degree 4 is contained in I . If = 1 and = 0,
then f1h1 and f1h2 + f2h1 + f1g1h1 are in I , so f1h1g1 ∈ I and we have f hg ∈ I . If
 = 0 and  = 1, then f1g1 and f1g2 + f2g1 + f1g1h1 are in I , so f1g1h1 ∈ I implies
f1h1g1 ∈ I by Claim. Hence we have f hg ∈ I .
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Assume that = 1 and = 0. Then g1, g1h1 + g2+ f1g1 and g1h2 + g2h1 + g3+
f1g1h1 + f1g2 + f2g1 are in I . If  = 1, then g1 ∈ I and this induces g2 ∈ I , so
g3 ∈ I . Hence g ∈ I and f hg ∈ I . If  = 0, then g1h1 ∈ I and g1h2 + g2h1 ∈ I . Hence
h1g2 + h2g1 ∈ I by the argument of Claim 2 in [11, Example 2.1], so f hg ∈ I since
f1h1g1 ∈ I by Claim.
Next assume that =1,=1 and =0. Then h1, h2+g1h1+f1h1 and h3+g1h2+g2h1+
f1h2+f1g1h1+f2h1 are in I , so h2 ∈ I and h3 ∈ I . Hence h ∈ I and this gives f hg ∈ I .
Therefore R is a symmetric ring, but R[x] is not symmetric. 
Now we will study some conditions under which polynomial rings may be symmetric.
The Laurent polynomial ring with an indeterminate x over a ring R consists of all formal
sums
∑n
i=k mixi with obvious addition and multiplication, where mi ∈ R and k, n are
(possibly negative) integers; we denote it by R[x; x−1].
Lemma 3.2. (1) Let R be a ring and  be a multiplicatively closed subset of R consisting
of central regular elements. Then R is symmetric if and only if so is −1R.
(2) For a ring R, R[x] is symmetric if and only if so is R[x; x−1].
Proof. (1) Let=0with=u−1a,=v−1b, =w−1c,u, v,w ∈  anda, b, c ∈ R. Since
 is contained in the center ofR, we have 0==u−1av−1bw−1c=(u−1v−1w−1)abc=
(uvw)−1abc and so abc = 0. But R is symmetric by the condition, so acb = 0 and =
u−1aw−1cv−1b = (uwv)−1)acb = 0. Hence −1R is symmetric.
(2) Let  = {1, x, x2, . . .}. Then clearly  is a multiplicatively closed subset of R[x].
Since R[x; x−1] = −1R[x], it follows that R[x; x−1] is symmetric by the result (1). 
Given a ringRwedenote the center ofR byZ(R), i.e.,Z(R)={s∈R | sr=rs for all r∈R}.
Proposition 3.3. Let R be a ring and suppose that Z(R) contains an inﬁnite subring every
nonzero element of which is regular in R. Then R is symmetric if and only if R[x] is
symmetric if and only if R[x; x−1] is symmetric.
Proof. It sufﬁces to prove that R[x] is symmetric when so is R, by Lemmas 2.2(1) and
3.2(2). Since Z(R) contains an inﬁnite subring every nonzero element of which is regu-
lar in R by hypothesis, it follows that R[x] is a subdirect product of inﬁnite number of
copies of R. Thus R[x] is symmetric by Lemma 2.2(1) because R is symmetric by the
assumption. 
A ring R is called Armendariz if whenever polynomials f (x) = a0 + a1x + · · · +
amx
m, g(x)=b0+b1x+· · ·+bnxn ∈ R[x] satisfy f (x)g(x)=0, aibj=0 for each i, j . Re-
duced rings are Armendariz by the result of Armendariz [3, Lemma 1], and
Armendariz rings are abelian by the proof of [1, Theorem 6]. So we consider the following
condition.
Proposition 3.4. Let R be an Armendariz ring, then R is symmetric if and only if R[x] is
symmetric, if and only if R[x; x−1] is symmetric.
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Proof. Take the same procedure as the proof of Proposition 3.3. Let f =∑mi=0 aixi , g =∑n
j=0 bjxj and h =
∑n
k=0 bkxk be polynomials in R[x] such that fgh = 0. Then since
R is Armendariz, each aibj ck is zero; but R is symmetric by the condition, so we have
aickbj = 0 for all i, j, k. Thus we have f hg = 0. 
Remark. We show here that the converse of Theorem 2.3 is not true in general. Let R be a
reduced ring and n2. Then S=R[x]/(xn) is a symmetric ring by Theorem 2.3 and is also
Armendariz by the result ofAnderson and Camillo [1, Theorem 5].Whence the polynomial
ring over S is symmetric by Proposition 3.4. However, S is not reduced.






is not symmetric in Example 3.1, we notice that R/I need not be symmetric for every ideal
I of a symmetric ring R. But we see an afﬁrmative situation in the following.
Proposition 3.5. Let R be a symmetric ring and I be an ideal of R. If I is an annihilator
in R, then R/I is a symmetric ring.
Proof. Set I=rR(S) for some S ⊆ R andwrite r¯=r+I . Let a¯b¯c¯=0, then Sabc=0 andwe
also have Sacb= 0 by Lemma 2.1 since R is symmetric by hypothesis. Thus acb ∈ rR(S)
implies a¯c¯b¯ = 0. 
As a kind of converse of Proposition 3.5, we obtain the following situation.
Proposition 3.6. (1) Let R be a ring and I be a proper ideal of R. If R/I is symmetric and
I is reduced (as a ring without identity) then R is symmetric.
(2)For an abelian ringR,R is symmetric if and only if eR and (1−e)R are symmetric for
every idempotent e of R if and only if eR and (1− e)R are symmetric for some idempotent
e of R.
Proof. (1) Let r1r2r3=0 for ri ∈ R with i=1, 2, 3. Then r(1)r(2)r(3) ∈ I by Lemma 2.1
for any permutation  of the set {1, 2, 3}, since R/I is symmetric. Thus r2r3(r1r2r3)r1 = 0
implies r2r3r1=0 since I is reduced; especially letting r3=1 (i.e., r1r2=0), we get r2r1=0.
We use these results freely to obtain the following computation. Now put abc = 0. Then
bca = 0, and (acb)(cacb) = 0 implies (cacb)(acb) = 0; 0 = cacbacb = (cacbacb)a =
c(acbacba) implies (acbacba)c = 0, and so we have 0 = (acbacbac)b = (acb)3. Thus
acb = 0 since acb ∈ I and I is reduced.
(2) It sufﬁces to obtain the ﬁrst condition from the third one by Lemma 2.2(1). Take
a, b, c ∈ R such that abc= 0. Then eaebece= 0 and (1− e)a(1− e)b(1− e)c(1− e)= 0.
Hence eaecebe= 0= (1− e)a(1− e)c(1− e)b(1− e) by the conditions. So acb= eacb+
(1− e)acb= eaecebe+ (1− e)a(1− e)c(1− e)b(1− e)=0 and therefore R is symmetric.

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For Proposition 3.6(1), one may suspect that the ring R may be reduced, and that the
condition “I is reduced” can be replaced by “I is symmetric”. However the following erases
the possibilities.
Example 3.7. (1) Let Z12 be the ring of integers modulo 12 and I be the ideal of Z12
generated by 4. Then Z12/IZ3 with Z3 the ﬁeld of integers modulo 3, and I is reduced;
but Z12 is a non-reduced commutative (so symmetric) ring.
















| a, b, c, d ∈ R
}
,
then R/IS is reduced (so symmetric). Note that ABC = 0 for all A,B,C ∈ I , and so I
is symmetric. But I is not reduced, and R is a nonsymmetric ring by the result of Kim and
Lee [11, Example 1.5].
By Proposition 3.6(1), we also guess that if a ring R is symmetric and an ideal I of R is
reduced then R/I is symmetric. However there is a counterexample as follows.
Example 3.8. We use the ring in [8, Exercise 2A]. Let R be the ring of quaternions with
integer coefﬁcients. SoR is a domain and clearly is symmetric. However, for any odd prime
integer q, the ring R/qR is isomorphic to the ring of 2 × 2 matrices over the ﬁeld Zq by
the arguments in [8, Exercise 2A]. Hence R/qR is non-symmetric since it is non-abelian.
4. Extensions of symmetric rings
In this section, we study other kinds of extensions of symmetric rings. First we deal with
the Ore extension, extending [10, Theorem 16] to the situation of symmetric ring. A ring R
is called right Ore if given a, b ∈ R with b regular there exist a1, b1 ∈ R with b1 regular
such that ab1 = ba1. It is well known that R is a right Ore ring if and only if the classical
right quotient ring of R exists. The hypothesis in the following is not superﬂuous by the
free algebra in two indeterminates over a ﬁeld; it is a domain but cannot have its classical
right (left) quotient ring.
Theorem 4.1. Let R be a right Ore ring and Q be the classical right quotient ring of R.
Then R is symmetric if and only if so isQ.
Proof. It sufﬁces to obtain the necessity by Lemma 2.2(1). Suppose that R is symmetric
and let = 0 for = au−1, = bv−1 and = cw−1 inQ. There exist b1, u1 ∈ R with u1
regular such that bu1 = ub1 and u−1b = b1u−11 , so we have 0= = au−1bv−1cw−1 =




−1cw−1. Next there exist c1, v1 ∈ R with v1 regular such that cv1 = vc1 and
v−1c = c1v−11 , so we have 0 = = ab1u−11 c1v−11 w−1. Also there exist c2, u2 ∈ R with
u1 regular such that c1u2 = u1c2 and u−11 c1 = c2u−12 . So we have
0= = au−1bv−1cw−1 = ab1c2u−12 v−11 w−1.
Hence we get ab1c2 = 0. In the following computation we use the condition that R is
symmetric: ab1c2 = 0, ab1c2u = 0 and 0 = aub1c2 = abu1c2 ⇒ 0 = abc2u1 implies
abc2 = 0 ⇒ 0 = abc2u1 = abu1c2 = abc1u2 ⇒ abc1 = 0, 0 = abc1v = abvc1 = abcv1
⇒ abc = 0 and we get acb = 0.
Similarly there exist c3, u3, b3, w3, b4, u4 ∈ R with u3, w3, u4 regular such that cu3 =
uc3, bw3 = wb3, b3u4 = u3b4 and
=au−1cw−1bv−1=ac3u−13 w−1bv−1=ac3u−13 b3w−13 v−1=ac3b4u−14 w−13 v−1.
Consequently we obtain the following computation: acb = 0, 0 = acbu3 = acu3b =
auc3b = ac3bu ⇒ ac3b = 0, 0=ac3b = ac3bw3 = ac3wb3 = ac3b3w ⇒ ac3b3 = 0,
0= ac3b3 = ac3b3u4 = ac3u3b4 = ac3b4u3 ⇒ ac3b4 = 0.
Therefore = ac3b4u−14 w−13 v−1 = 0, proving thatQ is symmetric. 
Let R be an algebra over a commutative ring S. The Dorroh extension of R by S is the
ringR×S with operations (r1, s1)+(r2, s2)=(r1+r2, s1+s2) and (r1, s1)(r2, s2)=(r1r2+
s1r2 + s2r1, s1s2), where ri ∈ R and si ∈ S. Let R be a commutative ring, M be an R-
module, and  be an endomorphism ofR. Rege and Chhawchharia [19, Deﬁnition 1.3] give
R ⊕M a (possibly noncommutative) ring structure with multiplication (r1,m1)(r2,m2)=
(r1r2,(r1)m2 + r2m1), where ri ∈ R and mi ∈ M . We shall call this extension the
skewtrivial extension of R byM and .
Proposition 4.2. (1) Let R be an algebra over a commutative ring S, andD be the Dorroh
extension of R by S. If R is symmetric and S is a domain, then D is symmetric.
(2) Let R be a commutative domain, and  be an injective endomorphism of R. Then the
skewtrivial extension of R by R and  is symmetric.
Proof. (1) Let (r1, s1), (r2, s2), (r3, s3) ∈ Dwith (r1, s1)(r2, s2)(r3, s3)=0.Then (r1r2r3+
s1r2r3 + s2r1r3 + s3r1r2 + s1s2r3 + s1s3r2 + s2s3r1, s1s2s3) = 0, so we have r1r2r3 +
s1r2r3 + s2r1r3 + s3r1r2 + s1s2r3 + s1s3r2 + s2s3r1 = 0 and s1s2s3 = 0. Since S is a
domain, s1= 0, s2= 0 or s3= 0. In the following computations we use freely the condition
that R is symmetric. Say s1 = 0, then r1r2r3 + s2r1r3 + s3r1r2 + s2s3r1 = 0 and so we
have 0 = r1r2r3 + s2r1r3 + s3r1r2 + s2s3r1 = r1(r2 + s2)(r3 + s3) = r1(r3 + s3)(r2 +
s2) = r1r3r2 + r1r3s2 + r1s3r2 + r1s3s2 = r1r3r2 + r1r3s2 + r1s3r2 + r1s3s2 + s1r3r2 +
s1r3s2 + s1s3r2. Say s2 = 0, then r1r2r3 + s1r2r3 + r1r2s3 + s1r2s3 = 0 and so we have
0=r1r2r3+s1r2r3+r1r2s3+s1r2s3= (r1+s1)r2(r3+s3)= (r1+s1)(r3+s3)r2=r1r3r2+
r1s3r2 + s1r3r2 + s1s3r2 = r1r3r2 + r1s3r2 + s1r3r2 + s1s3r2 + r1r3s2 + r1s3s2 + s1r3s2.
Say s3=0, then r1r2r3+ s1r2r3+ r1s2r3+ s1s2r3=0 and so we have 0= r1r2r3+ s1r2r3+
r1s2r3 + s1s2r3 = (r1 + s1)(r2 + s2)r3 = (r1 + s1)r3(r2 + s2)= r1r3r2 + r1r3s2 + s1r3r2 +
s1r3s2= r1r3r2+ r1r3s2+ s1r3r2+ s1r3s2+ r1s3r2+ s1s3r2+ r1s3s2. Therefore we obtain
(r1, s1)(r3, s3)(r2, s2)= 0 in any case, proving that D is symmetric.
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(2) LetN be the skewtrivial extension of R by R and . Set (r1,m1)(r2,m2)(r3,m3)= 0
for (ri, mi) ∈ N with i=1, 2, 3.Then r1r2r3=0 and(r1)(r2)m3+(r1)r3m2+r2r3m1=0,
so r1 = 0, r2 = 0 or r3 = 0 since R is a domain. Say r1 = 0, then 0 = (r1)(r2)m3 +
(r1)r3m2 + r2r3m1 = r2r3m1 and so 0 = (r1r2r3, r2r3m1) = (r1r3r2,(r1)(r3)m2 +
(r1)r2m3 + r2r3m1 = (r1,m1)(r3,m3)(r2,m2). Say r2 = 0, then (r1)r3m2 = 0 and it
follows that (r1) = 0, r3 = 0 or m2 = 0. Hence we have (r1,m1)(r3,m3)(r2,m2) = 0 in
any case. Say r3 = 0, then (r1)(r2)m3 = 0 and so (r1) = 0, (r2) = 0 or m3 = 0. If
(r1) = 0 or m3 = 0, then we have (r1,m1)(r3,m3)(r2,m2) = 0. If (r1) = 0, m3 = 0
and (r2) = 0, then r2 = 0 since  is injective and R is a domain. Hence we also obtain
(r1,m1)(r3,m3)(r2,m2)= 0. 
Proposition 4.2 extends [11, Proposition 1.14(2,3)] to symmetric rings. The following
examples elaborate Proposition 4.2(2).
Example 4.3. (1) Proposition 4.2(2) need not hold for commutative reduced rings by the
result of Kim and Lee [11, Example 1.15].
(2) Proposition 4.2(2) need not hold when the endomorphism  is not injective. LetD be
a commutative domain and R=D[x] be the polynomial ring overD with an indeterminate
x. Deﬁne  : D[x] → D[x] by (f (x)) = f (0), where f (0) is the constant term of
f (x). Let N be the skewtrivial extension of R by R and . Then (x, 1)(0, 1) = 0 and
(0, 1)(x, 1)= (0, x) = 0 for (x, 1), (0, 1) ∈ N . Hence N is not symmetric. 
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