The main aim of this paper is the construction of a smooth (sometimes called differential) extension MU of the cohomology theory complex cobordism MU , using cycles for MU(M) which are essentially proper maps W → M with a fixed U -structure and U -connection on the (stable) normal bundle of W → M .
Introduction
Smooth (also called differentiable) extensions of generalized cohomology theories recently became an intensively studied mathematical topic with many applications ranging from arithmetic geometry to string theory. Foundational contributions are [CS85] , [Bry93] (in the case of ordinary cohomology) and [HS05] . The latter paper gives among many other results a general construction of smooth extensions in homotopy theoretic terms. For cohomology theories based on geometric or analytic cycles there are often alternative models. This applies in particular to ordinary cohomology whose smooth extension has various different realizations ( [CS85] , [Gaj97] , [Bry93] , [DL05] , [HS05] , [BKS] ). The papers [SS] or [BS09] show that all these realizations are isomorphic.
An example of a cycle model of a smooth extension of a generalized cohomology theory is the model of smooth K -theory introduced in [BS07] , see also [Fre00] , [FH00] .
The present paper contributes geometric models of smooth extensions of cobordism theories, where the case of complex cobordism theory MU is of particular importance. In [BS09] we obtain general results about uniqueness of smooth extensions which in particular apply to smooth K -theory and smooth complex cobordism theoryMU . In detail, any two smooth extensions of complex cobordism theory or complex Ktheory which admit an integration along : S 1 × M → M are isomorphic by a unique isomorphism compatible with . In case of multiplicative extensions the isomorphism is automatically multiplicative. Note that the extensionMU constructed in the present paper has an integration and is multiplicative.
We expect that our modelMU of the smooth extension of MU is uniquely isomorphic to the one given by [HS05] . So far this fact can not immediately be deduced from the above uniqueness result since for the latter model the functorial properties of the integration map have not been developed yet in sufficient detail. However, for the uniqueness of the even part we do not need the integration. Therefore in even degrees our extensionMU is uniquely isomorphic to the model in [HS05] .
An advantage of geometric or analytic models is that they allow the introduction of additional structures like products, smooth orientations and integration maps with good properties. These additional properties are fundamental for applications. In [HS05, 4 .10] methods for integrating smooth cohomology classes were discussed, but further work will be required in order to turn these ideas into constructions with good functorial properties.
In the case of smooth ordinary cohomology the product and the integration have been considered in various places (see e.g. [CS85] , [DL05] , [Bry93] ) (here smooth orientations are ordinary orientations). The case of smooth K -theory, discussed in detail in [BS07] , shows that in particular the theory of orientations and integration is considerably more complicated for generalized cohomology theories.
In the present paper we construct a multiplicative extension of the complex cobordism cohomology theory MU . Furthermore, we introduce the notion of a smooth MUorientation and develop the corresponding theory of integration. The same ideas could be applied with minor modifications to other cobordism theories.
For an MU * -module R one can try to define a new cohomology theory R * (X) := MU * (X) ⊗ MU * R for finite CW -complexes X . By Landweber's famous result [Lan76] this construction works and gives a multiplicative complex oriented cohomology theory provided R is a ring over MU * which is in addition Landweber exact. In Theorem 2.5 we observe that by the same idea one can define a multiplicative smooth extension R(X) :=MU(X) ⊗ MU * R of R. It immediately follows that this smooth extension admits an integration for smoothly MU -oriented proper submersions.
In this way we considerably enlarge the class of examples of generalized cohomology theories which admit multiplicative extensions and integration maps. The construction can e.g. be applied to Landweber exact elliptic cohomology theories [LRS95] , [Fra92] and complex K -theory 1 .
In Section 2 we review the main result of Landweber [Lan76] and the definition of a smooth extension of a generalized cohomology theory. We state the main result asserting the existence of a multiplicative smooth extension of MU with orientations and integration. Then we realize the idea sketched above and construct a multiplicative smooth extension for every Landweber exact formal group law.
In Section 3 we review the standard constructions of cobordism theories using homotopy theory on the one hand, and cycles on the other. Furthermore, we review the notion of a genus.
In Section 4 we construct our model of the multiplicative smooth extension of complex cobordism. Furthermore, we introduce the notion of a smooth MU -orientation and construct the integration map.
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By a result of Quillen [Qui69] the pair (MU * , f ) is a universal formal group law. This means that, given a commutative ring R and a formal group law g ∈ R[ [x, y] ], there exists a unique ring homomorphism θ : MU * → R such that θ * (f ) = g.
2.
1.2 Let R be a commutative ring over MU * . Then one can ask if the functor X → MU * (X)⊗ MU * R is a cohomology theory on the category of finite CW -complexes. The result of Landweber [Lan76] determines necessary and sufficient conditions. A ring which satisfies these conditions is called Landweber exact.
2.1.3 Actually, Landweber shows a stronger result which is crucial for the present paper. For any space or spectrum X the homology MU * (X) has the structure of a comodule over the coalgebra MU * MU in MU * -modules. By duality, if X is finite, then MU * (X) ∼ = MU * (S(X)) also has a comodule structure, where S(X) denotes the Alexander-Spanier dual (see [Ada74] ) of X . Theorem 2.1 (Landweber [Lan76] ) Let M be a finitely presented MU * -module which has the structure of a comodule over MU * MU , and consider a Landweber exact formal group law (R, g) so that in particular R is a ring over MU * . Then for all i ≥ 1 we have Tor MU * i (M, R) = 0.
Smooth cohomology theories
2.2.1 In the present subsection B denotes a compact smooth manifold. Let N be a Z-graded vector space over R. We consider a generalized cohomology theory h with a natural transformation of cohomology theories c : h(B) → H(B, N), where H(B, N) is ordinary cohomology with coefficients in N . The natural universal example is given by N := h * ⊗ R, where c is the canonical transformation. Let Ω(B, N) := Ω(B) ⊗ R N , where Ω(B) denotes the smooth real differential forms on B. Note that this definition only coincides with the corresponding definition of N -valued forms in [BS09] if N is degree-wise finite-dimensional. By dR : Ω d=0 (B, N) → H(B, N) we denote the de Rham map which associates to a closed form the corresponding cohomology class. To a pair (h, c) we associate the notion of a smooth extensionĥ. Note that manifolds in the present paper may have boundaries.
Definition 2.2 A smooth extension of the pair (h, c) is a functor B →ĥ(B) from the category of compact smooth manifolds to Z-graded groups together with natural transformations
These transformations are required to satisfy the following axioms:
(1) The following diagram commuteŝ
(2-1)
(3) a is of degree 1.
(4) The sequence
is exact.
2.2.2
If h is a multiplicative cohomology theory, then one can consider a Z-graded ring R over R and a multiplicative transformation c : h(B) → H(B, R). In this case we also talk about a multiplicative smooth extensionĥ of (h, c).
Definition 2.3 A smooth extensionĥ of (h, c) is called multiplicative, ifĥ together with the transformations R, I, a is a smooth extension of (h, c) , and in addition
(1)ĥ is a functor to Z-graded rings,
(2) R and I are multiplicative,
2.2.3
The first goal of the present paper is the construction of a multiplicative smooth extension of the pair (MU, c), where c :
is the canonical natural transformation (see 3.4.7). The following theorem is a special case of Theorem 4.21 which gives a construction of multiplicative smooth extensions of more general pairs (MU, h).
Theorem 2. 4 The pair (MU, c) admits a multiplicative smooth extension.
The existence of a smooth extension also follows from [HS05] , but there, no ring structure is constructed.
2.2.4
In the present paper we consider smooth extensions of generalized cohomology theories defined on the category of compact manifolds. The reason lies in the fact that we want to apply the Landweber exact functor theorem. If R is a generalized complex oriented cohomology theory satisfying the wedge axiom to which the Landweber exact functor theorem applies, then for finite CW -complexes X
In general this equality does not extend to infinite CW -complexes since the tensor product on the right-hand side does not necessarily commute with infinite products.
If one omits the compactness condition in the Definitions 2.2 and 2.3, then one obtains the axioms for smooth and multiplicative smooth extensions defined on the category of all manifolds. If the coefficients groups R is degree-wise finitely generated (see the corresponding remark in 2.2.1), then we obtain the same notion as in [BS09] Our construction of the smooth extension of the complex cobordism theory does not depend on any compactness assumption so that there is also a corresponding version of Theorem 2.4 furnishing a multiplicative smooth extension of (MU, c) defined on the category of all smooth manifolds. 
The only non-trivial point to show is that the sequence
is exact. Let us reformulate this as the exactness of
We start from the exact sequence
Tensoring by R gives
Since the tensor product is right exact we have
We conclude the exactness of (2-3) from Landweber's Theorem 2.1 which states that
Definition 2. 6 We define the push-forward map
We must show that the push-forward is well defined. Let u ∈ MU( * ) ∼ =MU ev ( * ). We
This indeed follows from the special case of the projection formula Lemma 4.39,
The smooth MU -orientation o p of the proper submersion p gives rise to a form A(o p ) ∈ Ω(V, RR) which we describe in detail in Definition 4.29. The next theorem states that the natural and expected properties of a push-forward hold true.
Theorem 2. 7 The following diagram commutes:
Furthermore, we have the projection formula
The push-forward is compatible with pull-backs, i.e. for a Cartesian diagram Cycles for the smooth extension will have in addition a geometric normal G-structure.
In order to make a precise definition we introduce a rather concrete version of the notion of the stable normal bundle.
3.1.2 Let X be a space or manifold. For k ∈ N we denote by R k X the (total space of the) trivial real vector bundle X × R k → X . Let f : A → B be a smooth map between manifolds. There is a natural notion of an isomorphism of representatives of stable normal bundles. For an integer l ∈ N it is evident how to define the l-fold stabilization N(l) := N ⊕ R l A as representative of the stable normal bundle with corresponding short exact sequence.
3.1.3 Let q : C → B be a smooth map which is transversal to f . Then we have a Cartesian diagram
represents the stable normal bundle of f , then we define the pull-back representative of the stable normal bundle of F by
3.1. 4 We now discuss the stable normal bundle of a composition. Let g : B → C a smooth map and
be a representative of the stable normal bundle of g. Then we define
as the associated representative of the stable normal bundle of g • f . Here
where s is the split indicated in (3-1). This split is unique up to homotopy (since the space of such splits is convex) so that the homotopy class of w is well defined.
G-structures and connections on the stable normal bundle
3.2.1 Let G be a Lie group with a homomorphism G → GL(n, R) and consider an n-dimensional real vector bundle ξ → X .
Definition 3.2 A G-structure on ξ is a pair (P, φ) of a G-principal bundle P → X and an isomorphism of vector bundles φ :
Definition 3.3 A geometric G-structure on ξ is a triple (P, φ, ∇), where (P, φ) is a G-structure and ∇ is a connection on P.
Note that the trivial bundle R n X has a canonical G-structure with P = X × G → X . 3.2.2 In order to define a cobordism theory we consider a sequence of groups G(n), n ∈ M for an infinite submonoid M of (N ≥0 , +) which fit into a chain of commutative diagrams
.
. This is in particular used in order to define stabilization. In order to define the multiplicative structure we require in addition
In the present paper we are in particular interested in the complex cobordism theory MU . In this case we have M = 2N and we set G(2n) = U(n). By abuse of notation we will use the symbol G to denote such a family of groups, and by MG the corresponding cobordism theory.
Let f :
A → B be a smooth map between manifold.
Definition 3. 4 A representative of a normal G-structure on f is given by a pair (N, P, φ), where N is a representative of the stable normal bundle, and
For notational convenience, we write N instead of the short exact sequence with quotient N which is also contained in the data of a representative of the stable normal bundle.
Definition 3.5 A representative of a geometric normal G-structure on f is given by a quadruple (N, P, φ, ∇), where N is a representative of the stable normal bundle of f , and (P, φ, ∇) is a geometric G(n)-structure on N , where n := dim(N), n ∈ M.
There are natural notions of isomorphisms of representatives of normal G-structures or geometric normal G-structures. In the following we discuss the operations "stabilization", "pull-back", and "composition" on the level of representatives of normal G-structure and geometric normal G-structures.
We get a G(n + l)-structure with the underlying principal bundle
Definition 3. 6 We define the stabilization of (N, P, φ) by (N, P, φ)(l) := (N(l), P(l), φ(l)).
Let (N, P, φ, ∇) is a representative of a geometric normal G-structure, then the connection ∇ induces a connection ∇(l) on P(l).
Definition 3. 7 We define the stabilization of (N, P, φ, ∇) by
3.2.5
We now consider the pull-back and use the notation introduced in 3.1.
Definition 3. 8 We define the pull-back of a normal G-structure by
Definition 3. 9 We define the pull-back of a geometric normal G-structure by 
Definition 3. 10 We define the composition of representatives of normal G-structures
If ∇ P and ∇ Q are connections on P and Q, then we get an induced connection ∇ R on R.
Definition 3. 11 We define the composition of representatives of geometric normal G-structures by
3.2.7
The following assertions are obvious. 
denote the pull-back of the universal R n -bundle. Then for n ∈ M we define MG n := BG(n) ξn , where for a vector bundle ξ → X we write X ξ for its Thom space. The family of spaces MG n , n ≥ 0, fits into a spectrum with structure maps
where we use the canonical Cartesian diagram
The ring structure is induced by
The corresponding structure maps and multiplication maps are given as suspensions of the maps described above.
If A is a manifold (or more generally a finite CW-complex), then the homotopy theoretic definition of the cobordism cohomology group is
where the limit is taken over the stabilization maps
and A + is the union of A and a disjoint base point. Temporarily we use the bold-face notation of the homotopy theoretic definition of the cobordism cohomology theory. For details we refer to [Swi02] or [Sto68] . There is a natural notion of an isomorphism of precycles.
3.3.3 Let c := (p, ν) be a precycle over A and q : B → A be transverse to p.
Definition 3.14 We define the pull-back q * c := (q * p, q * ν), a precycle over B.
The pull-back is functorial by Lemma 3.12.
3.3. 4 We now consider precycles c = (p, ν) over A and d = (q, µ) over C with underlying maps p : B → A and q : A → C .
Definition 3. 15 We define the composition
using 3.10.
The composition d • c is a precycle over C . The composition is associative and compatible with pull-back. 
Definition 3. 16 We define the product of the precycles c and d to be the precycle
Note that there is an equivalent definition based on on the diagram
It follows from the functoriality of the composition and its compatibility with the pull-back that the product of precycles is associative.
3.3.6 We consider a precycle b :
Definition 3. 17 The precycle b is called a bordism datum if f is transverse to {0} ∈ R and p |{f ≥0} is proper. We define the precycle ∂b :
3.3.7 Let c = (p, ν) be a precycle and l ∈ N.
Definition 3. 18 We define the l-fold stabilization of the precycle c by c(l) := (p, ν(l)) (see 3.6).
3.3.8 We now come to the geometric picture of the cobordism theory MG. We consider a smooth manifold A and let ZMG(A) denote the semigroup of isomorphism classes of cycles over A with respect to disjoint union. Recall that a relation ∼ on a semigroup is compatible with the semigroup structure if a ∼ b implies that a+c ∼ b+c for all c.
Definition 3.19 Let "∼" be the minimal equivalence relation which is compatible with the semigroup structure and satisfies:
We let MG(A) := ZMG(A)/ ∼ denote the quotient semigroup.
3.3.9 Let 0 denote the cycle of degree n given by the empty manifold. The following Lemma will be useful in calculations.
Lemma 3.20 Let c be a cycle which is equivalent to 0. Then there exists a bordism datum b and l ≥ 0 such that c(l) ∼ = ∂b.
We leave the proof to the interested reader.
3.3.10 We now describe the functoriality, the product, orientations, and the integration on the level of cycles.
(1) Functoriality Let f : B → A be a smooth map and x ∈ MG(A). We can represent x by a cycle c = (p, ν) such that p and f are transverse. Then f * x is represented by f * c.
(2) Product Let c and d be cycles for x ∈ MG n (A) and y ∈ MG m (B). Then
is represented by the cycle c × d (see 3.16). We get the interior product using the pull-back along the diagonal. 
3.3.11
In order to show that the operations defined above on the cycle level descend through the equivalence relation ∼ the following observations are useful. Let b = ((f , p), µ) be a bordism datum over A with underlying map (f , p) : W → R × A. Assume that q : B → A is transverse to p and p |{f =0} . Then we can form the bordism datum (id R × q) * b over B which will be denoted by q * b. Note that
Let e be a cycle over B. Then we can form b × e which we can interpret as a bordism datum over B × A. Note that
Let d be a cycle with underlying map A → B. Let pr : R × B → B be the projection. Then we can form the bordism datum pr
Finally, if c is a cycle over W , then we can form the bordism datum b • c over B, and have
3.3.12 We now have a geometric and a homotopy theoretic picture of the G-cobordism theory which we distinguish at the moment by using roman and bold-face letters.
Proposition 3.21
There is an isomorphism of ring-valued functors MG(A) ∼ = MG(A) on compact manifolds. This isomorphism preserves the product and is compatible with push-forward.
Proof This follows from the Pontryagin-Thom construction. Since this construction for cobordism cohomology (as opposed to homology) seems not to be so well known let us shortly indicate the main ideas. For concreteness let us consider the case of complex cobordism MU and even 2n. We have
Let h : Σ 2i A → MU 2n+2i represent some class in MU 2n (A). Recall that MU 2n+2i = BU(n + i) ξ n+i is the Thom space the universal bundle ξ n+i → BU(n + i). The latter is itself the colimit of Thom spaces
of tautological bundles ξ n+i over the Grassmannians Gr n+i (C n+i+k ) of (n + i)-dimensional subspaces in C n+i+k . We can assume that h factors over some Thom space
Gr n+i (C n+i+k ) ξ n+i , and that the induced map
ξ n+i is smooth and transverse to the zero section of ξ n+i , where p is the canonical projection. The preimage of the zero section is a submanifold W ⊂ S 2i × A of codimension 2n + 2i. We let f : W → A be induced by the projection. We use the standard embedding S 2i → R 2i+2 in order to trivialize the bundle TS 2i ⊕ R S 2i ∼ = S 2i × R 2i+2 . The embedding W ֒→ S 2i × A thus induces naturally an embedding
Moreover, the differential of h identifies the normal bundle N := f * TA ⊕ R 2i+2 W /TW with the pull-back h * |W ξ n+i ⊕C W , which has a canonical complex structure. In this way we get the normal bundle sequence Conversely one starts with a cycle (f , ν) of degree n. One observes that up to stabilization and homotopy the normal bundle sequence
It gives rise to a map of Thom spaces W N → BU(n + i) ξ (n+k)/2 . We finally precompose with the clutching map Σ k A → W N in order to get a map h :
One checks that this construction gives the inverse map MU n (A) → MU n (A). A further standard argument checks that these maps are compatible with the abelian group and ring structures and the push-forward.
In view of Proposition 3.21 we can drop the bold-face notation for the homotopy theoretic cobordism.
Power series and genera

The basic datum for a multiplicative smooth extension of a generalized cohomology theory h is a pair (h, c), where c : h → HR is a natural transformation from
h into the ordinary cohomology with coefficients in a graded ring R over R. The transformation c induces in particular a homomorphism of coefficients h * → R * . Our construction of smooth extensions of cobordism theories is based on a description of c in terms of characteristic numbers of stable normal bundles.
A ring homomorphisms c : MG * → R * is called a G-genus. One can classify SO and U -genera in terms of formal power series (see [HBJ92] and 3.22). Genera for other cobordism theories can be derived from transformations like MSpin → MSO. Since the details in the real and complex case differ slightly, in the present paper we restrict to our main example G := MU , i.e. M = 2N ≥0 , G(2n) = U(n). It is easy to modify the constructions for other cases like MSpin c , MSO or Spin c . In the following we describe the associated natural transformation r φ : MU(A) → H(A, R) of cohomology theories on the level of cycles, following the procedure as described in [MS] .
Let
We define the power series
holds if we replace σ i by the elementary symmetric functions σ i (z 1 , . . . ).
Note that G(2k) = U(k) (see 3.2.2). Let N → W be an n-dimensional real vector bundle for n even with a G(n)-structure (P, φ). Then we have Chern classes c j (N) := c j (P) ∈ H 2j (W, R).
Definition 3. 23 We define the characteristic class
The following properties are well-known (see [HBJ92] ). 3.4.5 Consider a cycle c = (p, ν) ∈ ZMU(A) of degree n with underlying map p : W → A and normal U -structure ν = (N, P, φ). Then p is a proper map which is oriented for the ordinary cohomology theory HR. In particular, we have an integration
Definition 3. 25 We definer
3.4.6 The following Lemma implies half of Theorem 3.22. What is missing is the argument that every R-valued U -genus comes from a formal power series.
Lemma 3.26 The mapr φ descends through ∼ and induces a natural transformation r φ : MU(A) → H(A, R) of ring-valued functors.
Proof Using the first and second property in 3.24 one checks thatr φ (c) =r φ (c(l)).
Assume that b = ((f , q), µ) with underlying map (f , q) : W → R×A and µ = (M, Q, λ) is a bordism datum. Then we get the Cartesian diagram
by the bordism invariance of the push-forward in ordinary cohomology and the third property of 3.24. Thus the transformation r φ is well defined.
It is natural since for f : B → A which is transverse to p we have a Cartesian diagram
, the bundle F * N represents the stable normal bundle of q, and
by the projection formula. This implies that f * r φ (c) =r φ (f * c). We claim that the transformation is also multiplicative. To this end we consider a cycle d = (q, µ) with underlying map q : V → B and normal G-structure µ = (M, Q, λ).
Then the underlying proper map of
and the bundle N ⊞ M represents its normal G-structure. We thus have
This impliesr
φ (c × d) =r φ (c) ×r φ (d) .
3.4.7
The most important example for the present paper is given by the ring MUR := MU * ⊗ Z R. The MU * -module MUR is Landweber exact. Hence, for a compact manifold or finite CW -complex A we have H * (A, MUR) ∼ = MU * (A) ⊗ MU * MUR and therefore a canonical natural transformation r : MU * (A) → H * (A, MUR), x → x ⊗ 1. This transformation is a genus r = r φ for a certain power series φ ∈ MUR [[x] ] 0 . We refer to [HBJ92] for further details on φ.
The smooth extension of MU
Characteristic forms
Let φ ∈ R[[z]
] 0 be as in 3.4.2 and G be the family of groups 3.2.2 associated to U(n), n ≥ 0.. We first lift the construction of the characteristic class φ(N) ∈ H 0 (A, R) of vector bundles N → A with G(n)-structure to the form level.
we denote the curvature of the connection ∇ N . The fiber-wise polynomial bundle morphism det : End(N) → R A extends to det : Ω ev (A, End(N)) → Ω ev (A). As usual we define the Chern forms c i (∇ N ) ∈ Ω 2i (A) by
Definition 4.1
If N → A is a real vector bundle with a geometric G(n)-structure, then we define
4.1.2
The properties stated in Lemma 3.24 lift to the form level by well-known properties of the Chern-Weil calculus. Usually we will denote geometric precycles byc, where c denotes the underlying precycle. Since a principal bundle always admits connections, every precycle can be refined to a geometric precycle. If ν = (N, P, φ, ∇), then we will write ∇ ν := ∇. 
Let
holds true. By tensoring with the identity of R we get the map p ! :
We get an induced map in cohomology such that the following diagram commutes :
4.1.6 Letc = (p, ν) be a geometric cycle of degree n.
Definition 4.4 We define T(c)
This form is closed, and by (4-1) we have the following equality in de Rham cohomology:
We now consider a bordism datum
We build the composition
where l := dim(A) − dim(W), and χ U is the multiplication operation with the characteristic function of the subset U . Stokes' theorem implies in this case that
where q 0 : W 0 → A is defined by the Cartesian diagram
i.e. q 0 is the underlying map of ∂b.
Definition 4.5 Letb := ((f , q),ν) be a geometric refinement of b. We define
Equation (4-3) shows that 
The smooth extension of MU
.2, and r φ is the associated natural transformation MU(A) → H(A, R).
Recall the notions of a cycle and a geometric cycle from 3.13 and 4.3. The cycles for the smooth extensionMU of MU will be called smooth cycles.
Definition 4.6 A smooth cycle of degree n is a pairĉ := (c, α), wherec is a geometric cycle of degree n, and α ∈ Ω n−1
The point here is that T(c) − dα is a smooth representative of the cohomology class represented by T(c). The latter is in general a singular form. To be explicit note that in the definition above
we allow differentials of forms with distribution coefficients.
4.2.2
There is an evident notion of an isomorphism of smooth cycles. We form the graded semigroup ZMU(A) of isomorphism classes of smooth cycles such that the sum is given by
where, as in the non-geometric case,c +c ′ is given by the disjoint union.
The smooth cobordism groupMU(A) will be defined as the quotient of ZMU(A)
by an equivalence relation generated by stabilization and bordism.
Definition 4.7 Let "∼" be the minimal equivalence relation on ZMU(A) which is compatible with the semigroup structure (see 3.3.8) and such that
(1) For l ∈ M we have (c, α) ∼ (c(l), α), wherec(l) is the l-fold stabilization defined by (p, ν)(l) := (p, ν(l)) (see 3.7).
(2) For a geometric bordism datumb we have (∂b, T(b)) ∼ 0.
We defineMU n (A) := ZMU n (A)/ ∼ as the semigroup of equivalence classes of smooth cycles of degree n.
We will write [c, α] for the equivalence class of (c, α).
4.2.4
Lemma 4.8MU n (A) is a group. 
Proof
The only non-obvious part is the fact that R is well defined. To this end consider a geometric bordism datumb. Then we have
by Equation (4-4).
4.2.6
We now extend A →MU(A) to a contra-variant functor on the category of smooth manifolds. Let f : B → A be a smooth map. Then we must construct a functorial pull-back f * :MU(A) →MU(B) such that the transformations R, I, a above become natural.
Let (c, α) be a smooth cycle withc = (p, ν), p : W → A. We can assume that p is transverse to f . Otherwise we replace p by a bordant (homotopic) map and correct α correspondingly so that the new pair represents the same class inMU(A) as (c, α).
Then we have the Cartesian diagram
The map P is the underlying map of a geometric cycle f * c = (P, f * ν), where f * ν is the pull-back of the geometric normal G-structure as defined in 3.9. We want to
The problem is that α is a distribution. In order to define the pull-back f * α of a distributional form we need the additional assumption that
(where π : T * A → A is the projection), and WF(α) denotes the wave front set of α.
The wave front set of a distributional form α on A is a conical subset of T * A which measures the locus and the directions of the singularities of α. For a precise definition and for the properties of distributions using the wave front set needed below we refer to [Hör03, Section 8] .. Note that we can change α by exact forms with distribution coefficients without altering the class of (c, α). The idea is to show that one can choose α such that WF(α) ∩ N(f ) = ∅ holds. By [Hör03, Theorem 8.2.4], in this case f * α is defined. It is independent of the choice again up to exact forms with distribution coefficients. The details will be explained in the following paragraphs.
4.2.7
Lemma 4.11 Let α ∈ Ω n −∞ (A). Then there exists β ∈ Ω n−1
Proof We choose a Riemannian metric on A. Then we can define the formal adjoint δ := d * of the de Rham differential and the Laplacian ∆ := δd + dδ . Since ∆ is elliptic we can choose a proper pseudo-differential parametrix P of ∆. This is a pseudo-differential operator of degree −2 which is an inverse of ∆ up to pseudodifferential operators of degree −∞ (smoothing operators). A pseudo-differential operator on A is called proper if the restriction of the two projections from the support (a subset of A × A) of its distribution kernel to the two factors A are proper maps.
Then we form G := δP. This pseudo-differential operator satisfies dG + Gd = 1 + S, where S is a proper smoothing operator. We thus can set β := Gα and have
Since Sα is smooth and WF(Gdα) ⊆ WF(dα) (a pseudo-differential operator does not increase wave front sets) we see that
with α i ∈ Ω n −∞ , and with linearly independent r i ∈ R. In this case the wave front set of α is by definition WF(α) := ∪ s i=1 WF(α i ). It is now easy to see that Lemma 4.11 extends to forms with coefficients in R.
4.2.8
Lemma 4.12 If (c, α),c = (p, ν), is a smooth cycle, then we can choose α such that
Proof It is a general fact that the wave front set of the push-forward of a smooth distribution along a map is contained in the normal set of the map. In view of 
4.2.10
Lemma 4.14 The pull-back is well defined and functorial.
Proof First we show that the pull-back is well defined with respect to the choice of α. Let β ∈ Ω −∞ (A, R) and α ′ := α + β be such that T(c) − dα ′ is smooth. This implies that WF(α ′ ) ⊆ N(p), and hence WF(dβ) ⊆ N(p). By Lemma 4.11 we can modify β by a closed form such that
It is easy to see that the pull-back is additive and preserves stabilization. It remains to show that it preserves zero bordism. Letb = ((h, q), µ) be a geometric bordism datum over A with (h, q) : W → R × A. We define W 0 := h −1 ({0}) and assume that q and q |W 0 are transverse to f . We then have the geometric bordism datum (id R × f ) * b over B.
Let us define the normal datum of b by
Then we have WF(T(b)) ⊆ N(b).
Again, since q and q |W 0 are transverse to f we have
is well defined. Using the fact that in a Cartesian diagram push-forward of distributions commutes with pull-back we get
). This implies that the pull-back is well defined on the level of equivalence classes.
We now show functoriality. Let g : C → B be a second smooth map. Ifx ∈MU(A), then we can choose the representing smooth cycle (c, α) withc = (p, ν) such that p is transverse to f and f • g. In this case one easily sees that (f • g) * (c, α) and g * f * (c, α) are isomorphic cycles.
4.2.11
We now have defined a functor A →MU(A) from smooth manifolds to graded groups.
Lemma 4.15
The transformations R, I and a are natural.
Proof Straightforward.
4.2.12
We now define the outer product
Letx ∈MU(A) be represented by (c, α), and letŷ ∈MU(B) be represented by (ẽ, β). In 3.16 we have already defined the product of cycles c × e. Here we enhance this definition to the geometric level. Writec = (p, ν) andd = (q, µ). Then we definẽ c ×d := (p × q, ν ⊕ µ), where the sum of geometric normal G structures ν ⊕ µ is defined similarly as in the non-geometric case.
Note that we have a graded outer product
Definition 4.16
We define the product of smooth cycles (c, α) × (ẽ, β) by
and we define the productx ×ŷ ∈MU(A × B) to be the corresponding equivalence class.
This cycle level definition needs a few verifications.
Lemma 4.17 (1) The outer product is well defined.
(2) It is associative, i.e. (x ×ŷ) ×ẑ =x × (ŷ ×ẑ), whereẑ ∈MU(C). (4) The product is natural, i.e. if f : C → A is a smooth map, then we have
Proof We first show that the cycle level definition of the outer product passes through the equivalence relation. It is obvious that the outer product is bilinear and preserves stabilizations in both arguments. It remains to verify that it preserves zero bordisms.
Letb be a geometric bordism datum. Then we can form the geometric bordism datum b ×ẽ (see 3.16). We have
In order to see that the product also preserves zero bordism in the second entry we rewrite
and apply the same argument as above. Associativity, graded commutativity, and naturality hold true on the level of smooth cycles. To see this, for commutativity we use again (4) (5) , and the proof of associativity is based on similar calculations.
4.2.13
As usual, the outer product determines a graded commutative ring structure by restriction to the diagonal.
Definition 4.18
We define the ring structure onMU(A) byx ∪ŷ := ∆ * (x ×ŷ), where
The following assertions are consequences of Lemmas 4.14 and 4.17. 
Theorem 4.21
The functorMU together with the transformations R, I, a is a multiplicative smooth extension of the pair (MU, r φ ).
Proof We must verify the properties required in Definitions 2.2 and 2.3. Most of them have been shown above. We are left with the commutativity of
R)
. and the exactness of
The commutativity of the diagram (4-6) is a direct consequence of (4-2).
We now discuss exactness of (4-7). We start with the surjectivity of I . Proof It is clear that the pull-back is compatible with stabilization. Letd be a homotopy fromc 0 toc 1 . Then (id R × f ) * d is a homotopy from f * c 0 to f * c 1 . Furthermore, one checks thatφ(∇ f * ν 1 , ∇ f * ν 0 ) = f * φ (∇ ν 1 , ∇ ν 0 ). These formulas imply that the pullback preserves homotopic representatives of smooth MU -orientations. We conclude that the pull-back is well defined on the level equivalence classes. Functoriality and the fact that A(f * o) = F * A(o) are easy to see. 
Definition 4.32 We define
The definition requires some verifications.
Lemma 4.33
The composition of smooth MU -orientations is well defined, compatible with pull-back, and functorial.
Proof We first show that the composition is well defined. It is clear that the composition is compatible with stabilization. Letb be a homotopy fromc 0 toc 1 . Then pr * 2d •b is a homotopy fromb •c 0 tob •c 1 , where pr 2 : R × B → B is the projection. We further calculate (using the properties stated in Lemma 4.2)
This calculation implies that the composition (d, θ) • . . . preserves homotopic representatives.
Let us now consider a homotopyẽ fromd 0 tod 1 We get a homotopyẽ •c fromd 0 •c tod 1 •c. Furthermore we rewrite (note that we work modulo im(d))
We have
Hence · · · • (c, ν) preserves homotopic representatives. This finishes the proof that the composition is well defined.
4.3.8 The composition of smooth MU -orientations is associative and compatible with pull-back. For completeness let us state the second fact in greater detail. Let r : Q → B be a map which is transverse to q and p•q. Then we have the composition of pull-back diagrams
In this situation we have
We leave the details of the straightforward proof to the reader. This equality implies that p ! preserves zero bordisms. then by the definition of the cup-product and applying Lemma 4.38 to the left Cartesian square we get the result. Equation (4-9) holds true on the level of smooth cycles and is straightforward to check.
