A novel technique to classify time series with imprecise hidden Markov models is presented. The learning of these models is achieved by coupling the EM algorithm with the imprecise Dirichlet model. In the stationarity limit, each model corresponds to an imprecise mixture of Gaussian densities, this reducing the problem to the classification of static, imprecise-probabilistic, information. Two classifiers, one based on the expected value of the mixture, the other on the Bhattacharyya distance between pairs of mixtures, are developed. The computation of the bounds of these descriptors with respect to the imprecise quantification of the parameters is reduced to, respectively, linear and quadratic optimization tasks, and hence efficiently solved. Classification is performed by extending the k-nearest neighbors approach to interval-valued data. The classifiers are credal, this means that multiple class labels can be returned in the output. Experiments on benchmark datasets for computer vision show that these methods achieve the required robustness whilst outperforming other precise and imprecise methods.
Introduction
The theory of imprecise probability [2] extends the Bayesian theory of subjective probability to cope with sets of distributions. This potentially provides more robust and realistic models of uncertainty. These ideas have been applied to classification and a number of classifiers based on imprecise probabilities are already available. Most of these approaches are based on graphical models, whose parameters are imprecisely quantified with a set of priors by means of the imprecise Dirichlet model [3] . The first attempt in this direction is the naive credal classifier [4] , which generalizes the naive Bayes classifier to imprecisely specified probabilities. Each prior in the imprecise Dirichlet model defines a precise classifier. When two precise classifiers of this kind assign a different class label to the same instance, the imprecise classifier returns both labels, and the instance is said to be prior-dependent. Conversely, when a single label is returned, this is independent of the prior. Classifiers of this kind, possibly returning multiple class labels in the output, are called credal. 4 The separation between prior-dependent and other instances induced by a credal classifier typically corresponds to a distinction between hard and easy-to-classify instances, with the accuracy of a precise classifier significantly lower on the prior-dependent instances rather than on the prior-independent ones. In this sense, credal classifiers are suitable as preprocessing tools, assigning the right class label to prior-independent instances and partially suspending the judgement otherwise.
Despite the relatively large number of credal classifiers proposed in the literature, no credal models specifically intended to classify temporal data have been developed so far. 5 This is cumbersome since, on the other side, dynamical models such as Markov chains and hidden Markov models (HMMs) have been already extended to imprecise probabilities to model non-stationary dynamic processes [9, 10] . As a matter of fact, HMMs in their precise formulation have been often applied to classification of time series (e.g., [11] ), while no similar attempts have been made in the imprecise case. This can be partially explained by the lack of algorithms to learn imprecise-probabilistic models from incomplete data (e.g., be- 4 Besides the naive, other examples of credal classifiers proposed in the literature include models with more complex topologies [5] and imprecise averages of precise models [6] . Alternative quantification techniques not based on the imprecise Dirichlet model have been proposed for general topologies in [7] . 5 The only exception is a previous work of the authors [8] . The algorithms in the present paper are a natural evolution of those approaches. Numerical tests showing much better performances of the new methods are reported in Section 7. cause referred to hidden variables) and, more marginally, by the lack of suitable inference algorithms.
It therefore seems natural to merge these two lines of research and develop credal classifiers for time series based on imprecise HMMs. To achieve that, we first show how to learn an imprecise HMM from a discrete-time sequence. The technique, already tested in previous works [8, 12] combines the imprecise Dirichlet model with the popular EM algorithm, generally used to learn precise HMMs. After this step, each sequence is associated with an imprecise HMM. In the limit of infinitely long models, HMMs might converge to a condition of stationarity, even in the imprecise case [13, 14] . A major claim of this paper is that, in this limit, the model becomes considerably simpler without losing valuable information for classification purposes.
In the stationarity limit, the imprecise HMM becomes an imprecise mixture (i.e., with multiple specification of the weights) of Gaussian densities over the observable variable (i.e., the joint observation of the features). Two novel algorithms are proposed to perform classification with these models. The first, called IHMM-E, evaluates the mixture expected value, which becomes a static attribute for a standard classification setup. The second, called IHMM-B, uses the Bhattacharyya distance between two mixtures as a descriptor of the dissimilarity level between sequences. Being associated with imprecise-probabilistic models, those descriptors cannot be precisely evaluated and only their lower and upper bounds with respect to the constraints on the parameters can be evaluated. This is done efficiently by solving a linear (for IHMM-E) and a quadratic (for IHMM-B) optimization task.
After this step, IHMM-E summarizes the sequence as an interval-valued observation in the feature space. To classify this kind of information, a generalization of the k-nearest neighbors algorithm to support multivariate interval data is developed. The same approach can be used to process the interval-valued (univariate) distances between sequences returned by IHMM-B. Both algorithms are credal classifiers for time series, possibly assigning more than a single class label to a sequence. Performances are tested on some of the most important computer vision benchmarks. The methods we propose achieve the required robustness in the evaluation of the class labels to be assigned to a sequence and outperform alternative imprecise methods with respect to state-of-the-art metrics [15] to compare performances of credal and traditional classifiers.
The performance is also good when compared with dynamic time warping, the state-of-the-art approach to the classification of time series. The reason is the high dimensionality of the computer vision data: dynamic time warping is less effective when coping with multivariate data [16] , while the methods in this paper are almost unaffected by the dimensionality of the features.
The paper is organized as follows. In Section 2, we introduce the basic ideas in the special case of precise HMMs obtained from univariate data. Then, in Section 3, we define imprecise HMMs and discuss the learning of these models from multivariate data. The new algorithms IHMM-E and IHMM-B are detailed in Sections 4 and 5. A summary of the two methods together with a discussion about their computational complexity and the performance evaluation are in Section 6. Experiments and conclusive remarks are in Sections 7 and 8.
Time Series Classification
Let us introduce the key features of our approach and the necessary formalism in the precise univariate case. Variables O 1 , O 2 , . . . , O T denote the observations of a particular phenomenon at T different (discrete) times. These are assumed to be observable, i.e., their actual (real) values are available and denoted by o 1 , o 2 , . . . , o T . If the observations are all sampled from the same distribution, say P(O), the empirical mean converges to its theoretical value (strong law of large numbers):
Under the stationarity assumption, the empirical mean is therefore a sensible descriptor of the sequence. More generally, observations at different times can be sampled from different distributions (i.e., the process can be non-stationary). Such a situation can be modeled by pairing O t with an auxiliary discrete variable X t , for each t = 1, . . . , T . The values of variables {X t } T t=1 are indexing the generating distributions: all these variables should therefore take values from the same set, say X, whose M elements are in one-to-one correspondence with the different distributions. In other words, for each t = 1, . . . , T , O t is sampled from P(O t |X t = x t ), and P(O|x t ) = P(O|x t ) if and only if x t = x t . Variables {X t } T t=1 are assumed to be hidden, i.e., their actual values are not directly observable. The modeling of the generative process requires therefore the assessment of the joint mass function P(X 1 , . . . , X T ). This becomes considerably simpler under the Markovian assumption: given X t−1 , all previous values of X are irrelevant to X t , i.e., P(X t |x t−1 , x t−2 , . . . , x 1 ) = P(X t |x t−1 ). Together with the chain rule, this implies the factorization:
for each (x 1 , . . . , x T ) ∈ X T . If the transition probabilities among the hidden variables are independent of t, the specification of the joint model reduces to the assessment of P(X 1 ) and P(X t |X t−1 ), i.e., O(M 2 ) parameters. A model of this kind is called a time-homogeneous Markov chain. If all the transition probabilities are strictly positive, the model assumes a stationary behaviour on long sequences, i.e., the following limit exists: 6P
for each x ∈ X, where the probability on the right-hand side is obtained by marginalizing out all the variables, apart from X T , in the joint mass function in Equation (2) . The marginalP over X is called the stationary mass function of the Markov chain and it can be efficiently computed by standard techniques. In this limit, even the probability distribution over the observation becomes stationary:
Again, as in Equation (1), the empirical mean converges to the theoretical value:
The descriptor on the right-hand side of Equation (5) can be used as a static feature to be processed by standard classification algorithms. Yet, instead of considering only its mean, the whole distributionP(O) might provide a more informative static feature to be used for classification. 7 This can be achieved by evaluating pairwise dissimilarity levels among the distributions associated to the different sequences.
In particular, given two distributionsP(O) andQ(O), we characterize their mutual dissimilarity in terms of the popular Bhattacharyya distance:
which evaluates the overlap between statistical samples generated by the two distributions. In the remainder of this paper we develop two algorithms based, respectively, on the weighted mean in Equation (5) and on the distance in Equation (6) . These ideas are extended to the imprecise-probabilistic framework, taking into account the case of multivariate observations. Overall, this leads to the specification of two credal classifier for time series described, respectively, in Sections 4 and 5. Before doing that, let us first formalize the notion of HMM in both the precise and the imprecise case.
Imprecise Hidden Markov Models

Definition
In this section we present imprecise HMMs as a generalization of standard HMMs. This is based on the fundamental notion of credal set, which is reviewed first. Following [18] , a credal set over a categorical variable X is a closed and convex set K(X) made of probability mass functions over X. We focus on finitely generated credal sets, this means that the set of the extreme points of K(X), denoted as ext[K(X)], has finite cardinality.
A Markov chain defined as in the previous section can be easily extended to the imprecise framework by replacing probability mass functions with credal sets: P(X 1 ) is replaced by K(X 1 ) and P(X t |x t−1 ) by K(X t |x t−1 ) for each x t−1 ∈ X. While a Markov chain defines a joint mass function as in Equation (2), an imprecise Markov chain defines a joint credal set K(X 1 , . . . , X T ) made of (the convexification of) all the joint mass functions P(X 1 , . . . , X T ) obtained as in Equation (2) with P(X 1 ) ∈ K(X 1 ) and P(X t |x t−1 ) ∈ K(X t |x t−1 ), for each x t−1 ∈ X. 8 Given the joint credal set K(X 1 , . . . , X T ), a stationary credal setK(X), analogous to the stationary mass function in Equation (3), can be obtained by marginalizing out all the variables apart from X T and taking the limit T → ∞. This is shown to exist if all the original credal sets assign strictly positive probability to any event. The limit behaviour of imprecise Markov chains has been studied in [13] , where a formula to computeK(X) has been derived. 9 This formula is reported in Appendix B.
As in the previous section, for each t = 1, . . . , T , the categorical variable X t is in correspondence with the continuous variable O t . Given X t , any other variable is assumed to be irrelevant to O t ; the conditional distributions P(O t |X t ) can be therefore used to augment the Markov chain and define a (precise) HMM:
Like the transition probabilities P(X t |X t−1 ), the emission terms P(O t |X t ) are also assumed time homogeneous (i.e., independent of t). Imprecise HMMs are similarly defined as the augmentation of an imprecise Markov chain. 10 Both precise and imprecise HMMs describe the generative process behind a temporal sequence of observations, corresponding to the variables O 1 , . . . , O T . The discrete variables X 1 , . . . , X T are assumed to be hidden and, as outlined in the previous section, have the role of modeling the non-stationarity of the emission process.
Learning: Expectation Maximization + Imprecise Dirichlet Model
The variables X 1 , . . . , X T of a HMM, no matter whether precise or imprecise, are by definition assumed to be directly unobservable, i.e., hidden. An algorithm to learn the HMM parameters from incomplete data is therefore needed. In the precise case, the expectation maximization (EM) algorithm by [21] is a typical choice.
Given an initialization of the HMM parameters, the EM computes the probabilities of the different outcomes of the hidden variable. This is a probabilistic explanation of the values of the hidden variables in the dataset. Expected counts for the occurrences of these variables can be therefore estimated. These, generally speaking non-integer, values are used to re-estimate the model parameters. The procedure is iterated until convergence, which is known to take place when a local maximum of the likelihood is reached.
A similar approach can be considered in the imprecise case. However, the imprecise Dirichlet model, commonly used to learn credal sets, needs the data to be complete, and no alternatives for incomplete data are available. 11 To bypass this problem it is sufficient to regard the expected counts returned by the EM as complete(d) data, and process them with the imprecise Dirichlet model.
For the transition probabilities, this induces the following linear constraints:
where E[n(x → x)] are the expected counts for consecutive pairs of hidden variables with values x and x as computed by the EM after convergence. This corresponds to computing, for each t = 2, . . . , T , the probability that X t = x and multiplying it for the probability that X t−1 = x ; the sum of these values over the whole sequence gives the expected count. Consequently, the sums in the denom-
The nonnegative parameter s can be regarded as the equivalent sample size of the set of priors used by the imprecise Dirichlet model, thus affecting the level of imprecision of the model. Considering the linear constraints in Equation (8) for each x ∈ X, it is possible to compute the conditional credal set K(X t |X t−1 = x ), which is intended as the credal set of probability mass functions over X t consistent with those constraints. An expression analogous to Equation (8), with the marginal expected counts in the numerator and the total counts in the denominator is used to learn K(X 1 ). Overall, this procedure defines an imprecise Markov chain over the hidden variables.
Regarding the number of states of the hidden variables M := |X|, as already noticed in Footnote 6, these variables are lacking a direct interpretation. The value of M should be regarded as a parameter of the model, for which we typically adopt small values (e.g., M = 3 in our experiments in Section 7). The reason is that, with many categories, it is more likely to have at least a small marginal count. This makes large the difference between the upper and the lower bound in Equation (8), thus making the model quite imprecise.
Regarding the emission part of the model (i.e., the relation between hidden and observable variables), first note that the discussion was introduced in the case of a scalar observable O just for sake of simplicity. In many real-world problems, we often need to cope with sequences of arrays of F > 1 features,
To define a joint model over the features we assume their conditional independence given the corresponding hidden variable. A Gaussian distribution is indeed used, for each feature, to model the relation between hidden and observable variables:
where o f t is the f -th component of the array o t , N µ σ is a Gaussian density with mean µ and standard deviation σ, and µ f (x t ) and σ f (x t ) are the EM estimates for the mean and standard deviation of the Gaussian over O f t given that X t = x t . 12 The clustering-based technique proposed in [23] defines a possible initialization of the emission terms in the EM, while uniform choices are adopted for the transition and the prior. This guarantees the strict positivity of the expected counts after convergence, which implies the strict positivity of the lower bound in Equation (8) . The existence of the stationary credal set follows from this (see [24] ). After this learning step, the sequence of observations in the F-dimensional space is associated with a time-homogeneous imprecise HMM, with transition and prior probabilities required to belong to credal sets and a precise (Gaussian) specification of the emission terms.
The overall procedure based on a generalization to imprecise probabilities of the classical EM algorithm for HMM should be regarded as an attempt to achieve more reliable, but imprecise, estimates in the HMM parameters. The choice of confining the imprecision to the hidden variables follows from the fact that the EM estimates for these variables are based on missing information, they appear therefore less reliable than those about the observable variables.
Using (Imprecise) Expected Values for Classification: IHMM-E
An Interval-Valued Descriptor for Imprecise HMMs
In this section we show how the descriptor proposed in Equation (5) for precise HMMs can be generalized to the case of the imprecise HMM which we learn from a sequence of feature vectors by means of the procedure described in Section 3.2. In the imprecise case the stationary mass function of a Markov chain is replaced by a stationary credal set, sayK(X). As shown in [13] , its computation, which is briefly summarized in Appendix B, can be efficiently achieved by Choquet integration. 13 Thus, in this generalized setup, distributionP(X) in Equation (5) is only required to belong toK(X). The procedure described in [25] is used to obtain an outer approximation ofK(X) based on a finite number of linear constraints. Regarding the emission terms, nothing changes as they are assumed to be precise. Thus, for each feature o f , with f = 1, . . . , F, we evaluate the bounds of the expectation as (10) and (11) to each feature. They define a hyperbox in the feature space, which can be regarded as the range of the F-dimensional version of the descriptor in Equation (5) when imprecise probabilities are introduced in the model. Overall, a static interval-valued summary of the information contained in the temporal sequence has been obtained: the sequence, which is a trajectory in the feature space is described by a hyperbox in the same space ( Figure 1 ). In the next section, a standard approach to the classification of static data is extended to the case of interval data like the ones produced by this method. 
Distances Between Hyperboxes
Consider the F-dimensional real space R F . Let us make it a metric space by considering, for instance, the Manhattan distance which, given x, y ∈ R F , defines the distance between them δ as
Given two points x, x ∈ R F such that, for each f = 1, . . . , F, x f ≤ x f , the hyperbox associated with these two points is denoted by [x, x] and defined as
The problem of extending a distance defined over points to hyperboxes can be solved by considering the ideas proposed in [26] . Given two hyperboxes, their distance can be characterized by means of a real interval whose bounds are, respectively, the minimum and the maximum distance (according to the distance defined for points) between every possible pair of elements in the two hyperboxes. Accordingly, the lower distance between two hyperboxes is:
and similarly, with the maximum instead of the minimum for the upper distance δ([x, x], [y, y]). 14 With the Manhattan distance in Equation (12), the evaluation of the lower (and similarly for the upper) distance as in Equation (14) takes a particularly simple form:
The optimization in the F-dimensional space is in fact reduced to F, independent, optimizations on the one-dimensional real space. Each task can be reduced to linear program whose optimum is in a combination of the extremes, unless intervals overlap. In other words:
unless x f ≥ y f or y f ≥ x f , a case where the lower distance is clearly zero. A dual relation holds for the upper distance case with no special discussion in case of overlapping.
Replacing the Manhattan with the Euclidean distance makes little difference if we consider only the sum of the squared differences of the coordinates without the square root. 15 In this case the lower distance is the sum, for f = 1, . . . , F of the following terms: min
This is the minimum of a convex function, which is attained on the border of its (rectangular) domain. It is straightforward to check that the minimum should lie on one of the four extreme points of the domain. Thus, the minimum in Equation (17) is the minimum of the squares of the four quantities in Equation (16) . Again, the only exception is when the two intervals overlap (the global minimum is in x f = y f ), and the lower distance becomes zero. Similar considerations hold for the upper distance.
k-Nearest Neighbors Classification of Interval Data
The above defined interval-valued distance for hyperboxes is the key to extending the k-nearest neighbors (k-NN) algorithm to the case of interval-valued data. First, let us review the algorithm for pointwise data.
Let C denote a class variable taking its values in a finite set C. Given a collection of supervised data {c d , x d } D d=1 classification is intended as the problem of assigning a class labelc ∈ C to a new instancex on the basis of the data. The k-NN algorithm for k = 1 assigns tox the label associated with the nearest instance, i.e., the assigned label isc := c d * with
For k > 1, the k nearest instances need to be considered instead: a voting procedure among the relative classes decides the label of the test instance.
To extend this approach to interval data just replace the sharp distance among points used in Equation (18) with the interval-valued distance for hyperboxes proposed in Section 4.2. However, to compare intervals instead of points a decision criterion is required.
To see that, consider for instance three hyperboxes and the two intervals describing the distance between the first hyperbox and, respectively, the second and the third. If the two intervals do not overlap, we can trivially identify which is the hyperbox nearer to the first one. Yet, in case of overlapping, this decision might be debatable. The most cautious approach is interval dominance, which simply suspends any decision in this case.
When applied to classification, interval dominance produces therefore a credal classifier, which might return more than a single class in the output. If the set of optimal classes according to this criterion is defined as C * , we have that c ∈ C * if and only if there exists an instance (c i , x i ) with c i = c such that there is no d = 1, . . . , n, with c d c, satisfying the following dominance test:
Classes in the above defined set are said to be undominated because they correspond to instances in the dataset whose interval-valued distance from the test instance is not clearly bigger that the interval distance associated with any other instance. A demonstrative example is in Figure 2 .
This approach can be extended to the case k > 1. To do that, consider the instances x i such that no more than k − 1 instances x d satisfy the dominance test in Equation (19) . Instances of this kind are among the k nearest ones tox. A set of k instances can be extracted from this set and the voting procedure applied. The set of undominated classes C * is the union of the labels obtained by iterating this procedure over all the possible extractions. Yet, for increasing values of k, the procedure becomes more demanding from a computational point of view (being roughly exponential in k) and the output very imprecise. We therefore suggest to keep the value k = 1, for which the procedure only takes linear time and the number of classes in output is minimal. This is also consistent with the typical choice of k in the classification of time series [28] .
The IHMM-E Credal Classifier
By merging the results in Sections 3, 4.1, 4.2 and 4.3 we have a classifier for time series, to be called IHMM-E, based on imprecise HMMs. In summary, for Figure 2 : Rectangular data processed by the 1-NN classifier. Gray background denotes data whose interval distance from the test instance is undominated. Points inside the rectangles describe consistent precise data and the diamond is the nearest instance. each sequence we: (i) learn an imprecise HMM (Section 3.2); (ii) compute its stationary credal set (Appendix B); (iii) solve the LP tasks required to compute the hyperbox associated with the sequence (Section 4.1). These supervised hyperboxes are finally used to perform k-NN credal classification (Section 4.3) based on the interval-valued distance between hyperboxes (Section 4.2).
Directly Coping with the Distributions: IHMM-B
The key idea of our approach so far is that considering the HMM in the limit of stationarity makes the model considerably simpler (and this is crucial for the extension to imprecise probabilities), and that classification does not suffer from this simplification. Moving to the stationarity limit basically transforms a dynamic model into a static model described by the limit distribution (or credal set) associated with the model. In this perspective, the choice of summarizing the static model by means of the expected value of the limit distribution as in Equation (5) , which in the imprecise multivariate case generalizes to the expressions in Equation (10) and (11), is just one of the possible options.
Another approach might consist in coping directly with the limit distribution, which in the precise multivariate case is a mixture of GaussiansP(O) such that:
for each o ∈ R F . As already noted in Section 2, classification can be based on the dissimilarity level between limit distributions associated to different models.
This can be identified with the Bhattacharyya distance, defined as in Equation (6) (in the multivariate case the integral should be over R F ). In general, such a distance cannot be computed analytically, but a good approximation has been suggested in [29] . To show how the approximation works, consider a second HMM, with hidden variables taking values in X and emission terms with mean µ f (x ) and variance σ f (x ) for each f = 1, . . . , F and x ∈ X . Let alsoQ(X ) denote the stationary mass function for this HMM. We call Bhattacharyya error, the following integral:
whose relation with the Bhattacharyya distance is δ Bh (P,Q) = − ln Bh (P,Q). The approximation for mixtures of Gaussians consists in taking the convexity bound:
where the Bhattacharyya errors and distances between two Gaussians can be computed analytically by means of the following formula [30] :
In summary, in the precise case, classification can be performed by evaluating the distances between the limit distribution of the test instance and those of the training instances. As in Equation (18), the class label assigned to the test instance is the one belonging to the training instance at minimum distance. This method can be easily extended to the imprecise-probabilistic case. In this case, instead of a limit distribution defined as a mixture of Gaussians, we have a set of mixtures, also called a credal mixture, one for eachP(X) ∈K(X). Following an approach similar to that in Section 4.2, we can simply characterize the level of dissimilarity between two credal mixtures by means of an interval, whose bounds are respectively the minimum and the maximum Bhattacharyya distance between mixtures of Gaussians with weights consistent with the stationary credal set of the corresponding models. This corresponds to optimizing the Bhattacharyya error in Equation (22), with respect to the optimization variables {P(x)} x∈X and {Q(x )} x ∈X . Considering that the square root is a monotone function and that the credal sets are defined by linear constraints, this is equivalent to a linearly constrained quadratic optimization task, with the objective function having form:
with linear constraintsP(X) ∈K(X) andQ(X) ∈K(X ), and the nonnegative coefficient k(x, x ) being the product of the Bhattacharyya errors in Equation (22). In Appendix A we prove that both the minimization and the maximization of this problem can be efficiently solved. Note that the maximization corresponds to the upper bound of the Bhattacharyya error, which, because of monotonicity, defines the lower bound of the Bhattacharyya distance (and similarly for the minimization). Exactly as in Section 4.3, these interval-valued distances can be partially ranked by means of the interval dominance criterion in Equation (19) and hence used to perform credal classification. 16 We call this credal classifier IHMM-B.
Related Works, Complexity, and Performance Evaluation
Another credal classifier for time series based on imprecise HMMs, and called here IHMM-L, has been proposed in [8] . Each imprecise HMM learned from a supervised sequence is used to "explain" the test instance, i.e., the lower and upper bounds of the probability of the sequence are evaluated. These (probability) intervals are compared and the optimal classes according to interval dominance are eventually returned.
Regarding traditional (i.e., not based on imprecise probabilities) classifiers, dynamic time warping (DTW) is a popular state-of-the-art approach. Yet, its performance degrades in the multivariate case, i.e., F > 1 [16] . Our new classifiers are tested against IHMM-L and DTW in the next section.
Other approaches to the specific problem of classifying interval data have been also proposed. E.g., remaining in the imprecise-probabilistic area, the approach proposed in [31] can be used to define a support vector machine (SVM) for interval data. Yet, time complexity increases exponentially with the number of features, thus preventing an application of the method to data with high feature dimensionality. This is not the case for IHMM-E and IHMM-B, whose complexity is analyzed below.
Complexity Analysis
Let us first evaluate IHMM-E. Our approach to the learning of imprecise HMMs has the same time complexity as the precise case, namely O(M 2 T F). The computation of the stationary credal set is O(T ), while to evaluate the hyperboxes a LP task should be solved for each feature, i.e., roughly, O(M 3 F). Also the distance between two hyperboxes can be computed efficiently: the number of operations required is roughly four times the number of operations required to compute the distance between two points, both for Manhattan and Euclidean metrics. To classify a single instance as in Equation (19), lower and upper distances should be evaluated for all the sequences, i.e., O(DF). Overall, the complexity is linear in the number of features and in the length of the sequence and polynomial in the number of hidden states. Similar results can be found also for space.
Regarding IHMM-B, everything is just the same, apart from the evaluation of the hyperboxes, which is replaced by the evaluation of the distances. This is a (single) quadratic optimization task. To specify the objective function O(M 2 F) time is required, while the solution of the problem is roughly cubic in the number of constraints, thus O(M 3 ). The same conclusions for the previous algorithm are therefore valid also in this case.
Metrics for Credal Classifiers
Credal classifiers might return multiple classes in the output. Evaluating their performance requires therefore specific metrics, which are reviewed here. First, a characterization of the level of indeterminacy is achieved by: the determinacy, i.e., percentage of instances classified with a single label; the average output size, i.e., the average number of classes on instances for which multiple labels are returned. We normalize this number by dividing it by the total number of classes.
For accuracy we distinguish between: single accuracy, i.e., accuracy over instances classified with a single label; and set accuracy, i.e., the accuracy over the instances classified with multiple labels. In the latter case, classification is considered correct if the set of labels includes the true class.
A utility-based measure has been recently proposed in [15] to compare credal and precise classifiers with a single indicator. In our view, this is the most principled approach to compare the 0-1 loss of a traditional classifier with a utility score defined for credal classifiers. The starting point is the discounted accuracy, which rewards a prediction containing q classes with 1/q if it contains the true class, and with 0 otherwise. This indicator can be already compared to the accuracy achieved by a determinate classifier.
Yet, risk aversion demands higher utilities for indeterminate-but-correct outputs when compared with wrong-but-determinate ones [15] . Discounted accuracy is therefore modified by a (monotone) transformation u w with w ∈ [.65, .80]. A conservative approach consists in evaluating the whole interval [u .65 , u .80 ] for each credal classifier and compare it with the (single-valued) accuracy of traditional classifiers. Interval dominance can be used indeed to partially rank performances.
We call precise counterpart of a credal classifier a classifier always returning a single class included in the output of the credal classifier. As an example, both IHMM-E and IHMM-B admit a precise counterpart based on a precise HMM, which corresponds to set s = 0 in the imprecise Dirichlet model. If a precise counterpart is defined, it is also possible to evaluate: the precise single accuracy, i.e., the accuracy of the precise classifier when the credal returns a single label; and the precise set accuracy, i.e., the accuracy of the precise classifier when the credal returns multiple labels.
Experiments
In this section we present the results of an extensive experimental validation of the proposed algorithm together with details about the considered benchmark.
Benchmark Datasets
To validate the performance of the IHMM-E and IHMM-B algorithms, we use two of the most important computer vision benchmarks: the Weizmann [32] and KTH [33] datasets for action recognition. For this problem, the class is the action depicted in the sequence (see for instance Figure 3 ). These data are footage material which requires a feature extraction procedure at the frame level. As shown in Figure 1 , each frame is identified with a time step and the extracted features are the observable multivariate data. Our approach is based on histograms of oriented optical flows [34] , a simple technique which describes the flows distribution in the whole frame as a histogram with 32 bins representing directions (Figure 4 ). Other benchmarks are also considered. CAD-60 [35] and SKIG [36] are, respectively, an activity and a gesture recognition dataset. The feature extraction algorithm proposed in [37] is used for both these datasets. The AUSLAN dataset [38] is based on gestures in the Australian sign language, while the JAPVOW dataset [39] contains speech data about Japanese vowels. Table 1 reports relevant information about these benchmark datasets. More specific information can be found on the cited references. To avoid features with small ranges being penalized by the k-NN classification with respect to others spanning larger domains, a feature normalization step is performed. This is a just a linear transformation in the feature space which makes the empirical mean of the sample equal to zero and the variance equal to one.
Results
The new IHMM-E and IHMM-B credal classifiers are empirically tested against the credal IHMM-L and the precise DTW classifiers on the ten datasets presented in the previous section. A Matlab implementation of both IHMM-E and IHMM-B is used. 17 Regarding the multivariate version of DTW, the Matlab implementation described in [40] is used. The real parameter of the imprecise Dirichlet model is fixed to s = 1, the number of hidden states to M = 3, and k = 1 is the value assumed for the k-NN algorithm. The choice of s is consistent with the suggestions in [3] . As already discussed in Section 3.2, the small value of M reflects the need of avoiding overly imprecise results. The choice of k has been already motivated at the end of Section 4.3. Moreover, as expected, tests with increasing values of k show a systematic degradation of the performance on our benchmark.
Regarding the separation between test and training set, we adopt the same configuration of the original publication of each dataset. Leave-one-out cross validation is considered for KTH, Weizmann and CORNELL, three-fold cross validation with ten runs for SKIG. A single run with fixed test and training set is considered instead for AUSLAN and JAPVOW. Table 2 reports the determinacies and the normalized average output sizes of 17 These tools are available as a free software at http://ipg.idsia.ch/software. both the new algorithms and IHMM-L. These values are not measuring the performance but only the ability of these credal classifiers to return determinate results. As a comment, we see that the proposed methods (as well as IHMM-L) provide sufficiently informative outputs. An exception is IHMM-E on AUSLAN, JAPVOW and SKIG: the classifier is always indeterminate and the output includes (almost, in the case of JAPVOW and SKIG) all the classes. In these cases IHMM-E is therefore unable to discriminate over the different classes, and the resulting classification is not informative. Results for these special cases are therefore not significant and they are not reported in the following. More generally, the higher determinacy of IHMM-B and IHMM-L when compared with IHMM-E should be related to the multivariate nature of the benchmark dataset: the higher is the dimensionality of the feature space the more likely are overlaps between the interval-valued distances between hyperboxes considered by IHMM-E, while the two other classifiers cope with one-dimensional descriptors, less prone to overlaps. Information about the actual performance of the algorithms is in Tables 3 and  4 . First consider the results in Table 3 about single and set accuracy. These refer to the accuracy of the classifiers when a single label is returned in the output and, if the classifier returns multiple labels, whether or not the right class belongs to this set. A fair comparison can be done only between the IHMM-B and IHMM-L, because of the similar values of determinacy and indeterminate output size. A clear outperformance by IHMM-B against IHMM-L is observed. Consider for instance the KTH dataset, the algorithms have almost the same determinacy, but the single accuracy is .780 for IHMM-B and only .299 for IHMM-L. Similarly, on the indeterminate instances, the output size is almost the same, but the set of classes includes the right class label in 87% of the cases for IHMM-B and 44.8% for IHMM-L. Similar comparisons cannot be done with IHMM-E. As an example, it is not obvious that a single accuracy equal to one for IHMM-E is better than the value .785 for IHMM-B, because of the higher determinacy of the second classifier. The interval-valued metrics discussed in Section 6.2 have been developed specifically for this kind of problems. Results of the performance according to these descriptors are reported in Table 4 . As noted in Section 6.2, the interval [u .65 , u .80 ] provides a better summary of the performance of a credal classifier by also allowing for a fair comparison with a traditional (i.e., precise) classifier like DTW. The results in Table 4 show that the new methods clearly outperform IHMM-L. Moreover, IHMM-B is always better or equal to IHMM-E. Impressively, IHMM-B also competes with DTW: the average rank is 1.3 for IHMM-B and 2.5 for DTW. This shows the quality of our approach and the (known) degradation of the DTW performance in the multiple-features case.
On the basis of the above experiments, we regard IHMM-B as the algorithm of choice for credal classification of multivariate time series. IHMM IHMM-B has a precise counterpart obtained by setting s = 0 in the constraints of the imprecise Dirichlet model. 18 We evaluate the accuracy of this precise classifier on the whole test set. Then we compute the accuracy only on the instances for which IHMM-B is indeterminate. We also consider the accuracy of the precise classifier on the instances for which IHMM-B is determinate. This is equal to the single accuracy of IHMM-B as in Table 3 . In fact, by definition, when a credal classifier returns a single class, this coincides with the one returned by its precise counterpart. Figure 5 depicts a comparison, for all the benchmark datasets, of the accuracy of this precise counterpart on the whole dataset (gray histograms), on the indeterminate instances (black histograms), and on the determinate ones (white histograms). As expected (see the discussion in Section 1), the accuracy on the whole set of instances is always higher than the corresponding value for the indeterminate instances only, and smaller for the determinate ones.
IHMM-B is therefore effective in discriminating hard-to-classify from "easy" instances. In other words, if this credal classifier returns a single class label, we can reasonably expect that this is the correct one, while if multiple outputs are reported we should definitely prefer this indeterminacy to the single output returned by a precise classifier, which is more likely to be wrong.
Conclusions and Outlooks
Two novel credal classifiers for multivariate temporal data have been presented. Imprecise HMMs are learned from each sequence. The first classifier summarizes the model with a hyperbox in the feature space. This datum is classified by a generalization of the k-NN approach. The second classifier uses an interval-valued dissimilarity measure. The second approach has the better performance: it outperforms a credal classifier previously proposed for this task and compete with the state-of-the-art methods. In future work, we want to investigate novel, more reliable, learning techniques such as the likelihood-based approach already considered for complete data in [41] . Also alternative approaches to the evaluation of the dissimilarity level between imprecise HMMs (e.g., the KL divergence) should be considered.
Appendix A. Linearly Constrained Quadratic Optimization
Let us consider the linearly constrained quadratic optimization tasks to be solved by the IHMM-B algorithm. These task can be solved in polynomial (roughly cubic) time because the solution lies on an extreme point of the feasible region [42] .
The minimization of the objective function in Equation (24) We can easily prove that the solution of this problem, denoted as [P * (X),Q * (X )], corresponds to an extreme point of the feasible region, i.e.,P * (X) ∈ ext[K(X)] and Q * (X ) ∈ ext[K(X )].
To do that, let us add the additional constraintQ(X ) =Q * (X ). This makes the problem a linear program as the objective function becomes:
with the linear constraintsP(X) ∈K(X). The solution of this linear program coincides with the optimal solutionP * (X). On the other side, the solution should also be an extreme point of the feasible region. Thus,P * (X) ∈ ext[K(X)]. We can similarly prove thatQ * (X ) ∈ ext[K(X )]. A similar result holds even if we consider the maximum instead of the minimum.
Appendix B. Computation of the Stationary Credal Set
Given an imprecise Markov chain as in Section 2, for each X ⊆ X, define Q X : X → R, such that, ∀x ∈ X:
(B.1)
Given this function, ∀g : X → R, define R g : X → R, such that: for each x ∈ X, with g := min x∈X g(x) and g := max x∈X g(x). Proceed similarly for the unconditional probability of the first hidden variable. In this way the following numbers (instead of functions) are defined: and similarly for the upper.
