We present a new combinatorial method to determine the characteristic polynomial of any subspace arrangement that is defined over an infinite field, generalizing the work of Blass and Sagan. Our methods stem from the theory of valuations and Groemer's integral theorem. As a corollary of our main theorem, we obtain a result of Zaslavsky about the number of chambers of a real hyperplane arrangement. The examples we consider include a family of complex subspace arrangements, which we call the divisor Dowling arrangement, whose intersection lattice generalizes that of the Dowling lattice. We also determine the characteristic polynomial of interpolations between subarrangements of the divisor Dowling arrangement, generalizing the work of Jo zefiak and Sagan.
INTRODUCTION
This paper is motivated by a result of Blass and Sagan on how to evaluate the characteristic polynomial of subarrangements from the braid arrangement B n . Before reviewing their result, recall that for a subspace arrangement A, the intersection lattice L(A) is the lattice formed by all intersections of subspaces in A ordered by reverse inclusion. Thus the minimal element 0 of the intersection lattice is the entire space and the maximal element 1 is the intersection of all the subspaces in A. For A a subspace arrangement with intersection lattice L(A), the characteristic polynomial of A is given by interpretation for evaluating the characteristic polynomial at an odd positive integer t. They use their method to show the characteristic polynomial of certain subarrangements from B n factors into linear terms over the integers. Zhang [16] continued their investigations to interpolation arrangements between braid arrangements, while Athanasiadis [1] used modulo q arguments to study arrangements of the reals having integer coefficients, including the Shi arrangement. It is known that the characteristic polynomial factors completely into linear terms for supersolvable lattices and free arrangements; see [2, 6, 11 13] .
We generalize the Blass Sagan result to all possible subspace arrangements over any infinite field. To do this, we prove the existence of a valuation on the Boolean algebra generated by affine subspaces. The existence of such a valuation follows from Groemer's integral theorem [8, 10] .
Our main theorem is that the characteristic polynomial of a subspace arrangement over any infinite field is simply the valuation of the complement of the arrangement. In order to facilitate the calculation of valuations, we prove a Fubini-type theorem. This enables us to determine the valuation of a set one coordinate at a time, making our valuation computations very much in the spirit of those of Blass Sagan.
A real hyperplane arrangement cuts the space R n into chambers. Zaslavsky showed that the number of chambers equals, up to a sign, the characteristic polynomial evaluated at &1. Using the fact that the Euler characteristic is a well-defined valuation, we obtain Zaslavsky's result as a corollary to our main theorem.
We end this paper by considering a subspace arrangement, defined over the complex field, which we call the divisor Dowling arrangement. This family of examples unifies previously-studied arrangements, including the Dowling arrangement, that is, the arrangement whose intersection lattice is the Dowling lattice, and braid arrangement interpolations from B n&1 to B n and from D n to B n due to Jo zefiak Sagan [9] . We also extend the Blass Sagan result to a complex analogue by considering sets of complex numbers which are invariant under rotation by 2?Âm radians.
THE VALUATION &
Let V be a set. Let G be a collection of subsets of V such that G is closed under finite intersections and the empty set < belongs to G. Let B(G) be the Boolean algebra generated by G, that is, B(G) is the smallest collection of subsets of V such that B(G) contains G and is closed under finite intersections, finite unions and complements. Observe that B(G) forms a lattice where the meet and join are intersection and union.
Let L be a collection of sets closed under intersection and
For a more detailed account of valuations, we refer the reader to [10, Chapter 2] .
In this paper we will study the case when V is a finite-dimensional vector space over an infinite field k. Take G to be the collection of affine subspaces of V. Moreover, let G also contain the empty set. 
Since the field k is infinite, when A 1 , ..., A n and A 1 _ } } } _ A n are affine subspaces then for some index, say n, we have A n =A 1 _ } } } _ A n . That is, for all indices j=1, ..., n the affine subspace A j is contained in A n . Now it is straightforward to verify the inclusion-exclusion formula (2.1), since every term on the right-hand side, except *(A n ), will cancel pairwise with a term having the opposite sign. K
As an example, if A is a finite subset of V then the valuation of A is the cardinality of A, that is,
One consequence of Groemer's integral theorem is that one can define integrals on simple functions. Let I A denote the indicator function on the set A, that is,
is said to be simple if f can be written as a linear combination of indicator functions of sets from the Boolean algebra B(G). That is, f can be written as
where : i # Z[t] and A i # B(G). The integral of a simple function is defined to be the sum
Observe that the integral is a linear functional and we have I A d&=&(A).
Since any set in B(G) can be written in terms of sets in G with a finite number of unions, intersections and complements, we obtain that any simple function f can be written in the form
where A i belongs to G, that is, A i is an affine subspace. This implies that the indicator functions of affine subspaces form a linear basis for all simple functions.
We will now introduce a``Fubini-type'' theorem that will help us to compute the valuation &, or equivalently, to compute the integral. Let V 1 and V 2 be two vector spaces over the field k and let V be the vector space V 1 _V 2 . A function f defined on V is viewed as a function of two variables f(x, y), where x # V 1 and y # V 2 . For a fixed element x in V 1 and f a function on V, let f x ( y) denote the function f viewed as a function of the variable y. Moreover, let f d& i denote the integral on the space V i . Proposition 2.2. If f (x, y) is a simple function on V=V 1 _V 2 then f x ( y) is a simple function on V 2 and f x ( y) d& 2 is a simple function on V 1 . Moreover,
Proof. It is enough to consider the proposition in the case when f is the indicator function f =I A for A an affine subspace of V. For x # V 1 the set A x =[ y # V 2 : (x, y) # A] is the intersection of two affine subspaces, and hence is an affine subspace of V 2 . Thus the function f x is a simple function on V 2 .
Let ?: V Ä V 1 denote the projection onto V 1 . Then
for some z # V 1 such that A z is non-empty. Hence we obtain f x ( y) d& 2 is a simple function on V 1 . Integrating with respect to x gives
Now we present our main result. On applying the valuation & to this equation, we obtain that
By the Mo bius inversion theorem, see for instance [14] , and the definition of the characteristic polynomial, we obtain the result. K Our first example shows Theorem 2.3 in action. We will carefully apply Proposition 2.2 to facilitate the computation.
Example 2.4 [11, Figure 11 ]. Consider the hyperplane arrangement H in three-dimensional space V over a field k of characteristic different from 2, defined by the seven hyperplanes x=0, y=0, z=0, x\ y\z=0.
We would like to compute the valuation & of the complementary set C=V& We have by the Fubini result, Proposition 2.2, that
Let E$=[(x, y): x{0, y{0, \x] and E"=[x: x{0]. Then we have that
We interpret this calculation as there are t&1 ways to choose the x coordinate so that x{0. Then there are t&3 ways to choose the y coordinate so that y{0, &x, x. Finally there are t&5 ways to choose z such that z{0, x+ y, x& y, &x+ y, &x& y. To compute &(F) there are t&1 ways to choose x, two to choose y and t&3 to choose z. Hence the characteristic polynomial for this arrangement is given by
If the field k had characteristic 2, then the characteristic polynomial would be
In the rest of the paper we will not refer explicitly to Proposition 2.2 when computing the characteristic polynomial.
We end this section with a result due to Zaslavsky [15, Theorem A] . A hyperplane arrangement H=[H 1 , ..., H k ] in R n cuts the space R n into chambers, also know as maximal regions. Zaslavsky showed how to compute the number of chambers in terms of the characteristic polynomial of the hyperplane arrangement. We prove his result using valuations.
The Euler characteristic is a valuation on certain subsets of R n . We denote this valuation by = so as not to confuse it with the characteristic polynomial /. For more on the Euler characteristic as a valuation, see [10] . 
Proof. By Theorem 2.3 we know that
H i is a disjoint union of chambers. Each chamber is homeomorphic to an n-dimensional open ball, and hence the Euler characteristic of a chamber is (&1) n . Using the fact that the Euler characteristic is a valuation, we obtain that
n } (*chambers), which proves the result. K
THE DIVISOR DOWLING ARRANGEMENT
In this section we will apply our main theorem to a family of complex hyperplane arrangements. Recall that the Dowling arrangement B n (m) is the complex hyperplane arrangement h } x i =x j for 1 i< j n and 1 h m,
where m is a positive integer and`is a primitive m th root of unity. We give this arrangement the name Dowling since the associated intersection lattice is the Dowling lattice; see [4, 5] . We now consider a generalization of the Dowling arrangement. Let m=(m 1 , ..., m n&1 ) be a list of positive integers such that m i+1 divides m i .
Let
h } x i =x j for 1 i< j n and 1 h m i ,
The arrangement B(m) reduces to the Dowling arrangement when all the m i 's are equal. Furthermore, when m 1 = } } } =m n&1 =1, respectively m 1 = } } } =m n&1 =2, the arrangement is the braid arrangement A n , respectively B n .
Proposition 3.1. The characteristic polynomial of the divisor Dowling arrangement is given by
Proof. By Theorem 2.3 we need to compute the valuation of the complement of the arrangement. The number of ways to choose x 1 is (t&1), the number of ways to choose x 2 is (t&1&m 1 ), and in general, the number of ways to choose x i is (t&1& We next turn to a divisor analogue of interpolations between between the Coxeter arrangements D n and B n . Consider now a divisor list m= (m 1 , ..., m n&1 ) such that m k+1 =m k+2 = } } } =m n&1 , that is, the last n&k&1 entries of m are equal. Define D k (m) to be the arrangement
h } x i =x j for 1 i< j n and 1 h m i , We call a finite subset S of the complex numbers m-invariant if 0 # S and x # S implies`} x # S for`a primitive mth root of unity. Observe that S is invariant under a rotation of the complex plane by an angle of 2?Âm. The cardinality of an m-invariant set is congruent to 1 modulo m.
We now obtain the following result, whose proof we leave to the reader. 
