The aim of the paper was an attempt at applying the time-series analysis to the control of the melting process of grey cast iron in production conditions. The production data were collected in one of Polish foundries in the form of spectrometer printouts. The quality of the alloy was controlled by its chemical composition in about 0.5 hour time intervals. The procedure of preparation of the industrial data is presented, including OCR-based method of transformation to the electronic numerical format as well as generation of records related to particular weekdays. The computations for time-series analysis were made using the author's own software having a wide range of capabilities, including detection of important periodicity in data as well as regression modeling of the residual data, i.e. the values obtained after subtraction of general trend, trend of variability amplitude and the periodical component. The most interesting results of the analysis include: significant 2-measurements periodicity of percentages of all components, significance 7-day periodicity of silicon content measured at the end of a day and the relatively good prediction accuracy obtained without modeling of residual data for various types of expected values. Some practical conclusions have been formulated, related to possible improvements in the melting process control procedures as well as more general tips concerning applications of time-series analysis in foundry production.
Introduction
Time-series analysis is one of the data mining methods, which deals with series of data recorded in a chronological order, usually in regular time intervals or in another sequences. There are two aims of that kind of analysis: the discovery of the nature of the given process or phenomenon and prediction of future values. Time-series prediction can be considered as a particular case of a regression task, where the input and output variables are the same quantity but measured at different time moments.
The time-series analysis has been widely applied in business problems, however, recently multiple examples of their utilization in technology, including manufacturing industry, can be found in literature (e.g. [1] [2] [3] [4] [5] ). As indicated in [6] , the application of these methods in foundry industry can bring essential benefits. Detection of periodicity in products or materials properties manufactured in a foundry can facilitate identification of the irregularities in the manufacturing processes. Prediction of the process parameters or the product properties can help to prevent unwanted tendencies or suggest required changes in the process control.
Methodology of the research

Industrial data preparation
In the present work the time-series analysis was applied to the melting process of grey cast iron, run in one of the Polish foundries. The melting process was controlled by the chemical composition of the iron, defined by 8 elements (Fe, C, Si, Mn, P, S, Cr, Mo). The percentages of the elements were measured by a spectrometer and available in a form of printouts. These values were recorded in irregular time intervals, ranging from 10 to 55 minutes, with average about 25 minutes. All the data were collected during 3 months (July, August and September 2009) and contained about 1700 records.
The original printed data were transformed to the electronic format using an OCR (Optical Character Recognition) software ABBYY FineReader 9.0, provided with an Epson scanner. A sample of the original printout is shown in Fig. 1 . The conversion of one A4 page of the printout takes about 1 minute. The percent of the correctly recognized characters exceeds 99,9%. After the conversion to the text type computer file, the data was imported to Excel and the faulty characters were found and 'manually" corrected. Two types of data records were prepared. The first one included all the records available and was aimed at analysis of short-term variability in the data, including detection of possible periodicity and evaluation of the prediction capability of the timeseries analysis.
The other type of records was oriented to detection of the possibly variability and periodicity related do the day of week. Because not all the working week-days were equally represented in the data (due to holidays and other breaks in the production), it was possible to find only 16 days representing four repeatable sequences of four week days, from Monday to Thursday. The following types of the daily based values were taken as the 16-records data sets: -first measurement of the day, -average of the first 3 measurements of the day, -average of the last 3 measurements of the day, -average of all measurements of the day. All the data were prepared separately for all eight chemical elements measured by the spectrometer, resulting in total number 40 data sets.
Methodology of time-series analysis
The analysis and prediction of time -series can be done by many different methods. Time-series models have three classical types: Auto Regressive (AR), Integrated) (I) and with Moving Average (MA). The compositions of those three classes make the popular autoregressive with moving average models (ARMA) as well the autoregressive integrated with moving average (ARIMA). An alternative is application for a time-series a generalized regression model.
In the present work the latter approach is applied, described in detail in [6] . The idea is to utilize a multivariate regression model (in the present work it was simple linear regression) in which the input variables are values of the given quantity recorded in consecutive moments, and the output variable is its value shifted by one or several measurements from the last of the input points. On the basis of the known values in the time-series data, the data records for regression modeling are created, by taking the above mentioned input -output sets, shifted by one point in the series. The composition of the records for regression model is preceded by subtraction of the general trend, the variability amplitude trend as well as the periodical component. The idea of this methodology is to use a regression model for modeling finer changes than those which can be easily described by trends and periodicity.
The above procedure was implemented in a software created in the Institute of Manufacturing Technologies of Warsaw University of Technology. The program uses MS Excel platform and the VBA as programming language. The most significant periodical component is always subtracted, irrespective its statistical significance.
The other details concerning the theoretical basis of the procedures included in the software can be found in [6] and the works cited there.
Results
Periodicity in the data
For all seven data sets containing all recorded values in chronological order the periodicity equal 2 appeared to be significant. This implies that the most significant type of the variability was "up and down". This result does not evident from the observations of the data presented in the graphical form (see a typical graph in Fig. 2 ). That kind of behavior, combined with a relatively large amplitude of the variability, may indicate that some "overbalances" are present in the process control.
An additional analysis was made in which the growths and drops of all possible pairs of the elements were compared and the cases in which both changes go in the same directions were counted. The result was that in the 65% of the cases the changes of chromium and molybdenum contents were consistent. These elements often occur together, e.g. in alloyed steel scrap, and the observed periodicity may be a result of an imprecise proportioning of that kind of additives.
For the data sets referring to days of week, only in one case the periodicity appeared to be significant: the average Si content in the last 3 measurements of the day. Its value was equal 7. The interpretation of this result is not obvious or simple. For example, it could indicate that the stock of the additives containing silicon is suitable just for a period of about 7 working days and the practice of the operators is to spend it in full in that period (increasing or decreasing the amounts added at the end of the period). 
Prediction accuracy
Essentially, the predictions of future values based on previous time-series data can be made by regression modeling of the residual values, as described in the previous section. For comparison, all the computations were also made without modeling the residual values, i.e. based on the both types of trends and periodicity. It is important that the most significant periodical component was calculated and taken into account in the computation even if it was not statistically significant (see Section 3.1).
In principle, the results of modeling of the residual data should be valuable if the information content in that data is significant. The software used in the computations provides that kind of information in a verbal form, based on results of two statistical tests: the runs test (also called Wald-Wolfowitz test) and the Durbin-Watson test, both described in [6] and the literature cited there. For the purposes of present work, these messages were converted to a numerical score scale, as shown in Table 1 . Residual data are not only a noise and contain significant information 5
All the prediction errors were calculated as relative ones, i.e. the absolute values of differences between the predictions and the real values divided by the range of variability of a given variable (element content) in the time-series original data, ignoring the outliers.
In the present work the predictions for both types of timeseries records described in Section 2.1 were made. For the daily based data sets, each comprising 16 records, the computations were made for all the chemical elements contents. Because of the small quantity of the available training records, the reliable regression modeling was not possible and all the predictions were made based on the both types of trends and periodicity only. In Fig. 3 exemplary daily-based data together with the corresponding residual values are shown. In Fig. 4 the prediction errors for the daily-based data, each averaged over all the 7 testing points, are shown. The lowest error values are for the whole day averages and are between 6 and 15%.
For the data including consecutive measurements (analysis of short-term variability in the data) the prediction accuracy of manganese and sulphur contents was evaluated for the points selected in the following way. Wednesdays were chosen as the working days with the largest numbers of measurements. The values recorded before 12 am were used as training data, in which the 5 consecutive measurements were inputs and the 6 th one was an output in the linear regression models implemented in the software. The predictions for Mn and S contents were made, for the first measurements after 12 am in the following days: 1, 8, 15, 22 and 29 July, 19 and 26 August as well as 2, 9, 16, 23 and 30 September, 2009.
In Fig. 5 the relative prediction errors for the individual measurements described above are shown. The general level of accuracy of the predictions made without modeling residual data can be evaluated as satisfactory.
For the daily-based data (Fig. 4 ) the relative errors do not exceed 25% and their average value is less then 15%. The lowest errors, between 6 and 15%, were obtained for the averaged measurements over a day. It means that the planners would be able to instruct the operators to make some corrections of the typical amounts of additives for the next day. For the current content of Mn and S (Fig. 5 ) the relative errors do not exceed 40% and their average value is less then 20%. For the industrial melting process it means that, with a great confidence, the operators would be able to predict weather the next value of a given chemical element content will be high, medium or low. This would enable them to adjust the current amounts of the additives with a greater accuracy than if they rely only on the current results of chemical analysis.
In Fig. 6 the ratios of the prediction errors shown in Fig. 5 with modeling of residual data to those obtained from the both types of trends and periodicity, are presented as a function of the information contents in the residual data, according Table 1 . The results plotted in Fig. 6 indicate that the linear regression modeling of the residual data may not necessary improve the prediction accuracy. For the Mn content predictions, the residual data modeling increased the prediction errors in most of the cases, compared to those based only on the both types of trends and periodicity. This can be possibly attributed to the low information contents in the residual data; the increase of the information content apparently reduces this negative effect. For the S content predictions the effect of the residual modeling on the prediction accuracy is not so explicit.
Conclusions
The results obtained in the present work indicate that the time-series analysis can be a valuable data mining tool for detection important characteristics in production data. The periodicity values can point at some imperfections or abnormalities appearing in the production control, including those resulting from bad habits or organisational issues. However, the particular conclusions can be formulated by the engineering or operational staff.
The main purpose of the predictions of the future values in a production process is to enable the staff to take appropriate actions anticipating the expected changes in the process. The prediction accuracy for both current and daily-based averaged values of the chemical component of grey cast iron appeared to be satisfactory for that purpose.
It is recommended to use the residual data modelling with caution, probably only in the cases when the information content in that data is definitely significant.
Future research would be desirable in order to analyse the behaviour of the regression models for residual data, including more advanced, non linear ones, e.g. artificial neural networks or regression trees. Also testing the methodology of time-series analysis used in the present work using a large variety of data as well the comparison with ARIMA type analysis would be advisable.
