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Abstract
Toward the making of "human and technology ensembles", their communication is
one of the most critical elements to bridge gaps between them. Human-machine in-
teraction design is to give automated systems a kind of sociality to their human part-
ners. Concerning this issue, this dissertation encloses the research works performed
from a new perspective of "co-adaptive interface" for effective human-machine sys-
tems. Each work is presented after the reviews of the problems and challenges of
human-machine systems design to date, and all of them focus on the relationship
between humans and machine autonomies.
   Chapter 2 explains the basic approach of this dissertation to the human-machine
interaction design issues, and then introduces a new concept of co-adaptive interface
that facilitates mutual adaptation processes between humans and machines.
   Chapter 3 examines the feasibility of the facilitating systems which can mediate
the interaction between a human operator and a teleoperator robot, by introducing
a new concept of intertask morphology or the isomorphism between two different
tasks. The concept of intertask morphology in human-machine systems aims at
connecting two different behavioral tasks via their structural isomorphism, and ex-
tending the operator's actual perception-action cycles to the ideal perception-action
cycles with hislher distal attribution established.
   Chapter 4 investigates operational skills of human operators to explore the nec-
essary information resources to be externalized in tele-operation environments, fo-
cusing on externalization, or the act performed to uncover hidden structures in the
work domain onto the surface. The skill analysis is done from two perspectives: the
one is on how skillfu1 operational strategies organize the robotic behaviors to make
the necessary but hidden information externalized onto the display; and the other
is on how different operational strategies exhibit different manners of practicing the
search procedures.
   Chapter 5 provides a formal approach to designing human-machine interaction
channels between a human operator and a machine autonomy. A shared-control
environme' nt by a human operator and an autonomous mobile robot is investigated
based upon the classification of information types defined in Kirlik's Generalized
Lens Model framework. After this analysis, a new human-robot collaboration style
is proposed with the shared communicational modality between the human opera-
iii
iv
tors and the robot autonomy.
   Chapter 6 addresses the adaptability in the human-machine collaboration as a
necessary element for the adequate coordination between human and mechanized
control. Inspired by our human proactive actions to the external world, the author
advocates to introduce proactive agency into the machine autonomy so that it can
probe or sound out the partner's covert judgments for its adaptation. This behav-
ioral model is evaluated using a simulated shared-control environrnent, and then
the discussion is made about feasibility of the co-adaptive approach towards the
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Modern automation technologies embody a lot of intelligent controls in a wide vari-
ety of mechanical systems, ranging from everyday gadgets to safety-critical sectors,
including cellular phones, VCRs, automobiles, health-care or medical devices, air-
craft, and advanced manufacturing plants. They make our lives more eMcient by
giving us impressive functionality and unprecedented access to information. There-
fore, we rely on them now, and also will rely on them much more in the future. In
other words, "our dependence on those technologies already influences who we are
and who our progeny will be" [16, p. 39].
   On the one hand, automation plays an important role in governing large-scale
complex systems like aviation aircraft, electric power plants, and so forth. Autopi-
lots for aircraft can accomplish their mission autonomously without any or with
minimal input from human operators. Already airplanes can be flown over long
distances with multiple course changes, entirely by computer. They can even take
off and land automatically (although current flight rules prohibit it). Airline pilots
depend on them to land safely, especially in bad weather.
   On the other hand, the application fields of such automation technologies are
rapidly enlarging to our near affairs Iike cars. For instance, ABS (Antilock Braking
System) can prevent the brakes from locking up and skidding during emergency
braking or when the brakes are overheated. The system electronically monitors
the speed of the wheels and regulates the hydraulic pressure accordingly so as to
maximize braking power. Latest luxury cars are also being equipped with ACC
(Adaptive Cruise Control), which allows our car to follow the car in front of it while
continually adjusting speed to maintain a safe distance. Even though you have not
touch the brake or gas pedal, the technology makes this adjustment autonomously,
by utilizing forward-looking radar installed behind the grill of a vehicle to detect
the speed and distance of the vehicle ahead of it.
   As exemplified above, various kinds of automation are running in and around
our everyday lives whether we might be aware of their business or not. Many hu-
man functions have been becoming automated so far. As technology evolves and
1
2becomes more available, we will give machines more and more authority to take
over and sometimes even override our own commands in order to keep the systems
safe. The ultimate application of these technologies may be to seize control of the
system completely.
However, it's true that complexity of tasks and an uncertain or changing operat-
ing environment bring about technical issues of inability to automate certain aspects
of the system. That is, human judgment is necessary for the unpredictable events in
which some action must be taken to preserve safety, to avoid expensive failures, or
to increase product quality, as Shneiderman noted:
"The degree of automation will increase over the years as procedures
become more standardized, hardware reliability increases, and software
verification and validation improves. With routine tasks, automation is
preferred, since the potential for error may be reduced. However, I be-
lieve that there will always be a critical human role, because the real
world is an open system (there is a nondenumerable number of unpre-
dictable events and system failures). By contrast, computers constitute
a closed system (there is only a denumerable number of normal and
failure situations that can be accommodated in hardware and software).
Human judgment is necessary for the unpredictable events in which
some action must be taken to preserve safety, to avoid expensive fail-
ures, or to increase product quality (Hancock and Scallen, 1996)." [49,
p.83]
Even when full autonomy was possible, there should also exist a lot of demands to
allow for human judgments, such as safety, training, maintenance, calibration and
so on. It is inevitable to ask for human interventions even though the automated
systems are well tailored in great detail. Human will remain. Hence, automation
needs to behave in harmony with human. The two must work together.
At this point, human and technology should be understood as integral part of
the entire system wherein they are mutually related. Toward the making of "human
and technology ensembles", their communication is the most critical element to
bridge gaps between them. Human-machine interaction design is to give automated
systems a kind of sociality to their partners. As a concept of "human-centered au-
tomation" [3,56], or a philosophy that guides the design of automated systems in
a way that both enhances system safety and efficiency and optimizes the contribu-
tion of human operators, reveals, automation needs to behave socially: the system
recognizes people as intelligent agents it can (or must) inform and be informed by.
In contrast, traditional "black box" autonomous systems execute prewritten com-
mands and generally treat people in their environments as objects if they recognize
those at all. That is to say, they have no means of relating to us. Such technologies
are well tailored to the physical world but too complex for human users to handle.
31.1 Potential Straggles between Human and Machine
Autonomies
Many modern devices and facilities are composed of 1arge numbers of subsystems,
and their interaction may lead the whole system into undesirable states even where
the behavior of each subsystem is well understood in isolation. Wherein, introduc-
ing some alternate components will cause other changes in the individual subsys-
tems, all of which compose the dynamics of the system. Sometimes such dynamics
may be too complex even for designers to fuIly understand all the possible ways the
system can behave. Their inherent complexity makes it diMcult for users to under-
stand, supervise and interact with automated systems properly, and the fact gives
proof of it that the designers cannot always account for every possible system out-
come. This unpredictability of the autonomous behaviors from the user's point of
view is represented as non-determinism [7], which refers to a system that behaves
in a way that cannot be determined. They confuse us, and therefore are quite dan-
gerous at times, especially when we have no way of "communicating" with them.
   For example, a honible accident that resulted from struggle between human (the
pilots of a 1arge modern airliner) and automation (the aircraft's autopilot) took place
over Nagoya Airport, Japan in 1994:
"During the approach to the runway, the copilot, who was fiying the
aircraft manually, mistakenly engaged the GO-AROUND mode. The
autopilot immediately commanded the aircraft to climb and go around.
The copilot, however, wanted to continue the landing and was pushing
the control wheel down. The more the copilot pushed down, the more
the autopilot countered and adjusted the aircraft's control surfaces for
climb. In a struggle between man and machine, the autopilot eventually
won; it had more control authority. But at the end of this duel everyone
lost. The aircraft stalled and crashed on the runway." [7, pp. 35-36]
   A common purpose of automation is, in principle, to alleviate physical or men-
tal labor of human operators while, at the same time, to increase the precision and
economy of operations. We will, however, fail to recognize the actual relationship
between our own operational commands and their results if automated control ex-
ecutes its functions in a way that we cannot understand it. And to make matters
worse, the automated system might produce outcomes that are not relate to our
intent. When such procedures have done without our realizing, it is much more
difficult for us to figure out the proper causality on our operations. This kind of
experiences will make us feel that the machines seem to act as if they have a mind
of their own, and that we have no locus of control over the system.
   As the complexity of technology increases, so does the sophistication of the
human-machine coalition required to support and control it effectively [53]. And
4then, highly autonomous systems have a strong requirement for effective interaction
with human operators.
1.2 Challenges of Designing Human-Machine Inter-
action
1.2.1 Designing "Transparent" Task Ecology
In order to facilitate human operators accurately exploiting complex mechanical
systems, their work environment should be transparent [54]; the environment needs
to be well structured so as to create the phenomenological feeling in the operators
that they are "directly" monitoring and controlling the functions of the system, not
dealing with the intermediary processes and elements [52]. That is to say, the essen-
tial goal of human interface design is to effectively support human operators con-
centrating their mind on what they really want to do by a mechanical instrument,
not on how they needs to do with the instruments itself.
By nature, human cognition is best studied not as individualistic mental phe-
nomenon, or information processing occurring inside the brain of a solitary thinker.
Instead, it is necessary to consider cognition as "a joint activity involving several
agents, some human and other technological" [58]. Hutchins has made explicit the
unit of cognitive analysis as a network of people and technologies, and this per-
spective of the anthropology is known as a concept of distributed cognition [21,22].
Considering human-machine interaction designs from this point of view, human in-
terface systems play an important role as cognitive resources for human decisions.
If the interface can only provide impoverished information on the internal functions
of the system, the human operators have to assimilate its actual complexity inher-
ent of the intermediary processes; inference may be needed to compensate for the
decrease in information availability. The more complexity of the system increases,
the more internal cognitive resources and behavioral adaptations of the operators
are required. It will cause collapses in the human-machine coalition at last.
Concerning this issue, Vicente and Rasmussen argue that the interface design
should be isomorphic with the way humans think and operate. They have called for
human-machine interface design to be ecological (i.e., ecological inteiface design
or BID), meaning that "to properly control the process, the human-machine system
must take account, or embody, the constraints inherent in the work domain" [54,55].
Wherein, the task environment around the system controlled is first portrayed as a
functional decomposition by the means-end hierarchy. This careful task analysis
figures out the inherent structure or semantics of the work domain, and specifies the
content and structure of the interface. And then, in order to "make visible the invis-
ib1e", this semantics of the task ecology is mapped onto the geometry of the display
components in a way that exploits "direct perception". By enabling the operators to
5act on the display directly, BID supports human interaction with the system via the
perception-action cycles, instead of the chain of inferences to compensate for the
decrease in information availability that demands the operators' conscious efforts
so far.
1.2.2 Designing "Social Skill" of Machine Autonomy
On the other hand, it is impossible for human operators to seize complete control
all over the internal functions in such complex mechanical systems because of their
inherent and increasing complexity. They can, so to say, behave independently of
humans on some level, and can be regarded as the collaboration partners beyond
instruments. Automation to date, however, has no means of relating to human op-
erators as Sheridan has pointed out:
"Automation is still foreign to most people, though. They don't
understand it. The most sophisticated it gets, the less they understand it.
When they don't understand it, they may trust it. Or they may overtrust
it, attributing to it intelligence that it really does not have. Automation
is silent and opaque. It does not reveal its intentions. The people around
it cannot always predict what it is doing at the moment or what it is
going to do next.
Automation is mostly stupid and single-minded. Unlike people, it
is not robust and adaptable. It does what it is programmed to do, which
is not always what is desirable or even when the humans using it or
affected by it expect it to do." [48, p. 12]
That is, today's automated systems "close-mindedly" execute what they are pro-
grammed to do, indifferent to how correctly their partners are aware of what they
are doing and what they are going to do. Therefore, all efforts to resolve mismatch
between human and automation are charged only to humans, and it may, at times,
induce a new type of human errors known as automation surprises [38,57] in avi-
ation. From this perspective, we need to develop adaptive systems in which human
and machine can operate together harmoniously.
Several researchers are approaching to this challenging problem in terms of
"adaptability" embedded in human-machine systems. Some research works are re-
lated to "function allocation" between humans and machine. For instance, Scallen
and Hancock [43,44] have advocated adaptive function allocation, in which the con-
trol of tasks dynamically shifts between humans and machines, as an alternative to
traditional static allocation, in which task control is assigned during system design
and remains unchanged during operations. Other works focus on adjustment of ma-
chine autonomy, i.e., adjustable autonomy. Adjustable autonomy refers to entities
dynamically adjusting their own "level of autonomy" [32,47] based on the situation.
6This idea still remains at the conceptual, but has been deployed to some emerging
application areas like a multi-agent system assisting a research group in its daily ac-
tivities [45], human-robot teamwork in long term space missions [8,50], and so on.
Note, however, that understanding these approaches to realizing adaptive human-
machine systems is limited by sparse systematic research and an underdeveloped
theoretical framework for implementation.
1.3 Contributions of The Dissertation
The author is approaching to the issues mentioned above from the perspective of
"co-evolutionary human-machine systems" [16] by introducing a new concept of
"co-adaptive" interface that can facilitate mutual adaptation processes between hu-
mans and machines.
The height of human-machine collaboration is the point at that the machine
becomes transparent in its user's consciousness; the machine becomes integrated
as the user's extended body. Unavoidably, however, deviations from such a well-
coordinated relationship between the machine and the user will sometimes appear,
no matter how deliberately the system is designed. Recovery and outgrow from
this bottom require some "conversations" towards the agreement between the two
entities. Although something competitive and conflictive between them will arise
in the process, such an ideal state of collaboration is always formed and reformed
through experiencing the conflicts and by introspecting the competitions.
Therefore, good human-machine interfaces should provide some bilateral infor-
mation channels, through which both humans and machines can exchange their ex-
ploratory acts to adjust their judgments to each other. Dynamic interactions through
those bilateral information channels would shape the flexible or ever-changing col-
laboration with adequate mutual dependency and reciprocity between the machine
and the user.
Toward the embodiment of this design concept, this dissertation contributes in
the following senses:
• presenting fundamentals of task analysis on the ground of isomorphism for
transparent human-machine relationships (Chapter 3);
• providing a new systematic approach to designing effective communication
channels, through which their exploratory acts are exchanged between a hu-
man operator and a machine autonomy (Chapter 5);
• proposing a new behavioral model of autonomy adaptation, which sustains
the flexible or ever-changing collaborations in human-machine joint activities
(Chapter 6); and
7e addressing the other element in the human-machine equation, i.e., human
  skills and their adaptation (Chapter 4).
1.4 Organization of The Dissertation
The followings are general descriptions of the contents of the individual chapters.
   Chapter 2 explains the basic approach of this dissertation to the human-machine
interaction design issues, and then introduces a new concept of co-adaptive interface
that facilitates mutual adaptation processes between humans and machines.
   Chapter 3 examines the feasibility of the facilitating systems which can medi-
ate the interaction between a human operator and a teleoperator robot, by intro-
ducing a new concept of "intertask morphology" or the isomorphism between two
different tasks. The ideal human-machine interface system can facilitate the human
operator's attribution to the distal events in the remote location (i.e., "distal attri--
bution"), and will create the phenomenological feeling in the operators that they
are directly monitoring and controlling the functions of the system. The concept of
intertask morphology in human-machine systems aims at connecting two different
behavioral tasks via their structural isomorphism, and extending the operator's ac-
tual perception-action cycles to the ideal perception-action cycles with hisMer distal
attribution established. From the perspective of this idea, carefu1 analyses have been
done to find out the invariant structures that are common between two behavioral
tasks in a VR-based (i.e., virtual reality based) tele-operation; the one task was con-
figured in the VR space while the other was done in the real world. These two tasks
are analyzed as both decomposed into four qualitatively different phases, suggesting
the potential of the behavioral mapping between them.
   Chapter 4 investigates operational skills of human operators so as to explore
the necessary information resources to be externalized in tele-operation environ-
ments. Tele-operation environments are indirect systems whose communicational
and mechanical bandwidth restricts the human operators' perception-action cycles
towards the distal events; they put bounds to the amount and quality of the per-
ceptual information available as well as the practicable operations. Therefore, the
operators confront with the considerable diMculties in developing the accurate sit-
uation awareness of the remote site and making the appropriate responses to the
situations. In order to approach this issue, ski11fu1 operational strategies acquired to
compensate those unnatural conditions are analyzed in terms of "externalization",
or the act performed to uncover hidden structures in the work domain onto the sur-
face. The skill analysis is done from two points of views: the one is on how ski11fu1
operational strategies organize the robotic behaviors to make the necessary but hid-
den information externalized onto the display; and the other is on how different
operational strategies exhibit different manners of practicing the search procedures.
   Chapter 5 provides a formal approach to designing human-machine interaction
8channels between a human operator and a machine autonomy. The essential dif-
ferences in physical and cognitive capabilities between humans and machines can
contribute to providing different accesses to an identical task situation, and so can
enhance the total system performance. Composing "mixed-initiative interaction"
between human and machine agents, in which their roles and initiatives are not fixed
in advance and appropriately assigned depending on the situations, has large poten-
tials toward the truly effective human-machine collaboration. However, any inter-
ventions by other than hislher own decisions may be the factors to disorder human
control. They could hurt the system's operationality from the operator's perspec-
tive by introducing unexpected behaviors into the system. Concerning this issue, a
shared-control environment composed of a human operator and a autonomous mo-
bile robot is investigated based upon the classification of information types defined
in Kirlik's Generalized Lens Model framework. After this analysis, a new human-
robot collaboration style with the shared communicational modaliry between the
human operators and the robot autonomy is proposed. This model of human-robot
interaction is implemented into an actual tele-operation environment, and then eval-
uated in terms of the mutual relationship of the cue-utilization strategies between
the two as well as their joint task performances.
   Chapter 6 addresses the adaptability in the human-machine collaboration as a
necessary element for the adequate coordination between human and mechanized
control. Currently, all efforts to resolve any mismatch between humans and ma-
chines are charged only to the human operators as machines have no ability to deal
with and adapt to variable behaviors of their human partners. Concerning this issue,
inspired by our human proactive actions to the external world, the author advocates
introducing proactive agency into the machine autonomy so that it can probe or
sound out the partner's covert judgments for its adaptation. This behavioral model
is implemented into a simulated shared-control environment, in which both a hu-
man operator and a machine autonomy can control the behavior of a mobile robot.
Using this testbed environment, this chapter investigates theirjoint activity and then
discusses feasibility of the co-adaptive approach towards the well-coordinated col-
laboration by the human operator and the machine autonomy.




"ifa system's one-on-one interaction with its human user is notpleas-
ant andfacile, the resulting deficiency will poison the peijrormance of
the entire system, howeverfine that system might be in its other as-
pects." JefRaskin t35J
2.1 Basic Approach of Co-Adaptive Systems Design
Any computations in a mechanical system are on the basis of symbol processing
closed inside the system. In order to apply such closed symbolic systems to the
actual problems, the system needs something to mediate the adequate correspon-
dence between its internal symbols and the actual affairs in the work domain (i,e.,
to " ground" the symbols onto the actual). Machine autonomies to date, however,
have handed this mandatory function to humans, either designers or users. The
machines themselves make no contribution to it. Thus, the manners in which the
machines are involved with the external world are static while they are performing
their tasks. This static coupling will go into collapse as the decision structure of
the machine autonomies become more complex. Designers cannot fu11y understand
all the possible ways the machines can behave. Users cannot properly understand,
supervise and interact with the automated systems. This is a key problem within
"single-minded" machines.
   The author approaches to this issue from the perspective of co-evolutionary
human-machine systems [16] by introducing a new concept of "co-adaptive" in-
terface that facilitates mutual adaptation processes between humans and machines.
'This chapter presents some basic ideas for this concept, each of which is summa-
rized as follows:
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Figure 2.1: Dual interfaces when a machine
human user and its task environment
mediates the interaction between a
  becomes transparent in its user's consciousness; the machine becomes mte-
  grated as the user's extended body.
e Unavoidably, though, deviations from such a well-coordinated relationship
  between the machine and the user will sometimes appear, however deliber-
  ately the system is designed. Recovery and outgrow from this bottom re-
  quire the "conversations" towards the agreement between the two entities. Al-
  though something competitive and confiictive between them will arise in the
  process, such an ideal state of collaboration is always formed and reformed
  through experiencing the conflicts and by introspecting the competitions.
e Good human-machine interfaces should provide some bilateral information
  channels, through which both humans and machines can exchange their ex-
  ploratory acts to adjust theirjudgments to each other. Dynamic interactions
  through those bilateral information channels would shape the flexible or ever-
  changing collaboration with adequate mutual dependency and reciprocity be-
  tween a machine and its user.
2.2 Height of Human-Machine Collaboration
wnen a human user interacts with its objective environment mediated by an anifact
or mechanical instrument, there should exist dual interfaces between them as shown




Figure 2.2: Neisser's view of the perceptual cycle (from [31])
literally located between the human operator and the machine. The second inte(face
represents the machine-environment interface, through which the machine interacts
with the environment. This distinction of the interfaces can be associated with the
proximal versus distal distinction in human perception deployed in Brunswik's psy-
chological modeling framework [4, 6, 15] (see Appendix A.1).
   When the user can make fu11 use of the machine on his own, these two interfaces
get "unifiecl" in his consciousness. As the philosopher Polanyi [34] noted, prior to
fu11 achievement of a skill, the performer's awareness focuses on the components
of the skill. But, as the skill develops, the performer eventually develops a "fe-
cal awareness" of the distal as "subsidiary awareness" of the mediating chain (i.e.,
the components of the skill) subsides to the point that the chain becomes transpar-
ent. From this point of view, the unified interface is equivalent to this "transpar-
entized" chain, which constitutes of the user's "extended body" and can create the
phenomenological feeling in him as if he is directly manipulating the objects in the
distance. At this stage, the user has developed his mental models as isomorphic to
the behaviors of the integral human-machine system in the distal domain. There-
fore, he can adequately anticipate or think ahead the resulting interaction of the
system with its environment.
   This state of elegant human-machine collaboration can be also explained in
terms of Neisser's theory on human cognition, i.e., his view of the perceptual
12
cycle [31] (Figure 2.2). He argued that knowledge in the form of schemata (or
mental models) leads to anticipation of certain kinds of information. As such, the
observer's active schemata mentally structure the flow of events; they effectively
direct exploratory movements, and increase receptivity to particular aspects and in-
terpretations of the available information. Meanwhile, as the data that the observer
samples or picks up from the environment are absorbed by the schema, they serve
in turn to modify or update the information and events that the schema is prepared
to receive next. Continuous wheeling of this exploratory cycle represents that the
observer's smooth interaction with the environment is achieved.
In the human-machine collaboration, this cycle is completed by the isomor-
phism [19] between the behaviors of the system and the user's mental models on
them. The principle of Vicente and Rasmussen's ecological interface design [52,
54,55], the goal of which is to make the intermediary computer as transparent as
possible, can be regarded as artificially embedding the similar type of isomorphism
into the displays, thereby providing the effective interface designs coherent with the
ways of human thinking and perceiving performed.
2.3 Exploratory Interaction toward Agreement
The height of human-machine collaboration, at which human users spontaneously
perform their tasks with machines, can be represented by the state that they are at-
tributing themselves to distal events, conscious neither of complexity nor difficulty
to handle the intermediary artifacts per se. Unavoidably, though, deviations from
such a well-coordinated human-machine relationship will sometimes appear, how-
ever deliberately the system is designed. It is especially true in the case that the
machine has high degree of "autonomy" [2] free from intervention by the human
user, which means the increasing complexity of the system.
The essential differences in physical and cognitive capabilities between humans
and machines can enable promising combinations of their individual decisions com-
plementarily, in which those differences will give different accesses to an identical
task situation that can enhance the entire system's performance. At the same time,
any interventions by other than his own decisions may be the factors disordering the
user's control. They could hurt operationality of the system from the user's perspec-
tive by introducing unexpected behaviors, thereby breaking the isomorphism for the
smooth interaction: the machine eventually absorbs his focal awareness because he
cannot anticipate its behavior accurately and needs intimate feedbacks for handling;
and, the second interface gets "far away" from his proximity in the psychological
sense.
These sorts of experiences will make us feel that the machine seem to act as if
it has a mind of its own. Thus, we can say that machines have the dualism in the
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Figure 2.3: Expanded view of the perceptual cycle (from [31])
collaboration partners at another. However, all efforts to resolve any competitions
and conflictions between humans and machines are charged only to the human users
(i.e., to human adaptation). The machine autonomies basically execute what they
are programmed to do close-mindedly, and so have no ability to meet and adapt to
their partners. Recovery and outgrow from this bottom require "conversations" to-
wards the agreement. Then, the role of human-machine interaction design is to give
automated systems the sociality with their users. This social interaction explores
the plausible relations where the respective contributors find their ways to commit
to the joint activity, developing a common understanding of their task ecology.
   Return to Neisser's framework. The exploratory processes in the observer will
sometimes uncover data that the schema does not expect, or they will fail to find
data that it does expect. To handle these sorts of circumstances, he expanded the
view of the perceptual cycle as shown in Figure 2.3. In this expanded view, the inner
circle is the perceptual cycle aforementioned while the outer circle is a more gen-
eral exploratory cycle. The latter cycle includes actions taken to obtain information
that is not present in the immediate environment. This exploratory or knowledge-
14
granting actions are named epistemic actions [26,28,29], distinguished fromprag-
matic or performatory actions. They are physical actions along with pragmatic
actions, but their primary function is to improve cognition. They play an impor-
tant part in our human flexible and skillfu1 performances in the complex real world
as they make up an efficient strategy to reduce our cognitive burden such as infer-
ring some indepth structures in the work domain. Kirlik has conceptualized the
role of epistemic actions as "the exploitation of latent constraint in the behavior of
the human-environment system which causes overt, perceptual variable values to
covary with, and thus carry information about, the values of covert environmental
variables" [26].
   In order to develop a common understanding of the situations in their task ecol-
ogy, each agent (human or mechanical) should adequately be aware of what their
partners are doing and going to do, which will in turn construct their next situations.
Exchanged acts toward this "team situation awareness" [37] among them are basi-
cally of epistemic actions. They seem to be superfluous elements on the surface,
but they are actually critical in the collaboration. Therefore, collaborative human-
machine systems must take into account and accommodate such interactions.
2e4 Mixed-Initiative Interaction Emerging through Co-
Adaptive Interface System
The socially epistemic actions mentioned above configure the "mixed-initiative in-
teraction" between humans and machines because these actions in theirjoint activity
aim at a common understanding of the situations, thereby finding their own "niches"
in their collaborative works. The term mixed-initiative, here, refers to "a flexible in-
teraction strategy, where each agent can contribute to the task what it does best",
and basically "the agent's roles are not determined in advance, but opportunistically
negotiated between them as the problem is being solved" [1]. Although something
competitive and confiictive between them will arise in the process, an ideal state of
collaboration is always formed and reformed through experiencing the confiicts and
by introspecting the competitions.
   Machines should be evolvable in this sense. They should be tailored to people
rather than expecting people to adapt to technology. They have potentials enough
to influence human judgments and operations as they are intermediary processes
which have accessibility to the first interface as well as the second interface. Then,
good human-machine interfaces should provide some bilateral information chan-
nels, through which both humans and machines can exchange their exploratory acts
to adjust theirjudgments to each other. The author defines such interface systems, ,
which can facilitate their mutual adaptation processes, as the "co-adaptive" human-
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Figure 2.4: Reciprocal exploratory acts shaping common constructions through bi-
lateral information flows
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of their reciprocal exploratory acts through those bilateral information channels will
shape the fiexible or ever-changing collaboration with adequate mutual dependency
and reciprocity between a machine and its user. A "one-on-one" relationship be-
tween the system and the user is expected to emerge from such interactions driven
by their exploratory cycles.
Chapter 3




In every tele-operation environment, there exist some intermediary computational
processes between a human operator and the end effectors, all of which constitute
one large and complex artifact tool that works as the bridge between hislher ma-
nipulations and the actual system performances in the remote location. The ideal
condition for the operators spontaneously and smoothly performing their tasks is
represented by that they are attributing themselves to distal or remote events, con-
scious neither ofcomplexity nor diMculty of the artifact manipulationperse. As the
philosopher Polanyi [34] noted, prior to fu11 achievement of a skill, the performer's
awareness focuses on the components of the skill. As skill develops, the performer
eventually develops a "focal awareness" of the distal as "subsidiary awareness" of
the mediating chain subsides to the point that the chain becomes transparenti. From
this perspective, the state in which the operator has to attend to the handling of the
tool (i.e., the components of the ski11) corresponds to his awkward performance,
and will induce his increasing workloads as spending more cognitive resources in
it. Hence, the desirable human-machine interface system facilitates such distal at-
tribution, and creates the phenomenological feeling in the operators that they are
"directly" monitoring and controlling the functions of the system [52] as mentioned
in section 1.2.1.
   In order to approach this issue, this chapter examines the feasibility of some kind
of facilitating systems, which can mediate the interaction between a human operator
  iln terms of this Polanyi's insights on skill acquisition, Loomis has discussed the phenomenon
of "distal attribution" in tele-operation environment (see [30]).
17
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and a teleoperator robot, and that can extend the operator's actual perception-action
cycles to the quasi-direct perception-action cycles in the ideal tele-operation envi-
ronment with the operator's distal attribution established. At first introduced is a
new concept of "intertask morphology" as the isomorphism [19] between two dif-
ferent tasks. Based on this idea, here presents some carefu1 analyses to find out
the invariant stmctures that are common between two different behavioral tasks in
a tele-operation environment.
   The testbed tele-operation environment is developed with virtual reality author-
ing devices and an actual mobile robot so as to embody a different way of human
operation than the usual like the one by joysticks. The feasibility of the behavioral
mapping is examined, by which a human operator can control the robot to "catch a
coming ball with its body" while using histher behavioral skill of "hitting a coming
ball into the target area with hislher hand".
   These two tasks are analyzed into some qualitatively different phases. Thus,
Adaptive Resonance Theory (ART) [5, 14, 17] neural network model is deployed to
detect the boundaries of those phases during the operator's performing tasks in real
time. The effects of the time-delay and the discontinuity in displaying the feed-
back information about an operator's skill performance within a VR space are also
discussed. They may prevent an operator from naturally exerting their behavioral
skills. The author addresses this problem by deforming objects in the VR space cor-
responding to the abstract behavioral phases derived from the ART model, which
has learned the operator's motion properties.
3.2 Intertask Morphology Bridging Different Behav-
ioral Tasks
Rasmussen [36] has proposed that there exist three different cognition levels con-
cerning with the operator's behavioral modeling; SBB (skill-based behavior), RBB
(rule-based behavior) and KBB (knowledge-based behavior). SBB is a behavior in
which the specific features are experienced together frequently and the response is
more or less automatic, while RBB is a procedural-oriented task including monitor-
ing and interpreting. KBB includes the fu11 range of problem solving and planning
activity with the manipulation of some kinds of "deep" models. This is illustrated
in Figure 3.1. In the light of this behavioral trinity model, the human-machine in-
teractions sustained by SBBs are the ideal, meaning that the intermediaries would
become transparent.
   By nature, however, human operators in tele-operation systems confront with
considerable diMculties in recognizing the actual situation around the robot be-
cause of their impoverished perceptual conditions on the remote site. The distal





























Figure 3.1: Rasmussen's SRK model
are shown in the display. The important characteristic of SBB for distinguishing it
from RBB and KBB is its behavioral "continuity", which takes the form of a chain
of reactive "perception-acting" units, and therefore it enables proficient, skillfu1 in-
teraction with the environment. Thus, some kind of mediating systems would be
desirable, which can extend the operator's possible perception-action cycles to the
direct perception-action cycles in the ideal tele-operation environment as shown in
Figure 3.2.
   Toward this interaction aid, we need to find out some correspondence relations
between manipulation acts by the human operator and behavioral acts by the tele-
operator. This work is comparable to the ecological task analysis [25], which
should be done first in Vicente and Rasmussen's ecological inteijrace design (or
EID) framework [54]. In EID, the inherent task structure revealed by the carefu1
task analysis is mapped onto the geometry of the display components in a way that
exploits direct perception (i.e., to "make visible the invisible"). By enabling the
operators to directly act on the display representing the inherent task structure, EID
supports human interaction with the system via the perception-action cycles, instead
of the chain of inferences to compensate for the decrease in information availabil-
ity that demands the operators' conscious efforts so far. By supporting interaction
20
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     Perception-Action Cycle
Actually Available to Human Operator
Figure 3.2: Ideal and actual perce ption-action cycles of th e human operator
via the intrinsic perception-action cycle, EID can reduce the operator's delibera-
tive reasoning burden, and also can provide appropriate computer support for more
cognitively laborious processes. We should, however, note that this approach is
effective only to the tasks, whose structures are temporally invariant, and therefore
which can be achjeved by "moment-to-moment" judgments. But it cannot deal with
the tasks which may change their semantics along with the operational context.
   In order to approach this issue, the author introduces a new concept of "intertask
morphology" as the isomorphism [19] between two different tasks. Isomorphism
is, here, a mathematical concept which represents "a one-to-one correspondence
between the elements of two sets such that the result of an operation on elements
of one set corresponds to the result of the analogous operation on their images
in the other set". To realize the ideal perception-action cycle between the human
operator and the robot shown in Figure 3.2, the facilitating system should bridge
the gap of their behavioral differences derived from their different perceptional and
actional capabilities. Although human behavioral features are never identical with
the mechanical, it would be possible to find out some invariant properties of task
structures, i.e., morphology of task structures, at some abstract or conceptual levels.
That is the key for this type of bridging.
3.3 Analysis of Task within Virtual Reality Space
In this section, human motion data captured from th
are analyzed, in which a human subject performs a
eex
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periment within a VR space
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Figure 3.3: Experimental settings within VR space
a moving ball, which comes bound for himher with a constant velocity, bounce into
the target area by hitting it with hislher virtual hand.
3.3.1 ExperimentalSettings
Figure 3.3 shows the experimental settings here. The VR space is displayed to the
operator through a head mounted display (HMD), in which appearance of the ball
and part of the operator's body (i.e., a right hand) are displayed from hisfher view-
point. With the magnetic 3D position sensors (i.e., POLHEMUS 3SPACE FAS-
TRAK SYSTEM) mounted on the HMD as well as on the operator's right hand,
their movements are mapped onto the changes of the viewpoint and of the hand's
positions in the VR space. Thus, the operator can dynamically interact with the
space "through" his/her body motjons. In this experiment, varying the velocity of
the moving ball vb from 20 to 40 units/sec does produce three different time con-
straints that bind the operator's reaction time allowed after he/she detects the ball.
In each trial, an initial position and a moving direction of the ball, a pair of which
is referred as a trial environment hereafter, are randomly changed based on a ran-
domly provided seed value. Therefore, if the seed value is same, the same trial
environment will be realized.
22
3.3.2 Invariant Structures of VR Space Task
Due to the different experimental conditions in terms of task time constraints and
trial environments, trajectories of the hand motions of hitting a coming ball do differ
in each trial. However, if we could change our perspectives from external observer's
to intemal actor's, some "common propenies" will be detected with respect to how
the actor interacts vvith the object in the task space. They are explicated by translat-
ing raw interacting data as follows.
   On the one hand, Figure 3.4(a) shows profiles of the moving velocity of the
hand, or vh, that were derived from three different trial runs performed in the same
trial environment but under the different velocity conditions of the ball. Where, the
time points coincide with one another of all the profiles, and t = O corresponds to
the time when the hand starts to move. Other whole profile data of the hand motions
were translated in this fashion.
   On the other hand, Figure 3.4(b) shows another translation by plotting a variable
of vhldi,... for twelve trials, each of which has a different environment to the others
in terms of both the initial position and moving direction of the ball. Wherein,
di... i's introduced for normalizing the differences in the distances the hand moved
among trial environments, which denotes the maximum distance between a ball's
linear trajectory and a hand's position. These figures show that, even with such
a simple linear transformation, the interacting profiles of the hand revealed some
common or invariant structures, i.e., an intratask morphology.
   Based upon these translations of raw motion profile data, this behavioral task
was analyzed into the following four qualitatively different phases:
1. In Phase A, the hand is not moving at alljust after the coming ball is identified
  so as to predict the ball's trajectory.
2. In Phase B, an actor accelerates his hand toward the predicted impact point.
  Notice that the profiles of vh in this phase are almost the same (i.e., with the
  constant acceleration) despite the differences of a ball's velocities and relative
  positions of a hand against a ball. Figure 3.5 shows all the slopes of vh,
  indicating their similar constant acceleration of the hand. This demonstrates
  that some kind of "feed-forward" process initiated by the prediction in the
  former phase is ongoing within the actor, rather than based upon the feedback
  information.
3. In Phase C, the actor's handpositioning task is dominant. By decelerating
  a hand's movement, the actor attempts to place a hand exactly to the final
  impact position. Adjustment of the velocity herein is dependent upon the
  temporal observation of a ball and of the actor's hand, thus a visual feedback
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(b) Profiles of vhldi in twelve different trial environments with vb = 20
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(a) vb = 20 (b) vb = 30 (c) vb = 40
Figure 3.5: Profiles of vh in phase B
4. In Phase D, a hand impacts with the ball. As in Phase A, the hand does not
  move any more and the moment of impact is carefully pursued.
   The typical motion consisting of these four phases is shown in Figure 3.6, in
which a profile of a hand velocity vh is shown in (a) and relative positions of indi-
vidual phases are illustrated in (b).
   The foregoing observed task structure consisting of Phase B and C is consistent
with Schmidt's motor schema theory [23,42,46]. In this theory, he distinguished
between a recall schema and a recognition schema, both of which make up a hu-
man motion memory. The former is responsible for the feedforward process of the
proficient skilled motion, while the latter is responsible for the feedback process.
He stressed that some relations among the motion intents, situational specifications
and motion commands are preserved at the abstracted level in the motion memory
as a recall schema, while relations among the motion commands and the expected
sensory consequences are preserved as a recognition schema.
lt
3.4 Automated Recognition ofBehavioral Task Struc-
ture
This section attempts to automate the recognition of the motion structure in the
behavioral task analyzed in the former section. That is, the human actor's motion
sequences are segmented into the groups corresponding to the four different phases
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Figure 3.7: Block diagram of the ART model
continuous stream of motion data which may of course contain noises,
Resonance Theory (ART) model [5, 14, 17] is employed.
the Adaptive
3.4.1 Architecture of ART Model
Figure 3.7 shows the architecture of the ART model. This anificial neural network
is referable to a computational model which can learn pattern recognition in an
unsupervised fashion. It can organize input patterns into clusters at a variety of
abstraction levels by varying its internal parameter, called the vigilance parameter.
   Within the ART model, prototypes for each of clusters, which are memorized
in the connections between two different neuron layers (denoted as Fi and F2 in the
diagram), are constructed and reconstructed dynamically. Those prototypes play a
key role in the subsequent classification in a sense that they will function as a kind
of bias in interpreting other coming streams of data. Which cluster a new input pat-
tern will be assigned to is determined by calculating the similarities of the data with
the respective existing prototypes. The vigilance parameter p, whose value is set
between [O, 1.0], detemines a common acceptable condition of data classification.
When the value of a vigilance parameter is 1arge, the classification would be less
affected by what it has learned so far (i.e., prototypes) and the model tends to gen-
erate more distinctive and competitive categories. Conversely, with a smaller value,
the ART model becomes a more conservative classifier, affected more by the proto-
types and assimilating new data with the previously existing memory. In this case
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ART generates more abstracted, coarse categories than the former does. Therefore,
the ART model functions as an unsupervised dynamic classifier that can generate
multigranular categories with a simple adjustment of the vigilance parameter.
3.4.2 RecognizingTaskStructureUsingARTModel
Using the ART model, a series of behavioral motions is classified into the abstract
operational phases. Input vectors to the model are time-series of snapshot data
collected while a human actor interacts with the VR space. They consist of the
following variables;
ii: Velocity ofhand movement (vhldi...)
i2: Acceleration ofhand movement
i3: Distance between the trajectory of the ball and the hand
i4: Distance between the ball and the hand in the actor's view
is: Visible size of the ball (i.e., appearance of the ball)
Where, the first two variables (ii and i2) represent sort of the actor's proprioceptive
sensory data, relating to stimuli arising within himlher, while the last two variables,
i.e., i4 and is denote the exteroceptive sensory data, relating to stimuli received by
the actor from outside. The third one represents the current status while the actor
is interacting with the VR space. These data are normalized within the individual
variables and make up a snapshot vector of the input data stream.
   Figure 3.8 shows the resultant classification of an actor's motion sequence by
the trained ART model. Herein the input data streams are overlaid by horizontal
bold bars denoting the classified clusters (i.e., phases of the motion) along the tem-
poral stream. This result is obtained by letting the ART self-organize its internal
connections with the vigilance parameter set to O.50. The result is actually repro-
ducing the same form of phase transition as is observed in the former analysis of
human motions (see also Figure 3.6). In this way, it seems to be possible to employ
an ART model trained enough as an automatic detector to find plausible boundaries
among the operational phases as human actors are performing tasks.
3.5 Deforming VR Space According to Operational
      Phases of The Task
Here is the discussion on the effects to the actor's skill performances of time-delay
and discontinuity in the feedback information display about behaviors in the VR
space. In addition, so as to deal with this problem, deforming representations of the
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Figure 3.8: Segmented motion profile by the clusters derived from the ART model
whose vigilance parameter was set to O.50
3.5.1 Effects of Feedb ack Delay in Task Performance
The well-recognized technical problem of a VR-based tele-operation system is the
delay and the discontinuity of the feedback information displayed resulting from
communication and computational burdens. This problem drastically affects a hu-
man operator's operability and disables himlher from producing a naturalistic and
innate response. The operator is further burdened because helshe has to reconstruct
an expected actual reality from presented data. This is illustrated in Figure 3.9,
which shows that an operator's perception-action cycle experienced within the VR
space is quite different from the one experienced within the real world.
   To the extent that an operator can control a robot's behavior in proximity and
in real time without being intervened by VR, it would be easy for her to have an
embodied cognition (i.e., a robot may become something like a part of her body).
However, when a complex artifact intervenes, an operator needs some "aided eyes"
that can bridge a gap between those different perception-action cycles.
   To identify the effects of the time delay and the discontinuity of the feedback
information, another VR task environment was developed in which the effects of
the actor's hand motion is displayed in a variety of time delays. As shown in Fig-
ure 3.10, a simulated task environment was prepared where a constant delay of Td
is embedded in presenting the displays in the VR space of the appearances of the
hand caused by moving the hand in the actual reality. The effects of the actor's
movement (i.e., positions of the hand) are updated in display at intervals of Td. The
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Figure 3.9 : Delay for coupling two different realities
operator is forced to perform the task of hitting a coming ball with a racket under
this environment.
   Figure 3.11 shows the results of the experiments. In this figure, the degradation
of task performance is observed as the delay increases, where the performance is
rneasured by counting the number of successfu1 trials (i.e., the hit ball bounces into
the target correctly). This demonstrates that delays due to the intervention of the
VR space in the tele-operation environment would do harm to the operator's skills
and that thus some "aided eyes" are needed.
3.5 .2 Aided Eyes for Operator
In order to make the task environment via the VR space more naturalistic to hu-
man operators, it was attempted to vary the ways of displaying information to the
operator according to histher ongoing task phases. More specifically, displays of
the objects within the VR space are deformed in a particular way, based upon the
characteristics of the human task performance analyzed in section 3.3.
   As mentioned in subsection 3.3.2, during Phase C the operator much depends
upon the feedback information. This means that the effects of the delayed display
do harm to the task performance. Therefore, during this phase the transmission of
the operator's hand movement to the actual reality is quitted, and a local feedback
loop is constructed between the operator and the VR as illustrated in Figure 3.12(a).
Detecting the hand starting to move, the system predicts and constructs the posture
of the hand in the actual reality, which is presented to the operator in real time along
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Figure 3.10: Simulating display information delay
with hand movements.
   Conversely, a view of the target (in this case, a ball) is very sensitive to the
operator's predicting the ball's trajectory during the feedforward-dominant process
in Phase B, when the delay in displaying a ball to an operator makes him fail to
hit it. Thus, a ball displayed in a VR is deformed from a globe to an ellipse whose
longitudinal axis is matched with direction in which it is moving and its length is
determined by the travel distance of the ball during the time interval distance of the
ball during the time interval between display switching, as shown in Figure 3.12(b).
Switching among the task phases is controlled according to real-time segmentation
of a motion sequence enabled by the ART model, which has learned from a human-
VR interaction series in an environment without any delay (i.e., Td = O) offline.
   In this way, the proposed display system (Figure 3.13) both contributes to bridg-
ing the gap of the two different perception-action cycles having different time spans
and evolves asynchronously. Figure 3.14 shows the results contributed by the method
under the delay Td = O.50 sec and 1.0 sec as compared with performance of the task
without any aided eyes. The figures denote that the method contributes to making
an operator experience a naturalistic task environment even in a task environment
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Figure 3.11 : Effects of the delayed display
3.6 Toward Tele-operation System Based upon Inter-
task Morphology
As shown in Figure 3.9, the delay discussed in the previous section is largely de-
termined by the operational characteristics of the robot subsystem. Moreover, the
operability of the tele-operation system as a whole depends greatly on the degrees of
autonomy installed in the robot. Consequently, the interface for an operator must be
flexible enough to catch up with the various styles of human-robot couplings [27].
At design time, it is impossible to exhaustively predict the specifications of the ski11
levels of human operators or the degrees of autonomy of machines; therefore, the
ideal interface system for the tele-operation must consist of a number of agents or
facilitators, each of which is able to self-organize the appropriate relationships with
the others through interactions in a bottom-up, rather than top down, design. The
status of such interactions among facilitators is directly or indirectly transmitted to
human and robot perception-action loops, and individual perception-action cycles
will be adjusted accordingly. This would be the idealized collaborative style with
mutual evolution between the human and the machine.
   Based upon the above discussion, the author attempted to develop the VR-based
tele-operation system in which the operator and the robot are linked through some
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(a) Interpolating the predicted hand position in Phase C







       (b) The way to deform the ball
Figure 3.12: Deforming objects in the VR space
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Figure 3.13: Screen shot of the deformed display proposed
intertask morphology. That is, using hislher behavioral skill of hitting a coming ball
into the target area with hisfher hand, the operator can control the robot's move-
ments to catch a rolling ball with its body.
   To analyze the structure of the robot's operating tasks, a tele-operation environ-
ment without the VR space is prepared as follows. The robot has visual sensors,
ultrasonic range sensors and primitive actuators for forward and backward move-
ments and steering. Yet another experiment was performed to see how well the pro-
ficient operator can control this robot by monitoring continuous visual sensor's live
images transmitted to the operator in wireless UHF video signals and by command-
ing movement and steering instructions through a keyboard. Figure 3.15 shows
an environment of this experiment. Figure 3.16 illustrates a data profile made by
an operator's remote control performance. From this result, we can observe that a
transition of four different phases does exist revealing a morphological task struc-
ture like the result shown in Figure 3.6. Although usable perceiving and actuating
devices are completely different between those two tasks, they share a common
task structure. This suggests that we would be able to design an ecological inter-
face within which a human and robot facilitators interact with each other and form
themselves reciprocally under boundary conditions of that common invariant task
structure.
3.7 Summary
This chapter examined the feasibility of the facilitating systems which can mediate
the interaction between the human operator and the teleoperator robot, by introduc-
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Figure 3.14: Improvements due to aided eyes
design aims at connecting two different behavioral tasks via their structural iso-
morphism, and extending the operator's actual perception-action cycles to the ideal
perception-action cycles with hislher distal attribution established. From the per-
spective of intertask morphology, carefu1 analyses have been done to find out the
invariant structures that are common between two behavioral tasks in the VR-based
tele-operation; the one task was configured in the VR space, in which a human sub-
ject hits a coming ball into the target area with his hand, while the other was done
in the real world where a teleoperator mobile robot catches a coming ball with its
body like a goalkeeper. These two tasks were analyzed as both decomposed into
four qualitatively different phases, suggesting the potential of the behavioral map-
ping between them. The common form of the decomposition of these behavioral
task structures was computerized by an ART neural network model. It can detect
the boundaries of those phases during the human operator's performing tasks in real
time. This computerization was exploited so as to cancel the effects of the time-
delay and discontinuity in the VR-based tele-operation, by deforming objects in the




























Analysis of Human Skill to Operate
Teleoperator Robot from Ecological
Perspective
4.1 Introduction
In the situations where the intermediary instruments are highly limiting their own
cognitive activities to perform their tasks, human operators are required to figure out
some good strategies to make up for those limitations. Tele-operation environments
are indirect systems whose communicational and mechanical bandwidth restricts
the human operators' perception-action cycles towards the distal events; they put
bounds to the amount and quality of the perceptual information available as well as
the practicable operations. Therefore, the operators confront with the considerable
diMculties in developing their accurate situation awareness of the remote site and
making the appropriate responses to the situations. These disadvantages need to be
mitigated by some "aided eyes" or mechanical automation such as reviewed in [18,
47]. This chapter approaches this issue by analyzing skillfu1 operational strategies
acquired to compensate those unnatural conditions. Especially, the author focuses
on "externalization" [58, 59], or the act performed to uncover hidden structures
in the work domain onto the surface. By considering its functional utilities from
the ecological perspective for human operators, the necessary information to be
externalized in tele-operation environments is explored.
   For this purpose, this chapter at first investigates the operational skills for the
search task using a mobile teleoperator robot to find out some hidden objects un-
der cluttered boards and boxes in the remote site. The skill analysis is done from
two points of views: the one is on how skillfu1 operational strategies organize the
robotic behaviors to make the necessary but hidden information externalized onto
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Figure 4.1: Duality of human-machine interface
manners ofpracticing the search procedures. After this analysis, a simple automated
view control is also implemented, by which the orientation of the robotic camera is
controlled in accordance with the human steering operation, and then evaluated in
terms of the complementarity of human operation and automated control,
4.2 Duality of Interface and Operational Skills
When a human operator interacts with its objective environment mediated by an
artifact or mechanical instrument, there should exist dual interfaces between them
as shown in Figure 4.1 [40,41]. Thefirst interface represents the human-machine
interface, literally located between the human operator and the machine while the
second interface represents the machine-environment interface, through which the
machine interacts with the environment. When the operator can make full use of
the machine on his own, these two interfaces would become "unified" in his con-
sciousness. As the philosopher Polanyi [34] noted, as a ski11 develops, the operator
eventually develops a "focal awareness" of the distal as "subsidiary awareness" of
the mediating chain (i.e., the components of the skill) subsides to the point that
the chain becomes transparent. The unified interface explains this transparentized
anifact, which constitutes of the operator's "extended" body and creates the phe-
nomenological feeling in him as if he is directly manipulating the objects in the
distance.
   On the other hand, prior to full achievement of a ski11, the operator's aware-
ness focuses on the components of the skill. Supposing the operator must man-
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age to employ an unaccustomed machine, the machine absorbs his focal aware-
ness completely because the operator cannot anticipate its behaviors accurately and
needs intimate feedbacks for handling. In this case, the second interface gets "far
away" from his proximity in the psychological sense. The interface is the boundary
through which the system including the human operator touches its external world.
The cognitions derived from there mean the operator's understandings of the state
of the distant interaction between the system and the environment. This "distal
attribution" demands the operator's constant efforts to orient the meanings of the
proximal information available in the first interface to the distal events the system
brings into its task ecology.
   Tele-operation environments restrict human operators' perception-action cycles
towards the distal events; their communicational and mechanical bandwidth puts
bounds to the amount and quality of the perceptual information available as well as
the practicable operations. Therefore, the human operators confront with consid-
erable diMculties in developing the accurate situation awareness of the remote site
and making the appropriate responses to the situations. In order to make fu11 use of
such instruments, the operators must develop some skills to read off the meanings
of the proximal information as the actual events on the second interface, in addition
to the skills to operate the machine. Any acquired strategies to operate the tele-
operation systems includes both of these aspects, and externalization [58, 59] plays
an important role in them as it uncovers hidden structures on the second (i.e., distal)
interface onto the first (i.e., proximal) interface.
4.3 Experimental Settings
A tele-operation environment was developed for the search activity via a remote mo-
bile robot, where a human operator navigates the robot using ajoystick on a terminal
PC. The robot is connected with the PC through radio modems, and its ambulatory
movement is controlled by the translational and rotational velocities designated in
response to the joystick position. Human available information for the navigation is
the live image from the Pan-Tilt-Zoom (PTZ) robotic cainera mounted on the robot,
which is also controlled by the hat switches and buttons on the joystick. As it is
displayed via the Head Mounted Display (HMD), the operator should comprehend
the surroundings of the remote robot only from this camera image information. Fig-
ure 4.2(a) shows a scene of the human operation.
   The experimental search task is to find out three objects (i.e., colored balls) hid-
den under piles of cardboard boxes and polystyrene forms as shown in Figure 4.2(b).
Since the target objects are blinded in the recesses of the piles, the operator must lo-
cate the robot at the adequate positions so that the camera can capture them through
gaps among obstacles. In all the experiments, the locations of the hidden balls were
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(c) A hidden object under cluttered boards (about the center of
this picture)
: The tele-operation environment for the experimental search task
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4.4 Analyzing Operational Skills for Robotic Search
Task
The first experiment was done for analyzing the operational skills for the robotic
search task. In this experiment, five experimental subjects executed two different
search sessions, each of which had a different configuration of the clutters. Be-
fore these performance measurement sessions, all the subjects experienced rehearsal
sessions where the operators had different amount of experiences in operating the
teleoperator robot. It strongly affected the differentiated search performances.
4.4.1 ComparisonofTaskPerformance
Table 4.1 compares the search performances among all the subjects in terms of
the average execution time per session (Avg. Time) and the average number of
collisions the robot made with obstacles during a session (Avg. Collisions). These
two measurements clarify eMciency and accuracy of the operations, respectively.
More effective operations complete search in the shorter time, and more accurate
operations make fewer collisions. This experimental result suggests Subject E is
the most skillfu1 among the subjects.
Table 4.1: Comparison of performances in the tele-operated search task
Avg.Time[sec] 313.5 204.5 363 148 98
Avg.Collisions 4 7.5 1.5 1.5 O.5
   This consequence could be confirmed from the robotic behaviors observed. Fig-
ure 4.3 illustrates the movement trajectories of the robot in the sessions with the
same clutter configuration but by different operators. The origin of this plot cor-
responds to the initial position of the robot when starting search the sessions. As
shown in this graph, the effective and accurate operation by Subject E performed
the shortest ways with neither any repairing operations due to collisions nor any
oversights of passing the necessary spots to be peered. Contrary to such a skillfu1
navigation, Subject C, who recorded the least collisions per time, drove the robot
for a long distance round the clutters due to his oversights of the spots. Subject D,
who completed the search task most quickly of all but Subj ects E, repeated repairing
operations. The other unskillful operators exhibited either or both of these awkward
behaviors during their search activities as well.
   Based upon these results, the skill analysis basically focuses on the distin-
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Figure 4.3: Trajectories of the robot compared among sessions of a same clutter
configuration but different operators
4.4.2 AnalyzingOpticalFlowsinTUrningOperation
As the target objects are blinded by the piles, the operators must locate the robot at
the adequate positions so that the view camera can capture them through the gaps
of the piles. During navigation toward such a position, the robot needs to make the
round of some covering objects. Distinguished operational skills for navigating the
robot were observed particularly in this situation.
   A typical robotic behavior which can differentiate levels of the operational skills
is the way to allocate the camera's field of view while the robot is making the round
of some objects to a certain destination. Figure 4.4 compares a snapshot from the
Subject E's view with the Subject A's during a turning operation. On the one hand,
a common strategy among the unski11ed operators renders the robotic camera direct
to its home position always before any travels of the robot as illustrated in Fig-
ure 4.5(a). Keeping the camera front affords easy perception of "ego"-locomotion
from the view images, and thus gives easy correspondence of direction between
stick-handling and ambulatory movements in the operator's cognitive map of the
search site. This operational strategy, however, provides no clue during a turn as to
the relationship between the robot itself and its surroundings from the live image of
the view camera which is the only source of the information on the search area (see
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(a) Subject A (unskilled operator)
(b) Subject E (skilled operator)
Figure 4.4: Comparison of two camera views between Subject A and E, each of
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Figure 4.4(a)). On the contrary, as shown in Figure 4.5(b), the operational strategy
of the Subject E orients the camera suitably to keep in sight both the robot's body
and the objects that may become obstacles to its travel, thereby realizing fewer fail-
ures like collisions. Figure 4.4(b) proves this behavior, where the black region on
the bottom of the image indicates the top left edge of the platform the camera was
mounted on.
   This clever view assignment was also well-coordinated with the driving behav-
ior of the robot in turning operations. View images of the camera were analyzed
from the perspective of the opticalflow [13, 24]. Optical flows, the apparent mo-
tions of pictorial patterns in images, can be calculated from a sequence of images
and presented as velocity vector fields. wnen an observer moves in a 3D world,
optical flow fields are generated on his retina. Here, matching of the brightness pat-
tern between two temporally successive video frames is deployed to calculate the
optical flow fields. The image plane of the view camera was divided into quadratic
cells, each of which corresponds to a unit pattern of matching operations. Each ve-
locity vector represents how much a pictorial pattern moves during one frame time.
Figure 4.6 shows an instance image of the optical-flow analysis, calculated from a
sequence of images as the robot was turning to the destination where the camera
could capture the space the edge C occluded. In this scene, the camera was seeing
the left hand side of the robot.
   The optical-flow analysis revealed that the Subject E's operational strategy had
successfu11y adjusted turning movements of the robot to keep the target of its trav-
els in sight all the while. Figure 4.7 gives another instance image from the same
optical-flow analysis. We can see that the optical flow around the target of the turn-
ing movement (i.e., the occluding edge labeled as C in Figure 4.6) is flatter than
outer regions'. This means that the image of the target does not flow so much in
the field of view even while the robot is turning, thereby making it easy to locate
the robot in the course to the destination. Figure 4.8 compares the averaged magni-
tudes of the optical flows during a series of turning operation between two regions
in Figure 4.7; Area A, the region around the target of turning, and Area B, its outer
region. More steady flow around the target can be confirmed as well from the pro-
file of Area A than the fluctuating flow of Area B. Optical flow fields, by nature,
provide significant cognitive resources on the "ego-motion" [13]. As shown in Fig-
ure 4.9, the source of the fiow springing out corresponds to the direction to which
the observer is traveling. This invariant structure in the visual information affords
an observer to adjust his locomotive behavior toward an intended destination by
bringing the traveling direction into a point with the intended destination in his vi-
sual field. The result of Figure 4.7 is comparable with this behavior, and then it is
interesting that human adaptation achieved a perception-action coordination anal-
ogous to the ordinary one on a daily basis, even in the unnatural conditions of a
tele-operation environment. The unskilled operators, on the other hand, direct the
camera to its home position before any travels of the robot, and therefore this type
46




Figure 4.6: An instance image from the optical -flow analysis
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Figure 4.7: Another instance image from the optical-flow analysis: the optical flow
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Figure 4.8: Comparison of the averaged magnitudes of the optical flows between







Figure 4.9: Optical flow and ego-motion perception (from [13])
of perceptual structures did not appear in a sequence of their visual information.
   As explained above, the skillful operational strategy Subject E acquired achieves
two important externalizations for orienting the observer (i.e., the joint cognitive
system of the human operator and the robot) in the task environment. The one
is to expose part of the robotic body to the vision camera, by which the physical
relationship between the observer and its surroundings is directly measurable from
the visual information. The other is to shape meaningfu1 structures (i.e., the optical
fiow) in the fiuid visual information by adjusting ambulatory movements of the
robot.
4.4.3 Time-Series Decomposition of Human Operations
The next analysis is performed to clarify how different operational strategies ex-
hibit different manners of practicing the search procedures. In this analysis, a series
of human operations is decomposed into a concatenation of some activity phases
in which basic subordinate activities are (in)activated in parallel. For this proce-
dure, three typical activities, which compose of the activity phases, are defined in
response to the measurements and patterns in the human controls. Their definitions
are given as follows:
e ACTI-Driving Robot: This activity aims to drive the robot toward a desti-
  nation where it should look for the target objects through the gaps of the piles,
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Figure 4.10: A typical transition pattern of the robotic camera's Pan-Tilt angles
and X-coordinate value of the robot's position during ACT2 (from profile data of
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Figure 4.11: A typical alternation pattern of Iocating the robot and orienting the
camera during ACT3 (from profile data of operations done by Subject C)
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tion. During this activity, any collisions with obstacles should be avoided.
e ACT2-Recognizing Situation: This type of activity corresponds to pan-
  ning the robotic camera with no steady gaze on a certain region, thereby see-
  ing the picture of the situations. The purpose of this physical operation can
  be classified into the two classes. The one is to confirm a safety distance to
  be kept from obstacles for avoiding collisions when the robot is turning. The
  other is to fix a plausible location where a target(s) would be found. However,
  because it is diMcult to discriminate these two intents from the measurable
  data, they are dealt with the same category of activity here. A typical transi-
  tion pattem of the measurements during this activity is shown in Figure 4.1O,
  wherein time-series data of the camera's Pan-Tilt angles and the X-coordinate
  value of the robot's position are included. Its important diagnostic character
  is the absence of "look down" operationsi, i.e. holding the Tilt angle to zero,
  while operating either Pan or ambulatory motions.
e ACT3-Seeking for Targets: This activity aims to look for the target objects
  by moving the camera or the robot around the location where the operator
  is anticipating them. During this activity, orienting the camera on a certain
  region and adjusting the robot's location are "alternately" performed. Fig-
  ure 4.11 shows a typical profile of such alternation by Subject C, in which
  some tilt-down operations are observed by contrast with the profile of ACT2.
  In this profile, we can recognize the operator's engagement in this seeking ac-
  tivity with many little ambulatory movements (i.e., up-and-down transitions
  of the robot's translational velocity) and his attempts to peer down by turns.
   According to the above definitions, profile data of human operations were taken
apart into the progress charts of those sub-activities. Figure 4.12 plots and com-
pares two search operations of different skill levels. Each profile is partitioned bY
the (in)activations of the three sub-activities, i.e., ACTI, ACT2 and ACT3, allowing
their temporal overlaps. This comparison reveals that the most remarkable feature
of the skillful search by Subject E is the parallel execution of two or more differ-
ent activities (Figure 4.12(b)). Contrary to this behavior, Subject C performed its
completely sequential execution of those activities (Figure 4.12(a)). This tendency
of the serialized search activities was observed in the operations by all the other
unskillfu1 operators as well.
   A typical evidence of these different styles of search behaviors was observed
in the way to allocate the camera's field of view while the robot is running round
some objects to a certain destination as discussed in section 4.4.2. As a common
strategy among the inexpert operators, they always direct the PTZ robotic camera
  iAs the PTZ robotic camera is mounted on the top of the mobile robot, it should look "down"













130 140 150 160 170 180 190 200 210
  Time [sec]











o 10 20 30 40 50
 Time [sec]
60 70 80
(b) Subject E (ski11ed)
Figure 4.12: Comparison of two search operations of different skill levels in terms
of (in)activations of the three sub-activities
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to its home position before any travels of the robot. Therefore, they have no clue
as to the relationship between the robot and its surroundings from the live image of
the camera during a turn. On the contrary, the Subject E's operational strategy, in
which the camera is oriented to keep in sight both part of the robot's body and the
objects that appears to be obstacles to its travel as shown in Figure 4.4(b), realizes
the parallel execution of ACTI for the robot driving and ACT2 for the situation
recognition. This should lead to his fewer failures like collisions.
   Separated executions of driving, recognizing, and seeking activity should cause
disjunction of behavioral contexts which are basically supposed to be chained for
smoothing search behaviors. They switch over from one configuration of cognitive
resources for the human operators to another, due to the limitation of available cues
on the surroundings of the remote robot through the onboard camera. Therefore, it
can be considered as the reason why the unskilled operators can not achieve both
criteria of eMciency and accuracy of the robot navigation together.
4.4.4 Coping Strategy to Perceptually Impoverished Conditions
Basically, the act to drive the robot has two different meanings in the search con-
text. The one is to purely and simply move the robot to a certain destination that
has been planned at once or in advance. The other is to retrieve novel cues from
perceptual information that is varying during movements, so as to enrich the oper-
ator's recognition on the environment, which is closely connected with the activity
of ACT2.
   Concerning this duality, Kirsh has proposed the concept of epistemic actions [28,
29] as distinguished frompragmatic actions which bring the actor physically closer
to its goal. Epistemic actions are physical actions as well as pragmatic actions, but
their primary function is to improve cognition. Thus, they are performed to uncover
some hidden information which is hard to compute mentally but necessary to the
actor's correct recognition on the task ecology. Those exploratory actions render
a eMcient coping strategy for overcoming perceptually impoverished conditions,
which play an important role in our human flexible and skillfu1 performances in
the complex real world [26]. At the same time, those actions are essentially "situ-
ated" [51], or highly context-dependent. Serialized operations by the unskilled op-
erators, however, segmentize their behavioral contexts, and thus demand some con-
scious processes for themselves to concatenate those context segments via "mental
arithmetic". The analytical result of the awkward search behaviors by the unskiIIed
operators here explains that they were in diMculty to perform such situated actions.
This is an example where the tool itself (i.e., the robot tele-operation system) con-
strains and transforms the users' behavioral strategies apart from their natural ones.
   Contrary to this, the most experienced operator, i.e., Subject E, could accommo-
date himself to those constraints enough. He developed a new operational strategy
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Figure 4.13: Correspondence map used in the automated view control according to
the wheeling (i.e., the rotational velocity) commands by a human operator
help him overcome the diMculty to accurately locate the robot in the task environ-
ment. This strategy may be a specific product, but surely contributed to accurate and
efficient search operations, repairing the psychological distance between a human
operator and its objective environment.
4.5 Shared Control with Machine Autonomy for New
Perception-Action Coordination
The skill analyses in section 4.4 brought out that the skillfu1 operations are evidently
different from the unskillfu1 ones in the way to control the viewing field of the
camera during ambulatory movements of the robot. The operator of the highest
performance utilized more effective views for unfailing operations with his accurate
situation awareness than the other operators did. One exemplary strategy observed
in the experiment was to orient the camera toward the current traveling direction
while the unskilled brought it back to home position before any travels. Based
upon this result, the second experiment is prepared to examine the effect ofanew
perception-action coordination introduced into the robotic search behavior, which
aimed to simulate such skillful view control.
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4.5.1 BehavioralDesignofAutomatedViewControl
Simple machine autonomy to control the viewing field of the robotic camera was in-
stalled into the tele-operation system. The autonomy complies with a pre-determined
coordination of the view with the traveling direction, and functions when the robot
is making the round of some objects. The correspondence map designated in Fig-
ure 4.13 is utilized to translate the ambulatory motion commands (i.e., the rotational
velocity of the robot) by a human operator into the view control commands (i.e., the
Pan-angle of the camera). Because all the ambulatory motion commands have an
effect on the robot if and only if the operator holds the trigger switch on, the op-
erator can independently manipulate the viewing direction the camera while the
robot remains stopped at a place. Otherwise, the human operator and the machine
autonomy share the control of the robot.
4.5.2 EffectsofAutomatedViewControl
All the experimental subjects did another two search sessions with different clutter
configurations. This experiment revealed that interventions by ' the above autonomy
had better or worse effects to respective operations. Table 4.2 presents part of the
result, comparing search performances of the human-machine shared control in this
experiment with the ones in the manual control (i.e., in the first experiment).
Table 4.2: Comparison of search performance between manual and shared control








   On the one hand, Subject A recorded much more effective and accurate searches
in the shared control environment as shown in Table 4.2(a). In addition, he ex-
pressed his positive feeling on the automated view control in the interview after the
experiment, in that the autonomy could successfu11y expand his vision by provid-
ing good opportunities to capture the effective resources for his situation awareness
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Analytical results of operational profile data in the shared control en-
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erational profile data into the sub-activity progresses after the same method in sec-
tion 4.4.3. Figure 4.14(a) presents an instance of this analysis to the Subject A's
search behavior, indicating several co-occurrences of ACTI and ACT2. Hence,
active interventions by the autonomy might promote the development of his new
perception-action coordination that can exploit new cues never available before.
   On the other hand, the Subject E's performances got dramatically worse by
the interventions (Table 4.2(b)). This result is to be expected because his opera-
tional strategy had been nearly perfect in terms of our experimental task and thus
surely collapsed by any interventions. Figure 4.14(b) shows his deformed opera-
tional strategy (cf. Figure 4.12(b)). The autonomy introduced unexpected behaviors
from his perception-action coordination, and disappointed his anticipations on what
to be seen after his operational inputs. This should make it harder for the operator
to take any situated actions for more accurate recognition of the situations.
   The other class of results was also observed with neither better nor worse effects
of the machine interventions. Although these unclear results explain insufficient
considerations of the autonomy design of course, every automation should hold this
type of incompetence because the two perspectives to the automated system do not
agree with each other completely between the external designer and the internal
user (i.e., a type of "frame-of-reference" problem [33]). From this point of view,
some kind of "personalization", like behavioral adaptations of the machine auton-
omy through work experiences with a user, would be expected when implementing
skill supports. '
4.6 Summary
This chapter investigated human skills to operate a mobile robot in a tele-operation
environment, where the human operators confront with considerable diMculties in
developing their accurate situation awareness of the site explored remotely and mak-
ing the appropriate responses to those situations. The experimental results revealed
that the most accurate and eMcient operator realized a clever control of the view
camera, which enabled the parallel execution of the two different activities for mov-
ing the robot and for developing the accurate situation awareness. This operational
strategy was analyzed from the two points of view. The one is on how skillfu1 op-
erational strategies organize the robotic behaviors to let the necessary but hidden
information externalized onto the display. This analysis was done based upon the
optical-flow analysis of view image from the onboard camera during a series of am-
bulatory movements around covered objects. The other analysis is on how different
operational strategies exhibit different manners of practicing the search procedures,
and was performed by decomposing a series of operations into the transitions of
some subordinate activities. In order to make fu11 use of the teleoperator robot for
the search tasks, the operators must develop the skills to read off the meanings of
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the proximal information as the actual events in the distance, in addition to the ones
to operate the robot. Both of the analyses explain that what's necessary to be ex-









There proposed an idea of "shared autonomy" as a new concept of human-machine
collaboration styles, which expects to encourage the reciprocal complementarities
emerged in their joint activity [18]. Unlike supervisory control in which a task
of interest is hierarchically divided into the upper knowledge-level (e.g., planning)
and the lower behavior-level (e.g., plan execution) that are assigned to humans and
machines respectively, this style of human-machine collaboration intends their in-
dependent and parallel contributions to both levels of the task. Therefore, this con-
cept stresses the design philosophy that a human- and a machine-autonomy should
collaborate with each other as equivalent partners, while its comparable concept of
"shared control" [47,48] simply denotes the concurrent mixture of human operation
and mechanical control. Shared autonomy suggests a very important perspective on
how to couple together a human user and a machine with highly advanced auto-
mated functions toward their good relationships, but it still remains at the concep-
tual.
   The essential differences in physical and cognitive capabilities between humans
and machines can contribute to providing different accesses to an identical task
situation, and so can enhance the total system performance. "Mixed-initiative in-
teraction" [1] represents the style of interaction between the subjects collaborat-
ing with each other, where their roles and initiatives are not fixed in advance and
appropriately assigned depending on the situations (see section 2.4). Composing
mixed-initiative interaction between human and machine agents has 1arge poten-
tials toward the truly effective human-machine collaboration [11, 12, 20]. However,
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any interventions by other than hislher own decisions may be the factors to disorder
human control. They could hurt operationality of the system from the operator's
perspective by introducing unexpected behaviors into the system. Thus, in order to
realize naturalistic collaborations in such human-machine systems, we need to ex-
plore the effective way to establish and maintain the correct understandings on their
common task situation shared between them, especially, the way to let the human
operators adequately recognize interventions by the machine autonomy into their
own operations. This is a key issue on human-machine interface design.
   Concerning this issue, this chapter provides a formal approach to designing
human-machine interaction channels between a human operator and a machine
autonomy. Based upon the classification scheme of information types defined in
Kirlik's Generalized Lens Model framework, a shared-control environment by a hu-
man operator and an autonomous mobile robot is investigated at first. This analysis
brings forth a new human-robot collaboration style with the shared communica-
tional modality between a human operator and a robot autonomy. The proposed
model of human-robot interaction is implemented into an actual tele-operation envi-
ronment, and then evaluated in terms of the mutual relationship of the cue-utilization
strategies between the two as well as their joint task performances.
5.2 Mutual Understanding through Socially Ep
Actions
lstemlc
As clarified in the design principle of ecological interface design [52,54,55], human-
machine interface designs must be coherent with the ways of human thinking and
perceiving performed under their bounded cognitive resources. In relate to this
philosophy, we know an important empirical fact that action plays not only aper-
formatory role but also an exploratory, or knowledge-granting one [26,28,29]. This
latter aspect of action, referred as "epistemic action", plays an very important part
in our human flexible, skillfu1 performances in the complex world because it is an
eMcient strategy to reduce their cognitive burden such as inferring some indepth
structures of their work domains [26].
   This prospect is also supported by Neisser's theory on human cognition, i.e., his
view ofperceptual cycle [31]. He argued that knowledge in the form of schemata,
or mental models, leads to anticipation of certain kinds of information. As such,
the observer's active schemata mentally structure the flow of events; they effec-
tively direct exploratory movements, and increase receptivity to particular aspects
and interpretations of the available information (see the inner circle in Figure 5.1).
Meanwhile, as the data that the observer samples or picks up from the environment
are absorbed by the schema, they serve in turn to modify or update the information
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Figure 5.1: Neisser's view of the perceptual cycle (from [31])
exploratory cycle represents that the observer's smooth interaction with the envi-
ronment is achieved. At the same time, the exploratory processes in the observer
will sometimes uncover data that the schema does not expect, or they will fail to find
data that it does expect. In those cases, more general exploratory cycles are required
including actions taken to obtain information that is not present in the immediate
environment. The outer circle in Figure 5.1 represents such physical interaction
with the environment. This big picture of the "unbroken" cycle represents the es-
sential nature of our cognitive activities when interacting with our ecology. They
require the perpetual connection and interaction with the external world, therefore
in which epistemic actions are responsible for valuable exploratory movements to
verify the anticipation.
   In conventional human-machine systems designs, actions of human operators
are extremely limited in the control loop of the highly automated systems due to
their admissible disturbances for stable, reliable, or efficient operations. However,
in order to encourage their naturalistic collaboration emerged in their joint activ-















Figure 5.2: Brunswiki's Lens Model
mechanical) adequately be aware of what the partners are doing and going to do.
Hence, the author's fundamental philosophy for this purpose is that any collabo-
rative systems need to accommodate each agent's (human or mechanical) variable
actions including their epistemic actions.
5.3 Conceptual Scheme of Shared Communicational
Modality
As discussed in section 2.4, good human-machine interfaces provide some bilat-
eral information channels, through which both humans and machines can exchange
their exploratory acts to adjust theirjudgments to each other. Toward the realization
of such interface systems, this section provides a systematic approach to design-
ing effective communication channels, named shared communicational modality,
in shared-control environments. The proposed approach makes use of the classi-
fication scheme of information types defined in Kirlik's Generalized Lens Model
framework [26], thereby depicturing the latent covariant relations among variables
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Figure 5.3: Kirlik's Generalized Lens Model (from [26])
5.3.1 Lens Model and Its Extension as Analytical Methods
Brunswik's Lens model is a functional representation of human perception and
judgment [4,6, 15,48] that can describe their causal relationships without separating
hislher internal and external state. As shown in Figure 5.2, this model provides dual
symmetric models of a human judge (subject) and its environment (ecology). The
judgments and the ecological criterion to be judged are described as combinations
of cues, or available information in the environment. In this way, both thejudgment
policy and the environmental structure in temis of the cue-criterion relationships are
captured as the cue utilization and the ecological validity, respectively.
   This model makes the proximal versus distal distinction in human perception.
The "proximal" refers the direct accessibiiity by the judge while the "distal" rep-
resents the indirectness and is accessed through the proximal information. Hence
the criterion is distal because the judge cannot directly perceive it and has to infer
it from the proximal cues directly measured. This distinction is only about percep-
tion but not about action. As the model describes the view of the subject without
any control over the environmental structure, it is insuMcient to deal with the "pro-
active" human-machine interactions including epistemic actions. Concerning this
deficiency, Kirlik has proposed to add the proximal-versus-distal structure of action
into the Lens Model as his Generalized Lens Model in [26]. Figure 5.3 illustrates
this model. With this extension, variables in the task environment are classified into
four different types as enumerated in Table 5.1. In addition to this classification
scheme, the model has a potential of constraint relations among these classes of
variables as indicated six lines connecting the four variable types in the figure.
   The Lens Model formalism also has some parallel indices called Lens Model
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Figure 5.4: A shared-control system in which both a human operator and a robot
autonomy contribute to the control of a mobile robot
Equation (LME) Parameters [6]. They are utilized for further investigations on
interactive systems in terms of quantitative evaluations, such as the extent to which
a human judge makesjudgments consistently. Detail explanations on this formalism
including definitions of those parameters are presented in Appendix A.
5.3.2 CreatingBilateralInformationChannelswithMutualBe-
       havioral Constraints
After the qualitative classification of information types defined in Kirlik's frame-
work, variables in a shared-control environment are distinguished in terms of "prox-
imal or distal" from both perspectives of perception and action for each decision--
maker in the system. Figure 5.4 illustrates the shared-control environment to be
analyzed here, in which both a human operator and a robot autonomy contribute to
the control of a mobile robot.
   Figure 5.5 gives a general depiction of variables and their relations involved
in the system control. Two autonomies in the system, i.e., a human operator and
a robot autonomy, have their own intentions to control the robot. Those inten-
tions are to be judged as criteria since each of them is [DP,DA] from the other's
point of view. The interface system between the autonomies then mediates the two
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: Depiction of variables and their relations involved in a shared-control
judgment-criterion structures represented as the two lens structures in the figure.
Some variables on the interface are [PP,DA] from one perspective as they provide
cues for the judgments about what the partners are intending to do. The same vari-
ables can also be seen as [PP,PA] from the other perspective because they reflect
manipulations by respective autonomies. This dualism of variable functions is ex-
pressed by two semicircles clinging together in the interface domain.
   So as to develop a common understanding of the situations in their task environ--
ment, both autonomies should be aware of what their partners are doing and going
to do. Thus, socially epistemic actions will be exchanged in their joint activity to
explore the adequate "team situation awareness" for their collaboration. Consider-
ing information flows in the system from this point of view, an exploratory process
initiated by the human operator can be represented as the large interaction cycle at
the center of the diagram. As this cycle involves several intermediate processes in-
cluding the physical interaction between the robot and the task environment, no im-
mediate feedback from the partner about the operator's exploratory acts is available.
Therefore, the operator should confront with great difficulties in probing the auton-
omy's decision structure, orjudgment policy. He must specify the actual responses
to his epistemic actions out of ill-organized data with extra andlor delayed behav-
iors mixed in. Moreover, collaborations by independent autonomies, in principle,
demand common and strong information resources to be shared for establishing co-
herent and consistent judgments between them, but there are no such resources in
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Figure 5.6: Enriched interaction cycles through mutual constraints
the interaction scheme of Figure 5.5. Achievement of their collaboration depends
on the respective interpretations about the other's judgment policy.
   Bilateral information channels are necessary to be shared between the opera-
tor and the autonomy, through which they can exchange their exploratory acts to
each other with dense or enriched interaction cycles practicable. In Kirlik's words,
they should share [PP,PA] variables as their commonly accessible media. In or-
der to embed such functionality into the system, the author proposes to add mutual
constraints of their respective actions depending on the other's behavioral condi-
tions. Figure 5.6 provides a picture of this scheme, in which [PP,PA] variables
for the respective autonomies are mutually constrained by some linkages (the re-
gion enclosed by a broken line in the center of the figure). Those embedded con-
straints bind the operator's operational acts with the autonomy's operational acts,
and vice versa. They make the exploratory interaction cycles more compact while
the two autonomies can virtually share their [PP,PA] variables. In this scheme, the
robotic behaviors eventually reflect the interaction dynamics on the mutual con- •
straints both of them attend to. Therefore, the authority to control over the robot
may dynamically shift between the autonomies according to the relative strength of
their contributing actions, which configure their mixed-initiative interactions. The





      ity in Tele-operation Environment
An experimental tele-operation environment has been developed to evaluate the pro-
posed model of shared communicational modality, in which the control of a teleop-
erator robot is shared between a human operator and a robot autonomy. This section
presents the experimental settings including the implementation of the shared com-
municational modality.
5.4.1 SystemConfiguration
In the tele-operation system developed, a human operator operates a mobile robot
(ActivMedia PIONEERI Mobile Robot) in remote conidor environments by ajoy-
stick on a terminal PC which is connected with the robot through radio modems.
The ambulatory motions of the robot are controlled by the translational and rota-
tional velocities designated in response to thejoystick position; forward-backward
and right-left inputs to the stick are translated to the robot's behaviors of transla-
tional and rotational velocities, respectively. The robot has a CCD camera capable
of panning, tilting and zooming (i.e., a robotic PTZ camera) on its front, and seven
super sonic range sensors to measure distances from obstacles. The operators basi-
cally comprehend the surroundings of the remote robot using the real image from
the camera. Figure 5.7 shows the display information available to the operators,
which is composed of three different windows: (A) a real-image display from the
remote camera, (B) a composite display representing the current state of the po-
tential field for the autonomous obstacle-avoidance behavior described later, and
(C) another composite display illustrating other status parameters such as the visual
range of the camera, the measurements of the range sensors, and the movement
speed of the robot. It is, however, diMcult for them to understand the environmental
state around the robot completely because of a large blind spot the camera has. As
a mechanical support for this difficulty, a obstacle-avoidance behavior is equipped
into the robot as its autonomy.
5.4.2 RobotAutonomywithObstacle-AvoidanceBehavior
The autonomy's obstacle-avoidance behavior is realized after a potential field method
composed of repulsive forces from obstacles that are caught by the range sensors
as illustrated in Figure 5.8. The velocity and steering commands to the robot are
computed as below:
                             FR,=e-Cidi, (5.1)
                                        7
                   velocity..t....y = VMAxÅí]FR, cos ei, (5.2)




Figure 5.7: Screen shot of the display information
steerlngautonomy
       7
= SMAx Z FR, sin ei.
        i
(5.3)
Where, the parameter di indicates the distance measurement by the sensor i E
{1,2,...,7} whose direction angle is set to ei relative to the robot's heading. FR,
is the intermediate variable which represents the magnitude of the repulsive force
from the obstacle the sensor i has identified. Ci is the variable gain parameter of the
potential field, which determines the strength of the sensor i's contribution. VMAx
and SMAx are constants to translate the virtual forces into the ambulatory motion
commands, and they are defined as VMAx = 300 mmlsec and S MAx = 20 deglsec in
tune with the specifications of the robot, respectively.
   As this potential field has the parameters each of which determines the incline
of the cone representing the effect of a particular obstacle, i.e. Cis, the autonomy
can change its behavioral strategy by adjusting those parameters: if FR, gives a good
effect upon the robot's behavior (e.g., the autonomy's decision has agreed with the
operator's), the value of Ci is decreased to intensify the sensor i's contribution; but
it is increased otherwise. The following equations define these update rules of each
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: Potential field method to generate the ambulatory motion commands of
without shared communicational modality:
Ci(t + 1) = Ci(t) - nyACi(t), (5.4)
ACi(t) =( Z aj
  j={velocity,steering}
DjRj,i ) Å~ Ci(t). (5.5)
Where, aveiocity (or asteering) is a flag whose value is +1 when the adjacent velocity
(or steering) command by the autonomy has pointed the same direction with the
human operator's, or -1 otherwise. Dj defines the difference between the actu-
ally commanded motion and the autonomy's command by the VMAx or SMAx value
to get the relative strength of the human operation, in terms of either velocity or
steering operation (J' E {velocity, steering}). Rii indicates the sensor i's percentage
contribution to the previous autonomy's decision on the translational or rotational
operation. Finally, ny defines the extent to which the next Ci will reflect the amount
of modification derived from the difference between the human and the autonomy's
commands, whose value was fixed to O.Ol of all the experiences. At the same time,




Figure 5.9: Implementation of shared communicational modality by a force-
feedb ack j oy stick
5.4.3 ImplementationofSharedCommunicationalModality
The joystick with the mechanism to generate the force-feedback effect is used to
"embody" the model of the shared communicational modality. By letting decisions
of the autonomous obstacle-avoidance behavior reflect on the joystick motions us-
ing the feedback force, the autonomy can also manipulate the joystick as well as
the operator. Therefore, the operator's and the autonomy's input actions are mutu-
ally restricted through the joystick, since both of them can manipulate it and affect
the other's judgment policies. The initiative to control the robot can dynamically
change according to the strength of their inputs to thejoystick.
5.4.4 ExperimentalSettings
Figure 5.9 provides an overview of the developed shared-control system. Some
experiments were performed to evaluate the effects of the proposed model. For
comparison, another experimental setting was prepared without the force-feedback
effects of the joystick. In this condition, the system displays the autonomy's de-
cisions, i.e., velocity and steering commands from the potential field, on the win-
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dow (C) in Figure 5.7, but the operator cannot manipulate its status directly. The
latter condition is labeled as No-MII while the former condition of the proposed
model as MII (the abbreviation for Mixed-Initiative Interaction). In both cases, the
obstacle-avoidance behaviors of the robot autonomy had been informed to the op-
erators before their experiments started. Finally, MAN represents the condition of
the complete manual operation without any autonomy interventions.
5.5 Effects of Shared Communicational Modality
5.5.1 PerformanceComparison
Table 5.2: Comparisons of average execution time in the zigzag corridor environ-
ment
 exec time [sec]
             70.95        75.49
                56.35
   The first experiment was performed using the "zigzag" conidor shown in Fig-
ure 5.10(a). Three different operators performed a set of trials of MAN, No-MII,
and MII experimental conditions by turns, and then repeated this set five times. As
the result of this experiment, Table 5.2 summarizes the average values of execution
time for the three different experimental settings, indicating better performance of
the MII collaboration style than the others.
   In order to investigate its cause from the perspective of the Lens Model frame-
work, another experiment was performed using the "L-formed" corridor environ-
ment of Figure 5.10(b), which has narrower width to detect a small mistake of the
robot handling as a collision with a wall. Its simple form contributes easy captur-
ing of the operator's and the autonomy's judgment policies to control the robot. In
this experiment, four different operators executed a set of trials of No-MII and MII
conditions by turns until ten sets.
Table 5.3: Comparisons of some statistics between two different experimental con-
ditions of No-MII and MII
P,.. T[sec] Ts [sec] TF [sec] N,.
No-MIIO.425 14.3 12.7 18.4 1.52
MIIO.625 13.6 12.6 15.5 1.4
   Figure 5.11 shows profiles of task completion time obtained from this experi-
ments, comparing them between No-MII and MII task conditions. Comparison of
the profiles between the two different conditions indicates that operations in the MII
condition exhibit more equable performances all through the trials than in the NO-
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Figure 5.1 1: Profiles of execution time in the L-formed corridor environment
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successful and unsuccessful trials. Here, successfu1 trials represent the runs during
which the robot had no collisions with walls and thus no "cut-the-wheel" operations
to back in the course were made. Concerning this result, Table 5.3 compares some
statistic values computed from the data recorded in the trials. Wherein, P,., and
T represent the success rate of the navigation task (i.e., with no collisions) and the
averaged task completion time all through the trials in each condition, respectively.
Ts is the average value of task completion time among the successfu1 trials as well
as TF among the unsuccessfu1 trials. N,. represents the average number of cut-
the-wheel operations among unsuccessfu1 trials. While MII basically outperformed
No-MII about all these statistics, TF is the most noteworthy variable to distinguish
between No-MII and MII. It suggests that operations in the No-MII condition took
longer about recoveries from collisions than in the MII condition. This result can
be thought of as follows: the autonomy's "indirect" interventions into human deci-
sions may work well while their joint activity is going smoothly; but otherwise it
may cause some mismatch between the robot's actual behavior and the operator's
anticipation on it, confusing humanjudgments. At the same time, the unified action
modality through the mutual constraint embedded seems to contribute to the adjust-
ments of human and mechanized decisions during recovery operations when they
are easy to deviate from a coordinated relation to a confiicting one, especially.
   Coordinated collaboration by independent autonomies involves the adequate
role-assignment among them; each contributor should occupy its own "niche" from
the social perspective of theirjoint activity. The socially epistemic actions compose
the sustained efforts to find out their positions. The author would like to contemplate
the different behaviors between the two collaboration styles explained above from
this point of view. Therefore, to examine the social relationship between human
and mechanized decisions, the Lens Model formalism is deployed in consideration
of its parallel indices as well as its policy capturing methodology.
5.5.2 Depiction of Judgment Policies Based on the Lens Model
       Formalism
The human-machine joint judgment structure in the cooperative tele-operation en-
vironment is depicted based on the Lens Model formalism. Figure 5.12 illustrates
the criterion-judgment model obtained from the analysis. On the one hand, the
operator's and the autonomy's judgments, denoted as Yop and YAT respectively,
contribute to the locomotion control of the teleoperator robot as they are jointed
into the judgment of YJ in this model. YJ provides the actual velocity and steering
commands to the robot. Both judgments of Yop and YAT are rendered on the basis












Figure 5.12: Depiction of the human-machine joint judgment scheme in terms of
the Lens Model formalism
are selected because of their measurabilityi; the robot's translational (VEL) and ro-
tational (RVEL) velocities, and the measurements of all range sensors (i.e., SENI,
SEN2, ..., SEN7). The connections among those cue variables and each judg-
ment indicate the judgment policy, or decision structure, attributed to the human or
machine autonomy. On the other hand, Y. represents the criterion of the robot oper-
ations, i.e., the counterpart of YJ. In the tele-operation task analyzed in this chapter,
however, the actual criterion values are not available because the ideal operation in
each situation cannot be determined. Instead, the parallel data set recorded during
much skilled operations was utilized to extract the criterion model 9..
   Based upon this modeling scheme, the respective judgment strategies were cap-
tured as their policies, i.e., "9op and 9AT. Multiple regression modeling [9] is the
most prevailing in policy capturing methodologies [6] and therefore it was em-
ployed here as well. By applying this method to the parallel data set of cue val-
ues and judgments, models of each operator's or autonomy's judgment strategies
were generated as linear combinations of the cues (i.e., these cues are regarded as
independent or predictor variables to explain each judgment as a dependent or cri-
terion variable). Specifically, utilization of each cue is expressed as the correlation
  iAs mentioned in section 5.4.1, human operators basically comprehend the surroundings of the
remote robot based upon the Iive video images sent from the on-board camera. It is, however,
diMcult to quantify the states given by the images, and thus they are substituted for by the range
sensor measurements as their approximate values in this analysis.
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                                          AAbetween that cue value and the judgment, and Yop and YAT take the form of the
weighted sum of cue variables as bellow:
Y = b + hvELXvEL + bRvELXRvEL + bsENiXsENi + • • • + bsEN7XsEN7• (5.6)
   For each operator, his own and the autonomy's judgments on the locomotion
control (i.e., both velocity and steering operations) as well as the cue values were
sampled every 500 msec during a run for inclusion in their respective models. The
records in the recovery periods after the robot had collided were cut out from the
data set used to create the models2. Stepwise model-building technique3 was em-
ployed for regressing judgment policies, in which a critical F value as the stepping
criterion was specified to 2.0.
5.5.3 AnalyzingControlCompetencyinHumanJudgments
After capturing the judgment policies from behavioral data of the second experi-
ment, several statistic indices in relation to the Lens models were calculated. This
section particularly takes notice of human judgments, i.e., Yop's, considering how
the different collaboration styles affected modifications of their policies and eventu-
ally their collaboration performances as experiences of the joint activities enlarge.
For this purpose, the correlations were analyzed between the Lens Model statistics
values and two performance measurements, that is, the task completion time T and
the number of cut-the-wheel operations N,w.
Table 5.4: Averaged correlation coefficients between the RMS errors from the cap-
tured human judgment policies and the task completion time T
                                  No-MII MII
velocity O.349 O.205
steering O.652 O.837
   The analysis result indicates that the residual mean square (RMS) errors [9]
from the judgment models of the steering operations score high on the correlation
coeMcients with the performance measurements. The RMS error is a measure of
  2The reasons for this data processing are following: to Iump "cut-the-wheel" operations together
with regular ones makes accuracy of the judgment models much worse; and enough size of data in
those periods cannot be assured to generate the models of the recovery operations only, in addition
to the regular ones.
  3The basic procedures of the stepwise model-building techniques involve (1) identifying an initial
model, (2) iteratively "stepping", that is, repeatedly altering the model at the previous step by adding
or removing a predictor variable in accordance with the "stepping criteria", and (3) terminating the
search when stepping is no longer possible given the stepping criteria, or when a specified maximum
number of steps has been reached. Critical F values are one type of the stepping criteria that can be
used to control entry and removal of effects from the model.
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Table 5.5: Averaged correlation coefficients between the RMS errors from the cap-
tured human judgment policies and the number of cut-the-wheel operations N..
                                No-MII MII
velocity O.617 O.298
steering O.702 0.547
how poorly a regression line (i.e., a capturedjudgment policy) fits actual data points
(i.e., actual judgments), given by {Z:•.i(Yop, - 9op,)2}1(n - 2) where the number n
is the sample size. Table 5.4 and 5.5 present the averaged correlation coethcients of
those RMS errors from both velocity and steering judgment models with the values
of T and N.., respectively. These comparisons prove that the operational skills
with the less RMS errors in terms of the steering operations demonstrated higher
collaboration performances, i.e., shorter completion time and less cut-the-wheel
operatlons.
   Errors from regression models contain both unsystematic random errors and
systematic but unmodeled infiuences. On the latter aspect, the possible factors to
magnify the RMS errors would involve inconsistency andlor uncontrollability in the
individual's judgment process as well as misspecifications of the policy models. If
relevant cues which the subject actually uses to help inform hislher judgments are
omitted, or if some configural (or nonlinear) cue usage occurs in hisMer policy, it
will increase variability in judgments that is not explained by the policy model. At
the same time, if the individual judge has not acquired self-control competencies
for rendering consistent judgments, identical cue information is processed and in-
tegrated to produce differingjudgments. In such cases, the variance between actual
judgments and predictions by the model is enlarged because any statistical models
will generate the same predicted judgment on all occasions with the same set of cue
values. Regardless of the experimental conditions of No-MII and MII, variations of
the RMS errors were observed in the same modeling scheme, i.e., the same cue se-
lections for regression, and thus fiuctuations in their comparisons can be assumed to
be derived fromjudgment competencies. The analysis here is concerned only with
this point of view, where the RMS errors from the policy models of the steering
operations are employed as the index of the operator's competencies.
   Figure 5.13 compares several profiles of the RMS errors from the human policy
models on steering operations along the number of trials. As a general trend, we
can see that the profiles under the MII condition demonstrate more equable transi-
tions with smaller errors than the cases of the No-MII condition. These behaviors
can be considered, from the perspective mentioned above, as that the operators in
the MII collaboration style could appropriately control their judgments in the joint
operations with the robot autonomy. The distributed errors observed in the No-MII
condition contrary suggest that such control in their judgments might be disturbed.
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Figure 5.13: Profiles of the RMS errors from the human policy models on steering
operations along the number of trials
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erations (probably in the nearly failure situations, on the ground of the discussions
in section 5.5.1), which implies that the adequate role-assignment had not been es-
tablished between human and machine autonomies. Meanwhile, we can also see the
downward trend of the RMS errors in the No-MII condition (Figure 5.13(a)), which
reminds us of gradual but steady acquisition of more suitable judgment policies to
work with the autonomy as experiences of the joint activities accumulate. In the
light of these findings, the disparity between the collaboration styles comes in how
effectively they can contribute to cultivation of more cooperative human-machine
relationship, or their better partnership.
5.5.4 Analyzing Relational Modification Process between Judg-
       ment Policies
Based upon the resulting prospect on the human-robot collaboration styles con-
tributing to acquisition of their better partnership, here is focused on the relative
relation between human and mechanical judgment policies. So as to examine their
relation, the distance between their captured policy models, i.e., Yop and SlrAT, was
utilized as the approximate indexical measurement representing how different or
how similar the two policies are. More specifically, the Eucb'dean distance between
the cue weight profiles, or the sets of regression coeMcients, of the two policy mod-
els was employed to measure that relationship. In this approach, however, measure-
ment scale effects between cues must be removed from the magnitude of regression
coeMcients because cue variables with smaller domains will have much influence
on the distance measurement otherwise. For this reason, standardized regression
coeMcients ()(3 weights) were used to compose a cue weight profile, which are cal-
culated by converting scores on each cue to standard scores that always have a mean
of O and a standard deviation of 1.0.
                                        AA
 Equation 5.7 defines the distance between Yop and YAT used in the analysis
later, in which 68'p) ,i and 6Xtl,, represent each standardized regression coeMcients of
the human and mechanical judgment policy models respectively. This measurement
includes both aspects of velocity and steering control, and thus the parameter j js
defined as j E {velocity,steering}. The parameteriindicates every cue variable
implicated in the regression models, that is, i E {VEL, RVEL, SENI, . . . , SEN7}.
distanceyop-YAT " Z Z(6g,) ,, - x3X) ,,)2. (5.7)
   Figure 5.14 parallelizes the averaged values of distancey.,-g.. between the No-
MII and MII conditions for each subject. From this chart, we can easily understand
that the human operators under the No-Mll condition evidently made more simi-
1ar judgments with the autonomy's than the case of the Mll condition. Similarity
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Figure 5.14: Comparisons of the averaged value of distancey.,-g.. between No-Mll
and MII for each subject
operations by the two different autonomies may occur. Those operations increase
the likelihood that extra or excessive control inputs may come into effect on the
robotic behaviors than anticipated from the operator's point of view, especially in
the case where helshe has not worked out the nature of the autonomy's judgments.
Such unestablished states of task-sharing will bring about inconsistency or uncon-
trollability in human judgments. Another independent entity might introduce some
"noises" into the system and should so hinder the operator's adequate reactions to
their work situations.
   On the other hand, even under the No-MII condition, gradual modifications of
the human-machine relationship were confirmed in terms of their distancey.,-g.T
measurements. Table 5.6 compares those values between early (averaged among
the first three trials) and final runs (averaged among the last three trials) for the
respective operators under the two collaboration styles, appending their percent-
age increases. All the results here indicate those behaviors of enlarging distance
between 9op and YAT, without reference to differences among individuals and be-
tween the collaboration styles. They tell us that accumulated experiences of thejoint
activities differentiated their roles to contribute to the robotic control, and that con-
sequently they could, in some senses, cultivated a complementary relationship with
each other. At the same time, the distancey.,-y.T measurements in the MII collab-
oration style are considerably large even from an early stage (see Table 5.6(b)), sup-
porting the perspective on more swift development of good human-machine part-
nership through the shared communicational modality.
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SUBJECTA 1.610 1.617 +O.59o
SUBJECTB 1380 1.707 +23.79o
SUBJECTC 1.526 1.928 +26.39o







SUBJECTA 2.018 2.080 +3.19o
SUBJECTB 2.019 2.308 +14.39o
SUBJECTC 2.130 2.222 +4.49o
SUBJECTD 2.195 2.217 +1.09o
(b) MII
5.6 Discussions
After the intimate analysis of the human-machine joint activity based upon the RMS
errors and the distance measurements between the individual policy models, it was
reasoned that the human operators had become to understand the nature of the au-
tonomy's judgment policy through their practical work experiences as well as the
autonomy had gotten to accommodate to individual operational skills in turn. Their
respective roles in the shared control of the robot had eventually changed into better
assignments from the initial ones. Meanwhile, the disparity in their performance
between the collaboration styles with (MII) and without shared communicational
modalities (No-MII), comes in how effectively they can contribute to cultivation
of more cooperative human-machine relationship. The experimental results proved
that their good partnership could be more swiftly developed with the shared modal-
ities. Collaborations by independent autonomies, in principle, demand common
information resources to facilitate establishing coherent and consistent judgments
among them. Herein, the shared comrnunicational modality is expected to play such
resources toward their dynamic and fiuent interactions. So as to formally explain
the modality's function from this perspective, the former depiction of the human-
machine jointjudgment (i.e., Figure 5.12) is expanded.
   Figure 5.15 presents the expanded view of the human-machine joint judgment
























Figure 5.15: Policy modification cycles via thejointjudgment
As has been previously described, the actual robotic behaviors are controlled by
the judgment YJ which is composed of the two autonomies' judgments of Yop and
YAT. In terms of adjustments or revisions of thejudgment policies here, some covert
judgments [6] are assumable that try to move one's judgment toward the compro-
mise position as reflecting the influence of the other's policy. The expanded model
depicts two covert judgments of the human operator and the robot autonomy as Y6p
and YAT, respectively. The operator's introspecting process is represented by the
directed broken lines going through Y6p, where hisMer judgment policy Yop can
be adjusted as considering its relative location to the partner's policy YAT through
theirjoint judgment YJ. Altogether, Y6p plays kind of meta-level cognition in the
operator, which organize Yop on the basis of the Yop-YAT relationships. The same
applies to the case of the robot autonomy.
   In this view of thejoint cognitive system, YJ plays a significant role for improve-
ments of the human-machine interaction because it does mediate and influence both
modification cycles of the human and mechanical judgment policies. Concerning
their better partnership emerging from those cycles, the point is the accessibility to
the joint judgment for each judge. In the MII collaboration style, the human op-
erators can directly assess the state of YJ through the embodiment of the shared
communicational modality as shown in Figure 5.16. Moreover, the modality also
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Figure 5.16: Relations among five differentjudgments in the proposed collaboration
scheme
municational modality ptovides direct access to the joint judgment from both per-
spectives of perception and action. Coupling the respective [PP,PA] variables with
each other brings together those proximal resources the subject can act to and get
feedback from. From the viewpoint of epistemic actions to improve cognition, this
functionality will effectively contribute to the explorations of the appropriate coop-
erative relationship in the human-machine system. On the other hand, the No-MII
collaboration style provides no such resources. Those what the operators can act
to and get feedback from are completely separated as the interaction loop shown in
Figure 5.5. These estimated accounts portray the capability of the shared communi-
cational modalities and then resulting collaboration performances different between
with and without them.
5.7 Summary
This chapter provided a formal approach to designing effective human-machine
interaction channels between a human operator and a machine autonomy in their
shared-control situations. At first, after the qualitative classification of informa-
tion types defined in Kirlik's Generalized Lens Model framework, variables in that
human-machine system were distinguished in terms of "proximal or distal" from
the both perspectives of perception and action for each decision-maker, as well as
