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Abstract
2
We consider the univariate two-scale renement equation
'(x) =
P
N
k=0
c
k
'(2x  k), where c
0
;    ; c
N
are complex values and
P
c
k
= 2.
The paper analysis the correlation between the existence of smooth compactly
supported solutions of this equation and the convergence of the corresponding cas-
cade algorithm/subdivision scheme. We introduce a criterion that expresses this
correlation in terms of mask of the equation. We show that the convergence of
subdivision scheme depends on values that the mask takes at the points of its gen-
eralized cycles. This means in particular that the stability of shifts of renable
function is not necessary for the convergence of the subdivision process. This also
leads to some results on the degree of convergence of subdivision processes and on
factorizations of renable functions.
Key words. renement equations, cascade algorithm, subdivision process, de-
gree of convergence, stability, cycles, tree.
AMS subject classication. 26C10, 39B32, 42A05, 42A38
1
Econometric Institute, Erasmus University Rotterdam, H 11-21, Postbus 1738, 3000 DR
Rotterdam, The Netherlands, e-mail: protassov@few.eur.nl
2
The author is very grateful to Professor Ingrid Daubechies at Princeton University for useful
discussions.
1
2 VLADIMIR PROTASSOV
I. Introduction.
Renement equations have been studied by many authors in great detail in
connection with their role in the study of wavelets and of subdivision schemes
in approximation theory and design of curves and surfaces (see References). In
this paper we study the correlation between the existence of smooth solutions of
renement equations and the convergence of the corresponding subdivision schemes.
We restrict ourselves to univariate equations having compactly supported mask. We
obtain a criterion for the convergence of subdivision process under the condition
that the associated renement equation has a smooth solution.
Throughout the paper we denote by T = R=2Z the unit circle, by H the space
of entire functions on C , by C
l
the space of l times continuously dierentiable
functions on R, by C
0
= C the space of continuous functions, by C
l
0
the space of
compactly supported functions from C
l
, and by C
0
the space of compactly supported
continuous functions on R. A sequence ff
k
g converges to zero in C
l
0
if it converges
to zero in C
l
and the supports of f
k
; k 2 N are uniformly bounded.
Consider a renement equation
'(x) =
N
X
k=0
c
k
'(2x  k); (1)
where c
k
2 C ;
P
k
c
k
= 2: It is well-known that a C
0
-solution of this equation
(renable function), if it exists at all, is unique up to normalization, has its support
on the segment [0; N ], and can be represented in frequency domain by the formula
b'() = b'(0)
1
Y
r=1
m


2
r

; (2)
where m() =
1
2
P
N
k=0
c
k
e
 ik
is the mask of equation (1) (as usually we denote
^
f() =
R
f(x)e
 ix
dx). For a given mask a() let us denote by [a] the corresponding
renement equation. Let us also dene the following subspaces of the space C
0
:
M
l
= ff 2 C
0
j
b
f()(1  e
 i
)
 l 1
2 Hg; l  0; (3)
and the subspaces of C
l
0
:
L
l
= ff 2 C
l
0
j
d
f
(l)
2M
l
g; l  0:
In other words the Fourier transform of a function fromM
l
has zeros of order l+1
at all the points 2k; k 2 Z. The Fourier transform of a function from L
l
has zero
at the point  = 0 and has zeros of order  l+1 at all the points 2k; k 2 Zn f0g.
Let us also denote L = L
0
=M
0
. By Poisson summation formula we have:
f 2 L , f 2 C
0
;
X
k
f(x  k)  0:
The cascade algorithm for renement equations was introduced in [D]. A single
iteration of that algorithm is f
n
= Tf
n 1
, where f
0
is an initial function from C
0
,
Tf(x) =
P
k
c
k
f(2x k) is the subdivision operator associated to equation (1). This
operator is dened on the space C
0
and has the form
c
Tf() = m(=2)
b
f(=2) (4)
in frequency domain. If f
n
converges in the space C
l
to a function ' 2 C
l
0
(l  0),
then obviously it converges in C
l
0
and ' is the solution of (1). Moreover, in that
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case the function g = f
0
  ' necessarily belongs to L
l
(see [CDM], [Du1]). The
cascade algorithm converges in C
l
if T
n
g ! 0; n ! 1 for any g 2 L
l
. Properties
of the cascade algorithms have been studied by many authors in various contexts.
This algorithm gives a simple way for approximation of renable functions. In
particular this was put to good use in the study of wavelets ([D],[DL1], [Du2]).
On the other hand the convergence of the cascade algorithm is equivalent to the
convergence of the corresponding subdivision scheme (see [RS] for many references).
For a given maskm() we say that the subdivision process fmg converges in C
l
if the
corresponding cascade algorithm or the corresponding subdivision scheme converges
in that space.
It is clear that the convergence of subdivision process in C
l
implies that the
corresponding renement equation has a C
l
0
-solution. In general the converse is not
true (see [DL2] and [CDM] for many examples. See also [CH], [W], [RS] for general
discussions of this aspect). In this paper we analyze the correlation between the
existence of smooth solutions of renement equations and the convergence of the
corresponding subdivision process. In other words we study stability of subdivision
operator at its xed point. Let us rst formulate several previously known results
on this problem.
II. Preliminary results.
Necessary conditions for the convergence of subdivision processes were rst in-
troduced in the work [DGL2].
If a subdivision process fmg converges in C
l
, then its mask can be factored as
m() =

1 + e
 i
2

l+1
a() (5)
for some trigonometric polynomial a(). In particular the condition
m() =

1 + e
 i
2

a() (6)
is necessary for the convergence of the subdivision process in C ([DGL2]).
For a given mask m denote by l(m) the maximal integer l such that con-
dition (5) is satised. So if a subdivision process fmg converges in C
k
, then
k  l(m). Let us remark that condition (5) is not necessary for the existence of
C
l
0
-solutions of renement equation ([DL2], [P2]).
SuÆcient conditions for the convergence of subdivision process in the space C
(i.e. in the case l = 0) were introduced in [CDM].
If a renement equation [m] has a C
0
-solution and that solution is stable in the
space L
1
(R) (i.e. its integer translates possess Riesz basis property in that space),
then the subdivision process fmg converges in C ([CDM]).
This condition is simplied by the criterion of stability of renable functions
proved in [JW] and [Z] and introduced independently in [He1]. To formulate it we
need some notation. Let p() be a trigonometric polynomial. If for some  2 T we
have p(=2) = p(+=2) = 0, then the pair f=2; +=2g is a pair of symmetric
roots for p(). In order to be dened we set that for any  2 T the value =2 2 T
has the corresponding real value from the half-interval [0; ). Further, a given
set b = f
1
;    ; 
n
g  T, where n  2, is called a cycle of the polynomial p()
if 2
j
= 
j+1
for j = 1;    ; n (we set 
n+1
= 
1
) and p(
j
+ ) = 0 for all
j = 1;    ; n. We consider only irreducible cycles, i.e. we suppose everywhere that
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all elements of a cycle are dierent. Now let us remember the criterion of stability
of renable functions.
The C
0
-solution of a renement equation is stable in L
1
if and only if its mask
has neither symmetric roots nor cycles. ([JW], [Z], [He1]).
Those two results can be summarized in the following Theorem.
Theorem 1. ([CDM],[JW],[Z],[He1]). Suppose a mask m satisfying (6) has neither
symmetric roots nor cycles; then if the equation [m] has a C
0
-solution, then the
process fmg converges in C.
Remark 1. The statement of Theorem 1 can also be formulated in terms of
Cohen's criterion (see [D]). Namely, it was shown in [V, proposition 2.4] that a mask
satises Cohen's criterion if and only if it has neither symmetric roots nor cycles.
III. Statement of the fundamental theorems.
In this paper we give a criterion of stability of subdivision operator at its xed
point (Theorem 2). We will see that symmetric roots of mask do not inuence the
convergence of subdivision process (Corollary 3). It means in particular that the
stability of solutions is not necessary for the convergence of subdivision process.
The convergence depends on values of the mask at the points of cycles.
To formulate the criterion we need some further notation. Everywhere below
we consider trigonometric polynomials without positive powers, i.e. polynomials of
the form p() =
P
N
k=0
a
k
e
 ik
. Us usually we set deg p = N (assuming a
N
6= 0).
To an arbitrary trigonometric polynomial p we associate a polynomial R[p] as
follows: suppose r() is the polynomial of smallest degree such that the function
p()r()
r(2)
is a polynomial without symmetric roots; then we set R[p]() =
p()r()
r(2)
.
The reader will have no diÆculty in showing that the mapping p 7! R[p] is well-
dened. For given p the polynomial R[p] can by easily found algorithmically. If p
has no symmetric roots, then R[p] = p. If f=2;  + =2g is a pair of symmetric
roots of p, then we pass from p() to the polynomial p

() =
p()(1 e
i( )
)
1 e
i( 2)
. After
several steps we obtain a polynomial ~p() that has no symmetric roots. In general
there exist several dierent ways to realize each step of this algorithm: if there exist
several pairs of symmetric roots, we can choose any of them to pass to the next
polynomial. Nevertheless the result (i.e. the polynomial ~p()) does not depend on
that choice and coincides with the polynomial R[p]. The proof of this fact is left to
the reader.
For any trigonometric polynomial p and any nite subset Y = f
1
;    ; 
n
g  T
we denote 
p
(Y ) = (
Q
n
q=1
jp(
q
)j)
1=n
. If the set Y is cyclic (i.e, 
q+1
= 2
q
; q =
1;    ; n, where 
n+1
= 
1
), then 
p
(Y ) = 
R[p]
(Y ) (the proof is trivial).
Now let us formulate the criterion of stability of subdivision process.
Theorem 2. Suppose a renement equation [m] has a C
l
0
-solution, l  0; then the
process fmg converges in C
l
if and only if the mask m satises (5) and for any
cycle b of the polynomial R[m] we have 
m
(b) < 2
 l
.
The simplest corollary of this Theorem is the following generalization of Theo-
rem 1 from the case l = 0 to an arbitrary integer factor l  0.
Corollary 1. Suppose a mask m satisfying (5) has neither symmetric roots nor
cycles; then if the equation [m] has a C
l
0
-solution, then the process fmg converges
in C
l
.
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Another problem is to explore the degree of convergence of subdivision processes.
For a given integer l  0, a mask m, and a function f 2 L
l
denote

l
(m; f) =   lim
n!1
log
2
kT
n
[f
(l)
]k
C
n
;
where T is the subdivision operator associated to m (we set log
2
0 =  1). Also
for a subspace V  L
l
we denote 
l
(m;V) = inf
f2V

l
(m; f). The value 
l
(m) =

l
(m;L
l
) is the degree of convergence of the process fmg in the space C
l
.
For any mask m we have: 
l
(m)  l+1 (see [DL1]). Furthermore, it was shown
in [DL1] and [HC] that a process fmg converges in C
l
if and only if 
l
(m) > l.
In particular, the inequality 
0
(m) > 0 means that fmg converges in C. Let L be
the maximal integer such that fmg converges in C
L
(if the process fmg does not
converge in C, then we set L = 0). The values 
l
(m); l = 0; 1;    are connected as
follows:

l
(m) = l + 1 for l < L; 
l
(m) = 
L
(m) for l  L: (7)
The proof can be found in [DL2]. The value 
L
(m) is said to be the degree of
convergence of the process fmg and denoted in the sequel by (m). Thus, if (m
1
) =
(m
2
), then 
l
(m
1
) = 
l
(m
2
) for any l  0.
The degree of convergence of subdivision processes in various functional spaces
was studied in [CDM], [W], [Du1], [Du2], [R3], [RS]. The following Theorem reduces
this problem (in the space C
l
) from general renement equations to the case of
renement equations having stable solutions.
Theorem 3. For a given mask m satisfying (5) for some integer l  0 denote
m
1
() = R[m]()=
Q
q
k=1
Q
2b
k
(1+e
i( )
), where fb
1
;    ;b
q
g is the set of cycles
of the polynomial R[m] (counting with multiplicity). Then we have:
the equation [m] has a C
l
0
-solution if and only if [m
1
] does; furthermore,

l
(m) = minf
l
(m
1
);  log
2

m
(b
1
);    ;  log
2

m
(b
q
)g:
Corollary 2. Under the conditions of Theorem 3 we have:

k
(m) = minf
k
(m
1
);  log
2

m
(b
1
);    ;  log
2

m
(b
q
)g for any k  l:
Moreover, if l(m) = l(m
1
), then
(m) = minf(m
1
);  log
2

m
(b
1
);    ;  log
2

m
(b
q
)g:
Remark 2. Since the mask m
1
has neither symmetric roots no cycles, it follows
that the C
l
0
-solution of the equation [m
1
] is stable. Some previously known results on
subdivision processes deal with the stable case (see for instance [CDM]). Theorem 3
makes it possible to extend those results to the case of general renement equations.
Corollary 3. For an arbitrary mask m satisfying (5) we have

l
(m) = 
l
(R[m]):
Moreover, in the case l(m) = l(R[m]) we have (m) = (R[m]).
To prove this it is suÆcient to apply Theorem 3 to the masks m and R[m] and
note that 
m
(b
i
) = 
R[m]
(b
i
).
Thus symmetric roots of mask do not have inuence on the degree of conver-
gence of subdivision process. So the suÆcient conditions from Corollary 1 are not
necessary for the convergence.
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Remark 3. It is easily can be shown that l(m)  l(R[m]) for any mask m. There
are masks, such that l(m) < l(R[m]) and moreover (m) < (R[m]). That is why
the condition l(m) = l(R[m]) is essential in the statement of Corollary 3 (see [P2]).
Remark 4. (The degree of convergence in various subspaces of C
0
).
Consider the family of embedded subspaces fM
l
g dened from (3). It was shown
in [DL2],[Du1] that f 2 M
l
whenever 
0
(m; f) > l. So the subspaces fM
l
g can
be considered as spaces of fast convergence of subdivision processes. Moreover, if

0
(m;M
l
) > l, then the mask m satises (5) and hence all the subspacesM
k
; k =
0;    ; l are invariant with respect to the corresponding subdivision operator. So it is
natural to restrict a subdivision operator to suitable subspaceM
l
and consider the
value 
0
(m;M
l
) instead of 
l
(m) (see for instance [CDM], [Du1], [Du2]). Theorems
2 and 3 of this paper can be reformulated in that terms without any change.
Theorems 2 and 3 will be proved in the next section. Then, in section V, we
introduce the notion of generalized cycles and establish a correlation between zeros
of mask m and cycles of the polynomial R[m]. As a corollary we shall formulate
the criterion of Theorem 2 in terms of zeros of the mask m (without the transfer
to the polynomial R[m]).
IV. Proof of the main results.
To prove Theorems 2 and 3 let us rst consider the case l = 0. The proof will
be split into several lemmas and propositions.
For a nite family of real values  = fÆ
1
;    ; Æ
n
g (that may coincide) let
C
0
fg = C
0
fÆ
1
;    ; Æ
n
g = ff 2 C
0
j
b
f()=
n
Y
q=1
(1  e
i(Æ
q
 )
) 2 Hg:
It is clear that M
l
= C
0
f0;    ; 0g (l + 1 zeros). From Poisson summation formula
it follows that for any f 2 C
0
fg we have
X
k2Z
e
ikÆ
q
f(x  k) = 0; q = 1;    ; n: (8)
Let us also denote
L

= C
0
f0;g = C
0
f0; Æ
1
;    ; Æ
n
g and L

[0; N ] = ff 2 L

j supp f 2 [0; N ]g:
For given Æ 2 R consider the dierence operator S
Æ
acting from the space C
0
fg
into the space C
0
f; Æg = C
0
fÆ
1
;    ; Æ
n
; Æg and dened by the formula
S
Æ
 (x) =  (x)  e
iÆ
 (x  1).
Lemma 1. For any Æ 2 R the operator S
Æ
is a homeomorphism of the spaces C
0
fg
and C
0
f; Æg.
Proof. For arbitrary ' 2 C
0
f; Æg denote  (x) = S
 1
Æ
'(x) =
P
+1
k=0
e
ikÆ
'(x k).
If supp'  [a; b] for some integers a; b; then by (8) we have: supp  [a; b   1].
Thus,  2 C
0
. It now follows that  2 C
0
fg. It remains to note that S
Æ
 = '
and the operators S
Æ
and S
 1
Æ
are obviously continuous.
The following Proposition is the rst step in the proof of Theorems 2 and 3.
Proposition 1. Suppose a mask m() satisfying (6) possesses a pair of symmetric
roots =2 and  + =2. Let m

() =
m()(1 e
i( )
)
1 e
i( 2)
. Then the equation [m] has a
C
0
-solution if and only if [m

] does. Furthermore, 
0
(m) = 
0
(m

).
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Proof. Let T and T

be the subdivision operators associated to the masks m
and m

respectively.
Consider the operator (P ) (x) =
P
N 2
k=0
p
k
 (2x   k); where p
0
;    ; p
N 2
are
the coeÆcients of the polynomial
p() =
N 2
X
k=0
p
k
e
 ik
=
m()
1  e
i( 2)
:
That is to say in the frequency domain
d
P () =
b
 (=2)p(=2). It is clear that P
is a continuous operator on C
0
. Furthermore, it preserves the subspace L. Indeed,
for any  2 L and n 2 Z we have
d
P (2n) =
b
 (n)p(n) = 0 (if n is even, then
b
 (n) = 0; if n is odd, then p(n) = 0, since the mask m satises (6)). Now
observe that
PS

= T

; S

P = T: (9)
To prove this we apply (4) and get consequently
\
PS

 () = p(=2)(1  e
i( =2)
)
b
 (=2) = m

(=2)
b
 (=2) =
d
T

 ():
The equality S

P = T can be proved in the same way.
Let  2 C
0
be a solution of the equation [m

]. Since T (S

 ) = S

PS

 =
S

T

 = S

 , we see that the function S

 is a solution of the equation [m].
Conversely, if a function ' 2 C
0
satises T' = ', then by (9) we have ' 2 C
0
fg.
Hence, by Lemma 1, the function  = S
 1

' is well-dened and belongs to C
0
. Now
arguing as above we obtain T

 =  .
>From (9) it follows that T
k
= S

T
k 1

P for every k  1. Therefore, since P
and S

are continuous and preserve the subspace L, we see that 
0
(m)  
0
(m

).
Conversely, from the equality T
k

= PT
k 1
S

it follows that 
0
(m

)  
0
(m).
Proposition is proved.
So using Proposition 1 we can consequently eliminate all symmetric roots and
pass from the renement equation with mask m to one with mask R[m]. The
next step is to eliminate all cycles of the polynomial R[m]. In order to realize
it we use the matrix technique, which was successfully applied in the study of
subdivision processes ([MP],[CDM], [DL1],[W],[E]). For a given renement equation
[m] consider the two linear operators B
0
and B
1
acting on C
N
and dened byNN
matrices as follows:
(B
0
)
ks
= c
2k s 1
; (B
1
)
ks
= c
2k s
; (10)
where c
j
is the coeÆcient of equation (1) if j 2 f0; 1;    ; Ng, and c
j
= 0 otherwise.
As usually we denote by span (M) the linear span of a given set M in C
N
, by A

the conjugate operator for a given operator A, by V
?
the orthogonal complement
of a subspace V in Euclidean space. Let us recall the notion of the joint spectral
radius of nite-dimensional linear operators:
^(A
1
; A
2
) = lim
n!1
max
(d
1
; ;d
n
)2f0;1g
n
kA
d
1
  A
d
n
k
1=n
See [RoS], [BW], [CH], [LW], [P1] for more details about the joint spectral radius.
We need the following two lemmas. The rst one is a direct corollary of results
of the works [DL2] and [CH]. The proof of the second one can be found in [HC]
or [P1].
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Lemma 2. ([DL2], [CH]). Let  be a nite family of real values such that the
space L

is invariant with respect to the subdivision operator T ; then

0
(m;L

) =   log
2
^(B
0
j
V
; B
1
j
V
);
where
V = span f(f(x);    ; f(x+N   1))
T
2 C
N
j f 2 L

[0; N ]; x 2 [0; 1]g:
In particular,

0
(m) = ^(B
0
j
W
; B
1
j
W
); where W = f(x
1
;    ; x
N
)
T
2 C
N
j
X
x
j
= 0g:
Lemma 3. ([HC], [P1]). Let A
0
and A
1
be linear operators acting on a nite-
dimensional Euclidean space E. Suppose E
0
is a nontrivial common invariant
subspace of these operators; then
^(A
0
; A
1
) = max
n
^(A
0
j
E
0
; A
1
j
E
0
); ^(A

0
j
E
?
0
; A

1
j
E
?
0
)
o
:
Now we are able to realize the second step of the proof of Theorems 2 and 3.
Proposition 2. Suppose a mask m() possesses a cycle b = f
1
;    ; 
n
g. De-
note by ~m() the polynomial m()=
Q
n
k=1
(1+ e
i(
k
 )
). Then the equation [m] has
a C
0
-solution if and only if [ ~m] does. Furthermore, 
0
(m) =minf
0
( ~m);  log
2

m
(b)g.
Proof. Consider the polynomial q() =
Q
n
k=1
(1  e
i(
k
 )
) and the correspond-
ing operator Q = S

1
Æ    Æ S

n
, which has the form
d
Q () =
b
 ()q() in the
frequency domain. It follows from Lemma 1 that Q maps the space C
0
one-to-one
into C
0
fbg and Q
 1
is well-dened and continuous on C
0
fbg. Let T and
~
T be
the subdivision operators associated to the masks m and ~m respectively. For an
arbitrary function f 2 C
0
fbg we have
c
Tf()=q() = m(=2)
^
f(=2)=q() = ~m(=2)
^
f(=2)=q(=2) 2 H:
Consequently Tf is in C
0
fbg whenever f 2 C
0
fbg. This yields that the operator
equality
~
T = Q
 1
TQ (11)
holds on the space C
0
. If a function  2 C
0
satises the equality
~
T =  , then
' = Q satises T' = '. Conversely, assume that a function ' 2 C
0
satises
T' = '. First let us show that ' belongs to C
0
fbg. Using (2) we get
b'() = b'(0)
1
Y
r=1
m


2
r

= b'(0)
1
Y
r=1
q(=2
r 1
)
q(=2
r
)
~m


2
r

=
q()b'(0)
q(0)
1
Y
r=1
~m


2
r

:
Since the function
Q
1
r=1
~m


2
r

is entire, it follows that ' 2 C
0
fbg. Whence the
function  = Q
 1
' is well-dened and obviously satises
~
T =  .
Now in order to prove the equality 
0
(m) =minf
0
( ~m);  log
2

m
(b)g we are
going to use Lemmas 2 and 3. Let B
0
and B
1
be the linear operators acting in
C
N
and dened from (10). For arbitrary t 2 T let us denote the vector u(t) =
(1; e
it
; e
2it
;    ; e
i(N 1)t
)
T
2 C
N
. Further, dene the following subspaces:
U = span fu(
1
);    ; u(
n
)g; W = u(0)
?
= f(x
1
;    ; x
N
) 2 C
N
j
X
x
k
= 0g
and
~
W = fu(0); u(
1
);    ; u(
n
)g
?
:
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Finally denote A
i
= B
i
j
W
;
~
A
i
= B
i
j
~
W
; i = 0; 1.
>From (11) it follows that the equality T
k
= Q
~
T
k
Q
 1
holds on the space L
b
for
any k  1. This yields that 
0
( ~m) = 
0
(m;L
b
). If we combine this with Lemma 2,
we get 
0
( ~m) =   log
2
^(
~
A
0
;
~
A
1
). Now it remains to proof the equality
^(A
0
; A
1
) = maxf^(
~
A
0
;
~
A
1
); 
m
(b)g: (12)
To do this observe the following property of operators B
0
and B
1
:
B

0
u(t) = m

t
2

u

t
2

+m

t
2
+ 

u

t
2
+ 

; t 2 T
B

1
u(t) = e
 
it
2
m

t
2

u

t
2

+ e
 i(
t
2
+)
m

t
2
+ 

u

t
2
+ 

; t 2 T:
(13)
(This can be easily shown by a direct calculation, see also [P1] or [CD2]). Whence
for arbitrary 
k
2 b the following hold:
B

0
u(
k
) = m(
k 1
)u(
k 1
); B

1
u(
k
) = e
 i
k 1
m(
k 1
)u(
k 1
):
Therefore for any 
k
2 b and any set of indices fd
1
;    ; d
n
g 2 f0; 1g
n
we have
B

d
1
  B

d
n
u(
k
) = e
i

n
Y
j=1
m(
j
)

u(
k
);
where  2 T depends on  and d
1
;    ; d
n
. Since the vectors fu(
k
)g
n
k=1
form a
basis of the space U , it follows that the operator B

d
1
  B

d
n
j
U
is expressed in that
basis by a diagonal matrix and moreover, the modulus of each diagonal entry of
that matrix is equal to j
Q
n
j=1
m(
j
)j = (
m
(b))
n
. This implies immediately that
^(B

0
j
U
; B

1
j
U
) = 
m
(b): (14)
If we apply Lemma 3 to the space W , its subspace
~
W , and operators A
0
; A
1
dened above, we obtain
^(A
0
; A
1
) = max
n
^(
~
A
0
;
~
A
1
); ^(A

0
j
H
; A

1
j
H
)
o
;
where H is the orthogonal complement of the subspace
~
W in the space W . Let
us nally note that A

i
j
H
= P
H
B

i
j
U
P
 1
H
; i = 0; 1, where P
H
is the operator
of orthogonal projection from U to H (since the vectors u(0); u(
1
);    ; u(
n
) are
linearly independent, it follows that P
 1
H
is well-dened on the spaceH). Combining
this with (14) we get:
^(A

0
j
H
; A

1
j
H
) = ^(B

0
j
U
; B

1
j
U
) = 
m
(b);
that completes the proof of Proposition 2.
Suppose we have a subdivision process fm
0
g; then we pass to the process fR[m
0
]g
and using Proposition 2 consequently eliminate all cycles of the mask R[m
0
]. As a
result we obtain the mask m
1
that has neither symmetric roots nor cycles. So we
prove the following statement, which is a weaker version of Theorem 3.
Proposition 3. For a given mask m
0
satisfying (6) let us denote
m
1
() = R[m
0
]()=
q
Y
k=1
Y
2b
k
(1 + e
i( )
);
where fb
1
;    ;b
q
g is the set of cycles of the polynomial R[m
0
] (counting with
multiplicity). Then we have:
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the equation [m
0
] has a C
0
-solution if and only if [m
1
] does; furthermore,

0
(m
0
) = minf
0
(m
1
);  log
2

m
0
(b
1
);    ;  log
2

m
0
(b
q
)g:
Thus Theorem 3 is proved for the case l = 0. Combining this with Theorem 1
we obtain Theorem 2 for the case l = 0.
Now it remains to realize the third step of the proof, i.e. to extend the state-
ments of Theorems 2 and 3 from the case l = 0 to general integer factor l  0.
To do this we introduce Proposition 4, which gives a method of factorization of
renement equations. That Proposition reduces the study of renadle functions
and subdivision processes from the space C
l
to C.
Let us rst remember the denition of the cardinal B-spline:
B
0
(x) = 
[0;1]
(x); B
k
(x) = [
[0;1]
     
[0;1]
](x) (k convolutions):
For any k  0 the cardinal B-spline B
k
is a solution of the renement equation
with mask (
1+e
 i
2
)
k+1
(see for instance [Sc] or [DL2]).
Proposition 4. Suppose m and m
0
are masks of renement equations such that
m() = (
1+e
 i
2
)
l
m
0
(); l  1; then
a. The equation [m] has a C
l
0
-solution if and only if [m
0
] has a C
0
- solution.
Moreover,  = S
 l
0
'
(l)
and ' = B
l 1
 , where ' and  are solutions of [m]
and [m
0
] respectively; S
0
is the dierence operator: S
0
f(x) = f(x) f(x 1).
b. The subdivision process fmg converges in C
l
, if and only if fm
0
g converges
in C. Moreover, (m) = (m
0
) + l.
Proof. It follows from Lemma 1 that the mapping S
l
0
: C
0
!M
l 1
is a home-
omorphism. Furthermore, for any k  0 the mapping S
l
0
: M
k
! M
k+l
is a
homeomorphism. Now observe that for any f 2 C
0
and g 2M
l 1
we have
T
0
f = 2
l
S
 l
0
TS
l
0
f; f 2 C
0
;
Tg = 2
 l
S
l
0
T
0
S
 l
0
g; g 2M
l 1
; (15)
where T and T
0
are the subdivision operators associated to the masks m and m
0
respectively. This immediately implies item a). Further, from (15) it follows that

0
(m;M
k+l
) = 
0
(m
0
;M
k
) + l for any admissible k  0, i.e. whenever k  l(m
0
).
Therefore, 
k+l
(m) = 
k
(m
0
) + l. Combining this with (7) we obtain item b), that
completes the proof of Proposition 4.
Now to extend Theorems 2 and 3 from the case l = 0 it is suÆcient to pass from
the mask m to m
0
(applying Proposition 4) and note that 
m
(b) = 2
 l

m
0
(b) for
any cycle b. This concludes the proof of the main theorems.
Remark 5. The statement of item a) of Proposition 4 generalizes the result
[E, theorem 2.2], which was obtained for renement equations satisfying Cohen's
criterion (see Remark 1).
Remark 6. It follows from results of the work [P2] that the statement of item a)
of Proposition 4 can be extended to general renement equations, i.e. equations
without condition (5). Namely, the following hold:
If an equation [m] has a C
l
0
-solution '(x); (l  1), then there exist dyadic rational
values 
1
;    ; 
r
(perhaps coinciding) such that ' = B
l 1
 (S

1
Æ    Æ S

r
 ) (and
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correspondingly  = S
 l
0
Æ S
 1

1
Æ    Æ S
 1

r
'
(l)
), where  is the C
0
-solution of the
equation having the mask
m
0
() =
m()
[(1 + e
 i
)=2]
l
r
Y
k=1
1  e
i(2
k
 )
1  e
i(2
k
 2)
:
So the study of smooth renable functions can be reduced to the study of contin-
uous renable functions (see [P2] for more details; see also [R1] and [C] for similar
factorization theorems).
V. Generalized cycles.
Theorems 2 and 3 are formulated in terms of cycles of the polynomial R[m]. It
is easy to see that in general the sets of cycles of the polynomials m and R[m] are
dierent. The question arises how can cycles of R[m] be characterized by roots
of m? In other words we are going to reformulate the criterion of stability of
subdivision operator in terms of zeros of its mask.
Let p() be a given trigonometric polynomial (let us remember that we consider
polynomials without positive powers). Assume that p possesses a pair of sym-
metric roots f=2;  + =2g. The transfer from p() to the polynomial p

() =
p()(1 e
i( )
)
1 e
i( 2)
is said to be a transfer to the previous level. The inverse transfer
from p

to p is a transfer to the next level. So the polynomial R[p] is obtained from
p by a sequence of transfers to the previous level.
To a given value  2 T we assign a binary tree denoted in the sequel by T

.
To every vertex of this tree we associate a value from T as follows: put  at the
root, then put =2 and  + =2 at the vertices of the rst level (the level of the
vertex is the distance from this vertex to the root. The root has level 0). If a
value  is associated to a vertex on the n-th level, then the values =2 and + =2
are associated to its neighbors on the (n + 1)-st level. Thus there are the values

2
n
+
2k
2
n
; k = 0;    ; 2
n
  1 on the n-th level of the tree T

. A set of vertices A
of the tree T

is called a minimal cut set if every innite path (all the paths are
without backtracking) starting at the root includes exactly one element of A. For
instance the one-element set A = frootg is a minimal cut set.
Denition 1. A set f
1
;    ; 
n
g  T is called a generalized cycle of the polyno-
mial p() if the following hold:
a. This set is cyclic, i.e. 
j+1
= 2
j
for all j = 1;    ; n (we set 
n+1
= 
1
);
b. for any j = 1;    ; n the tree T

j
+
possesses a minimal cut set that consists
of roots of the polynomial p.
Any (regular) cycle of p() is also a generalized cycle. Indeed, in this case each
minimal cut set A
j
is the root of the corresponding tree T

j
+
. Now we establish a
correlation between generalized cycles of the polynomial p() and (regular) cycles
of R[p].
Proposition 5. a). Every cycle of the polynomial R[p] is a generalized cycle of p.
b). Every generalized cycle b of the polynomial p such that 
p
(b) 6= 0 is a cycle
of R[p].
Proof. (a). Let b = f
1
;    ; 
n
g be a cycle of the polynomial R[p]. The
polynomial p is obtained from R[p] by a sequence of transfers to the next level.
That sequence takes the root of the tree T

j
+
to some minimal cut set A
j
of this
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tree. Since 
j
+  is a root of R[p], it follows that all elements of A
j
are roots of p.
So the set b is a generalized cycle for p().
(b). Let b = f
1
;    ; 
n
g be a generalized cycle of the polynomial p(). Apply-
ing a suitable sequence of transfers to the previous level we pass from the minimal
cut sets A
1
;    ;A
n
to the roots 
1
+;    ; 
n
+ of the corresponding trees. Then
we continue applying transfers to the previous level until we obtain the polynomial
R[p]. If at some step we involve an element 
j
+ in this process, then the polyno-
mial p
1
(), which is obtained from the polynomial p() by this step, has the pair of
symmetric roots f
j
; 
j
+ g. This implies that 
p
1
(b) = 0 and hence 
p
(b) = 0.
Consider the opposite case. If the elements 
1
+ ;    ; 
n
+  are not involved,
then each of them is a root of R[p]. Therefore b is a cycle of R[p]. This completes
the proof.
Corollary 4. If a polynomial p() has no symmetric roots, then the set of its gen-
eralized cycles coincides with the set of its (regular) cycles.
Corollary 5. The set of all generalized cycles of a polynomial p() is a union of
the following two sets: the rst one is the set of all cycles of R[p], the second one
consists of generalized cycles b such that 
p
(b) = 0.
It follows from Propositions 2 and 4 that any cycle b such that 
m
(b) = 0
does not have inuence on the convergence of the subdivision process fmg, i.e.
(m) = ( ~m) in terms of Proposition 2. Hence the criterion of convergence for
subdivision processes can be formulated in terms of generalized cycles of mask. As
a corollary we obtain the main result of this section:
Corollary 6. The statement of Theorem 2 remains true if the notion \a cycle of
the polynomial R[m]" is replaced by \a generalized cycle of the mask m".
References
[BW] M.A.Berger, Y.Wang, Bounded semi-groups of matrices, Lin.Alg.Appl., V. 166 (1992),
pp.21-27.
[CDM] D.Cavaretta,W.Dahmen,C.Micchelli, Stationary subdivision, Mem.Amer.Math.Soc.,93
(1991), pp.1-186.
[C] C.K.Chui, An introduction to wavelets, Acad.Press.Inc., 1992, pp.1-267.
[CD1] A.Cohen and I.Daubechies, A stability criterion for the orthogonal wavelet bases and their
related subband coding scheme, Duke Math.J., Vol 68 (1992) No 2, pp. 313-335.
[CD2] A.Cohen and I.Daubechies, A new technique to estimate the regularity of renable func-
tions, Revista Matematica Iberoamericana, 12 (1996), No 2, pp.527- 591 .
[CH] D. Collela and C. Heil, Characterization of scaling functions. I. Continuous solutions, SIAM
J. Matrix Anal. Appl. 15 (1994), 496{518.
[DM] W.Dahmen and C.A.Micchelli, Biorthogonal wavelets expansion, Constr.Approx.,13 (1997),
pp. 293-328.
[D] I.Daubechies, Orthonormal bases of wavelets with compact support, Comm.Pure
Appl.Math.,41 (1988) 909-996.
[DL1] I. Daubechies and J. Lagarias, Two-scale dierence equations. I. Global regularity of solu-
tions, SIAM. J. Math. Anal. 22 (1991), 1388{1410.
[DL2] I. Daubechies and J.Lagarias, Two-scale dierence equations. II. Local regularity, innite
products of matrices and fractals, SIAM. J. Math. Anal. 23 (1992), 1031{1079.
THE STABILITY OF SUBDIVISION OPERATOR 13
[DDL] G.A.Derfel,N.Dyn and D.Levin, Generalized renement equations and subdivision pro-
cesses, Journal of Approx.Theory,80(1995) 272-297.
[Du1] S.Durand, Convergence of the cascade algorithms introduced by I.Daubechies, Nu-
mer.Algorithms, 4 (1993), pp.307-322
[Du2] S.Durand, Etude de la vitessede convergence de l'algorithme en cascade dans la construction
des ondeletters d'Ingrid Daubechies, Revista Matematica Iberoamerikana, 12 (1996), No 1, pp.
277-297.
[DGL1] N.Dyn,J.A.Gregory and D.Levin, A four-point interpolatory subdivision scheme for curve
design, Comput.Aided Geom.Design, 4 (1987), 257-268.
[DGL2] N.Dyn,J.A.Gregory and D.Levin, Analysis of linear binary subdivision schemes for curve
design, Constr.Approx., 7 (1991),127-147.
[DyL] N.Dyn and D.Levin, Interpolatory subdivision schemes for the generation of curves and
surfaces, Multivariate approximation and interpolation, (Duisburg,1989), pp.91-106 Birkhauser,
Basel, 1990.
[E] B.T.En Smoothness of wavelet and joint spectral radius, J.Math.Sci.Univ.Tokyo, 5 (1998),
pp.241-256.
[H] C. Heil, Some stability properties of wavelets and scaling functions, Wavelets and their
applications. (II Ciocco,1992) pp.19-38, NATO Adv.Sci.Inst.Ser.C.Math.Phis.Sci.,442, Kluwer
Acad.Publ., Dordrecht, 1994
[HC] C. Heil and D.Collela, Dilation equations and the smoothness of compactly supported
wavelets, in Wavelets: Mathematics and applications.,J.Benedetto,M.Frazier, eds.,CRC Press,
Bosa Raton,FL 1993, pp.161-200.
[He1] L.Herve, Regularite et conditions de bases de Riesz por les fonctions d'echelle,,
C.R.Acad.Sci.,Paris,Ser. I 335 (1992), pp.1029-1032.
[He2] L.Herve, Construction et regularite des fonctions d'echelle,, SIAM J.Math.Anal, 26(1995)
No 5, pp.1361-1385.
[JW] R.Q.Jia and J.Wang, Stability and linear independence associated with wavelet decomposi-
tion, Proc.Amer.Math.Soc.,117 (1993), pp.1115-1124.
[JS] Q.Jiang, Z.Shen , On existence and weak-stability of matrix renable functions, preprint,
1998.
[LW] J.C.Lagarias, Y.Wang, The niteness conjecture for the generalized spectral radius of a set
of matrices, Lin. Alg. Appl. 214 (1995), pp.17-42,
[M] C.A.Micchelli, Subdivision algorithms for curves and surfaces, Proc.SIGGRAPH, 1986,Dal-
las,TX
[MP] C.A.Micchelli and H.Prautzsch, Uniform renement of curves, Linear Alg.Appl.,114/115
(1989), pp.841-870.
[P1] V.Protasov, The joint spectral radius and invariant sets of several linear operators, Funda-
mentalnaya i prikladnaya matematika, 2 (1996), No 1, pp. 205-231 (Russian).
[P2] V.Protasov, A complete solution characterizing smooth renable functions, SIAM J. Math.
Anal., Vol.31 No 6, pp.1332-1350.
[R1] A.Ron , Factorization theorems for univariate splines on regular grids, Israel J. Math., Vol.
70 (1990), No 1, pp. 48-68.
[R2] A.Ron , Smooth renable functions provide good approximation, SIAM J. Math. Anal. Vol
28 (1997), pp. 731-748.
[R3] A.Ron , Wavelets and their associated operators, preprint, 1998.
[RS] A.Ron, Z.Shen, The Sobolev regularity of renable functions, preprint, 1997.
[RoS] G.C.Rota, G.Strang A note on the joint spectral radius, Kon.Nederl.Acad.Wet.Proc.A. Vol
63 (1960), pp. 379-381.
[Sc] L.L. Schumaker, Spline functions: Basic theory, John Wiley, New York, 1981.
14 VLADIMIR PROTASSOV
[V] L.Villemoes, Wavelet analysis of renement equations, SIAM J.Math.Anal., 25 (1994),
pp.1433-1460.
[W] Y.Wang, Two-scale dilation equations and the cascade algorithm, Random Com-
put.Dynamic,3 (1995),No 4, pp.289-307.
[Z] D.-X.Zhou, Stability of renable functions, multiresolution analysis, and Haar bases. SIAM
J.Math.Anal., 27(1996), No 3, pp.891-904.
