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Abstract
We present a new algorithm for optimizing min-max loss functions that arise in training
GANs. We prove that our algorithm converges to an equilibrium point in time polynomial
in the dimension, and smoothness parameters of the loss function. The point our algorithm
converges to is stable when the maximizing player can respond using any sequence of steps
which increase the loss at each step, and the minimizing player is empowered to simulate the
maximizing players response for arbitrarily many steps but is restricted to move according to
updates sampled from a stochastic gradient oracle. We apply our algorithm to train GANs on
Gaussian mixtures, MNIST and CIFAR-10. We observe that our algorithm trains stably and
avoids mode collapse, while achieving a training time per iteration and memory requirement
similar to gradient descent-ascent.
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1 Introduction
We consider the problem of min-max optimization minx maxy f(x, y), where the loss function
f : Rd × Rd → R may be nonconvex in x and nonconcave in y. Min-max optimization of such loss
functions has many applications to ML, including to Generative Adversarial Networks (GANs) [19]
and adversarial training [35]. In particular, following [19], GAN training can be formulated as a
min-max optimization problem where x is a “generator” network, and y is a “discriminator” network.
Unlike standard minimization problems in machine learning, the min-max nature of GANs makes
them particularly difficult to train [20], and has received wide attention. A common algorithm to
solve these min-max optimization problems, gradient descent ascent (GDA), alternates between
stochastic gradient descent steps for x and ascent steps for y.1 However, as many works have
observed, GDA can suffer from issues such as non-convergence [1] and “mode collapse” [14, 9].
Motivated by these applications, several recent works have focused on finding convergent
algorithms for min-max optimization [11, 38, 45, 49, 34, 33, 48]. However, these algorithms are not
guaranteed to converge in general for nonconvex-nonconcave min-max optimization problems. The
challenge is that min-max optimization generalizes nonconvex minimization, which, in general, is
intractable. Algorithms for nonconvex minimization resort to finding “local” optima or assume a
starting point “close” to a global optimum. However, unlike minimization problems where local
notions of optima exist [47], it has been difficult to define a suitable notion of local optima for
min-max optimization, and most notions of local optima considered in previous works [12, 23, 16]
are not guaranteed to exist in a general setting.
Our contributions. We present a new algorithm for min-max optimization (Algorithm 1) that
for any ε > 0, any nonconvex-nonconcave loss function, and any starting point, converges after a
number of steps that is polynomial in the dimension, 1/ε and smoothness parameters of the loss
(Theorem 3.3). Roughly, at each iteration of our algorithm, the min-player proposes a stochastic
gradient update for x and simulates the response of the max-player with (one or multiple) gradient
ascent steps for y. If the resulting loss has decreased, the updates for x and y are accepted; otherwise
they are only accepted with a small probability (a la simulated annealing). The point (x?, y?)
returned by our algorithm satisfies the following property: if the min-player proposes a stochastic
gradient descent update to x?, and the max-player is allowed to respond by updating y? using any
“path” that increases the loss at a rate of at least ε — with high probability, the final loss cannot
decrease by more than ε. Since our algorithm converges from any starting point, the point returned
by our algorithm constitutes a new notion of local min-max equilibrium that is guaranteed to exist.
Empirically, we apply our algorithm for training GANs (with the cross-entropy loss) on both
synthetic (mixture of Gaussians) and real-world (CIFAR-10 and MNIST) datasets (Section 5).
We compare the performance of our algorithm against two relevant algorithms: gradient/ADAM
descent ascent (with one or multiple discriminator steps), and Unrolled GANs [40] (the idea in the
latter being to “unroll” the loss function by allowing the generator to simulate a fixed number of
updates by the discriminator). Our simulations with MNIST (Figure 4) and mixture of Gaussians
(Figure 5) indicate that training GANs using our algorithm can avoid mode collapse and cycling.
Our CIFAR-10 simulations (Figure 7) indicate that GANs trained using our algorithm achieve
similar FID scores [22] and visual quality as GANs trained using GDA. Furthermore, the per-step
computational and memory cost of our algorithm is similar to GDA indicating that our algorithm
can scale to larger datasets.
1In practice, gradients steps are often replaced by ADAM steps; we ignore this distinction for this discussion.
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2 Related work
Several works have studied GDA dynamics in GANs [44, 39, 30, 4, 12, 23].
Guaranteed convergence for min-max optimization. Multiple recent works have proposed
algorithms based on Optimistic Mirror Descent (OMD) or similar approaches [11, 31, 13, 18, 43, 42].
These algorithms can achieve convergence guarantees for convex-concave loss functions. In addition
to works on OMD, several other works have attempted to provide convergence guarantees for min-max
optimization. Most are limited to convex-concave settings [46, 25, 45], while some [49, 34, 33, 48, 52]
are limited to functions that are concave in y but could be nonconvex in x.
As for nonconvex-nonconcave min-max optimization, [22] proves convergence to a local optimum,
though only under the strong assumption that the underlying continuous dynamics converge to a
local optimum. [23] present a version of GDA for min-max optimization (generalized by [16]) such
that if the algorithm converges to a stable limit point, this point is a local minimax point. Both
results [23, 16] require that the min-player moves asymptotically slowly compared to the max-player.
A recent work [53] presents a new algorithm such that if the algorithm converges, the convergence
point is a local minimax point, however since such local minimax points are not guaranteed to
exist, the algorithms may not converge even under mild smoothness conditions. In contrast, our
algorithm is guaranteed to converge from any starting point, for any nonconvex-nonconcave loss,
and the number of steps is polynomial in dimension and smoothness parameters.
Local optima for min-max optimization. Defining a notion of local optima in min-max
optimization has received significant attention recently. It follows from the extreme value theorem
that a global min-max optimum exists under mild conditions. [12] presents a local notion of min-max
optima as local saddle points, and [23] presents a local notion of min-max optima which takes into
account the order in which the players reveal their strategies in a min-max optimization problem.
However, neither of these notions are guaranteed to exist even under mild smoothness conditions.
In contrast, our algorithm converges to a local min-max optimum (albeit a different notion) that is
guaranteed to exist under mild smoothness conditions. (See Section 3 for a detailed description of
our notion of local optimality, and Section A for a comparison to previous notions.)
Training GANs. Starting with the work of [19], there has been considerable work to develop
algorithms to train GANs. One line of work focuses on modifying the objective function to improve
convergence [2, 5, 32, 37, 50, 40]. Another line of work is based on regularizing the discriminator
using gradient penalties or spectral normalization [21, 27, 41]. We apply our min-max optimization
algorithm for training GANs, and observe that our algorithm trains stably and avoids mode collapse,
while achieving a training time per iteration and memory requirements that are similar to GDA,
and much lower than Unrolled GANs [40] (see also our discussion in Section 8).
3 Theoretical results
We consider the problem minx maxy f(x, y), where x, y ∈ Rd, and f is a function Rd ×Rd → R. We
consider f that is an empirical risk loss over m training examples. Thus, we have f = 1m
∑
i∈[m] fi,
and are given access to f via a randomized oracle F such that E[F ] = f. We call such an oracle a
stochastic zeroth-order oracle for f. We are also given randomized oracles Gx, Gy for ∇xf, ∇yf,
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such that E[Gx] = ∇xf, and E[Gy] = ∇yf. We call such oracles stochastic gradient oracles for f.
In practice, these oracles are computed by randomly sampling a “batch” B ⊆ [m] and returning
F = 1/|B|
∑
i∈B fi, Gx = 1/|B|
∑
i∈B∇xfi, and Gy = 1/|B|
∑
i∈B∇yfi.
For our convergence guarantees, we require bounds on standard smoothness parameters for
functions fi : b such that for all i and all x, y, we have |fi(x, y)| ≤ b, L1 such that |fi(x, y)−fi(x′, y′)| ≤
L1‖x − x′‖2 + L1‖y − y′‖2, and L2 such that ‖∇fi(x, y) − ∇fi(x′, y′)‖2 ≤ L2‖x − x′‖2 + L2‖y −
y′‖2. Such smoothness/Lipschitz bounds are standard in convergence guarantees for optimization
algorithms [8, 47, 17], and imply that f is also continuous, b-bounded, L1-Lipschitz and L2-gradient-
Lipschitz.
3.1 The algorithm
At a high level, at each iteration i, our algorithm proposes an ADAM stochastic gradient descent
step for x for the min-player. It then simulates the corresponding update for y for the max-player
using one or multiple steps of ADAM stochastic gradient ascent. Finally, the algorithm decides
to accept or reject the step via a simulated annealing step based on whether the loss value has
increased or decreased. If the loss has decreased, the proposed steps are rejected with a certain
probability; otherwise they are accepted.
For the simulated annealing part, our algorithm requires a “temperature” τi = τ1/i, at iteration i,
where τ1 > 0 is a parameter, and sets the rejection probability to be max(0, 1−e−τi). Our algorithm
is described informally in Algorithm 1. A formal description is given as Algorithm 2 in Section 6.
Algorithm 1 Algorithm for min-max optimization
input: A stochastic zeroth-order oracle F for loss function f : Rd×Rd → R, and stochastic gradient
oracles Gx for ∇xf , and Gy for ∇yf . An initial point (x, y), and an error parameter ε.
output: A point (x?, y?)
hyperparameters: rmax (max number of rejections); τ1 > 0 (hyperparameter for simulated
annealing); hyperparameters for ADAM
Set r ← 0, i← 0
while r ≤ rmax do
fold ← F (x, y), i← i+ 1
Set Gx ← Gx(x, y) {Compute a stochastic gradient}
Use stochastic gradient Gx to compute a one-step ADAM update ∆ for x
Set x′ ← x+ ∆ {Compute the proposed update for the min-player}
Starting at the point y, use the stochastic gradient Gy(x
′, ·) to run multiple ADAM steps in the
y-variable, until a point y′ is reached for which ‖Gy(x′, y′)‖1 ≤ ε {Simulate max-player’s update}
Set fnew ← F (x′, y′) {Compute the new loss value}
Set Accept← True.
if fnew > fold − ε/2, set Accept ← False with probability max(0, 1 − e−i/τ1) {Decide to accept or
reject}
if Accept = True then Set x← x′, y ← y′, r ← 0 {Accept the updates}
else Set r ← r + 1 {Reject the updates, and track how many successive steps were rejected.}
return (x, y)
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Discussion of algorithm. Recall that the goal of the min-player is to find an x that minimizes
maxy f(x, y), and since f may be nonconcave in y, this global maximum can be computationally
intractable. Instead, we relax the objective to only consider the maximum attainable by following
certain paths starting at y (for a fixed x, and of arbitrary length) – paths where f increases rapidly
w.r.t. y – and call this maximum the “simulated loss” function, denoted by Lε (see Section 3.2 for
a definition). Crucially, this allows our algorithm to estimate the value of Lε by simulating the
update in y corresponding to the proposed update for x using stochastic gradient updates in y.
However, the simulated loss function Lε can be discontinuous in x (see Section 3.2 for an
example), making it challenging to optimize. One way to address this discontinuity is to use
zeroth order optimization: reject all proposed steps that lead to an increase in the value. However,
always rejecting might significantly limit the convergence points of the algorithm, making it miss
“interesting” local equilibria. One key idea in our algorithm is to use a less rigid acceptance criterion
using simulated annealing – also probabilistically accepting some of the proposed steps that lead to
a higher loss.
Simulated annealing, however, requires the proposed steps to be stochastic. To maximize the
decrease in Lε (w.r.t x), our key idea here is to sample proposed updates for x from stochastic batch
gradients −∇xf. We show (theoretically and empirically) that these directions allow the algorithm
to rapidly decrease the simulated loss.
3.2 Convergence guarantees
To state the convergence guarantees of our algorithm, we first formally define “simulated loss” and
what it means for f to increase rapidly.
Definition 3.1. For any x, y, and ε > 0, define E(ε, x, y) ⊆ Rd to be points w s.t. there is a
continuous and (except at finitely many points) differentiable path γ(t) starting at y, ending at w,
and moving with “speed” at most 1 in the `∞-norm 2
∥∥ d
dtγ(t)
∥∥
∞ ≤ 1 such that at any point on γ, 3
d
dtf(x, γ(t)) > ε. (1)
We define Lε(x, y) := supw∈E(ε,x,y) f(x,w), and refer to it as the simulated loss function.
A few remarks are in order. Observe that L−∞(x, y) = maxy f(x, y). Further, if ‖∇yf(x, y)‖1 ≤ ε,
then E(ε, x, y) = {y} and Lε(x, y) = f(x, y) (this follows from Ho¨lder’s inequality, since γ(t) has
speed at most 1 in the `∞-norm, the dual of the `1-norm). Note that the path γ need not be in the
direction of the gradient, and there can potentially be infinitely many such paths starting at y.
Unfortunately, the simulated loss may not even be continuous4 in x, and thus, gradient-based
notions of approximate local minima do not apply. To bypass this discontinuity (and hence non-
differentiability), we use the idea to sample updates to x, and test whether Lε has decreased (Eq. (3)).
This leads to the following definition of local min-max equilibrium (see also Section 3.3):
2We use the `∞-norm in place of the Euclidean `2-norm, as it is a more natural norm for ADAM gradients.
3In this equation the derivative d
dt
is taken from the right.
4Consider the example f(x, y) = min(x2y2, 1). The simulated loss function for ε > 0 is Lε(x, y) = f(x, y) if
2x2y < ε, and 1 otherwise. Thus L1/2 is discontinuous at (1/2, 1).
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Definition 3.2. Given a distribution Dx,y for each x, y ∈ Rd and ε? > 0, we say that (x?, y?) is an
ε?-local min-max equilibrium with respect to the distribution D if
‖∇yf(x?, y?)‖1 ≤ ε?, and , (2)
Pr∆∼Dx?,y? [Lε?(x? + ∆, y?) < Lε?(x?, y?)− ε?] < ε?, (3)
In our main result, Theorem 3.3, we set D to roughly be the distribution of ADAM stochastic
gradients for −∇xf . Also note that from the above discussion, Inequality (2) together with Ho¨lder’s
inequality implies that Lε?(x?, y?) = f(x?, y?).
Now, we can state the formal guarantees of our algorithm.
Theorem 3.3. Algorithm 2, with appropriate hyperparameters for ADAM and some constant τ1 > 0,
given access to stochastic zeroth-order and gradient oracles for a function f =
∑
i∈[m] fi where each
fi is b-bounded, L1-Lipschitz, with L2-Lipschitz gradient for some b, L1, L2 > 0, and ε > 0, with
probability at least 9/10 returns a point (x?, y?) ∈ Rd × Rd such that, for some ε? ∈ [12ε, ε], the point
(x?, y?) is an ε?-local min-max equilibrium point with respect to the distribution Dx,y, where Dx,y is
the distribution of Gx(x, y)/
√
G2x(x, y), where the division “/” is applied element-wise.
Moreover, this algorithm takes a number of stochastic gradient and function evaluations which is
polynomial in 1/ε, d, b, L1, L2.
We present an overview of the proof in Section 4. The full proof appears in Section 7. Note that Dx,y
is the distribution of the stochastic gradient updates with element-wise normalizations. Roughly,
this corresponds to the distribution of ADAM steps taken by the algorithm for updating x if one
uses a small step-size parameter for ADAM.
We conclude this section with a few technical remarks about the theorem. Our algorithm could
provide guarantees with respect to other distributions Dx,y in (3) by sampling update steps for
x from Dx,y instead of ADAM. From theoretical considerations, picking Dx,y to be a spherical
Gaussian distribution would be natural and meaningful, but it can lead to very slow training in
practice. The norm in the guarantees of the local-maximum y? for our algorithm is `1 since we are
using ADAM for updating y. A simpler version of this algorithm using SGD would result in an
`2-norm guarantee.
Theorem 3.3 shows that our algorithm is guaranteed to efficiently converge to a local min-max
equilibrium point satisfying Definition 3.2, from any starting point (x, y) ∈ Rd × Rd. This is in
contrast to many prior works on min-max optimization [22, 23, 53], which only show convergence
assuming that there exists a stationary point for their algorithm, and that their algorithm’s starting
point is contained inside a region of attraction for that stationary point. Moreover, our algorithm
is guaranteed to converge in a number of steps polynomial in the smoothness parameters for f ,
without any further assumptions on f . Many prior works on min-max optimization required stronger
assumptions to show poly-time convergence bounds, for example even assuming that f(x, y) is
convex-concave [46, 25, 45], or concave in y but possibly nonconvex in x [49, 33, 52].
3.3 Our notion of local optimality
Definition 3.2 provides a new notion of equilibrium for min-max optimization. Consider the problem
minx maxy f(x, y), but with constraints on the player’s updates to x, y — the max player is restricted
to updating y via a path which increases f(x, y) at a rate of at least ε? at every point on the path,
and the min player proposes an update for x, ∆ sampled from D. Then (x?, y?) satisfies Definition
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3.2 if and only if (i) there is no update to y? that the max player can make which will increase the
loss at a rate of at least ε? (Ineq. (2)), and, (ii) with probability at least 1− ε? for a random step
∆ ∼ D proposed by the min player, the above-constrained max player can update y? s.t. the overall
decrease in the loss is at most ε? from its original value f(x?, y?).
As one comparison to a previous notion of local optimality, any point which is a local optimum
under the definition used previously in e.g. [12], also satisfies our Definition 3.2 for small enough ε
and distribution D corresponding to small-enough step size. On the other hand, unlike our definition,
we recall that previous notions of local optima including in [12] are not guaranteed to exist in a
general setting. (See also Section A for a detailed comparison of how our Definition 3.2 relates to
this and other previously proposed notions of local optimality).
Finally, in a parallel line of work, [36] prove the existence of a stronger, second-order notion of
min-max equilibrium for nonconvex-nonconcave functions motivated by the notion of approximate
local minimum introduced in [47]. The advantage of the notion in our current paper (Definition 3.2)
is that it yields a concise proof of convergence and the accompanying algorithm, as our empirical
results show, is effective for training GANs.
4 Proof overview
To prove Theorem 3.3 we would like to show two things: First, that our algorithm converges to some
point (x?, y?) in a number of gradient and function evaluations which is polynomial in 1/ε, d, b, L1, L2
(Lemma 7.7). Secondly, roughly, we would like to show y? is an ε-local maximum for f(x?, ·) and x?
is a ε-local minimum for the simulated loss function Lε(·, y?) (Lemma 7.9).
Bounding the number of gradient and function evaluations (Lemma 7.7) First, we bound
the number of gradient evaluations for the maximization subroutine for y (Line 7 of Algorithm 1),
and then bound the number of iterations in the minimization routine for x (the “While” loop in
Algorithm 1).
Step 1: Bounding the number of gradient ascent steps for the maximization subroutine: Consider
the sequence of ADAM gradient ascent steps y = y1, y2 . . . , y` = y
′ the max-player uses to compute
her update y′ in Line 7 of Algorithm 1. For our choice of hyperparameters, the ADAM update is
yj+1 = yj + αGy(x, yj)/(G
2
y(x, yj))
1/2, where α is the ADAM learning rate. Since the magnitude
of our ADAM gradient satisfies ‖Gy(x, yj)/(G2y(x, yj))1/2‖2 = ‖Gy(xi, yj)‖1, our stopping condition
for gradient ascent (Line 7 of Algorithm 1), which says that gradient ascent stops whenever
‖Gy(x, yj)‖1 ≤ ε, implies that at each step of gradient ascent our ADAM update has magnitude at
least αε in `2-norm.
Using this, we then show that at each step yj of gradient ascent, we have with high probability
that
f(yj+1)− f(yj) ≥ Ω(αε), (4)
if the ADAM learning rate satisfies α ≈ Θ(ε/(L2d)) (Proposition 7.5). Since f is b-bounded, this
implies that the ADAM gradient ascent subroutine must terminate after O(b/(αε)) = O(bL2d/ε) steps.
Step 2: Bounding the number of iterations for the minimization routine: We first show a concentration
bound for our stochastic zeroth-order oracle (Proposition 7.3) and use it to show that, for our
temperature schedule of τi = τ1/i, after Iˆ := τ1 log(2rmaxb/ε2) iterations, our algorithm rejects any
proposed step x′ = x + ∆ for which f(x′, y′) > f(x, y) − ε with probability at most roughly
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1− e−1/τi ≤ 1− ε2/(2rmaxb). Therefore, roughly, with probability at least 1− ε, for the first 2rmaxb/ε
iterations after Iˆ, we have that only proposed steps x′ = x+ ∆ for which f(x′, y′) ≤ f(x, y)− ε are
accepted. Moreover, our stopping condition (Line 2 in Algorithm 1) stops the algorithm whenever
rmax proposed steps are rejected in a row. Therefore, with probability at least 1− ε we have that
the value of the loss decreases by more than 2b/ε between iterations Iˆ and Iˆ + r2maxb/ε2, unless our
algorithm terminates during these iterations. Since f is b-bounded, this implies our algorithm must
terminate after roughly O(r2maxb/ε2) iterations of the minimization routine (Proposition 7.6).
Now, each of the O(bL2d/ε) steps of the maximization subroutine requires one gradient evaluation,
and each of the O(r2maxb/ε2) iterations of the minimization routine calls the maximization routine
exactly once (and makes one call to stochastic oracles for the function f and the x-gradient).
Therefore, the total number of gradient and function evaluations is roughly bL2d/ε× r2maxb/ε2, which,
for our choice of hyperparameter rmax of roughly rmax = 1/ε, is polynomial in 1/ε, d, b, L1, L2.
Showing (x?, y?) satisfies Inequalities (2) and (3) (Lemma 7.9) Step 1: Show y? is an
ε-local maximum for f(x?, ·) (Ineq. (2)) Our stopping condition for the maximization subroutine
says ‖Gy(x?, y?)‖1 ≤ ε at the point y? where the subroutine terminates. To prove (2), we show a
concentration bound for our stochastic gradient Gy (the second part of Proposition 7.3) and use this
to show that the bound ‖Gy(x?, y?)‖1 ≤ ε on the stochastic gradient obtained from the stopping
condition implies the desired bound on the exact gradient, ‖∇yf(x?, y?)‖1 ≤ ε.
Step 2: Show x? is an ε-local minimum for Lε(·, y?) (Ineq. (3)) First, we show our stopping condition
for the minimization routine implies the last rmax steps ∆ proposed by the algorithm were all
rejected. This implies the last rmax proposed steps were sampled from the distribution Dx?,y? of the
ADAM gradient Gx(x
?, y?)/(G2x(x
?, y?))1/2 and, since they were rejected, our stopping condition
implies, roughly, f(x? + ∆, y?) > f(x?, y?)− ε for all these proposed steps ∆. Roughly, we use this,
together with our poly(1/ε, d, b, L1, L2) bound on the number of iterations (Proposition 7.6), to show
Pr∆∼Dx?,y? [f(x
? + ∆, y′) < f(x?, y?)− ε] < ε, (5)
where the maximization subroutine computes y′ by gradient ascent on f(x? + ∆, ·) initialized at y?.
To show that Ineq. (3) holds, roughly, we would like to replace “f” in the bound in Ineq.
(5) with the simulated loss function Lε. Towards this end, we first show that the steps traced
by the gradient ascent maximization subroutine form an “ε-increasing” path, with endpoint y′,
along which f increases at rate at least ε (Proposition 7.8). Although we would ideally like to
use this fact to show that f(x? + ∆, y′) = Lε(x? + ∆, y?), this equality does not hold in general
since Lε is defined using a large set of such ε-increasing paths, only one of which is simulated by
the maximization subroutine. To get around this problem, we instead use the fact that Lε is the
supremum of the values of f at the endpoints of all ε-increasing paths starting at y? which seek to
maximize f(x? + ∆, ·), to show that
f(x? + ∆, y′) ≤ Lε(x? + ∆, y?). (6)
Finally, we already showed that ‖∇yf(x?, y?)‖1 ≤ ε?; recall from Section 3 that this implies
Lε(x?, y?) = f(x?, y?). Combing this with (5), (6) implies the ε-local minimum condition (3).
5 Empirical results
We seek to apply our min-max optimization algorithm for training GANs on both real-world and
synthetic datasets. Following [19], we formulate GAN training as a min-max optimization problem
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using the cross entropy loss, f(x, y) = log(Dy(ζ)) + log(1−Dy(Gx(ξ)), where x, y are the weights of
the generator and discriminator networks G and D respectively, ζ is sampled from the data, and
ξ is a standard Gaussian. For this loss function, the smoothness parameters b, L1, L2 may not be
finite. In order to adapt Algorithm 1 to training GANs, we make the following simplifications in
our simulations: (1) Temperature schedule: We use a fixed temperature τ, constant with iteration
i, making it simpler to choose a good temperature value rather than a temperature schedule (see,
e.g., [10]).
(2) Accept/reject rule: We replace the randomized acceptance rule with a deterministic rule: If
fnew ≤ fold we accept the proposed step, and if fnew > fold we only accept if i is a multiple of e1/τ ,
corresponding to an average acceptance rate of e−1/τ .
(3) Discriminator steps: We take a fixed number of discriminator steps at each iteration, instead of
taking as many steps needed to achieve a small gradient.
These simplifications do not seem to significantly affect our algorithm’s performance (see Section
C.5 for simulations showing it effectively trains GANs without most of these simplifications).
Moreover, our simulations show a smaller number of discriminator steps k is usually sufficient in
practice.
Datasets for evaluating convergence and performance. We perform simulations on MNIST
[29] and CIFAR-10 [28] datasets to evaluate whether GANs trained using our algorithm converge,
and whether they are able to learn the target distribution. Convergence is evaluated by visual
inspection (for MNIST and CIFAR), and by tracking the loss (for MNIST) and FID scores (for
CIFAR).
Datasets for evaluating resilience to cycling and mode collapse. As noted by previous
works [6, 40, 51], it is challenging to detect mode collapse on CIFAR and MNIST, visually or using
standard quantitative metrics such as FID scores, because CIFAR (and to some extent MNIST) do
not have well-separated modes. Thus, we consider two datasets, one real and one synthetic, with
well-separated modes, whence mode collapse can be clearly detected by visual inspection.
For the real dataset we consider the 0-1 MNIST dataset (MNIST restricted to digits labeled 0
or 1). The synthetic dataset consists of 512 points sampled from a mixture of four Gaussians in two
dimensions with standard deviation 0.01 and means at (0, 1), (1, 0), (−1, 0) and (0,−1).
Hyperparameters and hardware. The full details of the networks and hyperparameter choices
are given in Section B. Simulations on MNIST and Gaussian datasets used AWS p3.2xlarge instances,
and for CIFAR-10, we used AWS p3.16xlarge instances.
5.1 Evaluating the performance of our algorithm
We compare our algorithm’s performance to both GDA and unrolled GANs. All three algorithms
are implemented using ADAM [26].
MNIST. We trained a GAN on the full MNIST dataset using our algorithm for 39,000 iterations
(with k = 1 discriminator steps and acceptance rate e−1/τ = 1/5) (Figure 1). We ran this simulation
five times; each time the GAN learned to generate all ten digits.
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Our algorithm
Figure 1: We ran our algorithm (with k = 1 discriminator steps and acceptance rate e−
1
τ = 15 ) on the full
MNIST dataset for 39,000 iterations, and then plotted images generated from the resulting generator. We
repeated this simulation five times (the results of two of those runs are shown here, with 60 images plotted
for each run; see Appendix C.1 for results of the remaining simulations).
Our algorithm
Figure 2: We trained our algorithm on the 0-1 MNIST dataset for 30,000 iterations (with k = 1 discriminator
steps and acceptance rate e−
1
τ = 15 ). We repeated this experiment five times. For one of the runs, we plotted
25 generated images produced by the generator at various iterations. We also plotted a moving average of
the computed loss function values, averaged over a window size of 50. (See Appendix C.3 for results from the
other four runs).
0-1 MNIST. We trained a GAN using our algorithm on the 0-1 MNIST dataset for 30,000
iterations and plotted a moving average of the loss values (Figure 2). We repeated this simulation
five times; in each of the five runs our algorithm learned to generate digits which look like both the
“0” and “1” digits, and the loss seems to decrease and stabilize once our algorithm learns how to
generate the two digits.
CIFAR-10. We ran our algorithm (with k = 1 discriminator steps and acceptance rate e−1/τ = 1/2)
on CIFAR-10 for 50,000 iterations. We compare with GDA with k = 1 discriminator steps. We
plotted the FID scores for both algorithms. We found that both algorithms have similar FID scores
which decrease over time, and produce images of similar quality after 50,000 iterations (Figure 7).
Clock time per iteration. When training on the 0-1 MNIST dataset (with k = 1 discriminator
steps each iteration), our algorithm took 1.4 seconds per iteration on an AWS p3.2xlarge instance.
On the same machine, GDA took 0.85 seconds per iteration. When training on CIFAR-10, our
algorithm and GDA both took the same amount of time per iteration, 0.08 seconds, on an AWS
p3.16xlarge instance.
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GDA Our algorithm
Figure 3: GAN trained using our algorithm (with k = 1 discriminator steps and acceptance rate
e−1/τ = 1/2) and GDA on CIFAR-10 for 50,000 iterations. The images generated from the resulting
generator for both our algorithm (middle) and GDA (left). We plotted the FID scores for our algo-
rithm (dashed blue) and GDA (solid red). We repeated this simulation nine times; the final FID scores
for each of the nine runs were {35.6, 36.3, 33.8, 35.2, 34.5, 36.7, 34.9, 36.9, 36.6} for our algorithm and
{33.0, 197.1, 34.3, 34.3, 33.8, 37.0, 45.3, 34.7, 34.7} for GDA. The generated images and FID score plot are
shown from one run each; see Section C.2 for results of other runs.
GDA
3_Picky_MNIST
250 1,000500 2,000 3,000
9_Vanilla_MNIST
250 500 1,000 2,000 3,000
Our algorithm3_Picky_MNIST
250 1,000500 2,000 3,000
9_Vanilla_MNIST
250 500 1,000 2,000 3,000
Figure 4: We trained a GAN using our algorithm on 0-1 MNIST for 30,000 iterations (with k = 1 discriminator
steps and acceptance rate e−1/τ = 1/5). We repeated this experiment 22 times for our algorithm and 13 times
for GDA. Shown here are the images generated from one of these runs at various iterations for our algorithm
(right) and GDA (left) (see also Section C.3 for images from other runs).
GDA
9_vanilla_short_4Gauss
9_vanilla_6discSteps_short_4Gauss
0_unrolled_short_4Gauss 0
150010008006004002000
150010008006004002000
9_vanilla_short_4Gaus
9_vanilla_6discSteps short_4Gaus
0_unrolled_short_4Gaus  0
1500108642 00
15001086402000
GDA with 6 discriminator steps9_vanilla_shor _4Gauss
9_vanilla_6discSteps_short_4Gauss
0_unrolled_short_4Gauss 0
150010008006004002000
150010008006004002000
9_vanilla_short_4Gauss
9_vanilla_6discSteps short_4Gauss
0_unrolled_short_4Gauss 0
5 01000860042000
5100086004002 00
Unrolled GANs with 6 unrolling steps
11_picky_4Gauss_c_cold (= 9_picky_4Gauss_c)
150010008006004002000
150010008006004002000
0_unrolled_short_4Gauss 0
11_picky_4Gauss_c_cold (= 9_picky_4Gauss_c)
150010008006004002000
510008006004 02000
0_unrolled_short_4Gau s 0Our algorithm
11_picky_4Gauss_c_cold (= 9_picky_4Gauss_c)
150010008006004002000
150010008006004002000
0_unrolled_short_4Gauss 0
11_picky_4Gauss_c_cold (= 9 picky_4Gauss_c)
150010008006004 02000
150010008006004002000
0_unrolled_short_4Gauss 0
Figure 5: Our algorithm (bottom right), unrolled GANs with k = 6 unrolling steps (top right), and GDA
with k = 1 (top eft) and k = 6 discriminator steps (bottom left). Each algorithm was trained on a 4-Gaussian
mixture for 1500 iterations. Our algorithm used k = 6 discriminator steps and acceptance rate e−1/τ = 1/4.
Plots show the points generated by each of these algorithms after the specified number of iterations.
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5.2 Mitigating mode-collapse on 0-1 MNIST : Comparison with GDA
We trained GANs using both GDA and our algorithm on the 0-1 MNIST dataset, and ran each
algorithm for 3000 iterations (Fig. 4). GDA seems to briefly generate shapes that look like a
combination of 0’s and 1’s, then switches to generating only 1’s, and then re-learns how to generate
0’s. In contrast, our algorithm seems to learn how to generate both 0’s and 1’s early on and does
not mode collapse to either digit.
We repeated this simulation 22 times for our algorithm and 13 times for GDA, and visually
inspected the images at iteration 1000. GANs trained using our algorithm generated both digits by
the 1000’th iteration in 86% of the runs, while those trained using GDA only did so in 23% of the
runs at the 1000’th iteration (see Section C.4 for images from all runs).
5.3 Mitigating mode-collapse on synthetic data
We trained GANs on the 4-Gaussian mixture dataset for 1500 iterations (Fig. 5) using our algorithm,
unrolled GANs with k = 6 unrolling steps, and GDA with k = 1 and k = 6 discriminator steps. We
repeated each simulation 10-20 times.
By the 1500’th iteration GDA with k = 1 discriminator steps seems to have learned only one
mode in 100% of the runs. GDA with k = 6 discriminator steps learned two modes 65% of the runs,
one mode 20% of runs, and four modes 15% of runs. Unrolled GANs learned one mode 75% of the
runs, two modes 15% of the runs, and three modes 10% of the runs. In contrast, our algorithm
learned all four modes 68% of the runs, three modes 26% of the runs, and two modes 5% of the runs.
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6 Formal description of the algorithm
Algorithm 2 Algorithm for min-max optimization (formal version)
input: Stochastic zeroth-order oracle F for loss function f : Rd × Rd → R, and stochastic gradient
oracle Gx for ∇xf , and Gy for ∇yf
input: Initial point (x0, y0), Error parameter ε
output: A point (x?, y?)
hyperparameters: rmax (max number of rejections); τ1 > 0 (hyperparameter for simulated
annealing); hyperparameters α, η, δ > 0 and β1, β2 ∈ [0, 1] for ADAM
1: Set i← 0, r ← 0, a← 0, m0 ← 0, v0 ← 0, m← 0, v← 0, s← 0, ε1 = ε2
2: Set fold ← ∞ {Set fold to be ∞ (or the largest possible value allowed by the computer) to
ensure that the first step is accepted}
3: while r ≤ rmax do
4: Set i← i+ 1
5: Set gx,i ← Gx(xi, yi) {Compute proposed stochastic gradient}
6: Set Mi+1 ← β1mi + (1− β1)gx,i, and Vi+1 ← β2vi + (1− β2)g2x,i {Compute proposed ADAM update
for first- and second- moment estimates}
7: Set Xi+1 ← xi−α 11−βa+11 Mi+1/(
√
1
1−βa+12
Vi+1 + δ) {Compute proposed ADAM update of x-variable}
8: Run Algorithm 3 with inputs x← Xi+1, y0 ← yi, (m, v, s), and ε′ ← εi(1 + η).
9: Set Yi+1 ← yLocalMax and (M,V,S)← (mout, vout, sout) to be the outputs of Algorithm 3.
} Use ADAM
optimizer to
simulate the
max player’s
response.
10: Set fnew ← F (Xi+1,Yi+1)
11: if fnew > fold − ε4 , then
12: Set Accepti ← False with probability max(0, 1− e−
i
τ1 ) {Decide to accept or reject}
13: if Accepti = True then
14: Set xi+1 ← Xi+1, yi+1 ← Yi+1 {accept the proposed x and y updates}
15: Set mi+1 ← Mi+1, vi+1 ← Vi+1, and (m, v, s) ← (M,V,S) {accept the proposal’s ADAM
moment estimates}
16: Set fold ← fnew
17: Set a← a+ 1 {keep track of how many steps we accepted}
18: Set r ← 0
19: Set εi+1 ← εi(1 + η)2
20: else
21: Set xi+1 ← xi, yi+1 ← yi {go back to the previous x and y values}
22: Set mi+1 ← mi, vi+1 ← vi {go back to the previous ADAM moment estimates}
23: r ← r + 1 {Keep track of how many steps were rejected since the last acceptance. If too
many steps were rejected in a row, stop the algorithm and output the current weights.}
24: Set εi+1 ← εi
25: return (x?, y?)← (xi, yi)
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Algorithm 3 ADAM (for the max-player updates)
input: Stochastic gradient oracle Gy for ∇yf
input: x, y0,m, v, ε
′, number of steps s taken at previous iterations
output: A point yLocalMax which is an ε
′-approximate first-order local maximum for f(x, ·), and
sout, mout, vout
hyperparameters: η > 0; ADAM hyperparameters αˆ, δ > 0 and β1, β2 ∈
[0, 1]
1: Set j ← 0
2: Set Stop = False
3: while Stop = False do
4: Set j ← j + 1
5: Set gy,j ← Gy(x, yj)
6: if ‖gy,j‖1 > ε′ then
7: Set j ← j + 1
8: Set mj ← β1mj + (1− β1)gy,j , and vj ← β2vj + (1− β2)g2y,j {Compute proposed ADAM update
for first- and second- moment estimates}
9: Set yj+1 ← yj + αˆ 1
1−βs+j+11
mj/(
√
1
1−βs+j+12
vj + δ) {Compute proposed ADAM update of y-variable}
10: else
11: Set Stop = True
12: Set yLocalMax ← yj and sout ← s+ j, mout ← mj , vout ← vj
7 Proof of Theorem 3.3
Recall that we have defined Dx,y to be the distribution of the point-wise normalized stochastic
gradient Gx(x, y)/
√
G2x(x, y). We also recall that we have made the following assumptions about
our stochastic gradient, which we restate here for convenience:
Assumption 7.1 (smoothness). Suppose that ft(x, y) ∼ Dx,y is sampled from the data distribution
for any x, y ∈ Rd. Then, with probability 1, ft is b-bounded, L1-Lipschitz, and has L2-Lipschitz
gradients ∇ft.
Assumption 7.2 (batch gradients).
F (x, y) =
1
b0
b0∑
t=1
ft(x, y)
Gx(x, y) =
1
bx
bx∑
t=1
∇xft(x, y),
Gy(x, y) =
1
by
by∑
t=1
∇yft(x, y),
where, f1, . . . ft are sampled iid (with replacement) from the distribution D(x,y) and b0, bx, by > 0 are
batch sizes. Every time Gx, Gy, or F is evaluated, a new, independent, batch is used.
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Setting parameters: For the theoretical analysis, we set the following parameters, and we define
z
z := 1 if z = 0. We also assume 0 < ε ≤ 1.
1. α = 1
2. β1 = 0, β2 = 0, δ = 0
3. ω = ε
4
236bL2d+16
[(τ1 +
b
ε2
)256
ε2
log(τ1
256
ε2
) log4(100ε (τ1 + 1)(
8b
ε + 1))]
−2
4. rmax =
128
ε log
2
(
100
ε (τ1 + 1)(8
b
ε + 1) + log(
1
ω )
)
5. Define I := τ1 log( rmaxω ) + 8rmax bε + 1
6. η = 2
1
2I − 1 (in particular, note that the fact that η = 2 12I − 1 and I ≥ 1 implies that
1
5I ≤ η ≤ 1I )
7. αˆ =
ε(1− 1
1+η
)
10L2d
8. Define J := 20b3αˆε
9. εˆ1 =
ε√
d
(1− 11+η )
10. bx = 1
11. b0 = εˆ
−2
1 140
2b2 log(1/ω)
12. by = εˆ
−2
1 140
2L21 log(1/ω)
In particular, we note that ω ≤ ε(32J+16)I and rmax ≥ 4ε log(100Iε ). At every iteration i, where
we set ε′ = εi, we also have ε′ ≤ ε0(1 + η)2I ≤ ε and hence that ( εˆ110 + L2
√
dαˆ)
√
d ≤ (1− 11+η )ε0 ≤
(1− 11+η )ε′.
Proposition 7.3. For any εˆ1, ω > 0, if we use batch sizes by = εˆ
−2
1 140
2L21 log(1/ω) and b0 =
εˆ−21 140
2b2 log(1/ω), we have that
P
(
‖Gy(x, y)−∇yf(x, y)‖2 ≥ εˆ1
10
)
< ω, (7)
and
P
(
|F (x, y)− f(x, y)| ≥ εˆ1
10
)
< ω. (8)
Proof. From Assumption 7.2 we have that
Gy(x, y)−∇yf(x, y) = 1
by
by∑
t=1
[∇yft(x, y)−∇yf(x, y)],
where f1, . . . ft are sampled iid (with replacement) from the data distribution D.
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But by Assumption 7.1, we have (with probability 1) that
‖∇yft(x, y)−∇yf(x, y)‖2 ≤ ‖∇yft(x, y)‖2 + ‖∇yf(x, y)‖2 ≤ 2L1.
Now,
E[∇yft(x, y)−∇yf(x, y)] = E[∇yft(x, y)− E[∇yft(x, y)]] = 0.
Therefore, by the Azuma-Hoeffding inequality for mean-zero bounded vectors, we have
P
∥∥∥∥∥∥ 1by
by∑
t=1
[∇yft(x, y)−∇yf(x, y)]
∥∥∥∥∥∥
2
≥ s
√
by + 1
by
2L1
 < 2e1− 12 s2 ∀s > 0.
Hence, if we set s = 6 log
1/2( 2ω ), we have that 7 log
1/2( 2ω )
√
by + 1 ≥ s
√
by + 1 and hence that
P
∥∥∥∥∥∥ 1by
by∑
t=1
[∇yft(x, y)−∇yf(x, y)]
∥∥∥∥∥∥
2
≥ 7 log
1/2( 2ω )
√
by
by
2L1
 < ω.
Therefore,
P
∥∥∥∥∥∥ 1by
by∑
t=1
[∇yft(x, y)−∇yf(x, y)]
∥∥∥∥∥∥
2
≥ εˆ1
10
 < ω
which completes the proof of Inequality (7).
Inequality (8) follows from the exact same steps as the proof of Inequality (7), if we replace the
bound L1 for ‖∇yft(x, y)‖2 with the bound b on |ft(x, y)|.
Proposition 7.4. For every j we have
‖yj+1 − yj‖2 ≤ αˆ
√
d. (9)
Moreover, for every i we have,
‖xi+1 − xi‖2 ≤ α
√
d. (10)
Proof.
‖yj+1 − yj‖2 ≤ αˆ‖mj/√vj‖2 = αˆ
√√√√ d∑
k=1
(
gy,j [k]/
√
g2y,j [k]
)2
= αˆ
√
d
This proves Inequality (9). The proof of Inequality (10) follows from the same steps as above.
Proposition 7.5. Algorithm 3 terminates in at most J := 20b3αˆε iterations of its “While” loop, with
probability at least 1− ω × J .
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Proof. Recalling that / and
√· denote element-wise operations, we have
〈(mj/√vj), gy,j〉 =
d∑
k=1
(
gy,j [k]/
√
g2y,j [k]
)
× gy,j [k] (11)
=
d∑
k=1
|gy,j [k]|
= ‖gy,j‖1 ≥ ε′ ≥ ε
2
,
since, whenever Algorithm 3 is called by Algorithm 2, Algorithm 2 sets Algorithm 3’s input ε′ to
some value ε′ ≥ ε2 .
Therefore, we have that
〈yj+1 − yj , ∇yf(x, yj)〉
Prop.7.3
≥ 〈yj+1 − yj , gy,j〉 − ‖yj+1 − yj‖2 × εˆ1
10
(12)
= 〈αˆ(mj/√vj), gy,j〉 − ‖yj+1 − yj‖2 × εˆ1
10
Eq.11
≥ αˆ ε
2
− ‖yj+1 − yj‖2 × εˆ1
10
Prop.7.4
≥ αˆ ε
2
− αˆ
√
d× εˆ1
10
≥ 4
10
αˆε,
with probability at least 1− ω, since εˆ1 ≤ ε√d .
Since f has L2-Lipschitz gradient, there exits a vector u, with ‖u‖2 ≤ L2‖yj+1 − yj‖2, such that
f(yj+1)− f(yj) = 〈yj+1 − yj , ∇yf(x, yj) + u〉 (13)
= 〈yj+1 − yj , ∇yf(x, yj)〉+ 〈yj+1 − yj , u〉
Eq.12
≥ 4
10
αˆε− L2‖yj+1 − yj‖22
Prop.7.4
≥ 4
10
αˆε− L2αˆ2d
≥ 3
10
αˆε,
with probability at least 1− ω, since αˆ ≤ ε10L2d .
Since f takes values in [−b, b], Inequality (13) implies that Algorithm 3 terminates in at most
J = 20b3αˆε iterations, with probability at least 1− ω × J .
Proposition 7.6. Algorithm 2 terminates in at most I := τ1 log( rmaxω ) + 8rmax bε + 1 iterations of
its “While” loop, with probability at least 1− 2ω × (rmax 2b1
4
ε
+ 1).
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Proof. For any i > 0, let Ei be the “bad” event that both f(xi+1, yi+1) − f(xi, yi) > − ε4 and
Accepti = True.
Then by Proposition 7.3, since εˆ110 ≤ ε8 , we have that
P(Ei) ≤ e−
i
τ1 + ω. (14)
Define Iˆ := τ1 log( rmaxω ). Then for i ≥ Iˆ, from Line 12 of Algorithm 2 we have by Inequality (14)
that
P(Ei) ≤ 2ω.
Define h := rmax
2b
1
4
ε
+ 1. Then
P
Iˆ+h⋃
i=Iˆ
Ei
 ≤ 2ω × h. (15)
Since f takes values in [−b, b], if ⋃Iˆ+h
i=Iˆ Ei does not occur, the number of accepted steps over the
iterations Iˆ ≤ i ≤ Iˆ + h (that is, the size of the set {i : Iˆ ≤ i ≤ Iˆ + h,Accepti = True}) is at most
2b
1
4
ε
.
Therefore, since h = rmax
2b
1
4
ε
+ 1, we must have that there exists a number i, with Iˆ ≤ i ≤
i+ rmax ≤ Iˆ + h, such that Accepti = False for all i ∈ [i, i+ rmax].
Therefore the condition in the While loop (Line 3) of Algorithm 2 implies that Algorithm 2
terminates after at most i+ rmax ≤ Iˆ + h iterations of its While loop, as long as
⋃Iˆ+h
i=Iˆ Ei does not
occur.
Therefore, Inequality 15 implies that, with probability at least 1− 2ω× (rmax 2b1
4
ε
+ 1), Algorithm
2 terminates after at most
Iˆ + h = τ1 log(rmax
ω
) + 8rmax
b
ε
+ 1
iterations of its “While” loop.
Lemma 7.7. Algorithm 2 terminates after at most (τ1 log(
rmax
ω ) + 4rmax
b
ε + 1)× (J × by + b0 + bx)
gradient and function evaluations.
Proof. Each iteration of the While loop in Algorithm 2 computes one batch gradient with batch
size bx, and one stochastic function evaluation of batch size b0, and calls Algorithm 3 exactly once.
Each iteration of the While loop in Algorithm 3 computes one batch gradient with batch size by.
The result then follows directly from Propositions 7.6 and 7.5.
Recall the paths γ(t) from Definition 3.1. From now on we will refer to such paths as “ε-increasing
paths”. That is, for any ε > 0, we say that a path γ(t) is an “ε-increasing path” if at every point
along this path we have that
∥∥ d
dtγ(t)
∥∥
∞ and that
d
dtf(x, γ(t)) > ε (Inequality (1)).
17
Proposition 7.8. Every time Algorithm 3 is called we have that, with probability at least 1− 2ωJ ,
the path consisting of the line segments [yj , yj+1] formed by the points yj computed by Algorithm 3
has a parametrization γ(t) which is an 11+ηε
′-increasing path.
Proof. We consider the following continuous parametrized path γ(t):
γ(t) = yj + tvj t ∈ [αˆ(j − 1), αˆj], j ∈ [jmax],
where vj := gy,j/
√
(gy,j)2 and jmax is the number of iterations of the While loop of Algorithm 3.
First, we show that this path has at most at most unit-velocity in the infinity-norm at all but a
finite number of time-points. For any point in one of the open intervals t ∈ (αˆ(j − 1), αˆj), we have
that 5
‖ d
dt
γ(t)‖∞ = ‖vj‖∞ = ‖gy,j/
√
(gy,j)2‖∞ ≤ ‖(1, . . . , 1)‖∞ = 1.
This implies that the path γ(t) has unit velocity in the infinity norm at all but a finite number of
time-points.
Next, we show that ddtf(x, γ(t)) ≥ ε′. Now,
‖vj‖2 =
√
d (16)
and hence,
‖yj+1 − yj‖2 = ‖αˆvj‖2 = αˆ
√
d (17)
at every step j.
By Line 6 of Algorithm 3 we have that ‖gy,j/
√|gy,j |‖22 > ε′ for every j ∈ [jmax], where we define
jmax ∈ N ∪ {∞} to be the number of iterations of the While loop in Algorithm 3. Therefore, for
every j ∈ [jmax], by Proposition 7.3 we have with probability at least 1− ω that
d
dt
f(x, γ(t)) ≥ [∇yf(x, yj)− L2‖yj+1 − yj‖2u]>vj (18)
Eq.17
= [∇yf(x, yj)− L2
√
dαˆu]>vj
= [gy,j − εˆ1
10
w − L2
√
dαˆu]>vj
= g>y,jvj − [
εˆ1
10
w + L2
√
dαˆu]>vj
= g>y,j
(
gy,j/
√
(gy,j)2
)
− [ εˆ1
10
w + L2
√
dαˆu]>vj
= ‖gy,j/
√
|gy,j |‖22 − [
εˆ1
10
w + L2
√
dαˆu]>vj
≥ ‖gy,j/
√
|gy,j |‖22 − (
εˆ1
10
+ L2
√
dαˆ)‖vj‖2
Eq.16
= ‖gy,j/
√
|gy,j |‖22 − (
εˆ1
10
+ L2
√
dαˆ)
√
d
5Recall that we use the convention 0/0 = 0 when computing the Adam update in our algorithm. This implies that
|gy,j/
√
(gy,j)2| ≤ (1, . . . , 1).
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≥ ε′ − ( εˆ1
10
+ L2
√
dαˆ)
√
d
≥ 1
1 + η
ε′ ∀t ∈ [αˆ(j − 1), αˆj],
for some unit vectors u,w ∈ Rd, since ( εˆ110 + L2
√
dαˆ)
√
d ≤ (1− 11+η )ε0 ≤ (1− 11+η )ε′.
But by Proposition 7.5 we have that jmax ≤ J with probability at least 1− ω × J . Therefore
inequality (18) implies that
d
dt
f(x, γ(t)) ≥ 1
1 + η
ε′ ∀t ∈ [αˆ(j − 1), αˆj] ∀j ∈ [jmax],
with probability at least 1− 2ωJ .
Lemma 7.9. Let i? be such that i? − 1 is the last iteration i of the “While” loop in Algorithm 2 for
which Accepti = True. Then with probability at least 1− 2ωJ I − 2ω × (rmax 2b1
4
ε
+ 1) we have that
‖∇yf(x?, y?)‖1 ≤ 1√
1 + η
εi? . (19)
Moreover, with probability at least 1− ε100 − 2ω × (rmax 2b1
4
ε
+ 1) we have that
P∆∼Dx?,y?
(
Lεi? (x? + ∆, y?) ≤ Lεi? (x?, y?)−
1
2
ε
∣∣∣∣x?, y?) ≤ 12ε. (20)
and that
ε
2
≤ εi? ≤ ε. (21)
Proof. First, we note that (x?, y?) = (xi, yi) for all i ∈ {i?, . . . , i? + rmax}, and that Algorithm 2
stops after exactly i?+rmax iterations of the “While” loop in Algorithm 2. Define ∆i := gx,i/
√
(gx,i)2
for every i. Then ∆i ∼ Dxi,yi .
Let Hi be the “bad” event that, when Algorithm 3 is called during the ith iteration of the
“While” loop in Algorithm 2, the path traced by Algorithm 3 is not an εi-increasing path. Then, by
Proposition 7.8 we have that
P(Hi) ≤ 2ωJ . (22)
Let Ki be the “bad” event that ‖Gy(xi, yi)−∇yf(xi, yi)‖2 ≥ εˆ110 . Then by Propositions 7.3 and 7.5
we have that
P(Ki) ≤ 2ωJ . (23)
Whenever Kci occurs we have that
‖∇yf(xi, yi)‖1 ≤ ‖Gy(xi, yi)‖1 + ‖Gy(xi, yi)−∇yf(xi, yi)‖1 (24)
≤ εi +
√
d‖Gy(xi, yi)−∇yf(xi, yi)‖2
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≤ 1
1 + η
εi +
εˆ1
10
≤ 1√
1 + η
εi,
where the second Inequality holds by Line 6 of Algorithm 3, and the last inequality holds since
εˆ1
10 ≤ 1− 1√1+η .
Therefore, Inequalities (23) and (24) together with Proposition 7.6 imply that
‖∇yf(x?, y?)‖1 ≤ 1√
1 + η
εi?
with probability at least 1− 2ωJ I − 2ω × (rmax 2b1
4
ε
+ 1). This proves Inequality (19).
Inequality (24) also implies that, whenever Kci occurs, the set Sεi,xi,yi of εi-increasing paths with
initial point yi (and x-value xi) consists only of the single point yi. Therefore, we have that
Lεi(xi, yi) = f(xi, yi) (25)
whenever Kci occurs.
Moreover, whenever Hci occurs we have that Yi+1 is the endpoint of an εi-increasing path with
starting point (xi + ∆i, yi). Now, Lεi(xi + ∆i, yi) is the supremum of the value of f at the endpoints
of all εi-increasing paths with starting point (xi + ∆i, yi). Therefore, we must have that
Lεi(xi + ∆i, yi) ≥ f(xi + ∆i,Yi+1) (26)
whenever Hci occurs.
Therefore,
P∆∼Dxi,yi
(
Lεi(xi + ∆, yi) > Lεi(xi, yi)−
1
2
ε
∣∣∣∣xi, yi) (27)
Eq.25,26
≥ P∆∼Dxi,yi
(
f(xi + ∆i,Yi+1) > f(xi, yi)− 1
2
ε
∣∣∣∣xi, yi)− P(Hi)− P(Ki)
Prop.7.3
≥ P∆∼Dxi,yi
(
F (xi + ∆,Yi+1) > F (xi, yi)− 1
4
ε
∣∣∣∣xi, yi)− 2ω − P(Hi)− P(Ki)
≥ P (Accepti = False∣∣xi, yi)− 2ω − P(Hi)− P(Ki)
Eq.22,23
≥ P (Accepti = False∣∣xi, yi)− 2ω − 2ωJ − 2ωJ , ∀i ≤ I,
where the second inequality holds by Proposition 7.3, since εˆ110 ≤ ε8 .
Define pi := P∆∼Dxi,yi
(
Lεi(xi + ∆, yi) > Lεi(xi, yi)− 12ε
∣∣∣∣xi, yi) for every i ∈ N. Then Inequal-
ity (27) implies that
P
(
Accepti = False
∣∣xi, yi) ≤ pi + ω(4J + 2) ≤ pi + 1
8
ε ∀i ≤ I, (28)
since ω ≤ ε32J+16 .
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We now consider what happens for indices i for which pi ≤ 1− 12ε. Since (xi+s, yi+s) = (xi, yi)
whenever Accepti+k = False for all 0 ≤ k ≤ s, we have by Inequality (28) that
P
(
∩rmaxs=0 {Accepti+s = False}
∣∣∣∣pi ≤ 1− 12ε
)
≤ (1− 1
4
ε)rmax ≤ ε
100I ∀i ≤ I − rmax
since rmax ≥ 4ε log(100Iε ).
Therefore, with probability at least 1− ε100I×I = 1− ε100 , we have that the event ∩rmaxs=0 {Accepti+s =
False} does not occur for any i ≤ I − rmax for which pi ≤ 1− 12ε.
Recall from Proposition 7.6 that Algorithm 2 terminates in at most I iterations of its “While”
loop, with probability at least 1− 2ω × (rmax 2b1
4
ε
+ 1).
Therefore,
P
(
pi? > 1− 1
2
ε
)
≥ 1− ε
100
− 2ω × (rmax 2b1
4ε
+ 1). (29)
In other words, by the definition of pi? , Inequality (29) implies that with probability at least
1− ε100 − 2ω × (rmax 2b1
4
ε
+ 1), the point (x?, y?) is such that
P∆∼Dx?,y?
(
Lεi? (x? + ∆, y?) ≤ Lεi? (x?, y?)−
1
2
ε
∣∣∣∣x?, y?) ≤ 12ε.
This completes the proof of inequality (20).
Finally we note that when Algorithm 2 terminates in at most I iterations of its “While” loop,
we have εi? = ε0(1 + η)
2i? ≤ ε0(1 + η)2I ≤ ε. This completes the proof on Inequality (21).
We can now complete the proof of the main theorem:
Proof of Theorem 3.3. First, by Lemma 7.7 our algorithm converges to some point (x?, y?) after at
most (τ1 log(
rmax
ω ) + 4rmax
b
ε + 1)× (J × by + b0 + bx) gradient and function evaluations, which is
polynomial in 1/ε, d, b, L1, L2.
By Lemma 7.9, if we set ε? = εi? , we have that Inequalities (2) and (3) hold for ε
? ∈ [12ε, ε] with
probability at least 1− 2ωJ I − 2ω × (rmax 2b1
4
ε
+ 1) ≥ 910 .
8 Conclusions
In this paper we introduce an algorithm for local min-max optimization. Key to our algorithm is a
simulated annealing-style accept-reject step which stabilizes the min-max optimization procedure and
ensures convergence. We prove that our algorithm converges in time polynomial in the dimension and
the smoothness parameters of the loss function. The convergence guarantees of our algorithm can be
interpreted as a notion of local optimality in min-max problems. Our empirical results verify that
our algorithm is able to effectively train GANs on both real-world and synthetic datasets. In several
of the simulations, our algorithm appears to train in a more stable manner than algorithms such as
GDA and unrolled GANs. In contrast to unrolled GANs, our algorithm’s memory requirement does
not grow with the number of discriminator steps. Moreover, our algorithm uses exactly the same
computational graph as GDA, and is simple to incorporate into existing code which uses ADAM
gradient updates.
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A Comparison of notions of local optimality
In previous works [12, 22], a local saddle point (equivalently a local Nash point) has been considered
as a possible notion of local min-max optimum; see also [15]. A point (x?, y?) is said to be a local
saddle point if there exists a small neighborhood around x and y such that y? is a local maximum for
the function f(x?, ·), and x? is a local minimum for the function f(·, y?). A key difference between
a local saddle point and the local min-max equilibrium we introduce in our paper (Definition 3.2)
is that a local saddle point does not take into account the order in which the min-player and
max-player choose x and y.
While a local saddle point is not guaranteed to exist in general nonconvex-nonconcave min-max
problems, if there exists a local saddle point, this saddle point is also a local min-max equilibrium
as given by Definition 3.2. More specifically, any local saddle point for a smooth function f is an
ε-local min-max equilibrium for every ε > 0, provided that we pick the step size for the min-player
to be small enough. This is because, if there if a point (x?, y?) is a local saddle, then y? is a
local maximum for the function f(x?, ·). Thus, the gradient at (x?, y?) must be zero and the first
condition (Inequality (2)) is satisfied.
If we pick the step size small enough, the step ∆ will be such that x? + ∆ lies within this
neighborhood of x? and hence
Lε(x?, y?) = f(x?, y?) ≤ f(x? + ∆, y?) ≤ Lε(x? + ∆, y?)
for all ε > 0 6. Thus the second condition (Inequality (3)) is satisfied for any ε > 0.
Another notion of a local minimax point was proposed in [23]. In their definition, the max player
is able to choose her move after the min-player reveals her move. The max-player is restricted to
move in a small ball around y?, but is always able to find the global maximum inside this ball. In
contrast, in our definition, the max-player is empowered to move much farther, as long as she is
following a path along which the loss function increases rapidly. Hence, in general these two notions
are incomparable. However, even under mild smoothness conditions, a local minimax point is not
guaranteed to exist [23], whereas a local min-max equilibrium (Definition 3.2) is guaranteed to
exist.
B Simulation setup
In this section we discuss the neural network architectures, choice of hyperparameters, and hardware
used for both the real and synthetic data simulations.
Datasets. We evaluate the performance of our algorithm on both real-world and synthetic data.
The real-world datasets used are MNIST and CIFAR-10. In one of our MNIST simulations we train
our algorithm on the entire MNIST dataset, and on the remaining simulations we train on the
subset of the MNIST dataset which includes only the digits labeled 0 or 1 (note however that the
algorithms do not see the labels). For simplicity, we refer to this dataset as the 0-1 MNIST dataset.
The synthetic dataset we use consists of 512 points points sampled at the start of each simulation
from a mixture of four equally weighted Gaussians in two dimensions with standard deviation 0.01;
and means positioned at (0, 1), (1, 0), (−1, 0) and (0,−1).
6Recall from Section 3 that if Eq. (2) is satisfied then Lε(x?, y?) = f(x?, y?).
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For all of our simulations on both real and synthetic datasets, following [19] and [40], we use
the cross entropy loss function for training, where f(x, y) = log(Dy(ζ)) + log(1−Dy(Gx(ξ)), where
x are the weights of the generator’s neural network and y are the weights of the discriminator’s
neural network, where ζ is sampled from the data distribution, and ξ is a Gaussian with identity
covariance matrix. The neural network architectures and hyperparameters for both the real and
synthetic data simulations are specified in the following paragraphs.
Hyperparameters for MNIST simulations. For the MNIST simulations, we use a batch size
of 128, with Adam learning rate of 0.0002 and hyperparameter β1 = 0.5 for both the generator and
discriminator gradients. Our code for the MNIST simulations is based on the code of [24] and [3],
which originally used gradient descent ascent and ADAM gradients for training.
For the generator we use a neural network with input of size 256 and 3 hidden layers, with leaky
RELUS each with “alpha” parameter 0.2 and dropout regularization of 0.2 at each layer. The first
layer has size 256, the second layer has size 512, and the third layer has size 1024, followed by an
output layer with hyperbolic tangent (“tanh”) acvtivation.
For the discriminator we use a neural network with 3 hidden layers, and leaky RELUS each with
“alpha” parameter 0.2, and dropout regularization of 0.3 (for the first two layers) and 0.2 (for the
last layer). The first layer has size 1024, the second layer has size 512, the third layer has size 256,
and the hidden layers are followed by a projection to 1 dimension with sigmoid activation (which is
fed as input to the cross entropy loss function).
Hyperparameters for Gaussian mixture simulations. For the simulations on Gaussian
mixture data, we have used the code provided by the authors of [40], which uses a batch size 512,
Adam learning rates of 10−3 for the generator and 10−4 for the discriminator, and Adam parameter
β1 = 0.5 for both the generator and discriminator.
7
We use the same neural networks that were used in the code from [40]: The generator uses a
fully connected neural network with 2 hidden layers of size 128 and RELU activation, followed by a
linear projection to two dimensions. The discriminator uses a fully connected neural network with
2 hidden layers of size 128 and RELU activation, followed by a linear projection to 1 dimension
(which is fed as input to the cross entropy loss function). As in the paper [40], we initialize all the
neural network weights to be orthogonal with scaling 0.8.
Hyperparameters for CIFAR-10 simulations. For the CIFAR-10 simulations, we use a batch
size of 128, with Adam learning rate of 0.02 and hyperparameter β1 = 0.5 for both the generator
and discriminator gradients. Our code for the CIFAR-10 simulations is based on the code of [7],
which originally used gradient descent ascent and ADAM gradients for training.
For the generator we use a neural network with input of size 100 and 4 hidden layers. The
first hidden layer consists of a dense layer with 4, 096 parameters, followed by a leaky RELU layer,
whose activations are reshaped into 246 4× 4 feature maps. The feature maps are then upscaled to
an output shape of 32 x 32 via three hidden layers of size 128 each consisting of a convolutional
Conv2DTranspose layer followed by a leaky RELU layer, until the output layer where three filter
maps (channels) are created. Each leaky RELU layer has “alpha” parameter 0.2.
7Note that the authors also mention using slightly different ADAM parameters and neural network architecture in
their paper than in their code; we used the Adam parameters and neural network architecture provided in their code.
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For the discriminator, we use a neural network with input of size 32 × 32 × 3 followed by 5
hidden layers. The first four hidden layers each consist of a convolutional Conv2DTranspose layer
followed by a leaky RELU layer with “alpha” parameter 0.2. The first layer has size 64, the next
two layers each have size 128, and the fourth layer has size 256. The output layer consists of a
projection to 1 dimension with dropout regularization of 0.4 and sigmoid activation function.
FID scores were computed every 2500 iterations. To compute each FID score we used 10,000
randomly selected images from the CIFAR-10 dataset, and 10,000 generated images.
Setting hyperparameters. In our simulations, our goal was to be able to use the smallest
number of discriminator or unrolled steps while still learning the distribution in a short amount
of time, and we therefore decided to compare all algorithms using the same hyperparameter k.
To choose this single value of k, we started by running each algorithm with k = 1 and increased
the number of discriminator steps until one of the algorithms was able to learn the distribution
consistently in the first 1500 iterations. This resulted in a choice of k = 1 for the MNIST datasets
and a choice of k = 6 for the Gaussian mixture model data. For the CIFAR-10 dataset we simply
used k = 1 for both algorithms (since for CIFAR-10 it is difficult to visually determine if all modes
were learned).
Our temperature hyper-parameter was set by running our algorithm with temperatures in the
set {1, 2, 3, 4, 5, 10}, and choosing the temperature which gave the best performance.
Hardware. Our simulations on the MNIST, 0-1 MNIST, and Gaussian datasets were performed
on AWS p3.2xlarge instances. On the CIFAR-10 dataset we used AWS p3.16xlarge instances.
C Additional simulation results
C.1 Our algorithm on the full MNIST dataset
Here we show the results of the simulation of our algorithm on the full MNIST dataset (Fig. 6).
Figure 6: We ran our algorithm (with k = 1 discriminator steps and acceptance rate e−
1
τ = 15 ) on the full
MNIST dataset for 39,000 iterations, and then plotted images generated from the resulting generator. We
repeated this simulation five times; the generated images from each of the five runs are shown here.
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C.2 Our algorithm and GDA trained on the CIFAR-10 dataset.
Here we show the results of all the runs of the simulations of our algorithm (FIgures 7 and 8).
GDA
Our Algorithm
Figure 7: GAN trained using our algorithm (with k = 1 discriminator steps and acceptance rate e−1/τ = 1/2)
and GDA. We repeated this simulation nine times; we display here images generated from the resulting
generator for each of the nine runs of GDA (top) and our algorithm (bottom).
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Figure 8: Plots of FID scores for GANs trained using our algorithm (with k = 1 discriminator steps and
acceptance rate e−1/τ = 1/2) and GDA on CIFAR-10 for 50,000 iterations. We repeated this simulation nine
times, and plotted the FID scores for our algorithm (dashed blue) and GDA (solid red).
C.3 Our algorithm trained on the 0-1 MNIST dataset.
Here we show the results of the simulations of our algorithm on 0-1 MNIST which were mentioned
in Section 5.1 (Figures 9 and 10).
Our algorithm
Figure 9: We trained our algorithm on the 0-1 MNIST dataset for 30,000 iterations (with k = 1 discriminator
steps and acceptance rate e−
1
τ = 15 ). We repeated this experiment five times. For one of the runs, we plotted
25 generated images produced by the generator at various iterations. We also plotted a moving average of
the computed loss function values, averaged over a window size of 50.
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Figure 10: We show the images generated at the 30,000’th iteration for all 5 runs of the simulation in Figure
9. We repeated this experiment five times. We also plotted a moving average of the computed loss function
values, averaged over a window size of 50.
C.4 Comparison with GDA on MNIST
In this section we show the results from the different runs of the simulations of our algorithm and
GDA on the 0-1 MNIST dataset, which were mentioned in Section 5.2 (Figures 11 and 12).
Figure 11: Images generated at the 1000’th iteration of the 13 runs of the GDA simulation mentioned in
Figure 4. In 77% of the runs the generator seems to be generating only 1’s at the 1000’th iteration.
Figure 12: Images generated at the 1000’th iteration of each of the 22 runs of our algorithm for the simulation
mentioned in in Figure 4.
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C.5 Randomized acceptance rule with decreasing temperature
In this section we give the simulations (Figures 13, 14) mentioned in the paragraph towards
the beginning of Section 5, which discusses simplifications to our algorithm. We included these
simulations to check whether our algorithm also works well when it is implemented using a randomized
acceptance rule with a decreasing temperature schedule.
Figure 13: In this simulation we used a randomized accept/reject rule, with a decreasing temperature
schedule. The algorithm was run for 39,000 iterations, with a temperature schedule of e
− 1τi = 1
4+e(i/20000)2
.
Proposed steps which decreased the computed value of the loss function were accepted with probability 1,
and proposed steps which increased the computed value of the loss function were rejected with probability
max(0, 1− e− iτ1 ) at each iteration i. We ran the simulation 5 times, and obtained similar results each time,
with the generator learning both modes. In this figure, we plotted the generated images from one of the runs
at various iterations, with the iteration number specified at the bottom of each figure (see also Figure 14 for
results from the other four runs).
Figure 14: Images generated at the 39,000’th iteration of each of the 5 runs of our algorithm for the simulation
mentioned in Figure 13 with a randomized acceptance rule with a temperature schedule of e
− 1τi = 1
4+e(i/20000)2
.
C.6 Comparison of algorithms on mixture of 4 Gaussians
Here we show the results of all the runs of the simulation mentioned in Figure 5, where all the
algorithms were trained on a 4-Gaussian mixture dataset for 1500 iterations. For each run, we plot
points from the generated distribution at iteration 1,500. Figure 15 gives the results for GDA with
k = 1 discriminator step. Figure 16 gives the results for GDA with k = 6 discriminator steps. Figure
17 gives the results for the Unrolled GANs algorithm. Figure 18 gives the results for our algorithm.
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GDA
Figure 15: The generated points at the 1500’th iteration for all 9 runs of the GDA algorithm with k = 1
discriminator step, for the simulation mentioned in Figure 5. At the 1500’th iteration, GDA had learned
exactly one mode for each of the 9 runs.
GDA with 6 discriminator steps
Figure 16: The generated points at the 1500’th iteration for all 20 runs of the GDA algorithm, with k = 6
discriminator steps, for the simulation mentioned in Figure 5. At the 1500’th iteration, GDA had learned two
modes 65% of the runs, one mode 20% of the runs, and four modes 15 % of the runs.
Unrolled GANs with 6 unrolling steps
Figure 17: The generated points at the 1500’th iteration for all 20 runs of the Unrolled GAN algorithm for
the example in Figure 5, with k = 6 unrolling steps. By the 1500’th iteration, Unrolled GANs learned one
mode 75% of the runs, two modes 15% of the runs, and three modes 10% of the runs.
Our algorithm
Figure 18: The generated points at the 1500’th iteration for all 19 runs of our algorithm, for the simulation
mentioned in Figure 5. Our algorithm used k = 6 discriminator steps and an acceptance rate hyperparameter
of 1τ =
1
4 . By the 1500’th iteration, our algorithm seems to have learned all four modes 68% of the runs,
three modes 26% of the runs, and two modes 5% of the runs.
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