Abstract-Parkinson's disease (PD) is a neurological disorder associated with a progressive decline in motor skills, speech, and cognitive processes. Since the diagnosis of Parkinson's disease is difficult, researchers have worked to develop a support tool based on algorithms to separate healthy controls from PD patients. Online handwriting analysis is one of the methods that can be used to diagnose PD. The purpose of this study is to find a subset of handwriting features suitable for efficiently identifying subjects with PD. Data was taken from PDMultiMC database collected in Lebanon, and consisting of 16 medicated PD patients and 16 age matched controls. Seven handwriting tasks were collected such as copying patterns, copying words in Arabic, and writing full names. For each task kinematic and spatio-temporal, pressure, energy, entropy, and intrinsic features were extracted. Feature selection was done in two stages; the first stage selected a subset using statistical analysis, and the second step selected the most relevant features of this subset by a suboptimal approach. The selected features were fed to a support vector machine classifier with RBF kernel, whose aim is to identify the subjects suffering from PD. The accuracy of the classification of PD was as high as 96.875%, with sensitivity and specificity equal to 93.75 % and 100% respectively. The results as well as the selected features suggest that handwriting can be a valuable marker as a PD diagnosis tool.
I. INTRODUCTION
Parkinson's disease (PD) is a neurodegenerative disease of the central nervous system associated with a continuous decrease in motor precision and sensorimotor integration [3] . Parkinson's disease is characterized by the breakdown or death of dopaminergic neurons [2] . Around 70% of patients with PD show a tremor that is easily seen in hands and fingers along with muscle rigidity, slowness of movements and absence of coordination while doing routine activities [2] . The cause for dopamine depletion is not yet totally elucidated; it could be genetically determined or it could arise from exposure to internal or external toxins, and/or the generation of free radicals [2] . Age has been also determined to be an additional factor [2] . The characteristic symptoms of PD can be divided into motor and non-motor symptoms. Motor symptoms consist of tremor, slowness of movement, muscle rigidity, gait and posture disturbances, and speech and swallowing difficulties. Non-motor symptoms include disturbances in sleep, sensation, mood (depression, apathy, anxiety, obsessive-compulsive, psychotic), as well as autonomic and cognitive (memory, attention, abstract thinking, problem solving, language and visual-emotional capacities) disturbances. Diagnosis of PD is difficult [2] , and no blood test is yet available to confirm with certainty the findings of the neurological exam performed by the physician. Neurological testing (MMSE [13] , and UPDRS [12] ) and brain scans are routinely used to determine the diagnosis [2] . These methods are, however, expensive and need a high level of professional expertise [2] . This difficulty in diagnosis has led researchers to establish a system depending on algorithms that assist in the decision-making process to separate healthy controls from individuals with (PD) [1] . Some studies have indicated that handwriting can be used to diagnose PD [5] , especially by detecting micrographia. However analyzing micrographia only is insufficient because some PD patients never develop micrographia [4] . This has also motivated several researchers to study kinematic forms of movement like speed, acceleration or stroke duration. However, kinematic features did not assess tremor, randomness, and hidden irregularities [4] . In this study, we use advanced handwriting markers based on entropy, energy and intrinsic measures of handwriting in order to diagnose PD. To attain this target we make use of our Parkinson multimodal database called PDMultiMC which includes handwritings and speech samples, and eye movements recordings collected from Parkinson's disease patients in two phases (medication on and medication off) and from control subjects. In this work, we focus on handwriting analysis. Thus we analyze the seven handwriting tasks recorded for each of the 32 subjects. The PDMultiMC handwriting database includes samples in Arabic, which makes this database the first database dedicated to PD recognition which includes Arabic-script writers. The paper is organized as follows. A description of the present dataset and the methods used for feature extraction are presented in sections II and III respectively. Section IV and V provide the feature selection method and the classifier used. Finally, section VI and VII, present the results obtained and the conclusions.
II. PDMULTIMC DATABASE
The PDMultiMC Parkinson handwriting dataset consists of 32 subjects, 16 PD (12 male/4 female) and 16 controls (5 male/11 female). The size of PDMultiMC is comparable to the size of the database used in studies [4] , [6] , and [21] . PD patients were selected from those attending an experienced neurologist at Saint George Hospital University of Balamand Medical Center (Beirut, Lebanon). The control group is comprised of healthy subjects matched for age, years of education, and hand dominance. PD patients were examined in their "on-state" (1 hour after taking their regular dose of dopaminergic medication), and "off-state" (no dopaminergic medication). Age, gender, years of education, Unified Parkinson's Disease Rating Scale-PartI, II and III [12] , mini mental state exam [13] , daily Levodopa dose, H&Y stage of the disease [14] , and disease duration are provided for each subject. In this study, we are working with PD in the medication "on-state" and healthy subjects (controls). Each subject was asked to complete seven handwriting tasks according to the prepared template. Handwriting signals were collected using the digitizing tablet Wacom Intuos 5. Spatial displacement (x, y positions), pen pressure, time stamp, pen status and pen-tip angle (altitude, azimuth) measurements were collected from the tablet by using a dedicated application we implemented. The online data was saved for each subject. In addition, an offline image of the handwriting sample was saved in order to be used for the segmentation. A completed task sheet is shown in Fig. 1 . The handwriting template was composed of two parts: partI is the free writing, where subjects were asked to write their name and family name in their familiar language 1 5 times with their own speed and size each time on a different line. In the copying task, 3 different patterns with "Monday" and "Tuesday" words in 3 different languages are printed on the left of the sheet paper placed on the tablet. Subjects were asked to start copying the patterns and to proceed from left to right until they completed 10 cycles, then, they were asked to copy "Monday" and "Tuesday" 5 times consecutively with their familiar language. The seven tasks are described below: The offline images were segmented into word and pattern in order to calculate different features related to words or patterns existing in the segment. The GEDI tool [19] was used for this purpose. The output data file of this tool is an XML file that contain the characteristics of each segment (position, width, height, and content) and the subject's information. In
Mostly in Arabic but also in French or in English, depending on the familiar language of each subject.
order to get the online data for each segment, another application was written that returns the online data of each segment. For tasks 4 to 7, features are extracted for each word segment separately and the mean of all the segments' features is calculated per task. 
III. FEATURE EXTRACTION
Traditional measurement methods to process handwriting signals are used for feature extraction [10] . Features extracted can be either a single value or a sequence of values extracted through time [10] . In case there is a resulting sequence, 5 basic functional features are computed to represent it (mean, median, standard deviation, 1 st percentile, and 99 th percentile) [4] . Extracted features on handwriting are separated into 5 groups: kinematic features, stroke features, pressure features, entropy and energy features, and intrinsic features [4] . A popular approach for PD detection from handwriting consists in extracting various kinematic features on strokes. A stroke is represented by a continuous line [10] . A stroke can be one of two types: 'on-paper' stroke, or 'in-air' stroke [10] . In this work only on-paper strokes were considered using the penstatus measurements [4] . Moving on to pressure features, the pressure trajectory of each stroke includes 3 phases: the rising edge, the main part, and the falling edge [4] . Tremor or irregular muscle contractions introduce randomness to the movement during handwriting. The digital representation of handwriting in the form of a based time series is an aftereffect of the interaction of these mechanisms [6] . This randomness can't be analyzed by kinematic measures. That is why it is important to study also the entropy and the energy features [10] . Furthermore, the properties of non-stationary signals vary with time and ought to be analyzed in a different way than stationary data [9] . Therefore, we can decompose them into Intrinsic Mode Functions (IMFs) [10] . The first few IMFs contain only time-varying high spectral components representing the noise which is believed to reflect the presence of PD [9] . This explains the reason of focusing on the first two IMFs. The noise in the signal seems to correspond to the tremor or jerk, and therefore is used to identify the presence of the disease. The list of computed features is provided in Table I , where s refers to single value features and v refers to vector features. The intrinsic features are the same as the entropy and energy features but are applied to the first and second IMFs of both horizontal and vertical positions. Entropy reflects the quantity of information existing in the signals. It is assumed that PD signals contains in addition to text information, the information related to the disease which would allow us to identify PD. For Shannon entropy, P(X) is probability density function computed using kernel density
. In order to calculate the signal to noise ratio an estimation of noise variance must be done. The noise variance Ɲ(s[n]) is estimated using Robust smoothing [8] . For task1, task2, and task3 the number of loops differ from subject to another. Entropy and intrinsic features depend on the amount of information existing in the data. In order to get more accurate features, each cursive repetitive task is divided into loops, and all the loops are overlaid together. Entropy and intrinsic features are calculated for the new xposition data.
IV. FEATURE SELECTION
The set of features obtained is large, while the database includes a limited number of samples which suggests an existing risk of falling in a curse of dimensionality. Feature selection is therefore used to reduce the dimensionality of the input data by removing the irrelevant features [6] . We propose a two-stage feature selection approach: one stage is based on statistical tests and the other relies on a classifier.
A. Feature selection based on statistical tests
The first stage consists of a statistical analysis of the data that selects a small subset of features identified as necessary and sufficient to describe the target concept [6] . Before deciding which test should be used, a normality test, the Shapiro-Wilk test [15] was applied to the whole database features in order to decide whether features were normally distributed [7] . For features that were normally distributed multiple independent t-test [16] were used for each feature separately, and for features that were not normally distributed, Mann-Whitney tests [17] were used. The objective of the statistical test is to determine if the sets of extracted features significantly differ between PD and control subjects. Features that passed the statistical test with a probability less than the significance level were kept [18] . In our study, various values between 0 and 1 of significance level were tested and the one with the best classification accuracy was picked. The application of the feature selection method reduced the total number of features (for the seven tasks) from 1323 to 290 features. After extracting features for each task, the "all tasks" features are calculated by getting the mean of the features of all the seven tasks followed by a 2 stage-feature-selection technique. The first stage used the statistical tests as described above. The second stage of feature selection was applied to the selected features in the first stage. Most of the significant features were selected by using a suboptimal approach as described in the following.
B. Feature selection based on SVM classifier
The set of selected features by statistical tests is still large. This set can be further reduced to a smaller subset of features that are necessary and sufficient to describe the target concept. A suboptimal incremental approach has been used for this purpose. Each feature resulting from the statistical tests is used alone to classify a cross-validation set. The feature providing the highest classification performance is first selected. To this one, features are added incrementally to the selected features set by selecting, at every iteration, the one yielding the highest classification performance. The iterations stop when no more increase in performance is observed.
V. SUPPORT VECTOR MACHINE
In our study, the SVM classifier was used in order to classify the task samples into two classes (PD, healthy) [4] . A small introduction to SVM can be found in [4] . Before applying the SVM, feature scaling to the range [-1,+1] was done in order to avoid the dominance of features with greater numeric ranges [11] . RBF kernel model was selected because the number of extracted features is not very large, which means mapping data to a higher dimensional space will improve the performance [11] . However, using RBF kernel showed satisfying performance. There are two parameters for RBF kernel: C and γ. In order to identify the best parameters, a grid search was applied on C and γ [11] . Exponentially growing sequences of C and ɤ were used. Various pairs of (C, γ) values were tried and the one with the best cross-validation accuracy was picked [11] . Due to the small data we worked on, we used the 4-fold cross validation that divide the dataset into 4 subsets of equal size (8 subjects per subset), and sequentially one subset was tested using the classifier trained on the remaining 3 subsets. The total accuracy is obtained by calculating the mean of all the folds accuracies.
VI. RESULTS AND DISCUSSIONS
The performance was figured out in term of the accuracy, sensitivity, specificity, and area under curve (AUC) of receiving operator characteristic (ROC) defined in [6] , [20] , [23] . Prediction performance was considered for the seven handwriting tasks separately. The numerical results achieved by the SVM classifier with 4 folds cross-validation are presented in Table II . Features that were selected for "all tasks" by the statistical test returned 90.63% accuracy with 86 features selected. Every feature was used separately as an input to the SVM classifier in order to evaluate its classification accuracy as described in partIV. The results showed that the highest classification accuracy of a single feature is 87.5% . One possible approach to determine the most relevant features consists in a progressive increment in the size of the feature vector by adding, at each iteration, the feature that would maximally increase the performance of the system. This is a suboptimal approach that provides a kind of benchmark of the relevance of the features in the desired task. Starting from the feature with the highest classification accuracy, the classification accuracy is computed as the number of features is increased. The results are presented in Fig. 2 . In order to get these results, first of all feature with the highest accuracy (total accuracy from 4-folds cross validation) separately was selected. Then features are added one by one incrementally till we get n=86 features. The highest classification accuracy was 96.875% for N=12 features. The results are presented in Table III . It is clear that a smaller subset of features gave a better classification accuracy. This clearly indicates that some of the features disturb the performance of the prediction system, mainly because of the curse of dimensionality, a critical factor in this particular case where a limited amount of training data is available. Finally, the selected features providing the best performance are defined as the correlation between the pressure and kinematic features. The features with the highest relevance come mainly from two tasks: task 2 and task 3. These two tasks are considered long and somehow complex. Copying these cursive tasks needs higher cognitive force and explains the effect of disease on handwriting. A comparison of the performance of the developed method in this study and the performance of the previous studies is presented in Table IV . Drotar et al [21] , [6] , and [4] extracted features from handwriting samples taken from the PaHaW database, distinct from the one used in this study, containing samples from 37 PD patients and 38 healthy controls. Table IV shows that our method developed on the PDMultiMC database gives better results than previous studies on the PaHaW database. Future work will consist in testing our approach on the PaHaW database. 
VII. CONCLUSION
Seven different handwriting tasks were used for Parkinson's disease identification using a database collected from Arabic-script writers. Kinematic, stroke, pressure, entropy, and intrinsic features were extracted from each of the seven handwriting tasks. The results showed that handwriting can be a tool for PD diagnosis with a 97% prediction performance when a combination of features related to the correlation between kinematic and pressure is used. From a clinical point of view, the acceleration and stroke size are regulated by the motor control mechanism of the wrist and finger movement, a mechanism that is inaccurate or absent in PD [21] . Moreover, further detailed information that can't be obtained from the kinematic features might be offered by the pressure features, hence, the significance to show the relationship between kinematic and pressure features [21] . The proposed diagnostic is considered relevant even though the size of the database is small, because a 4-fold cross validation SVM classifier was used where data is split by stratified sampling in order to ensure the same class distribution in the subset, and the test sets independency. This improves the reliability and guarantees the effectiveness of the results. However, many factors that influence handwriting exist and can affect classification decision. In this work, patients with PD complete the handwriting tasks in their "on-state". Medication can affect the movements of patients which can then impact the classification process. Further studies are needed to approve the conclusions drawn in this paper in both the "on-state" and the "off-state" cases. It is better to work with a large database in order to confirm our conclusion. Our database is perspective in size and can be easily expanded for this purpose.
