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ABSTRACT
Indoor localization has many applications, such as commer-
cial Location Based Services (LBS), robotic navigation, and
assistive navigation for the blind. This paper formulates
the indoor localization problem into a multimedia retrieving
problem by modeling visual landmarks with a panoramic
image feature, and calculating a user’s location via GPU-
accelerated parallel retrieving algorithm. To solve the scene
similarity problem, we apply a multi-images based retrieval
strategy and a 2D aggregation method to estimate the final
retrieval location. Experiments on a campus building real
data demonstrate real-time responses (14fps) and robust lo-
calization.
CCS Concepts
•Information systems → Information retrieval; Rank
aggregation; •Theory of computation → Parallel algo-
rithms; •Computing methodologies → Image repre-
sentations;
Keywords
Indoor localization; environment modeling; feature indexing
and retrieving; GPU-acceleration; candidates aggregation
1. INTRODUCTION
Localization is an important task for human beings, since
people always need to know where they are. As a subset
problem of the general localization task, indoor localization
is becoming a hot research area as more and more Loca-
tion Based Services (LBS) are emerging. The applications
include museum guidance, shopping mall tour guide, and
assistive localization for the visually impaired, to name a
few.
For the outdoor localization, Global Navigation Satellite
Systems (GNSS), such as Global Positioning System (GPS),
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Figure 1: An example of retrieval and aggregation
results of a multi-frame omnidirectional feature of
an input on a multi-path databases
Galileo system, Beidou system, are widely used to provide
accurate localization services worldwide, for example, ve-
hicle navigation, running tracking, and many other smart
phone based LBS. However, due to the significant signal
attenuation caused by construction materials and that the
microwave scattering by roofs, walls and other objects, using
GNSS systems for indoor localization tasks is not practical.
There are other sensors based localization methods de-
veloped for indoor localization in recent years. RFID and
WiFi are two frequently used ones. However, RFID-based
system, for example, [1] requires a large number of tags to be
installed in the environment before the user can use his/her
localization device. WiFi based localization method [6] can
achieve relatively high accuracy, but it depends on the num-
ber of access points available, and also cannot be used in an
environment where few or no Internet routers are available.
Visual information based localization is attracting more
and more interests in both the computer vision community
and the robotics community, since visual information en-
codes very rich knowledge about the indoor environment.
These visual information include all the visible physical ob-
jects existing in the environments, for example, doors, win-
dows, or notice boards. Even though the general problem
of object recognition is not fully solved, and thus the object
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recognition based localization method is not mature, there
are still many other methods we can utilize to explore these
visual information, for example, by extracting primitive geo-
metric elements, such as vertical lines of the environment, to
differentiate environmental landmarks and distinguish them
for accurate localization.
In this paper, we propose a GPU-accelerated indoor local-
ization approach, and formulate the visual-based indoor lo-
calization problem into a multimedia retrieving problem by
dividing it into two stages. First, we model the indoor envi-
ronment using an omnidirectional image feature proposed by
[2]. Second, for any given new omnidirectional images cap-
tured at an unknown position by the user, the user’s location
can be real-time calculated by retrieving the most similar
image feature from the database via GPU-accelerated par-
allel retrieving and candidate aggregation algorithm. Fig. 1
shows an example of retrieving and aggregation result with
an input omnidirectional feature as well as its neighbor fea-
tures against a multi-path indoor environment databases.
The red stars are the retrieved candidates by GPU, the
blue circle is the estimated location, and the green star is
the ground truth location. Candidate density distribution,
which is used to determine the final estimation is also shown
on the right picture. Details will be provided in Section 3.
The organization of the rest of the paper is as follows.
Section 2 discusses some related work. Section 3 explains
the main retrieval and aggregation algorithms. Section 4
shows the experimental results on data of a real campus
building. Section 5 gives a conclusion and points out some
possible future directions.
2. RELATEDWORK
Direct image retrieval entails retrieving those image(s) in
a collection that satisfy a user’s need, either using a key-
word associated with the image, which forms the category
of concept-based image retrieval, or using the contents (e.g.
color, shape) of the image, which forms the category of con-
tent based image retrieval [4]. In our work, we do not di-
rectly use images as the retrieving keys, but we extract and
use an one dimensional omnidirectional feature from the om-
nidirectional images.
The applications of content based image retrieval include
sketch-based image searching [3], changing environment place
recognition [5], etc., but very few research are conducted for
using the content based image retrieval for localization pur-
pose, especially indoor localization. One major reason is
that to represent a specific location using images, all the vi-
sual information around this location have to be collected
and stored to make this landmark distinguishable, which re-
quires many images if using a normal Field Of View (FOV)
camera, instead of a single image. Also, the features used for
retrieving from the input image should depend on the loca-
tion only, independent of the camera’s orientation, but this
is hard for normal FOV cameras, because the scene images
are usually captured from different perspectives, and they
therefore generate different features even though images are
captured at the same location.
Using GPU to accelerate image retrieving process is used
by [7], where each image is divided into patches and SIFT
features are detected and indexed for each patch before stored
into a database for retrieving. However, this work only uses
a single GPU kernel and one-level parallel algorithm, which
does not utilize the parallelism property of the data and is
Figure 2: Parallel retrieving with GPU in the re-
mote server
not efficient when the database scale increases. In our work,
a hierarchy multi-level parallel algorithm is used by identi-
fying both the database and algorithm parrallelism property
with multiple GPU kernels.
3. ALGORITHMS
Before a localization system is available for usage, all the
interested landmarks within the area where localization ser-
vice is provided shall be modeled with the omnidirectional
image features and stored into the remote server database.
Once this is done, the task of localizing an user’s location
using new captured images is converted into a problem of
finding the most similar image feature within the database.
In this paper, we use the omnidirectional image feature pro-
posed by [2] to model the indoor environment, and the same
type of feature extracted with the same procedure is later
used for retrieval. Since for each landmark, an omnidirec-
tional image can capture all the visual information around
the user with single shot, each location can be modeled as
one omnidirectional feature, instead of multiple features if
using normal field of view camera [8]. The FFT mangnitude
of the one-dimensional omnidirectional vector is used as a
rotation-invariant omnidirectional feature.
When the database scales up for a large scene, it is very
time consuming to sequentially match the input frame fea-
tures with all the images in the database of the large scene.
So we use General Purpose GPU (GPGPU) to parallelize the
query procedure and accelerate the querying speed. Section
3.1 will explain the algorithm of GPU-accelerated parallel
feature retrieving.
Since many man-made structures and objects look very
similar, particularly for indoor environments, it is still a
challenging task for accurate localization using only one sin-
gle image. We therefore adopt a multiple video frames query-
ing mechanism by extracting a sequence of omnidirectional
features from a short video clip, which greatly reduce the
probability of false positive retrieving. Section 3.2 will dis-
cuss the multi-frame based candidates aggregation algorithm.
3.1 GPU-accelerated parallel retrieval
Without using GPU, the straightforward algorithm is to
sequential compare the input feature vector with all the fea-
ture vectors in a database. This is problematic when the
database scale increases, for example, to hundreds of thou-
sands of features or more, and a real-time performance re-
quirement is needed. We therefore design a parallel feature
retrieving algorithm with NVIDIA GPU-acceleration.
The retrieving process have three levels of parallelisms.
First, we divide the search database into multiple subspaces,
for example, each floor data is counted as one subspace,
and all the subspaces can be parallelly searched with CUDA
streams. Second, within each subspace, we process all the
frames of an input query video clip in parallel instead of re-
trieving with each input frame one after another. Third, we
use multiple threads to compare each input frame with mul-
tiple database frames simultaneously, rather than comparing
with them one-by-one.
A diagram of this multi-level parallel retrieving process
is illustrated in Fig. 2. When a client sends a localization
request of a frame qm, it actually sends
M−1
2
frames be-
fore the frame qm, and
M−1
2
frames after the frame qm to
the server (e.g. M = 3 or 5). The CPU of the server will
copy each frame’s feature to the GPU, and receive the top
N candidates calculated by the GPUs for each frame after
processing. The database is divided into ns subspaces, and
the ni subspace has |ni| modeled frames. All the subspaces
are searched in parallel. Take the frame qm as an example.
The frame qm is compared with all the frames f
i
t (t = 1,
2, ..., |ni|) within each subspace i (i = 1, 2, ..., ns). The
same procedure is carried out to all frames. Finally, all the
returned candidates of the M query frames are returned to
CPU for aggregation.
The detailed algorithm is shown in Algorithm 1. In the ini-
tialization step, the server receives the data from the client
and prepare for retrieving. In Step 2, for each retrieving,
the server will not only select the current testing frame, but
also multiple other frames near the testing frame. Then, all
the selected frames are copied to each CUDA stream one by
one (Step 5), where the database of each subspace are stored
and computation is taken care of concurrently. Within each
stream, there are multiple threads, e.g. 32×256 threads, and
each thread is responsible for the comparison of the querying
frame and database frame (Step 7). Streams are executed
simultaneously, and all the threads within each stream are
also carried out in parallel. CUDA synchronization is called
to make sure all the tasks within each thread (Step 9) and
all the work in each stream (Step 12) are finished before the
program moves to the next step. Finally, the GPU collects
the returned candidates.
3.2 Multi-frame candidate aggregation
For many indoor places, such as narrow corridors, model-
ing the environment by video-taping a single walking is suf-
ficient. However, to cover large areas, such as wide corridors
or rooms, multiple paths of video capture are needed. Also,
after the multi-frame retrieving process, a large amount of
position candidates are returned by the GPU, so a candi-
dates aggregation algorithm is needed to aggregate all these
candidates for a finalized location estimation to be delivered
to the user. In an ideal case, all the candidates should be
located at the position where the input image is captured.
However, because of various reasons (noise, scene similar-
ity, etc.), some of the candidates may be far away from the
ground truth position, even though the majority of the can-
didates will cluster around the ground truth area. In this
Algorithm 1: GPU multi-stream paralleling re-
trieving
Data: M query frames received from CPU
Result: Location candidates FinalResult
calculated by GPU
1initialization;
2selectNearbyFrames();
3for each selected frame qm do
4 for each CUDA stream do
5 memoryCopyFrmoCPUtoGPU(qm);
6 for each CUDA thread do
7 calculateDistance(qm, fi);
8 end
9 synchronizeThreads();
10 end
11 synchronizeStream();
12 Results = selectTopCandidates();
13 memoryCopyFromGPUtoCPU(Results);
14end
Algorithm 2: 2D multi-frame localization candi-
dates aggregation
Data: Location candidates on the floor plan
coordinate system
Result: Aggregated final location coordinate
FinalPosition
1initialization;
2for each candidate Ci do
3 Accumulate locationDistriArray(Ci);
4end
5rankLocationDistribution(locationDistriArray);
6TopC = findTopDensityArea(locationDistriArray);
7for index < NumOfTopC do
8 if topDensityArea(index) >
NumOfAllCandidates× tolerPer then
9 FinalPosition = topDensityArea(index);
10 break;
11 end
12end
paper, we design and implement a 2D multi-frame aggrega-
tion algorithm by utilizing the densities of the candidates’
distribution, and calculate the most likely location estima-
tion. The algorithm is shown in Algorithm 2.
In the initialization step, the candidates’ indexes in the
modeling images are mapped to their actual floor plan 2D
coordinates by checking the geo-referenced mapping table
pre-generated while modeling the environment. In our ex-
periments, we discretize the floor plan coordinates by setting
the x (from west to east) and y (from south to north) di-
rection’s units to be 30 cm, which is identical to ground
tiles’ width. Then in Step 2, we count each tile’s candidates
number by a 2D binning operation, and obtain its location
distribution array locationDistriArray. We sort this array
in a descending order in Step 5, and obtain the first TopC
number (currently TopC = 10) of tiles in Step 6. In a per-
fect case, the top one tile of these TopC candidates should
be the best estimated result since it has the largest amount
of candidates dropped in. This is, however, not always the
case, because the tile with the most candidates may be a
false positive estimation, and its nearby tiles may have very
few candidates. To increase the robustness of the estima-
tion, in Step 7, we set a tolerant circle around each tile,
with radius 3m in our experiment, and count the total num-
ber of candidates within this circle. If the amount is greater
than a threshold percent— tolerPer (e.g. tolerPer = 20%)
of the total amount of candidates, the corresponding tile is
the final position, and is returned to the user.
4. EXPERIMENTS
Experiments on a database of an eight-floor building are
carried out to demonstrate the capacity of the proposed sys-
tem, with real-time response (14fps) and robust localization
results. In the experiment we will describe below, a whole
floor within a campus building are modeled with multiple
paths (5 parallel paths in this case), and test the parallel
retrieving and aggregation algorithms for localization. We
first capture video sequences of the entire floor along these
five paths as the training databases, and then capture two
other video sequences as the testing data sets.
For each testing frame, we query the entire training database
and find the most similar stored features with the smallest
Euclidean distance. Many scenes in the environment may
be very similar, so the returned feature with the smallest
distance may not necessary be the real match. We then
select the top N (N = 15 in this experiment) features as
the candidates. Also, to solve the scene similarity problem,
for each querying frame, we not only use itself as the query
key, but we also use M-1 (M = 11) other frames, (M-1)/2
before and (M-1)/2 after this frame, as the query keys to
generate candidates. We test all these frames within all the
P (P = 5) paths, the frames of which are all labeled on the
floor plan coordinate system, and retrieve all the candidates.
Consequently, there are total N ×M × P candidates.
Fig.1 shows an example of the result. The red stars are
the 825 location candidates of a query frame and its related
10 frames. Note that several frames may return the same
location, so each red star may represent more than one can-
didate. In the left image of Fig.1, the coordinate system has
the same scale as the floor plan. Each unit in both horizon-
tal and vertical directions corresponds 30cm in the physi-
cal space. The green star shows the ground truth location
and the blue circle shows the final estimation of the testing
frame. The distribution of the candidates is also illustrated
in the right plot.
The x and y coordinates of right figure of Fig.1 are the
floor plan coordinates, and the height of each point rep-
resents the number of candidates falling into this position.
Since all the modeling frames captured near the testing frame
have similar contents and thus have alike features, the ma-
jority of the candidates drop near the location where the
testing frame is captured. In this example, as shown in
Fig.1, the testing frame’s ground truth location is on the
top left corner of the floor plan (the green star), as we can
see, the majority of the candidates drop on the top corner
area. The rightmost corner in the right figure of Fig.1 also
shows that the number of candidates (representing by the
height) near the ground truth position is larger than the rest
of places. A video demo can be found at this link 1 for the
whole experiment to visualize the accuracy and robustness
1https://youtu.be/gPGGcAfFsvY
of the parallel retrieving and aggregation algorithm.
5. CONCLUSION AND FUTUREWORK
This paper proposes a framework of converting the tradi-
tional visual information based indoor localization problem
into a GPU-accelerated image and video retrieval problem.
An omnidirectional image feature is used to model each en-
vironmental landmark, and stored in remote server for re-
trieving/localization. To solve scene similarity problem and
ensure a real-time performance, we propose a multi-frame
based retrieval technique and a 2D candidates aggregation
algorithm. For the future work, multiple modality (e.g.
Blue-tooth beacons + images) can be integrated together
to resolve scene repetition problem. Also, more testing on a
larger scale scene, for example, in a campus scale with mul-
tiple buildings, can be carried out for implementing a more
practical localization solution.
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