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ABSTRACT 
Let A be a semiinfinite band matrix whose bands are made up from the 
coefficients of a polynomial p. It is shown that, under favorable circumstances, if A is 
decomposed into an LU factorization, then the rows of L and U converge to the 
coefficients of polynomials I and I( which are such that p = lu. 
1. INTRODUCTION 
Leslie Fox and Linda Hayes showed in [l] that the problem of factorizing 
a given polynomial into the product of two polynomials can be recast as the 
problem of finding an LU factorization of a semiinfinite band matrix. In their 
paper they show the connection between their method and the QD algorithm 
when the original polynomial is a quartic. The purpose of this note is to give 
an analysis of their method in a more general situation. The author wishes to 
acknowledge that the basic idea behind this analysis was suggested by C. W. 
Clenshaw, and the results were presented at the meeting to mark his 
retirement. 
2. THE METHOD 
Let p, the polynomial to be factorized, be given by 
p(x)= 2 up”, a,,a,#O, (2.1) 
t-0 
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and suppose that we wish to write it as 
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GMrL (2.2) 
where I is of degree n, and u is of degree m = N - n. 
We associate with p a semiinfinite band matrix A which is defined as 
follows: 
(0) co (0) Cl . . . c(o) . . . m 0 0 0 0 
(1) c, (1) Cl . . . c(1) “, cw m+l ... 0 0 0 
0 0 0 
@- 1) qu . . . C(n-l) QJll) . . 
m c$y;) 0 0 
an al . . . a m a m+l ... aN-l uN 0 
0 aa . . . %-I a”, . . . ‘N-2 ‘N-1 uN 
The first n rows are arbitrary, and it will be seen that from row n + 1 
onwards the element on the main diagonal is a n. 
The method is to perform an LU factorization of A without interchanges. 
The lower triangular matrix L, which is standardized to have unit diagonal, 
will in general have a nontrivial bandwidth of n + 1, and the upper triangular 
matrix U will have bandwidth m + 1. To be precise we shah write L as 
and U as 
u$o’ @’ 
Ii : 
u(O) . . . m 0 . . . 
0 #’ . . . &) u(l) . . . 
f I 
m-l m 
. 
(2.4) 
(2.5) 
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We shall associate polynomials with these matrices defined as follows: 
?ll+s 
C,(X) = c CI(V, s=O,l ,...,n-1, (2.6) 
t=o 
Z,(x) = 5 zt(?rn--t, r=n,n+l,..., (2.7) 
t=o 
U,(T) = 2 Uj’k t , r=O,l ,.**, (2.8) 
t=o 
where, as elsewhere, I$) = 1, r = 0, 1,. . . . 
The expectation is that, under favorable circumstances, the sequences 
{ I, }, { u, } wiIl converge to the limits 1 and u, and so provide the required 
factorization. Clearly the choice of n is at our disposal; with n = 1 the 
successful method will extract a linear factor, with n = 2 a quadratic factor, 
and so on. The purpose of this paper is to examine the problems of 
convergence. 
3. PRELIMINARIES 
Since A = LU, we can write 
IT, 
and it is not difficult to see that 
U[l x X2 *.* IT= [U,(Z) 44 X2U2(“) 
Hence we have 
co(r) = uo(x)y 
c,(r) = Z@,(r) + XU,(X), 
, . 
(3.1) 
T I. 
and, in general 
c,(x) = k Z~“,r’u,(x), s=O,l ,...,n-1, (3.2) 
r=O 
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where IA”) = 1. After that we have 
p(r) = f z~~“x”f4,+,(x), r=O,l ,..*, (3.3) 
t=o 
and so if each element in this converges as r --, 00, we shall have, with 
obvious notation, 
p(x) = 
[ I i I,_$ u(x) = I(++). (3.4) t=o 
4. A-POLYNOMIALS 
It is convenient to define power series which are associated with the 
starting conditions 
c,(x) = p(x) E byx’, s=O,l ,...,n-1. (4.1) 
r=O 
Each of these series will converge in a nontrivial disc whose radius is no 
smaller than the distance from the origin to the smallest zero in modulus of p. 
With the aid of (3.3) we can write (4.1) as 
which can be rewritten as 
c&x) = f x’u,(x) i b;S)tZE;‘+‘). 
r=O t=o 
(4.3) 
We shall assume that the sequence { r’u,(x)} is linearly independent, and so 
when we compare coefficients of x’u,(x) in (3.2) and (4.3) we get 
t$obj:)tZ;“;“” = Z;“,, r =O,l,..., (4.4) 
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where, as usual, lpi = 0 for t >, 1 and r = O,l,. . . . These last relations 
separate in a natural fashion into the two sets 
c b:S)tz:;f+f)=z;S),, r=O,l,..., n-1, (4Sa) 
t=o 
and 
i b;s_)&f+‘)=o, r=n,n+l,..., 
t=o 
(4.5b) 
where each set holds for s = 0, 1,. . . , n - 1. 
We now define the sequence of polynomials A,+,, r = 0, 1, . . . , by 
A”,,(X) = t dz:;‘+? (4.6) 
t=o 
On comparison with (2.4) we see that just as the Z-polynomials were associ- 
ated with the rows of L, the A-polynomials are associated with the columns 
of L. Take (4.5b) and (4.6), and eliminate { Z,!,?;t+‘)):zar to give the explicit 
form of 
I xn xn-1 . . . x 
h,+,(x) = bi”’ b’“’ . . . r+l b!?n-1 
b;;), . . . bls’,-,I 
for r=O,l,... . The superfix s is to take the values 0, 1, . . . , n - 1. 
5. PAUSE FOR THOUGHT 
In order to clarify the situation recall that from (2.7) 
Z,(x) = 5 zyxn--t, r=n,n+l,..., 
t=o 
and the aim is to prove that (Z,] converges as r + co, but since 
(4.7) 
n n 
X,(X) = c ,Ey+‘,t = c Q*+‘)Xf, 
t=o t=o 
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if we 
Then 
can show that { h, } converges, this wiU imply that { Z, } also converges. 
from (3.3) this will show that u, also converges, and hence the 
convergence of the method will have been proved. 
6. CONVERGENCE 
The convergence of { X, } clearly depends on properties of the power 
series defined in Section 4. The general case is complicated, and so for the 
sake of simplicity we shall assume that p has distinct zeros, and write 
p(x) = a,(1 - “1X)(1 - +x). . . (1- QX). (6.1) 
In that case we have 
and so 
b;“’ = 2 Ab”ja’,, r=O,l ,*.*> s=O,l,...,n-1. (6.3) 
q=l 
Then 
(6.4) 
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where only the sth row has been shown and the integers take the values 
0, 1, . . . ) 12 - 1. 
With the aid of the Cauchy-Binet theorem, if 
and 
A(;’ # 0, s=O,l ,..., N-l, 4=1,2 ,...) 12, 
it will be seen that (again we show only the general rows) 
where 9 = 1,2,. . . , n. Clearly the quotient is 
(6.6) 
Hence we have the result that the coefficients in the lower triangular 
matrix give the polynomial (6.6), and consequently the coefficients in the 
upper triangular matrix will give 
(6.7) 
7. CONNECTION WITH THE QD ALGORITHM 
For the foregoing proof we did not assume special starting values; the 
polynomials c,, ci, . . . , c, _ 1 were supposed only to be such that the coeffi- 
cients A(,“) should not vanish, and that the sequence xfut(x), t = 0, 1, . . . , was 
a linearly independent sequence. Suppose now we assume that 
c,(x) = xs, s=O,l ,...,n-1. (7.1) 
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In this case the semiinfinite matrix (2.3) begins with the n X n unit 
matrix in its top left hand comer. This provides a simplification for the 
polynomials uc, ur,. . . , u,_ 1; for then from (3.2) we have 
us(x) = 1, s=O,l ,...,n - 1. (7.2) 
However, the most striking simplification comes in Section 4, for in this case 
(4.1) becomes 
2 bj”)x’= g$ 
r=O 
and so if we write 
(7.3) 
(7.4) 
then we have 
f b;%‘= f b,_p’, s=O,l,..., n-l, (7.5) 
r=O r=s 
from which it follows that we can write (4.7) as 
;: 
x"-l . . . 1 
b . . . t+1 ii,-1 bt+n 
k”,, L+z .* * it+, it+, 
hI+t(d = 
( bt+, bt+, . .- bt+, ( ’ (7’6) 
b ’ t-n+2 b,_,+, .. . b,;, 
which is a manic Hankel polynomial of degree n. These polynomials arise in 
the theory of the QD algorithm; see for example Henrici [2]. 
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8. CONCLUDING REMARKS 
Although the method has been shown to work when there were n distinct 
dominant zeros, it is easy to see, in principle at any rate, what will happen 
when there are repeated and complex zeros. When there is a clear division 
between the I and u polynomials, convergence will take place, but if zeros 
“straddle” the dividing diagonal, then there will be nonconvergence. 
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