ABSTRACT. A M/M/N + M queuing network is considered with d independent customer classes and d server pools in Halfin-Whitt regime. Class i customers have priority for service in pool i for i = 1, . . . , d, and may access other pool if the pool has an idle server. We formulate an ergodic control problem where the running cost is given by a non-negative convex function with polynomial growth. We show that the limiting controlled diffusion is governed by a control set that depends on the state. We provide a complete analysis for the limiting ergodic control problem and establish asymptotic convergence of the value functions for the queuing model.
INTRODUCTION
Scheduling control problems have a rich and profound history in queuing literature. The main goal of such problem is to schedule the customers/jobs in a network in an optimal way. But it is not always possible to find a simple policy that is optimal. It is well known that for many queuing networks with finitely many servers cµ policy is optimal [5, 9, 18, 24] . In case of many servers, it is shown in [6, 7] that a priority policy, known as cµ/θ-policy, is optimal when the queueing system asymptotic is considered under fluid scaling and the cost is given by the long time average of a linear running cost. But existence of such simple optimal priority policies are rare in HalfinWhitt settings. Under some assumptions on the holding cost, a static priority policy is shown to be optimal in [11] in a multi-class multi-pool settings where the cost function is of finite horizon type. There are several papers devoted in the study of control problems in Halfin-Whitt regime. [8, 13] studied the discounted cost control problem for multi-class single pool queuing network and asymptotic convergence of the value functions are obtained in [8] . Later these works are generalized to multi-pool settings in [4] . In [2] the authors study an ergodic control problem for multi-class many-server queuing network and establish asymptotic convergence of the value functions. All these above works on many server settings consider work-conserving policies as their admissible controls. Some other works that have considered ergodic control problems for queuing networks are as follows: [10] considers an ergodic control problem in the conventional heavy-traffic regime and establishes asymptotic optimality, [16] study admission control problem with an ergodic cost for single class M/M/N + M queuing network.
In this article we consider a queuing system consisting d independent customer classes and d server pools. Each server pool contains n identical servers. Customer of class i has priority for service in i-th pool. Any customer from class j, j = i, may access service from pool i if and only if there is no queue of class i customers. Therefore a service station could only help other service station when its own priority customer class is underloaded. Customers are also allowed to renege the system from the queue. The arrival of customers are given by d-independent Poisson process with parameter λ n i , i = 1, . . . , d. By µ n ij we denote the service rate class i customers at station j. The network in working under Halfin-Whitt settings in the following sense that
nµ ii ) exists, for all i ∈ {1, . . . , d}.
Control is given by a matrix value process Z where Z ij denotes the number of class-i customers getting service in station j. We note that in the above setting a control Z need not be work-conserving. The running cost is given by r(Q n ) where r is a convex function with polynomial growth andQ n denotes the diffusion-scaled queue length vector. We are interested in the cost function lim sup
Value function V n is defined to be the infimum of the above cost where the infimum is taken over admissible controls. One of the main results of this paper analyze asymptotic behavior of V n as n → ∞. In Theorem 2.1 we show that V n tends to the optimal value of an ergodic control problem governed by certain class of controlled diffusions. It is worth mentioning that result like Theorem 2.1 continues to hold if one considers other types of convex running cost functions that depends onẐ n (see Remark 5.1). Let us use the notation i → j (i j) to indicate that class-i customer can (resp., can not) access service from station j. In this article we have considered the case where i → j for all i, j, but it is not a necessary condition for our method to work. In fact, we note in Remark 5.2 that one can have i j for some i = j and our method still works. The above model is realistic in many scenario. For instance, in a call center different service stations are designed to server certain type of customers and they may choose to help other type of customers when one or many servers are idle in the station. Our model also bears resemblance to existing works from literature. We recall Generalized Processor Sharing (GPS) models from [21, 22] . In a single server network working under GPS scheduling in heavy-traffic, the server spends a positive fraction of effort (corresponding to their traffic intensities) to serve each customer class when all classes have backlog of work, otherwise the service capacity is split among the existing classes in a certain proportion. [19] studies a related model of interacting queues where the primary queue is in heavy traffic whereas the secondary queues are underloaded and the service capacity of different queues change (to some other fraction but fixed) depending on the existence of other queues. It is easy to see that our model considers a full-fledged optimal control version of these models in manyserver settings. In fact, our model can be scaled to a single pool case where each class of customers have priority in accessing a fixed fraction of servers and they can access other servers if queues of some other customer classes are empty. [4] considers an discounted optimal control problem for multi-class multi-pool queueing network in Halfin-Whitt regime where asymptotic optimality is established under various assumptions on service rates and cost functions (see [4, Assumption 3] ). Of course, our model is a particular case of many-server multi-pool network in Halfin-Whitt settings. But we consider an optimal ergodic control problem with a general running cost function and asymptotic optimality is established (Theorem 2.1) with standard assumptions on the service rates. It also be noted that the admissible policies considered here need not be work-conserving whereas this is not the case in [4] .
The methodology of this problem is not immediate from any existing work. In general, the main idea is to convert such problems to a controlled diffusion problem and analyze the corresponding Hamiltion-Jacobi-Bellman(HJB) equation to extract information about the minimizing policies. All the exiting works [2, 4, 8, 13] use work-conservative properties of the controls to come up with a control set that does not depend on the state variable. But as we mentioned above that our policies need not be work-conserving. Also there is an obvious control set that is associated to our model (see (2.9) ). Unfortunately, this control set depends on the state variable. In general, such control sets are not very favorable for analysis. But for our model we show that the structure of drift and convexity of the cost play a key role in analysis and we can work with such state dependent control sets. In fact, we obtain modified uniform stability (Lemma 4.2) and also show that the Hamiltonian is locally Hölder (Lemma 4.3, Lemma 4.7). Since our control set depends on state we need to show that Filipov's criterion holds [1] and then by using Filipov's implicit function theorem we establish existence of a measurable minimizer for our Hamiltonian. This is done in Theorem 3.1. But such a minimizer need not be continuous, in general and one often requires a continuous minimizing selector to construct ε-optimal policies for the value functions V n (see [2, 8] ). With this in mind, we consider a perturbed problem where we perturb the cost by a strictly convex function and show that the perturbed hamiltonian has a unique continuous selector (Lemma 4.1). Finally, in Theorem 3.1 below to show that the continuous selector is optimal for the perturbed ergodic control problem and can be used to construct ε-optimal policies (Theorem 5.2). To summarize our contribution in this paper, we have
• considered a full-fledged control problem for M/M/N + M queuing network under a setting that could be thought of as a generalization of the well studied GPS models, • solved the corresponding HJB and established asymptotic convergence of the value functions.
Notations: By R d we denote the d-dimensional Euclidean space equipped with the Euclidean norm |·|. We denote by R d×d the set of all d × d real matrices and we endow this space with the usual metric. For a, b ∈ R, we denote the maximum (minimum) of a and b as a ∨ b (a ∧ b, respectively). We define a + = a ∨ 0 and a − = −a ∧ 0. a denotes the largest integer that is small or equal to a ∈ R + . Given a topological space X and B ⊂ X , the interior, closure, complement and boundary of B in X are denoted by B 0 ,B, B c and ∂B, respectively. 1 B is used to denote the characteristic function of the set B. By B(X ) we denote the Borel σ-field of X . Let C([0, ∞) : X ) be the set of all continuous functions from [0, ∞) to X . Given a path f : R + → R, we denote by ∆f (t), jump of f at time t, i.e., ∆f (t) = f (t) − f (t−). We define C 2 (R d ) as the set of all real valued twice continuously differentiable functions on 
By o(g) we denote the subspace of O(g) containing function f satisfying
Infimum over empty set is regarded as +∞. κ 1 , κ 2 , . . . , are deterministic positive constants whose value might change from line to line. The organization of the paper is as follows. The next section introduces the setting of our model and state our main result on the convergence of the value functions. In Section 3 we formulate the limiting controlled diffusion and state our results on the ergodic control problem with state dependent control set. Section 4 obtains various results for the controlled diffusion and its HJB which is used to prove Theorem 3.1 from Section 3. Finally, in Section 5 we obtain asymptotic lower and upper bounds for the value functions.
SETTING AND MAIN RESULT
Let (Ω, F, P) be a given complete probability space and all the stochastic variables introduced below are defined on it. The expectation w.r.t. P is denoted by E. We consider a multi-class Markovian many-server queueing system which consists of d customer classes and d server pool. Each server pool is assumed to contain n identical servers (see Figure 1) .
The system buffer is assumed to have infinite capacity. Customers of class i ∈ {1, . . . , d} arrive according to a Poisson process with rate λ n i > 0. Upon arrival, customers enter the queue of their respective classes if not being processed. Customers of each class are served in the first-come-firstserve (FCFS) service discipline. Customers can abandon the system while waiting in the queue. Patience time of the customers are assumed to be exponentially distributed and class dependent. Customers of class i, i ∈ {1, . . . , d}, renege at rate γ n i . We also assume that no customer renege while in service. Customers of class i have highest priority in accessing service from station i. A customer of class i, i ∈ {1, . . . , d}, is allowed to access service from station j, j ∈ {1, . . . , d}, i = j, if and only if the j-th queue is empty. By µ n ij , i, j ∈ {1, . . . , d} we denote the service rate of class i at station j. We denote µ N ii by µ n i for i ∈ {1, . . . , d}. We assume that customer arrivals, service and abandonment of all classes are mutually independent.
The Halfin-Whitt Regime. We study this queueing model in the Halfin-Whitt regime (or the Quality-and-Efficiency-Driven (QED) regime). We consider a sequence of systems indexed by n where the arrival rates λ n i and n grows to infinity at certain rates. Let r n i := λ n i /µ n i be the mean offered load of class i customers. In the Halfin-Whitt regime, the parameters are assumed to satisfy the following: as n → ∞,
We note that µ ij , i = j, could also be 0 for some i = j. µ ij = 0 could be understood as a situation where servers at station j are very inefficient in serving class-i customers.
State Descriptors. Let X n i = {X n i (t) : t ≥ 0} be the total number of class i customers in the system and Q n i = {Q n i (t) : t ≥ 0} be the number of class i customers in the queue. By Z n ij , i, j ∈ {1, . . . , d}, we denote the number of class i customers at the station j. As earlier we denote Z n ii by Z n i for i ∈ {1, . . . , d}. The following basic relationships hold for these processes: for each t ≥ 0, and i = 1, . . . , d,
Then the dynamics takes the form
Scheduling Control. We will consider policies that are non-anticipative. We also allow preemption. Under these policies every customer class and its associated station must follow a workconserving constrain in the following sense: for all i ∈ {1, . . . , d},
Combining (2.2) and (2.4) we see that
Therefore, when a server from station i-becomes free and there are no customers of class-i waiting in the queue, the server may process a customer of class j, i = j. Also a customer of class i does not receive service from a server at the station j, j = i, if there is an empty server at station i. Service preemption is allowed, i.e., service of a customer class can be interrupted at any time to serve some other class of customers and the original service is resumed at a later time, possibly by a server at some other station. It should be noted that a policy need not be work-conserving. For instance, it could happen that under some policy there are empty servers at station j but there could be queue of class i, i = j. Define the σ-fields as follows
and N is the collection of all P-null sets. The filtration {F n t , t ≥ 0} represents the information available up to time t while G n t contains the information about future increments of the processes. We say that a control policy is admissible if it satisfies (2.4) (or, equivalently (2.5)) and, (i) Z n (t) is adapted to F n t , (ii) F n t is independent of G n t at each time t ≥ 0, (iii) for each i = 1, . . . , d, and t ≥ 0, the process δS n i (t, · ) δS n ij (t, · ) agrees in law with
, and the process δR n i (t, · ) agrees in law with R n i (γ n i · ). We denote the set of all admissible control policies (Z n , F n , G n ) by U n .
Control problem formulation. Define the diffusion-scaled processeŝ
for t ≥ 0. By (2.3) and (2.5), we can expressX n i aŝ 8) are square integrable martingales w.r.t. the filtration {F n t }. Note that by (2.1)
By R d×d + we denote the set of real matrices with non-negative entries. Define
It is easy to see that M(x) is a non-empty convex and compact subset of M for all
2), (2.4) and (2.5) we have for i ∈ {1, . . . , d},
(2.10)
where we fixÛ n ki (t) = 0 if (X n i (t)) − = 0. We also setÛ n ii (t) = 0, for all i ∈ {1, . . . , d}, and t ≥ 0. Therefore using (2.10) we obtain,
ThusÛ n (t) ∈ M(X n (t)) for all t andÛ n (t) is F n t adapted. AlsoÛ n ij represents the fraction of the total number of servers (X n j − n) − at station j that are serving class-i customers. As we show later, it is convenient to viewÛ n (t) as the control.
2.1.1. The cost minimization problem. We next introduce the running cost function for the control problem. Let r : 12) and some positive constant c 1 . We also assume that r is convex and locally Lipschitz. For example, if we let h i , h i ≥ 0, be the holding cost rate for class i customers, then some of the typical running cost functions are the following:
These running cost functions evidently satisfy the condition in (2.12). Given the initial state X n (0) and an admissible scheduling policy Z n ∈ U n , we define the diffusion-scaled cost function as 13) where the running cost function r satisfies (2.12). Then, the associated cost minimization problem is defined byV n (X n (0)) := inf
We refer toV n (X n (0)) as the diffusion-scaled value function given the initial stateX n (0) for the n th system. From (2.4) we see that for i ∈ {1, . . . , d}, and t ≥ 0,
Therefore redefining r as
we can rewrite the control problem aŝ 16) and the infimum is taken over all admissible pairs (X n ,Û n ) satisfying (2.11). HenceÛ n (t) ∈ M(X n (t)), almost surely, for all t ≥ 0. For simplicity we assume that the initial conditionX n (0) is deterministic andX n (0) → x, as n → ∞, for some x ∈ R d .
2.1.2.
The limiting controlled diffusion process. As in [2, 8, 13] , the analysis will be done by studying the limiting controlled diffusions. One formally deduces that, providedX n (0) → x, there exists a limit X forX n on every finite time interval, and the limit process X is a d-dimensional diffusion process with independent components, that is, 17) with initial condition X 0 = x. In (2.17) the drift b(x, u) :
with
The control U t lives in M and is non-anticipative, W (t) is a d-dimensional standard Wiener process independent of the initial condition X 0 = x, and the covariance matrix is given by
A formal derivation of the drift in (2.18) can be obtained from (2.4) and (2.7) . We also need the control to satisfy U i ∈ M(X(t)) for all t ≥ 0. We define q :
Thus from (2.18) we get that
A detailed description of equation (2.17) and related results are given in Section 3.
2.1.3. The ergodic control problem for controlled diffusion. Definer :
We note that for u ∈ M(x) the costr(x, u) agrees with r(x, u) given by (2.15). In analogy with (2.16) we define the ergodic cost associated with the controlled diffusion process X and the running cost functionr(x, u) as
Here U denotes set of all admissible controls which are defined in Section 3. We consider the ergodic control problem
We call * (x) the optimal value at the initial state x for the controlled diffusion process X. It is shown later that * (x) is independent of x. A detailed treatment and related results corresponding to the ergodic control problem are given in Section 3. Next we state the main result of this section, the proof of which can be found in Section 5.
Theorem 2.1. LetX n (0) → x ∈ R d , as n → ∞. Also assume that (2.1) and (2.12) hold where the cost function r is convex and locally Lipschitz. Then
where * (x) is given by (2.21).
Theorem 2.1 is similar to Theorem 2.1 and 2.2 in [2] . We must note that the control set in our setting depends on the location x whereas in [2] this is not the case. Therefore we need to adopt suitable modification for this problem. As shown below the convexity property of the cost and the structure of drift b will play a key role in our analysis.
AN ERGODIC CONTROL PROBLEM FOR CONTROLLED DIFFUSIONS
3.1. The controlled diffusion model. The dynamics are modeled by a controlled diffusion process X = {X(t), t ≥ 0} taking values in R d , and governed by the Itô stochastic differential equation
where b is given by (2.20) and
All random processes in (3.1) live in a complete probability space (Ω, F, P). The process W is a d-dimensional standard Brownian motion independent of the initial condition X 0 . Definition 3.1. A process U , taking values in M and U (t)(ω) is jointly measurable in (t, ω) ∈ [0, ∞) × Ω, is said to be an admissible control if, there exists X = {X(t) : t ≥ 0} satisfying (3.1), and,
• U is non-anticipative: for s < t, W t − W s is independent of
• U (t) ∈ M(X(t)), almost surely, for t ≥ 0.
We let U denote the set of all admissible controls. We observe that the drift b is Lipschitz continuous and the diffusion matrix Σ non-degenerate. Since 0 ∈ M(x) for all x ∈ R d we see that U ≡ 0 is in U. Thus U is non-empty. Let a := ΣΣ T . We define the family of operators
We refer to L u as the controlled extended generator of the diffusion. In (3.2) and elsewhere in this paper we have adopted the notation ∂ i :=
A control U ∈ U is said to be stationary Markov if for any measurable v :
. Therefore for a stationary Markov control we have v(X(t)) ∈ M(X(t)) for all t ≥ 0. By U SM we denote the set of all stationary Markov controls. Now we introduce relaxed controls which will be useful for our analysis. By P(M) we denote the set of all probability measures on M. We can extend the drift b and the running cost r on P(M) as follows: for v(du) ∈ P(M),
Controls taking values in P(M) are known as relaxed controls. Similarly, we can extend the definition of stationary Markov controls to measure valued processes. A stationary Markov control v : R d → P(M) is said to be admissible if there is a unique strong solution to (3.1) and 1 M (X(t)) , v(X(t)) = 1, almost surely, for all t ≥ 0. We shall denote the extended class by U SM . We render the space U SM with the following topology: : v n → v in U SM if and only if
Proposition 3.1. The space U SM under the above mentioned topology is compact whenever the initial condition X(0) is a fixed point.
Proof. Let X(0) = x. Let {v n } ∈ U SM be a sequence of stationary Markov controls. Then (X n (t), v n (X n (t))) satisfies (3.1) and v n (X n (t)) ∈ M(X n (t)), a.s., for t ≥ 0. 
where p n , p denote the transition density of X n , X respectively, at time t starting from x. Also the transition densities are locally bounded. Now observe that (x, u) → 1 M c (x) (u) is a lowersemicontinuous function. This fact follows from the definition of M(x). Hence there exists a sequence of bounded, continuous function
Let φ k be any smooth, non-negative function taking values in [0, 1] with support in B k (0). We choose φ k to satisfy φ k 1, as k → ∞. Then from the convergence criterion of Markov controls we get for all k ≥ 1,
where in the last line we use (3.3), (3.4). Therefore letting k → ∞ we have for t > 0 that
This proves that for every t > 0, support of v(du|X(t)) lies in M (X(t)) almost surely. We define v(x) = 0 to complete the proof.
It is well known that for every Markov control in U SM there is a unique strong solution to (3.1) which is also a strong Markov process. It is also easy to check that the solution corresponding to v ∈ U SM is in fact admissible in the sense that v(M c (X(t))|X(t)) = 0 a.s. for all t ≥ 0. (see for example, the last display of the above proof).
We recall the cost functionr from previous section wherẽ r(x, u) = r(q
and r is a convex, locally Lipschitz function that satisfies (2.12). Define
For ε ∈ (0, 1), we consider the following perturbed cost functioñ
] is strictly convex in u, we haver(x, ·) strictly convex on M(x) for every x ∈ R d . For U ∈ U, we define
Therefore we have two value functions given by * := inf
We have suppressed the dependency of x from the value function as it is shown later that the value functions do not depend on x. Our main result of this section is the following.
such that (i) for each ε ∈ (0, 1), there is a unique continuous selector of (3.6) which is also optimal for ε ;
It is not hard to see that ε * , as ε → 0. Therefore using Theorem 3.1 we can find ε-optimal controls (in fact, continuous Markov controls) for * . Continuity property of the Markov controls will play a crucial role in the construction of an ε-optimal admissible control for the queuing model and obtaining asymptotic upper bound for Theorem 2.1. Results similar to Theorem 3.1 are also obtained in [2] but the control set in [2] is fixed and does not depend on x. Therefore the results of [2] does not directly apply here. On the other hand we have uniform stability (see Lemma 4.2) which will help us in proving Thoerem 3.1. We prove Theorem 3.1 is Secion 4. We show that the ε-perturbed Hamiltonian in (3.6) has certain regularity property (Lemma 4.3) and the strict convexity of the perturbed costr ε helps us to find a unique continuous minimizer (Lemma 4.1). Using these properties we characterize the discounted value function V α ε with the running costr ε in Theorem 4.2. Finally we show that the scaled value functionV α ε := V α ε − V α ε (0) converges to a limit V ε that solves (3.6).
UNIFORM STABILITY AND RELATED RESULTS
This goal of this section is to prove Theorem 3.1 and obtain related estimates. In what follows, we use several standard results from elliptic theory without explicitly mentioning its reference. Those results can be found in [12] . For instance, the following is used in several places: if a function ψ ∈ W ij a ij ∂ ij ψ(x) = f (x) for some function f ∈ C α (B), α ∈ (0, 1), then ψ ∈ C 2,β loc (B) for some β > 0. We start by proving continuity property of the selector. Define a map ϕ :
Since M(x) is convex and compact for every x andr ε (x, ·) is strictly convex on M(x) we see that ϕ is well defined.
Lemma 4.1. For every ε ∈ (0, 1), the function ϕ defined above is continuous.
Suppose (4.1) is not true and u ki > 0 for some k = i. We defineū ∈ M as follows,
It is easy to check thatū ∈ M(x). We also have
which contradicts the fact that u ∈ Arg min u∈M(x) {b(x, u) · p +r ε (x, u)} and this proves (4.1). Let (x n , p n ) → (x, p), as n → ∞. We show that ϕ(x n , p n ) → ϕ(x, p), as n → ∞. Let
Since the sequence {u n } is bounded we can assume that u n → m 0 ∈ M. It is also easy to see that m 0 ∈ M(x). We need to show that m 0 = u. Given u as above we find m n ∈ M(x n ) such that m n → u, as n → ∞. Construction of m n is done in following two cases. Case 1: Let u = 0. Therefore we let m n = 0 ∈ M(x n ) for all n. Case 2: Let u = 0 . Then using (4.1) we see that whenever u ki > 0 for some k and i = k we have x − i > 0. Let I(x) = {i : u ki > 0 for some k = i}. Therefore (x n ) − i > 0 for all i ∈ I(x) and large n. Define for large n,
, whenever u ki > 0.
We set δ n ki = 0 otherwise. Defne (m n ) ki = u ki − δ n ki for all k = i. Since δ n → 0 as n → ∞, we have m n ∈ M for all large n. Now we show that m n ∈ M(x n ) for all large n. To do this we note that for any i ∈ {1, . . . , d},
2.
If the set {j : u ij > 0} is empty then the rhs of above display is less than (x n ) + i . Otherwise we get
where in the second inequality we use the fact that u ∈ M(x) and u ij ≤ 1. This proves that m n ∈ M(x n ) for all large n. Therefore by definition we have
and letting n → ∞, we get
Therefore m 0 ∈ M(x) is also a minimizer in M(x). By uniqueness property of the minimizer in M(x) we get m 0 = u. Hence the proof.
Let V ∈ C 2 (R d ) be such that V(x) = |x| k for |x| ≥ 1 where k ≥ 1. In fact, we can take V to be non-negative. Also define
Following lemma establishes uniform stability of the our system.
Lemma 4.2.
There exists a positive constants c 5 , c 6 , depending on k, such that
Proof. Recall from (2.20) that for u ∈ M(x),
For x ∈ R d , and u ∈ M(x), we have q i (x, u) ≥ 0, and
where in the last line we use the fact that u ij ≤ 1. Hence
We note that for any u ∈ M(x), we have
. Therefore for u ∈ M(x), and |x| ≥ 1, we obtain
for some constants κ 1 , κ 2 > 0, where in the second inequality we use the fact that
for u ∈ M(x), and in the third inequality we use (4.3). Now the proof can be seen using (4.4).
Now we talk about a convex analytic approach that assures the existence of an optimal control. To do this we introduce some more notations. For U ∈ U we define
We use the notation E U [·] to convey the dependency in U . For β > 0, we define
and,
and
In what follows, we denote by τ(A) the first exit time of a process {X t , t ∈ R + } from a set
The open ball of radius R in R d , centered at the origin, is denoted by B R , and we let τ R := τ(B R ),
Proof. Let U ∈ U. Applying Itô's formula, it follows from (4.2) that
Letting R → ∞, and then T → ∞, we see that
Since h is inf-compact, the above display implies that the mean-empirical measures {ζ x,t : t > 0}, defined by
are tight. Since
and (x, u) → 1 M c (x) (u) is lower-semicontinuous, it is easy to see that every sub sequential limit of {ζ x,t : t > 0}, as t → ∞, lies in G. Also if π is one of the limits of {ζ x,t : t > 0}, we get
This shows that˜ * ≤ * . Let π ∈ G. Disintegrating the measure we have π(dx, du) = v(du|x)µ v (dx). Therefore by definition, we have
Hence applying [3, Theorem 2.6.16] we see that µ v (dx) has locally strictly positive density. In particular, µ v (dx) is mutually absolutely continuous with respect to the Lebesgue measure on R d . Combining these observations with the fact that
we conclude that v(M c (x)|x) = 0 almost surely with respect to the Lebesgue measure on R d . Since v(M c (x)|x) is Borel-measurable we can modify v on a Borel-set of measure 0 so that v(M c (x)|x) = 0 holds everywhere. Hence the stationary solution X(t) corresponds to the Markov control v(·|x) would satisfy v(M(X(t))|X(t)) = 1 almost surely. Thus v(·|x) is an admissible Markov control. By ergodic theory [25] it is well know that lim sup
Henceˆ * ≤˜ * . But by definition * ≤ˆ * . Thus we have * =ˆ * =˜ * . This proves (a).
To prove (b), we consider a sequence π n ∈ G along which the infimum is achieved. Applying Lemma 4.2 we obtain that the measures {π n } are tight and thus is has a convergent subsequence. Let π be one of the subsequence and π n → π as n → ∞. Lower-semicontinuity of (x, u)
Thus the infimum is achieved at π and the Markov control is obtained by disintegrating π(dx, du) = v(du|x)µ v (dx) and v(du|·) is our required Markov control.
Remark 4.1. We observe that the arguments of Theorem 4.1 continue to hold if we replacer byr ε and by ε . The above theorem also establishes independence of (and ε ) from x.
The above existence result of optimal Markov control is analytic and it does not provide any characterization of the optimal control. To prove Theorem 2.1 we need to find an optimal control with some regularity property such as continuity. But the above result does not say anything about the regularity properties of optimal Markov controls. Therefore we will analyze the associated HJB to obtain more information about the optimal Markov control.
For α ∈ (0, 1), we define
The following result characterize the α-discounted problem.
Moreover, the unique minimizer selector is an optimal Markov control for (4.6).
Before we prove the theorem we need to establish some regularity property of the Hamiltonian. To do so we define,
Lemma 4.3. Let K ⊂ R d be compact. Then for any R > 0, there exists a constant c = c K,R,ε , depending on K, R and ε, such that
, for all x, y ∈ K, and, p, q ∈ B R (0).
Proof. We note that for any x ∈ K, we have
Therefore it is enough to show that for any x, y ∈ K,
Since b and r are locally Lipschitz, we have a constant κ > 0, depending on K, such that
(4.9) Let u ∈ M(y) be a minimizer of
in M(y). In fact, this is the unique minimizer because of the strict convexity of the functional.
The above says that either u ij ≤ θδ or j:u ij >θδ y − j ≥ δ 2 j:u ij >θδ 1. To show the claim we assume that there exists i, j, i = j such that u ij ∈ (δθ, 1], and y − j < δ 2 . We defineũ ∈ M(y) as follows
Then using (4.9) we obtain
This contradicts that fact that u ∈ M(y) is a minimizer. This proves the claim (4.10). We note that it is enough to show (4.8) for |x − y| < 1 θ . Let |x − y| < 1 θ . We define A(y) ⊂ {1, . . . , d} as follows.
A(y) := {i ∈ {1, . . . , d} :
Note that A(y) could be empty. Now for any i ∈ A c we have either u ij ≤ θ|x − y| 1/4 for some j = i, or y − j ≤ |x − y| 1/2 for all j satisfying u ij > θ|x − y| 1/4 . But the second one does not occur due to (4.10). Thus for i ∈ A c (y) we have u ij ≤ θ|x − y| 1/4 for all j = i. Therefore there exists a constant κ 1 , depending on K and θ, such that for all i ∈ A c (y),
Now we defineū ∈ M as follows
We show thatū ∈ M(x). To do so we only need to check that for i ∈ A(y),
For i ∈ A(y),
, where in the last line we use the fact that |x − y| 1/4 d ≤ d θ 1/4 < θ. This showsū ∈ M(x). Also by the construction ofū and (4.11) it is evident that for all i, j ∈ {1, . . . , d}, i = j,
for some constant κ 2 . Hence (4.8) follows using the above display and (4.9).
Now we prove Theorem 4.2.
Proof of Theorem 4.2. The proof is in spirit of [3, Theorem 3.5.6]. Two key ingredients of the proof are Lemma 4.1 and Lemma 4.3. Recall that B R denotes the ball of radius R around 0. It is well known that there exists a solution ϕ R ∈ C 2,β (B R ), β ∈ (0, 1/4), satisfying 
Now choosing k > m in Lemma 4.2 and using (2.12) we see that
for some constant κ 1 . Hence using (4.12) we get that ϕ R (x) <
for all x. This shows that ϕ R is locally bounded, uniformly in R. Hence using standard elliptic theory and Lemma 4.1 we obtain that for any domain D ⊂ R d and p ≥ 1,
where the constant κ 2 is independent of R. Therefore we can extract a subsequence of ϕ R that converges to ϕ as R → ∞ in W 2,p loc (R d ), p ≥ 2d, and in C 1,r loc (R d ) for r ∈ (0, 1/4). Using locally Lipschitz property of H ε (x, ·) we obtain that ϕ is a weak solution to
Lemma 4.3 and elliptic theory gives us ϕ ∈ C 2 (R d ). From (4.12) we also have ϕ ≤ V α ε . To show that equality we consider the minimizing selector u(·) of (4.14). Existence of such selector is assured from Lemma 4.1. Hence we have
Since u(x) ∈ M(x) for all x, the solution X corresponding to this Markov control is admissible. Therefore applying Itô's formula we get
Now we use the non-negativity of ϕ to conclude that
Letting R → ∞, in above display and using Fatou's lemma we get
This shows V α ε = ϕ and u is an optimal Markov control. The following is a special case of the Hardy-Littlewood theorem [23, Theorem 2.2].
Lemma 4.4. Let {a n } be a sequence of non-negative real numbers. Then lim sup
Concerning the proof of Lemma 4.4, note that if the right hand side of the above display is finite then the set { an n } is bounded. Therefore ∞ n=1 β n a n in finite for every β < 1. Hence [23, Theorem 2.2] is applicable.
ByŨ SM we denote the set of all admissible deterministic Markov controls, i.e.,Ũ SM denotes collection of all measurable v : R d → M such that v(x) ∈ M(x) for almost all x. We recall thatτ r denotes the hitting time to the ball B r , i.e., τ r := inf{t ≥ 0 : X(t) ∈ B r }.
Proof. From (4.13) we obtain that for any R > 0,
where the constant κ R does not depend on α and ε. Hence applying [3, Lemma 3.6.3] (see also [2, Lemma 3.5]) we get thatV α ε is bounded in W 2,p loc (R d ), p ≥ 1. Also boundedness {αV α ε (0)} α∈(0,1) follows from the above display. For p > 2d, we see that any sub-sequential limit also converges in C 1,r loc (R d ). Hence any sub-sequential limit would satisfy (4.15). We can improve regularity of V ε to C 2 using Lemma 4.3. Now we show that ≤ ε . Let U ∈ U be any admissible control. We also assume that lim sup
for some x. It is easy to see that lim sup
where N runs over natural numbers. Define
For β = e −α , we have
Hence from Theorem 4.2 and Lemma 4.4 we get lim sup
Since lim α→0
1−e −α α = 1 we obtain from (4.16) that lim sup
where we use the fact that for any
Since U ∈ U is arbitrary we have ε ≥ . (a) follows from the same argument as in [3, Lemma 3.7.8] . In fact, following [3, Lemma 3.7.8] one obtains that for any r > 0,
Let u α ε be the minimizing selector of (4.7). Then applying Lemma 4.1 we get that u α ε → u ε pointwise, as α → 0. Also by Theorem 4.2 we havē
Since u α ε → u ε , using Lemma 4.2 we have (see also [2, Lemma 3.8])
Since (1 − e −αs ) ≤ αs, for s ≥ 0, combining above two display we get, as α → 0, that
The following lemma establishes optimality of u α that we choose above.
Lemma 4.6. Every sub-sequential limit V ε that we obtain in Lemma 4.5 is in o(|x| k ) for k > m, where m is given by (2.12). Also if u ε is the minimizing selector in (4.15) we have
Proof. From Lemma 4.5 (see (4.17)) we obtain that
Considering k = m in Lemma 4.2 and applying Dynkin's formula we obtain, for v ∈Ũ SM , that
Now V being non-negative, letting t → ∞, in the above display we have
r .
Choose r ≥ 1, large enough so that |x| ≥ for x ∈ B c r . Therefore
Thus (2.12) and (4.19) gives that V ε ∈ O(|x| m ). Hence V ε ∈ o(|x| k ), k > m. Now let u ε be the minimizing selector of (4.15). We observe that u α ∈Ũ SM . Moreover, using Lemma 4.2 we see that u ε is stable with lim sup
for any s ≥ 1. Thus if µ uε denote the invariant measure corresponding to the Markov control u ε we have
Thus (4.18) follows by an application of Dynkin's formula to (4.15) .
To this end we define
the following result is similar to Lemma 4.3.
Lemma 4.7. Let K ⊂ R d be compact. Then for any R > 0, there exists a constant c = c K,R , depending on K, R , such that
Proof. We note that the proof of Lemma 4.3 is not applicable here to conclude the result. In fact, the constant θ defined in Lemma 4.3 tends to infinity as ε → 0. However, we adopt a similar technique to establish hölder regularity of the Hamiltonian. In view of Lemma 4.3, we see that it is enough to show the following: there exists θ 1 , depending on K, R, such that for any u ∈ M(y) we could find u ∈ M(x) such that 20) and x, y ∈ K. Let u ∈ M(y). Let θ be a positive number that will be chosen later. Define A(θ) := i ∈ {1, . . . , d} :
We defineū ∈ M as follows,
It is easy to see that (4.20) is satisfied with the above choice ofū. Thus it remains to show that u ∈ M(x). In fact, we have to show that for i ∈ A c (θ),
Now for i ∈ A c (θ),
Now we are ready to prove Thereom 3.1.
Proof of Theorem 3.1. Existence of solution V ε ∈ C 2 and optimality of ε follows form Lemma 4.6. Uniqueness of (V ε , ε ) can be obtained following same arguments as in [3, Theorem 3.7.12(iii)]. Hence (i) and (ii) follows. Now we argue that for any r > 0,
We recall that V ε is obtained as a limit ofV α ε = V α ε − V α ε (0) where V α ε is given by (4.6 
Hence applying standard elliptic theory we have the family
Letting ε → 0 in (3.6) we see that (V, ) satisfies (3.7). Using Lemma 4.7 and regularity property of non-degenerate elliptic operator we get V ∈ C 2 (R d ).
(iv): Therefore there exists a solution (V, * ) to (3.7). We now show that there exists a measurable minimizing selector of (3.7). We first show that the map χ :
, is measurable. To check measurability we need to show that for any closed F ⊂ M,
is a Borel set (see [1, pp. 557] ). χ is referred to as lower-inverse of χ. In fact, we show that χ (F ) is a closed set whenever F is closed. Let x n → x, as n → ∞, for a sequence {x n } ⊂ χ (F ). Then there exists u n such that u n ∈ χ(x n ) ∩ F and u n ∈ M(x n ). Now M being compact there exists u ∈ F satisfying u n → u as n → ∞. It is easy to check that u ∈ M(x). Thus χ(x) ∩ F = ∅ implying x ∈ χ (F ). We already have V ∈ o(|x| k ), k > m. Therefore applying Dynkin's formula to (4.23) with a similar argument as in Lemma 4.6 we obtain that u is optimal for * .
(iii) and (v): We have already shown above that V ε → V , along some subsequence as ε → 0, in W 
ASYMPTOTIC OPTIMALITY
The goal of this section is to prove Theorem 2.1. In Theorem 5.1 below we show that * is an asymptotic lower bound for the value functionsV n (X n (0)) as n → ∞. Then using Theorem 3.1 we construct a sequence of admissible policies for the queuing systems and show in Theorem 5.2 that the admissible policies are ε-optimal for the value functions as n → ∞.
Recall the diffusion scaled processX n ,Ẑ n andQ n from (2.6) and their relation (2.7) for some constant κ 5 , where we use the fact that [X n i ] − X n i is also a martingale. Therefore combining (5.3)-(5.5), and (5.7) we obtain constants κ 6 , κ 7 > 0, independent of U n , such that E[ϕ(X n (t))] = E[ϕ(X n (0))] + κ 6 t − κ 7 E t 0 |X n (s)|ds ,
for all large n. Since {X n (0)} is bounded, we obtain (5.2) from the above display.
For any n ≥ 1 and (X n ,Û n ) satisfying (2.7) and (2.11) we define empirical measures ξ n t ∈ P(R d × M) as follows: For Borel A ∈ B(R d ), B ∈ M, 
where q is given by (2.19) . From (2.1) we haveΘ n i → 2λ i , as n → ∞, uniformly on compacts.
Lemma 5.2. Consider n ≥ n 0 , where n 0 is given by Lemma 5.1. ForÛ n ∈ U n , we define ξ n t as in (5.8). Then the collection {ξ n , t > 0} is tight, as t → ∞, and if π n is a sub-sequential limit of {ξ n , t > 0}, then we have
Proof. From (5.2) we obtain that lim sup
for any k ≥ 1. This implies that {ξ n , t > 0} is tight. Let π n be a sub-sequential limit and ξ n t l → π n as t l → ∞. SinceÛ n (X n (s)) ∈ M(X n (s)) for all s, we have from (5.8) that The following result establishes asymptotic lower-bound of the value functions.
Theorem 5.1. As n → ∞, V n (X n (0)) ≥ * , where * is given by (3.5). Now we proceed to prove asymptotic upper bound. The idea is to construct a sequence of admissible policy that achieves * . One main obstacle with such construction is that the minimizer of the HJB (3.7) might not be continuous, in general. Therefore we use the perturbed HJB (3.6). Let u : R d → M be a continuous function and u(x) ∈ M(x) for all x. Using u we construct an admissible policy for every n as follows. Recall that a denotes the largest integer small or equal to a ∈ R. For X n (t) ∈ R d + , we define, Z n i (t) := X n (t) ∧ n, Z n ki (t) := u ki (X n (t))(X n i (t) − n) − , i = k, whereX n denotes the scaled version of X n under diffusion settings. We also define Therefore Z n ∈ U for all n. It is easy to see that
Theorem 5.2. We have
where * is given by (4.5).
