A new method is presented for solving the inverse scattering problem of determining the speed of sound in an inhomogeneous medium from the far-field data. If This approach eliminates the problem of transmission eigenvalues that was inherent in our previous work on this problem.
Introduction
The numerical solution of the inverse scattering problem for time-harmonic acoustic waves in an inhomogeneous medium has attracted considerable attention in recent years [4] [5] [6] 8, 11, 12, 14, 15] . In addition to being nonlinear and improperly posed, this problem is complicated by the need to obtain data corresponding to many different frequencies and incident fields in order to obtain reasonably accurate reconstructions. These difficulties seem to be inherent to the problem. In particular, first-order perturbation solutions based on the Born or Rytov approximations are not valid in many areas of practical importance.
In an effort to simplify the problem and to reduce computation time, Colton and Monk considered the possibility of using only weighted averages of the far-field data [4, 5] . By an appropriate choice of the weight function, this approach leads to the problem of solving a new class of boundary value problems for the reduced wave equation called interior transmission problems [2, 4] . The numerical efficiency of this scheme was investigated in [4, 5] where it was shown that the price paid for having fewer unknown functions to determine is the appearance of eigenvalues to the interior transmission problem. These eigenvalues have the effect of restricting the range of frequencies that can be employed in the reconstruction algorithm, thereby impeding the accuracy of the reconstruction (cf example 2 of [4] ).
In this paper, we shall introduce a method of weighting the far-field data that avoids the problem of eigenvalues to the interior transmission problem. This is accomplished 0266 where F(P;k,oi) are the measured far-field data in the direction of observation 2 corresponding to an incident plane wave with wavenumber k moving in the direction 2 and F,(P; k, 6) are the far-field pattern corresponding to the same incident field incident upon a ball containing the inhomogeneity in its interior and an impedance boundary condition on the boundary of the ball. Although in general no such g exists, we shall show that a function g can be found such that (1.1) is approximately satisfied: which is all that is needed from the point of view of the inverse problem. We shall then give several examples of numerical solutions to the inverse scattering problem for the case of a spherically stratified inhomogeneous medium. In contrast to our previous approach in [4] , it is now no longer necessary to impose restrictions on the frequency in order to implement our algorithm for solving the inverse scattering problem. The accomplishment of this goal is the main aim of this paper.
In passing, we note that by the reciprocity principle [2] the far-field patterns satisfy the identity (1.2) with a similar indentity holding for Fj,(2; k,d). Hence weighting the far-field data with respect to 2 and 6 is equivalent. We also note that for the direct scattering problem the idea of eliminating eigenvalues by introducing an artificial boundary on which an auxiliary function satisfies an impedance boundary condition was first introduced by Ursell in 1973 [13] , a work which inspired many other investigations into integral equation methods for solving the direct scattering problem. F ( 2 ; k, 6) = F ( 4 ; k, -2)
The direct scattering problem
Consider the propagation of an acoustic time-harmonic plane wave through a nonabsorbing inhomogeneous medium of compact support. Let c(x), x E R3, denote the local speed of sound and assume that c(x) = co > 0 for r = 1x1 2 a where a and co are constants. Then, if CO is the frequency of the incident wave, 6 its direction of propagation, k = w / c o > 0 the wavenumber, and under appropriate assumptions [6] the mathematical problem we are faced with is to determine the velocity potential u(2) of the total field such that
where us(x) denotes the scattered field and the Sommerfeld radiation condition (2.3) is assumed to hold uniformly for 2 = x / j x on the unit sphere dR. We shall make the assumption that n(x) is continuously differentiable. (In contrast to our previous work, it is also possible to allow n(x) to be complex valued. However, for the sake of simplicity we shall assume in this paper that n(x) is real valued.)
Of special interest from the point of view of the inverse scattering problem is the far-jield pattern F(P; k, a*) of the scattered field defined by the asymptotic relation
Indeed, the inverse scattering problem we shall consider is to determine n(x) from a knowledge of F ( f ; k, a*), assuming that the speed of sound co in the homogeneous region is known. In our previous work [4, 5] , we showed that except for a discrete set of values of the wavenumber k, called transmission eigenvalues, we could find a function g E L2(dn) such that for all 2 E dCl the identity
is approximately satisfied. This identity then formed the basis for an optimisation scheme for solving the inverse scattering problem of determining m(x) from F(P; k, &). As mentioned in the introduction, a disadvantage of this method is that the presence of transmission eigenvalues can lead to numerical instabilities and poor reconstructions of the profile m(x), particularly in a neighbourhood of the origin (cf example 2 of [4] and $3.1 of [SI). We shall now introduce a modified version of the identity (2.8) that leads to a method for solving the inverse scattering problem that avoids this difficulty but still preserves the numerical economy of our original approach.
We begin by considering an auxiliary problem. Let h(x) be the solution of the exterior impedance boundary value problem
(2.10) (2.1 1) dh
where E, is a positive constant independent of a^ and R, = { x : 1x1 < b, b 2 U } . The solution of (2.9)--(2.12) can be constructed by the method of separation of variables and in this way it is seen that h(x) is in fact a solution of the Helmholtz equation (2.9) for 1x1 > 0. We denote the far-field pattern of hs(x) by F2,(f; k, di), i.e.
We now consider the problem of when there exists a function
By the reciprocity principle (1.2), we see that (2.14) is equivalent to the identity (2.14)
Let w'(x) be the Herglotz wavgfunction with Herglotz kernel g [7] defined by a n
is the far-field pattern corresponding to the scattering problem
is the far-field pattern corresponding to the scattering problem 
i.e. w ( x ) satisfies the boundary value problem Note that in the above formulation we assume that w'(x) is a solution of the Helmholtz equation only in SZ, (i.e. w'(x) is not necessarily a Herglotz wavefunction) whereas w s ( x ) is assumed defined for all x E R3. From the above analysis we can conclude the following. Theorem 1. Assume there exists a unique solution w = 2 + ws to the impedance problem (2.27)-(2.30). Then there exists a g E L2(aR) such that (2.14) is valid if and only if w'(x) is a Herglotz wavefunction.
In the next section of this paper we shall show that there exists a unique solution to (2.27), (2.29) and that if this solution is decomposed as in (2.28) then w'(x) can be approximated in C1(ao) by a Herglotz wavefunction. From the above analysis and the continuous dependence of the solution of (2.18)-(2.20) and (2.22)-(2.25) on w'(x) (and its first derivatives on X I , in the case of (2.22)-(2.25)) this implies that there exists a g E L2(dR) such that the identity (2.14) can be satisfied to within an arbitrarily prescribed degree of accuracy.
The impedance problem (2.27)-(2.30)
We shall establish the existence of a unique solution to the impedance problem (2.27)-(2.30) by the use of potential theory as discussed in 93.7 of [3] for a related exterior problem. To this end, we shall need the following integral operators where, in our case, we can assume that cp E C(dQ,), w E C(B). In the following definitions, @ ( x , y ) is the fundamental solution (2.5) and v is the unit outward normal to an,,. We define the operators S , K' and T for x E fi, by
We are now in a position to prove the following theorem. There exists a unique solution w = 2 + w s E C2(no) n C1(fio) of the Prooj We first establish existence. We look for a solution of (2.27)-(2.30) in the form
where cp and U are to be determined. For w to be a solution of (2.27), we must have that U = w. Then, setting and (3.4) becomes
To show the existence of a unique solution to (3.7) we must show that the only solution of the homogeneous problem is the trivial solution cp = 0. Consider the homogeneous equation
(3.8)
Then, if cp is a solution of (3.8) and w is defined by (3.6),
satisfies homogeneous impedance data on ;In, and w is a solution of (2.27) in 0,. Since by Green's formula (3.10)
we can conclude that w = 0 on aR, and hence so does dw/av. From (3.8) and the regularity properties of single-and double-layer potentials [3] we have that w E C ' ( b , )
and we can now conclude by the unique continuation property of solutions to (2.27)
[lo] that w(x) = 0 for x E 0,. From (3.6) we now have that h = Sq = 0 in R,. By the continuity of Sq in a,, the uniqueness of the exterior radiating Dirichlet problem for the Helmholtz equation and the discontinuity properties of single-layer potentials, we now see that cp is identically zero.
We can now conclude that there exists a unique solution cp E C(aR,) of (3.7) and by the regularity of f ( x ) we have that q E C's"(dR,), 0 < LI < 1. Hence, defining w by (3.6), we have established the existence of a solution to the impedance problem (2.27)-(2.30) where
It only remains to show uniqueness. Suppose there existed two solutions to (2.27)-(2.30). Then their difference satisfies (2.27)-(2.30) with (2.29) replaced by homogeneous boundary data. From (3.10) we see that w(x) = 0 for x E dR, and as above we can conclude that w(x) = 0 for x E 0,. This implies that w s ( x ) = -w'(x) for x E R,, i.e. w'(x) can be uniquely continued as an entire solution of the Helmholtz equation that satisfies the Sommerfeld radiation condition. But this implies that ws(x) is identically zero for x E R3 (theorem 3.40 of [3] ) and this completes the proof of the theorem.
Corollary. If w = 2 + ws is a solution of the impedance problem (2.27)-(2.30), then w' can be approximated in C' (a,) by a Herglotz wavefunction.
ProoJ
Since cp E C'."(dRo) we can conclude that w' E C ' , E ( q ) n=O m=-n where j,, is a spherical Bessel function and Y/ is a spherical harmonic. Hence, wf(x) is a Herglotz wavefunction [7] . Representing wi and wt in terms of Green's function for the impedance boundary value problem for R, now implies the corollary.
We recall that this corollary implies that there exists g E L2(dR) such that the identity (2.14) is satisfied to within an arbitrarily prescribed degree of accuracy.
The inverse scattering problem
The analysis of the previous two sections now suggests a new method for solving the inverse scattering problem that avoids the problem of transmission eigenvalues. The method we have in mind is to determine a function g E L2(dn) such that (2.14) is valid, define the Herglotz wavefunction w'(x) by (2.16), and then determine the functions m ( x ) = 1 -n(x) and ws(x) from (2.27)-(2.30) or, equivalently, the integral equation formulation (3.2)-(3.4). This process is an improperly posed problem and hence, as in our previous work [4, 5] , regularisation methods should be employed. The advantage of our approach over those schemes proposed by other investigators in the area is that it is easy to use as many different incident fields as one likes since this information is utilised only in the first step where the function g E L2(dQ) is determined. Indeed, there is no extra cost at all in adding new plane waves as probes and, in fact, the accuracy of the determination of g is enhanced by doing this! In this section, we shall indicate the practicality of our method by considering the case of a spherically stratified profile and comparing our results with those of [4] . Since in this case the solution of the impedance problem (2.27)-(2.30) is spherically symmetric, we see that the function g is a constant. Hence, it suffices to only consider the lowest-order Fourier coefficients of the far-field patterns F ( 2 ; k, a*) and FJ2, k, 2) and in the second of these functions we set A = k.
We first consider the direct scattering problem (2.1)-(2.3) when m ( x ) = 1 -n(x) is spherically symmetric, i.e. We now consider the numerical implementation of the scheme (4.13)-(4.15).
Numerical results
To generate far-field data for the inverse algorithm, we discretise (4.4) using Nystrom's method and the trapezoidal rule with Nf equally spaced integration points (see [9] for a discussion of Nystrom's method). Having computed an approximation to yo(r) we approximate the lowest Fourier coefficient of the far-field pattern, denoted by f o ( k ) , via (4.7) using Nf point trapezoidal quadrature. We compute approximate data {fo(ki)};>,
To implement the inverse algorithm, we discretise m(r) by a cubic spline with N , equally spaced knots in [O,a] with the constraint that
These constraints arise since n(r) = 1 -m(r) is spherically symmetric and n(u) = 1. Using a basis {q5J(r)}';)l consisting of B-splines (or sums of pairs of B-splines chosen so that (5.1) holds) we can write
For any m ( r ) given by (5.2) and any wavenumber k, we define { y j ( m , k ) } y i l to be the approximate solution of (4.14) computed using Nystrom's method with Ni point trapezoidal quadrature on a uniform grid. Having computed {y,(m, k)}pil we define y ( r ; m , k ) for r 2 a by the following discretisation of (4.14):
where h = a/(N, --l), p, = C j -1)h and the trapezoidal weight function is Using (5.3) we can compute dy/dr for r 2 U by straightforward differentiation. Finally, we use an optimisation scheme to adjust ~n so as to satisfy (4.15) as well as possible. Since the inverse problem is ill-posed we must also regularise the optimisation The minimisation problem (5.5) is solved using the NBS CMLIB implementation of the Levenberg-Marquardt algorithm. The initial guess is always a constant vector m. Of course, it is easy to compute the necessary Jacobian by solving problems similar to (4.16) for each value of the wavenumber k. We shall not be concerned here with how to choose an optimal regularisation parameter w . For a discussion of this difficult problem see [9] .
To facilitate comparison of results, we will test the inverse algorithm on some of the examples used in [4] . Parameter values are given in table 1. First, we use two different exact sound speeds to investigate the choice of b. Example 1. This is example 3 from [4] . The exact sound speed is given by + cos(6nr/2) r 1 r > 1. This sound speed is continuously differentiable and we find that our algorithm can reconstruct ttis profile very well.
Example 2. This is example 5 of [4] . The exact sound speed is given by 3.5 r < 0.5
This example is not smooth enough for our theory to apply. Nevertheless, the inverse algorithm can be applied successfully. In this case it is essential to regularise the problem, and the value of w given in table 1 was determined by experimentation. Figure 1 shows a plot of the relative L, error in the reconstruction against b using parameter values given in table 1. If ne is the exact sound speed, and n' = 1 -m* is the reconstruction (i.e. m' is the solution of the inverse problem (5.5)), the relative L, error is (nl given by (5.6)) using parameters from the first column of table 1. Triangles (A) mark data for example 2 (n2 given by (5.7)) using parameters from the second column in table 1. In both cases a = 1. These examples suggest that best choice for b is b = a. The peaks in the error for the reconstruction of example 1 are probably due to convergence to a local minimum, and the choice b = a helps avoid this problem to some extent.
In computing figure 1 we have used a small number of wavenumbers and a lowdimension spline space so as to speed the inverse algorithm. From figure 1, it is clear that the choice b = a gives the best reconstruction, at least for the examples considered. Figure 2 shows the best reconstructions of nl and n2 using the parameters in table 1. Figure 3 . A graph of the real and imaginary parts of the data ao(k) against k for example 3 (n3 given by (5.9)) using parameters from the third column of table 1. There is no evidence of eigenvalue problems of the sort encountered in [4] . Squares (n) mark data points for the real part of no(k) and triangles (A) mark data for the imaginary part. 9) ). In each case the full curve represents the reconstruction, and the broken curve represents the original sound speed. Because our new method allows the use of a wide range of wavenumbers without concern for eigenvalues, the reconstruction using the method of this paper is greatly improved compared to that in [4]. ( a ) The reconstruction of example 3 using the method from [4] . Because of an eigenvalue at about k = 2.8, we are limited to using data for wavenumbers in [0.5,2.7] , otherwise parameters are given by column 3 of table 1. The resulting reconstruction is quite poor. (Figure reproduced from [4] .) (b) The reconstruction of example 3 using the method discussed in the present paper with parameters given by the third column of figure 3 we show the data ao(k) for the inverse problem using n3 (see (5.9)) as the sound speed function. Clearly the problem of large data values near the eigenvalues has been avoided. [1, 7] ; otherwise the remaining parameters, given in table 1, are the same as those used in [4] . Clearly, compared with figure 4(a), our new reconstruction is greatly improved.
The new algorithm, which allows the use of a wide range of wavenumbers without concern for eigenvalues, improves the reliability of our inverse scheme. A future goal is to test the algorithm in higher space dimensions.
