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Abstract. We derive flow equations for cold atomic gases with one macroscopically
populated energy level. The generator is chosen such that the ground state decouples
from all other states in the system as the renormalization group flow progresses.
We propose a self-consistent truncation scheme for the flow equations at the level
of three-body operators and show how they can be used to calculate the ground
state energy of a general N -body system. Moreover, we provide a general method
to estimate the truncation error in the calculated energies. Finally, we test our scheme
by benchmarking to the exactly solvable Lieb-Liniger model and find good agreement
for weak and moderate interaction strengths.
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1. Introduction
The worlds of many- and few-body physics are generally far apart. In the former,
the number of particles is often infinite, while few-body systems normally do not
contain more than a handful of particles. The typical goal in many-body physics is
to calculate thermodynamic quantities such as the energy per particle and the density
profile. However, the large number of degrees of freedom in many-body systems usually
means that various approximations and/or large computational resources are needed to
achieve this goal. In contrast, it is often possible to solve few-body problems exactly,
i.e., to find the full spectrum of the Hamiltonian and the corresponding wave functions.
There is an interesting class of systems that are in between these two extremes. These
are finite systems in which the number of particles is sufficiently large for many-body
phenomena, such as superfluidity or Bose-Einstein condensation, to emerge [1, 2, 3];
but they are still small enough to be within reach for numerically exact ab-initio
calculations that use microscopic Hamiltonians. The investigation of such finite systems
is crucial to understand how many-body phenomena arise from few-body body physics
and microscopic interactions of the constituents.
To investigate this progression from few- to many-body behavior theoretically one
needs reliable numerical techniques in the transition region. There exists a number of
suitable techniques in physics and chemistry and new methods are being developed (see,
e.g., references [4, 5, 6, 7, 8, 9, 10]). A significant breakthrough was made with the
development of flow equation methods which are also referred to as the similarity
renormalization group (SRG) [11, 12]. In this approach, a set of differential equations is
solved to obtain unitarily equivalent Hamiltonians with desirable properties. This set is
determined by a generator, which controls the change of the Hamiltonian at every step of
the evolution. Note that this generator is determined dynamically. Its matrix elements
depend on the flow parameter s and are calculated at every step of the evolution from
the transformed Hamiltonian. This represents one of the key advantages of the SRG,
which allows one to find a (block-)diagonal representation of the Hamiltonian.
Recently a new approach based on flow equations, the in-medium similarity
renormalization group (IMSRG), has been proposed for nuclear physics problems where
the fundamental degrees of freedom are fermionic [13]. The IMSRG is a very promising
method for medium-mass nuclei, which lie exactly in the few- to many-body transition
region discussed above (see [14] for a recent review).
In this paper, we develop a similar method for cold Bose gases. To this end, we
write flow equations for bosonic systems with a macroscopic occupation of one state.
We introduce a suitable truncation scheme that facilitates numerical calculations and
discuss its accuracy. In particular, we provide an algorithm to estimate the truncation
error using perturbation theory. We validate our method using the exactly solvable Lieb-
Liniger model in one dimension, and show that even without preliminary knowledge of
the reference state our method can be used to accurately describe systems with weak
and intermediate interaction strengths.
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The paper is organized as follows: in section 2, we review the foundations of
the SRG method. In section 3, we introduce the Hamiltonian of interest and write
down the flow equations to find its eigenvalue. Here we also discuss the accuracy of
our approach and provide a way to estimate the accuracy of the calculated energies.
We test the method in section 4 using the exactly solvable Lieb-Liniger model as a
benchmark. Section 5 concludes the paper with a summary of our results and a brief
outlook on the generalization to three spatial dimensions. For the reader’s convenience,
we include six appendices with technical details on the evaluation of commutators, the
truncation of the three-body operator, the convergence of the two-body energy, the
effective interaction used in the Lieb-Liniger model, the use of White-type generators,
and the error estimation.
2. Preliminaries
For a self-contained discussion, we first review the SRG method as it forms the basis
of our approach (cf. [11, 12, 14, 15, 16]). To this end, we introduce a real symmetric
matrix M that represents a linear operator in a particular basis‡. If we transform this
basis using some orthogonal matrix Q (i.e., QQT = I, where I is the identity matrix)
then the linear operator will be represented by the new matrixM(Q) ≡ QMQT , which
is unitarily equivalent to M. The SRG equations simply describe the change of M for
a small change of the basis: Q = I+ ηδs (|δs| ≪ 1),
M(Q) =M+ [η,M]δs + . . . . (1)
In the limit δs→ 0, the SRG equations can be written in the differential form:
dMij
ds
=
∑
k
(ηikMkj −Mikηkj). (2)
They define the evolution of matrix elements Mij driven by the skew-symmetric matrix
η = −ηT . By specifying η, one finds a unitarily equivalent to M matrix with some
desired properties. Note that the system of equations (2) is often called the “flow
equation”, as it defines the “flow” of matrix elements under the SRG transformation, and
the “generator” η determines the flow by defining the “direction” of the transformation
at each value of s.
We illustrate the evolution using a generator η that contains only two non-zero
elements ηab = −ηba, i.e., ηik(s) = α(s)(δiaδkb− δibδka). This matrix leads to the system
of equations
dMij
ds
= α(Mibδja +Mjbδia −Miaδbj −Mjaδbi), (3)
‡ Two comments are in order here. First, we use bold type for matrices and operators, e.g., M, and
italic type for the corresponding matrix elements, e.g., Mij . Second, we choose to work with a real
matrix M to simplify the discussion. The ideas presented here can be extended straightforwardly to
Hermitian matrices.
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in which the element Mab = Mba is transformed as
dMab
ds
=
dMba
ds
= α(Mbb −Maa). (4)
Let us assume that we want the flow to eliminate the element Mab as s → ∞, e.g.,
by demanding that Mab(s) = Mab(0)e
−s. Inserting this ansatz into (4) we find that
α = −Mab/(Mbb−Maa) fulfills this requirement§, i.e., it decouples the basis states with
numbers a and b. Note, however, that to achieve this decoupling, the flow usually needs
to couple states that were not coupled before. For example, if we had Mcd = 0 at s = 0,
then this element will attain a non-zero value if Mcbδda+Mdbδca−Mcaδbd−Mdaδbc 6= 0.
Let us give another example of how one can obtain a new matrix with some desired
properties by choosing an appropriate generator η. To this end, we use a generator
that contains only one row and one column, i.e., ηik = δi0αk − δk0αi with α0 = 0. The
corresponding flow equations are
dM0 i>0
ds
= −M00αi +
∑
k
αkMki, (5)
dMi>0 j>0
ds
= −M0jαi −Mi0αj. (6)
The prescription αi>0 = −M0i, which is inspired by the previous example, leads to
dM0i>0
ds
= −
∑
k 6=0
(Mik −M00Iik)M0k. (7)
A formal solution to this equation can be found using the Magnus expansion
M0i(s) =
∑
k 6=0
(
T e−
∫ s
0
(M−M00I)′ds
)
ik
M0k(0), (8)
here T denotes the s-ordering operator (see, e.g., [16, 17]), and ′ means that the first row
and the first column should be crossed out from the matrix. If all M0j are initially small
(i.e., much smaller than the differences of the eigenvalues of M), then the long time
behavior can be estimated by examining the matrix (M(0)−M00(0)I)′. This shows that
if M00(0) is close to the ground state then M0i is driven to zero during the evolution,
and hence M00(s → ∞) is the ground state of the matrix. These considerations can
be useful in physics problems, as they allow one to find eigenenergies of a system by
diagonalizing (block-diagonalizing) the corresponding Hamiltonian. This statement will
be exemplified below.
3. Flow Equations
3.1. Hamiltonian
We now consider a system of N bosons that is described by the Hamiltonian
H = Aija
†
iaj +
1
2
Bijkla
†
ia
†
jakal, (9)
§ Note that to eliminateMab, we could also have chosen α(s) = −Mabf(s)/(Mbb−Maa) with f(s) > 0,
e.g., f(s) = |Mbb −Maa|, as then dM
2
ab
ds
< 0 if Mab 6= 0, which means that Mab(s) dies off.
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where aα1 is the standard annihilation operator‖. Since the system is bosonic, H is
symmetrized with respect to particle exchanges, i.e., Bijkl = Bjikl = Bijlk. For our
numerical calculations this Hamiltonian should be written as a finite-dimensional matrix.
Therefore, we assume that the sums in every index run only up to some number n that
defines the dimension of the used one body basis.
We are mainly interested in the ground state properties of systems with a
macroscopic population of one state (condensate). To incorporate our intentions in
the Hamiltonian, we normal order operators using the reference state Φ =
∏N
α=1 f(xα),
where f(x) is some one body function that approximates the condensate (e.g., obtained
by solving a suitable Gross-Pitaevski equation):
: a†α1aα2 : = a
†
α1aα2 − Iρα1α2 , (10)
: a†α1a
†
α2
aα3aα4 : = a
†
α1
a†α2aα3aα4 − Iρα1α2α3α4
− κ(1 +Pα1α2)(1 +Pα3α4)ρα2α3 : a†α1aα4 :, (11)
where Pα1α2 exchanges the indices α1 and α2, κ ≡ N−12N , ρα1α2 ≡ 〈Φ|a†α1aα2 |Φ〉,
ρα1α2α3α4 ≡ 〈Φ|a†α1a†α2aα3aα4 |Φ〉. These operators connect the reference state to the
states that contain one and two excitations respectively.
Using the normal-ordered operators we rewrite the Hamiltonian as
H = ǫNI+ fij : a
†
iaj : +
1
2
Γijkl : a
†
ia
†
jakal :, (12)
where
ǫN = Aijρij +
1
2
Bijklρijkl, (13)
fα1α2 = Aα1α2 + 2κBα1ijα2ρij , (14)
Γα1α2α3α4 = Bα1α2α3α4 , (15)
ǫ is the energy per particle in the reference state, and the elements fα1α2 and Γα1α2α3α4
describe one- and two-body excitations, correspondingly. We will construct the
Hamiltonian matrix using the basis that contains f(x) as the zero element, therefore,
from now on we use ρα1α2 = δα10δα20N and ρα1α2α3α4 = δα10δα20δα30δα40N(N − 1).
3.2. Truncated flow equations
Our goal is to find a matrix representation of H in which the couplings to the reference
state vanish, i.e., fi0 = Γij00 = 0, so ǫ is an eigenenergy. To achieve this, we write H in
a particular basis and then use the flow equations
dH(s)
ds
= [η(s),H(s)], (16)
where the antihermitian matrix η eliminates the couplings. To solve this equation, we
assume that during the flow the generator and the Hamiltonian contain only one- and
‖ From now on we adopt in the numbered equations the Einstein summation convention for the letters
from the Latin alphabet, i.e., Aija
†
iaj ≡
∑
ij Aija
†
iaj , and reserve the indices α1,2,... for the places
where this convention is not implied.
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two-body operators, i.e.,
η(s) = ξij(s) : a
†
iaj : +
1
2
ηijkl(s) : a
†
ia
†
jakal :, (17)
H(s) = ǫ(s)NI + fij(s) : a
†
iaj : +
1
2
Γijkl(s) : a
†
ia
†
jakal : . (18)
For now we leave the parameters ξij and ηijkl undetermined. We just mention that they
must be chosen such that the couplings vanish at s → ∞. This is usually achieved
by calculating ξij(s) and ηijkl(s) for every s from the evolved matrix elements of the
Hamiltonian. We give a possible choice of η in the next section. It is worthwhile noting
that since η is antihermitian, the following relations must be satisfied ξji = −ξ∗ij , and
ηklij = −η∗ijkl. Moreover, we assume that ηijkl = ηjikl = ηijlk, because by construction
: a†α1a
†
α2
aα3aα4 :=: a
†
α2
a†α1aα3aα4 :=: a
†
α1
a†α2aα4aα3 : . (19)
Note that equations (16), (17) and (18) do not lead in a general case to a self-
consistent system of equations. Indeed, the commutator¶ [η,H] contains the three
body operator (see Appendix A)
[η,H](3) = (ηikljΓjbcd − Γikljηjbcd)a†ia†ka†balacad, (20)
where the superscript (3) corresponds to the piece of the commutator that contains
three-body operators. This piece is apparently beyond the scheme put forward in (17)
and should be omitted. To this end, we extract from [η,H](3) the terms that contain at
least one operator a†0a0, and put to zero the remaining pieces (calledW). The operator
a
†
0a0 is then treated as a constant because of the assumed macroscopic occupation of
the lowest state (see Appendix B).
After the three-body operator is truncated, we end up with a closed system of
equations. To write it down, we equate the coefficients in front of the same operators, i.e.,
dǫ
ds
= S00 + (N − 1)
(
1
2
S00ii00 − S000000
)
, (21)
dfα1α2(s)
ds
= −(N − 1)2(S0α100α20 + S0α1α2000 + S000α1α20) + (N − 1)Sα10ii0α2
+S0α1α20 +
(N − 1)(N − 2)
2
(S00α2α100 + S0α100α20Dα2Dα1)
+
(N − 1)(N − 2)
2
(S0α1α2000Dα1 + S000α1α20Dα2) + Sα1α2 , (22)
dΓα1α2α3α4(s)
ds
=
(1 + Pα1α2)(1 + Pα3α4)
2
(
Sα1α2α3α4
−(N − 1)(Sα1α2α300α4 + Sα100α2α3α4 +
1
2
Sα1α2iiα3α4)
+(N − 2)Dα1Dα4S0α1α3α2α40 + (N − 2)Iα1α2Dα4Sα1α2α300α4
+(N − 2)Dα1Iα3α4Sα100α2α3α4 + (N − 2)Iα1α2Iα3α4Sα1α2iiα3α4
)
, (23)
¶ From now on we omit the argument s whenever it cannot cause confusion.
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where Dα1 = 2− δα10, Iα1α2 = 1 + δα10δα20 − 2δα20, and
S(1)α1α2 = ξα1ifiα2 − fα1iξiα2 ,
S(2)α1α2α3α4 = ξα1iΓiα2α3α4 − Γα1α2α3iξiα4 + ηα1α2α3ifiα4 − fα1iηiα2α3α4 ,
Sα1α2α3α4α5α6 = ηα1α2α3iΓiα4α5α6 − Γα1α2α3iηiα4α5α6 . (24)
This system of equations can be solved using standard solvers of ordinary differential
equations. During the evolution, an appropriate choice of η eliminates the couplings
fi0 = 0 and Γij00 = 0, so that ǫ(s→∞) approximates an eigenenergy of the system. It
is worthwhile noting that it is not guaranteed that ǫ is close to the ground state energy,
unless Φ describes the ground state wave function “well” (so that fi0 and Γij00 are much
smaller than the differences of the eigenenergies of H).
3.3. Error estimation
Since the flow equations are truncated at the level of three-body operators and beyond,
it is important to estimate the error induced by this approximation. Let us imagine that
we have integrated the flow equations (21)-(23) up to s→∞, and obtained the operator
H(s) within our truncation scheme as well as the generator η(s). Now we assume that
η is fixed for every s and use it to introduce the operator H that solves equation (16)
with the initial condition H(s = 0) = H(s = 0) without any truncations. Hence, H is
unitarily equivalent to H(0). We emphasize that η(s) is given from the beginning for
every s and not obtained dynamically as before.
The operator H can be written as H(s) = H(s) +Ha(s), where H(s) is obtained
from the truncated flow and Ha satisfies the equation
dHa(s)
ds
=W(s) + [η(s),Ha(s)], (25)
supplemented by the initial condition Ha(s = 0) = 0. Note that the operator Ha is
generated by W, which is the part of (20) that is neglected in our truncation scheme.
Therefore, we postulate that our approximation is meaningful only if Ha(s → ∞) can
be treated as a small perturbation for the state of interest. In this case ǫ(s → ∞) is
close to the exact eigenenergy of the operator H.
To estimate Ha(s) we write two formal solutions to (25)
Ha(s) =
∫ s
0
Wdx+
∫ s
0
[η(x),Ha(x)]dx, (26)
Ha(s) = U(s)
(∫ s
0
U†(x)WUdx
)
U†(s), (27)
where U is the transformation matrix generated by η
dU
ds
= ηU→ U(s) = T e
∫ s
0 η(x)dx. (28)
Equations (26) and (27) allow us to estimate Ha(s → ∞) and then use matrix
perturbation theory to find the correction to the energy of the eigenstate. We will
illustrate this procedure below using the Lieb-Liniger model.
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Figure 1. The schematic representation of the flow generated by the operator η
from (30). The circles represent the sum of coupling terms to the 〈Φ|H|Φ〉 element,
which vanish during the flow. The squares show the evolution of 〈Φ|H|Φ〉, which is
decoupled from the rest at s→∞.
4. Lieb-Liniger Model
To test our method, we use the exactly solvable Lieb-Liniger model [18], which describes
N spinless bosons on a ring of length L. The particles interact via delta functions, so
the corresponding one-dimensional Schro¨dinger equation is
−1
2
N∑
α=1
∂2
∂x2α
Ψ+ g
∑
α1<α2
δ(xα1 − xα2)Ψ = ENΨ, (29)
where we put ~ = m = 1 for convenience. The parameters of the model are γ = g/ρ
and e = 2EN/(Nρ
2), where ρ = N/L is the density of the system. Since this model is
exactly solvable for any N,L and g, it gives us a good reference point for testing our
approach. Note, however, that we do not expect our approach to work extremely well
for large systems, as strong correlations preclude the existence of a “true” BEC in one
spatial dimension.
To write the initial matrix elements and the reference state, we use the one-
body basis of plane waves, i.e., φi(x) = e
ikix/
√
L, where ki ∈ {0,±1,±2, ...}2π/L and
Φ = L−N/2. Inspired by the discussion in section 2, we write the generator as
η(s) = fi0(s) : a
†
ia0 : +
1
2
Γij00(s) : a
†
ia
†
ja0a0 : −H.c.. (30)
Here we explicitly relate the parameters of the generator (17) to the parameters of the
Hamiltonian (18) for every s. This generator decouples the element 〈Φ|H|Φ〉 from the
rest; see figure 1, where we plot ǫ(s) and
∑
p>0 |〈Φp|H(s)|Φ〉|2 with Φp containing one-
and two-body excitations. Therefore, the latter represents the coupling to the state
of interest. We see that during the flow the couplings vanish, and ǫ(s → ∞) can be
interpreted as the eigenvalue of the matrix. Note that we do not plot any numbers on
the y axis as this schematic plot is representative for all considered cases. In our code
we use units with L = 2π, which gives a particularly simple form of the momenta, and
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Figure 2. The ground state energy per particle, e = 2EN/(Nρ
2), of the Lieb-Liniger
model for N = 4 as a function of the inverse interaction strength −1/γ. The solid
blue line shows the exact result [19]. The yellow squares are the outcomes of the SRG.
The blue circles additionally include the correction δe. The dashed line represents the
ground state energy in the strong coupling limit, i.e., e(1/γ = 0). The inset shows the
behavior of the correction as a function of −1/γ, the solid line is plotted here to guide
the eyes.
sets the scale for the energy and s in the problem. For example, the energy difference
between the two lowest non-interacting states is one, and therefore the slowest dynamics
in the weakly interacting case are described approximately by e−s. Figure 1 shows that
in these units the decoupling indeed occurs for s of O(1) as expected. The study of the
flow for other generators is beyond the scope of the present paper. However, we did
check (see Appendix E) that the results obtained with the generator (30) agree with
the results obtained using White’s generator [14, 15], which includes additional energy
denominators compared to (30).
4.1. Results
N = 4. We start with N = 4. Note that for a cutoff n ≃ 25 (in the one-body sector this
corresponds to the maximal energy of 288π2/L2), we can easily run the flow until the
states are decoupled with high accuracy. Therefore, we have only two sources of error.
The first is due to the truncation of the Hamiltonian at s = 0. This error vanishes in
the limit of large n, but since the delta function potential has a hard core (it couples all
plane waves equally strongly) the convergence to the n → ∞ limit might be relatively
slow (see Appendix C). However, one can still extract accurate results either by fitting
(see Appendix C) or by using an effective interaction (see Appendix D). To be on the
safe side, we first solve the problem using the former method and then using the latter.
The results of both methods agree well. This is demonstrated explicitly in figures D1
and D2 for two parameter sets.
The second error is due to the truncation of the three-body term in Eq. (20). To
estimate this error, we note that according to (26) for a weak interaction Ha ≃
∫
Wds.
By definition, the operator W connects the state of interest to the states with three
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Figure 3. The ground state energy per particle, e = 2EN/(Nρ
2), of the Lieb-Liniger
model for N = 15 as a function of the inverse interaction strength −1/γ. The solid
blue line shows the exact result [19]. The yellow squares are the outcomes of the SRG.
The blue circles additionally include the correction δe. The dashed line represents the
ground state energy in the strong coupling limit, i.e., e(1/γ = 0). The inset shows the
behavior of the correction as a function of −1/γ, the solid line is plotted here to guide
the eyes.
excitations. To calculate the contribution to the energy of the perturbation Ha, we use
the standard second-order eigenvalue correction from perturbation theory, i.e.,
δe ≃ 1
N
∑
p
(〈Φp| ∫∞0 W(s)ds|Φ〉)2
〈Φ|H|Φ〉 − 〈Φp|H|Φp〉 , (31)
where the sum goes over the all states that contain three particles excited out of the
condensate. For consistency, we will keep only the lowest terms in g in the denominator.
We show our results in figure 2. On the scale of the figure, the results for the bare
delta-function interaction and the effective interaction are indistinguishable. We see
that the SRG reproduces the exact results at weak and moderate coupling strengths.
However, when the interaction strength increases the energy starts to deviate noticeably.
This behavior can be understood by calculating δe. We see that this term grows very
rapidly (numerical analysis reveals that in the considered interval this term grows faster
than γ2) and already at γ = π2/2 it accounts for about 25% of the SRG result. This
shows that the used truncation scheme is not accurate for this γ making us stop our
calculations.
N = 15. Our results for N = 15 are shown in figure 3. On the scale of the figure
the results for the bare delta-function interaction and the effective interaction are again
indistinguishable. We see a similar trend as for N = 4: The SRG reproduces well the
exact results at small and moderate coupling strength, but fails to describe strongly
interacting systems. The window of applicability of the SRG for N = 15 is slightly
smaller than for N = 4, which is expected from our error estimation which shows that
δe grows with N (see Appendix F).
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5. Conclusions
In this paper we have developed a non-perturbative numerical procedure to address
bosonic systems with a macroscopic occupation of one state. The method is based on
the SRG approach in which the Hamiltonian is transformed to decouple the state of
interest from the rest. This transformation is done through a sequence of infinitesimally
small rotations in the state space described by a system of differential equations. To
make this system solvable with the standard numerical software, we truncate it at the
level of three-body operators, and present means to estimate the introduced uncertainty.
To illustrate our approach we turn to the Lieb-Liniger model, which shows that our flow
equations describe small systems with weak and moderate interactions well. Note that
our method can be used to describe two- and three-dimensional systems and we use
here a one-dimensional model because its exact solutions allow us to directly test our
procedure (although studies of trapped systems in one spatial dimension are interesting
on their own right, see [20] and references therein) .
Our approach will allow one to study properties of trapped bosons, systems with
a static or mobile impurities [21]. Also, it will be interesting to investigate three-
dimensional bosonic bound clusters that appear in different branches of physics such as
4He-clusters in condensed matter physics [22] and α-clusters in nuclear physics [23, 24].
In these cases one might need to pick the basis carefully to reduce numerical effort.
For instance, if the system is spherically symmetric then the basis should be chosen
accordingly (cf. Ref. [14]).
With some modifications our method can be used to study other set-ups. In
particular, we believe that it is possible to extend the method to bosonic systems
without a condensate. To this end, one shall simply follow the steps presented above.
First a reference state is used to normal order the operators. This reference state should
describe an eigenstate of the Hamiltonian “well”, such that higher-body excitations are
suppressed. As in the present work, the normal ordering provides one with means to
truncate the differential equations, opening up the opportunity to approach N -body
problems using a few-body machinery. Note that a suitable reference state in one-
dimensional systems can be obtained by a linear superposition of weakly- and strongly-
interacting states [25], providing one with a good starting point for this investigation.
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Appendix A. Evaluation of commutators
To write down the flow equations, we need the commutators of the terms in η and H .
For the commutator of one-body operators and one- and two-body operators, we find:
λikβmn[: a
†
iak :, : a
†
man :] = (λilβln − βilλln)(: a†ian : +ρinI), (A.1)
λikβmnpf [: a
†
iak :, : a
†
ma
†
napaf :] = 4κN(βi00lλlf − λilβl00f)(: a†iaf : +ρifI)
+2(λilβlnpf − βinplλlf)
[
: a†ia
†
napaf : +ρinpfI+ κPinpfρnp : a
†
iaf :
]
= 2N (2κN −N + 1) (β000lλl0 − λ0lβl000)I+ 4κN(λ0lβlif0 − β0iflλl0) : a†iaf :
+2(λilβlnpf − βinplλlf) : a†ia†napaf :, (A.2)
here we assume that βα1α2α3α4 = βα2α1α3α4 = βα1α2α4α3 , the same will be assumed for
λα1α2α3α4 . Note that with our definition of κ = (N − 1)/(2N) the element proportional
to I in the second last row vanishes. For the commutator of the two-body operators, we
find:
λiklmβabcd[: a
†
ia
†
kalam :, : a
†
aa
†
bacad :] =
8κN(βi00lλlnpf − λinplβl00f − λi00lβlnpf + βinplλl00f) : a†ia†napaf :
+ 16κN2 (κN −N + 1) (λ000lβl000 − β000lλl000)I
+ 2N(N − 1)(λ00flβfl00 − β00flλfl00)I
+ 16κ2N2(−λ000lβlif0 + β0iflλl000 + β000lλlif0 − λ0iflβl000
+ βi00lλl00f − λi00lβl00f ) : a†iaf :
+ 2(λikflβflcd − βikflλflcd)
[
: a†ia
†
kacad : +4κρkc : a
†
iad :
]
+ 4(λikljβjbcd − βikljλjbcd)a†ia†ka†balacad. (A.3)
The last term proportional to a†ia
†
ka
†
balacad does not fit in our approximation
scheme and should be truncated. Our implementation of this truncation is discussed
in Appendix B.
Appendix B. Truncation of the three body operator
To truncate the three-body operator, we assume that the number of particles in the
lowest state is large, and thus the main contribution to the ground state energy is due
to the piece of a†ia
†
ka
†
balacad which contains at least one operator a
†
0 and one operator
a0. Because of the presence of the condensate, these operators are then treated as
numbers, i.e.,
4(λiklmβmbcd − βiklmλmbcd)a†ia†ka†balacad ≃ 4(N − 2)a†ia†jakalLijkl, (B.1)
where
Lαiαjαkαl = (λαiαj0mβm0αkαl − βαiαj0mλm0αkαl)(1 + δαi0δαj0 − 2δαj0)(1 + δαk0δαl0 − 2δαk0)
+ (λαiαjαkmβm00αl − βαiαjαkmλm00αl)(1 + δαi0δαj0 − 2δαj0)(2− δαl0)
+ (λαi00mβmαjαkαl − βαi00mλmαjαkαl)(1 + δαk0δαl0 − 2δαk0)(2− δαi0)
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+ (λαi0αkmβmαj0αl − βαi0αkmλmαj0αl)(2− δαi0)(2− δαl0). (B.2)
Appendix C. Convergence of the two body energy
The delta function interaction leads to a cusp in the wave function at zero separation
of particles. This non-analyticity implies that accurate results for observables can be
obtained only with a large number of plane wave states. We illustrate this statement by
plotting the convergence of the ground state energy versus the number of the one-body
basis states for the Lieb-Liniger model with just two particles, see figure C1. This plot
shows that even in the two-body system the convergence with n is very slow if g is large.
For large n the convergence pattern in the figure can be well approximated by
E ≃ E∞ + A
n
, (C.1)
where A is some constant that depends on g. Note that this convergence is faster than
in a harmonic oscillator [26, 27] where it is described by ∼ 1/√n. As is apparent from
the discussion below this difference is connected to a slower growth of the energy with
n in a harmonic trap compared to a ring.
To understand this convergence pattern let us assume that we have diagonalized
the matrix for some cutoff n, and obtained the energy En and the wave function Ψn.
Now let us see what happens when we diagonalize the Hamiltonian for n + 2. The
corresponding matrix includes the matrix for n coupled to the rest via
g
L
∫
e
2ipi(n1x1+n2x2)
L δ(x1 − x2)Ψn(x1, x2)dx1dx2, (C.2)
where at least one of the states n1, n2 was not included in the matrix for n. We have
assumed that n is large so Ψn ≃ Ψ∞. The function Ψ∞(x1, x1) ≡ Ψ¯ is constant due to
the rotational symmetry of the ring, and therefore we have
g
L
∫
e
2ipi(n1x1+n2x2)
L δ(x1 − x2)Ψn(x1, x2)dx1dx2 ≃ gΨ¯δn1+n2,0. (C.3)
Now using the second order correction from matrix perturbation theory we calculate
the correction to En due to the increase of the matrix size
En+2 ≃ En − 4|gLΨ¯|
2
π2n2
. (C.4)
Summing the contributions for different n up to infinity, this equation leads directly
to (C.1). In general the leading order correction proportional to n−δ is characteristic
for delta function interactions and we can use it to obtain accurate results from
the convergence pattern. We have observed that for larger number of particles the
convergence behavior is also well described by (C.1).
Appendix D. Effective Interaction
Another way to produce accurate results for the Lieb-Liniger model is to use some
effective potential that reproduces low-energy properties of the system. For relevant
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Figure C1. The relative error in the energy (en − eexact)/eexact as a function of the
one-body truncation n for the two-body systems with γ = 0.45 (bottom) and γ = 4.5
(top).
studies of cold atomic systems see references [28, 29]. To introduce this potential, we
first notice that all that we need to know about the interaction in our formalism is the
following matrix element
1
L2
∫
e
2pii(n1x1+n2x2)
L V (x1 − x2)e−
2pii(n3x1+n4x2)
L dx1dx2 =
δn1+n2,n3+n4
L
∫
e2piix(n1−n3)V (x)dx ≡ δn1+n2,n3+n4
L
Vn1n3, (D.1)
where |ni| ≤ nmax and nmax is the truncation parameter defined by n. Apparently such
a matrix element also appears when we solve the Schro¨dinger equation in the ’relative’
coordinates
− ∂
2
∂x2
ψ + V (x)ψ = Eψ, (D.2)
by expanding the wave function ψ in the plane wave basis, i.e., ψ =
1√
L
∑
|nl|≤nmax ale
−2piinlx/L and solving the matrix equation
(Vα1j + Tα1j)Qjα2 = Qα1jEjα2. (D.3)
HereQ is the matrix that contains eigenvectors as columns, E is the diagonal matrix that
contains the eigenvalues, and T is the kinetic energy. Now we can turn the question
around and find the potential that within our truncation space gives some specific
matrices E and Q. Such the potential then reads
V = QEQT −T. (D.4)
Let us now specify the desired low-energy properties. First of all, we fix the energies
Eαα to the n lowest eigenenergies of the equation
− ∂
2
∂x2
ψα + gδ(x)ψα = Eααψα, (D.5)
this choice means that in the two-body sector we always obtain correct energies. Next,
we define the matrix Q as
Q =
1√
uTu
u, (D.6)
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Figure D1. The relative error in energy en/e∞ − 1 as a function of the one-body
truncation n. The parameters are N = 4, L = 2pi, and γ = pi2/3 ∼ 3.3. The value
e∞ is obtained from the fit en = e∞ + cn
−δ, where e∞, c, δ are the fitting parameters.
The values e∞ obtained for the effective interaction and the delta potential differ by
less than 0.01 %.
where the matrix u is an n × n matrix defined as uα1α2 = 1√L
∫ L
0
e2piiα1x/Lφα2(x). We
see that if n→∞ then uTu→ 1, and we have Q→ u. Therefore, the matrix Q is an
orthogonal matrix that approximates the eigenstates and for n→∞ it reproduces the
exact results.
The effective interaction shows faster convergence than the zero-range interaction,
see figures D1 and D2, which depict our results for a few representative cases. By
comparing the fitted values for the zero-range interaction and for the effective interaction
we cross-check the two methods and insure accuracy of our results. The convergence
pattern for the delta function potential is usually well described by C.1. Note that we
cannot directly apply the same line of arguments to find the convergence pattern for
the effective interaction potential. Indeed, in this case the increase of the matrix size
leads to a change of all matrix elements, and, therefore, standard perturbation theory
cannot be used.
Appendix E. Other generators
In section 2, we present examples of different generators that can be used to create the
flow, see also [12, 13, 14, 15, 16]. In the main text, we illustrate our method using
exclusively the operator (30) and leave other generators for future studies. Note that
other η can be used directly in the derived flow equations (21)-(23) after the parameters
of the generator (17) are specified. In this appendix, we briefly discuss the use of the
White-type generator
ηWhite(s) = ξi0(s) : a
†
ia0 : +
1
2
ηij00(s) : a
†
ia
†
ja0a0 : −H.c., (E.1)
where
ξα0 =
fα0
fαα − f00 , ηα1α200 =
Γα1α200
fα1α1 + fα2α2 − 2f00
. (E.2)
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Figure D2. The relative error in energy en/e∞ − 1 as a function of the one-body
truncation n. The parameters are N = 15, L = 2pi, and γ = 5pi2/21 ∼ 2.35. The value
e∞ is obtained from the fit en = e∞ + cn
−δ, where e∞, c, δ are the fitting parameters.
The values e∞ obtained for the effective interaction and the delta potential differ by
less than 1 %.
This generator is similar to the one in (30) but it has additional energy denominators.
As can be infered from section 2 for weak interactions this leads to the simultaneous
decay of all couplings with e−s.
Without truncation, the operators ηWhite and η in (30) define a unitary
transformation and consequently lead to the exact energies. Our truncation scheme
spoils this property, but it turns out that for the considered cases the results of the two
generators are still very close to each other. We illustrate this statement in figure E1
for N = 4 and γ = π2/2. The correction δe for this case accounts for about quarter of
the SRG result meaning that the truncation procedure is no longer accurate, still the
relative difference between the two results is a fraction of a percent. Therefore, for this
problem these two generators can be used interchangeably.
Appendix F. Dependence of δe on N .
In our work we noticed that δe from (31) increases with the number of particles N for
a fixed density n and γ. This feature can be observed in figures 2 and 3 where for same
values of γ these corrections in the N = 4 case are smaller than in the N = 15 case. We
report a similar behavior also in [21]. To understand this growth, let us first analyze
the flow equations (21)-(23) with the generator (30) in the limit gN → 0. In this case
Sα1α2α3α4 ≪ NSα1α2α3α4α5α6 , and, thus,
dΓα1α2α3α4(s)
ds
≃ (1 + Pα1α2)(1 + Pα3α4)
2
Sα1α2α3α4 . (F.1)
We can estimate Γα1α2α3α4 using fα1α2(s) instead of fα1α2(0) in Sα1α2α3α4 . If we do so,
we find that Γ is simply proportional to g, and, hence, δe/e ∼ γ4N4. We see that in the
limit gN → 0 the correction grows very rapidly with N .
We are not able to provide a simple analytical analysis if the terms with
Flow equations for cold Bose gases 17
D
i
e
re
n
c
e
Figure E1. The relative difference en/e
White
n − 1 as a function of the one-body
truncation n. Here en is calculated using the generator η in (30), and e
White
n using
ηWhite. The parameters are N = 4, L = 2pi, and γ = pi2/2 ∼ 4.93. The fit
e∞/e
White
∞ − 1 + cn−δ, where e∞/eWhite∞ , c, δ are the fitting parameters, leads to
e∞/e
White
∞ − 1 ≃ 0.002.
Figure F1. The ratio δe/e as a function ofN for the Lieb-Liniger model with γ = 0.1.
Here e is the energy per particle and the correction δe is calculated using (31).
NSα1α2α3α4α5α6 in (23) are large. Instead, we investigate this case numerically. To
this end, we choose to work with γ = 0.1. We find (see figure F1) that the ratio δe/e
increases with N , however, slower than N4. Fitting suggests a much milder ∼ N2 scaling
in this window of N .
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