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Abstract 
de Boer, M.J.M., A. Lindenmayer and Zs. Tuza, A periodic division pattern that cannot be 
generated by DOL systems, Theoretical Computer Science 83 (1991) 205-218. 
We prove that one of the simplest periodic hexagonal division sequences cannot be produced by 
any finite parallel generating system of a certain type (map DOL system). 
1. Introduction 
In the imagination of most people, periodic schemes are rather simple, as they 
are determined by a small subscheme. Indeed, their elements can be partitioned 
into a finite number of classes, according to the period length, and then knowing 
the type of an arbitrary element of each class enables us to find the whole scheme. 
In other words, the structure can be generated by a finite number of elements. 
The aim of our present note is to point out the highly surprising fact that this is 
not always true when developmental systems are considered. The counterexample 
given here is a sequence H, , H2, . . . of hexagonal arrays in which Hi+, is obtained 
from Hi by dividing each hexagon into two “daughter” hexagons, and in every step 
the division pattern is isomorphic to a finite part of the same periodic infinite pattern 
(shown in Fig. lc). 
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The study of division patterns has been started with biological motivation in 
connection with work on the development of hexagonal arrays of cells such as those 
found in the retina in embryonic eyes or in epidermal cell layers in plants and 
insects. This background is discussed in a greater detail in [5]. Moreover, these 
patterns have equivalent representations in certain geometric tilings of the Euclidean 
plane, and their generating systems form a subclass of graph grammars studied in 
formal language theory (cf. [3] and [5]). 
The paper is organized in the following way. The basic notions (they can be found 
in the literature but it is necessary to list them in order to make the paper self- 
contained) are given in Section 2. This technical introduction is divided into three 
parts. In Section 2.1 we introduce hexagonal division patterns and describe how 
coordinate systems can be used to represent them. In Section 2.2 we consider map 
DOL systems. Our definition given there is less formal (there are various types in 
the literature) and we extract those common properties which are assumed in the 
proof of our main result. (As an example, a particular map DOL system is presented 
in the Appendix.) In Section 2.3 we give the formal definition of the “alternating 
boat sequence” that plays the main role in the second part of the paper. 
Section 3 is devoted to the proof of the following result. 
Theorem. The alternating boat sequence cannot be generated by any map DOL system. 
That is, no finite set of “context-free” map production rules can generate the boat 
sequence (in a parallel way), even though it is a sequence consistent with one of 
the simplest periodic division patterns. 
For the sake of easier reading, the proof is divided into two parts. In Section 3.1 
we investigate the growth of the boat sequence, while the other basic ideas (such 
as characteristic sequences and equivalence of cells) are developed in Section 3.2. 
2. Basic notions 
2.1. Hexagonal division patterns 
Consider a covering 6 of the Euclidean plane by internally disjoint regular 
hexagons. In a binary hexagonal division pattern Q, each cell (= hexagon) of 6 is 
divided into precisely two daughter cells by splitting some of the edges into 2 or 3 
parts with 1 or 2 new vertices, and adding division edges that join a pair of new 
vertices, in such a way that the new cells again have six edges each, and every vertex 
is incident to precisely three edges in the new hexagonal array. 
In [3], a great variety of such patterns are presented; in Fig. 1 we show the three 
simplest examples that have a high degree of symmetry (periodicity). 
It has been proved in [3] that the configuration Q’ obtained from 6 by applying 
‘$? has a topological structure equivalent to that of a. That is, there is a topological 
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Fig. 1. Some hexagonal division patterns and their period vectors. (a) The Korn-Spalding pattern, 
(b) the Lewis pattern, (c) the boat pattern. 
transformation f =f(‘@) that maps 6’ onto 6, establishing a bijection between the 
corresponding sets of cells. 
Coordinates 
As in [3], we represent the cells of Cc by pairs of coordinates in the following 
way. Assign (0,O) to an arbitrarily chosen cell CO~ G. Take two coordinate axes x 
and y with angle 120”, passing through the geometric center of C, and being 
perpendicular to some edges of C,. Define the vectors of unity, x = (1,0) and 
y = (0, l), as the vectors that translate C, to its neighbor cells in the direction of x 
and y, respectively. Since the geometric centers of cells C E 0 form a regular 
triangular lattice, there is a one-to-one correspondence between those cells and the 
ordered pairs (a, b) of integers. A cell is represented by (a, b) if its center is expressed 
as ax + by. 
Clear&, the coordinates of each cell are uniquely determined, and vice versa, 
each pair of integer coordinates uniquely determines a cell of Q. Some cells with 
their coordinates are exhibited in Fig. 2a. 
By the above-mentioned topological equivalence of Cr and Cr’, with the help of 
f(q) we can also assign coordinates to the cells of Cr’. Note that f is not unique, 
since & has infinitely many automorphisms and each of them defines a distinct 
mapping f: Hence, we need to fix an f which is convenient to handle our particular 
example. The exact definition is given at the beginning of Section 3. 
For each cell of E we can specify one of its daughter cells in 6’. If the coordinate 
systems are fixed for (5 and 6X’, then a division pattern @ can be viewed as a 
coordinate transformation that maps the coordinates of any cell C E Cr to the 
coordinates of its specified daughter cells in (5’. This transformation is determined 
by the pattern 9, the mapping f (i.e., the coordinate system in Cs’), and the specified 
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(a) 
Fig. 2. Alternating coordinate system. (a) Initial coordinates, (b) reflected coordinates. 
choice of daughter cells. For our “boat pattern” the behavior of the coordinate 
transformation is described in Lemma 1, which provides a basic tool for the 
non-existence proof. 
2.2. Map generating systems 
There are several types of map generating systems. The common feature of them 
is that some elements of a finite alphabet are assigned to the edges (and sometimes 
to the cells) and there is a finite collection of production rules telling how those 
edge labels should be rewritten. Starting from a single cell and its labeling (= the 
axiom), we repeatedly apply the generating step that consists of two parts: first, 
each edge label is rewritten to a sequence of edge labels according to some production 
rule (if the new sequence has t > 1 elements, then the corresponding edge is split 
into t edges by placing t - 1 new vertices on it); this rewriting is parallel, i.e., all 
edge labels are rewritten simultaneously. Second, the “division edges” are inserted, 
dividing the cells into daughter cells. This edge insertion is again parallel, and is 
governed by a finite collection of production rules that also determine the labels of 
those division edges. We describe a typical example in the Appendix; further 
references can be found in [S]. 
Throughout, we shall use the expression map DOL system by which we mean any 
map generating system satisfying the following requirements. 
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(i) Singly edge-labeled: To each edge precisely one edge label is assigned in 
each step. 
(ii) Propagating: No edge is erased. 
(iii) Binary: In each cell at most one new edge is inserted. 
(iv) Deterministic: The topology and labeling of the cells and their edges uniquely 
determine that of the daughter cells. 
(v) No interaction: The rewriting of an edge label does not depend on the label 
of any other edge or cell. 
Some of the simplest examples, the Korn-Spalding pattern [l] (Fig. la) and the 
Lewis pattern [2] (Fig. lb) can be generated by a map DOL system with 3 and 6 
edge labels, respectively (see Appendix). Both systems were found by Lindenmayer 
and Rozenberg [4]. 
While a given pattern is infinite, and a map DOL system generates a finite array 
of cells at every step, we can still say that such a system “generates” a pattern 
because its derivation sequence is potentially infinite. Furthermore, in these systems 
each clone (= set of adjacent cells derived from a single cell) can be embedded into 
(5 in such a way that the arrangement of the division edges to be inserted in the 
next generating step is consistent with the corresponding division pattern. 
2.3. The boat pattern 
The division pattern shown in Fig. lc is called the boat pattern [3] if it fills the 
infinite plane. A sequence of finite hexagonal arrays whose division is consistent 
with this pattern (a “boat sequence”) can be constructed in several ways. For 
instance, the sequence shown in Fig. 3 produces a single row of cells only. This 
simple sequence is easily generated by a “cyclic system” with 2 edge labels, or a 
“marker system” with 3 edge labels (see the Appendix). However, obviously it is a 
“one-dimensional” sequence and does not fill the plane. 
(-JJ+~+(yJJQp-•- 
Fig. 3. A sequence consistent with the boat pattern. 
Among the “two-dimensional” sequences we can define for instance a succession 
of division edge insertions in such a way that in each step of the sequence the 
division edges are turned by 120”. Another possibility is to let the division edges be 
placed alternately in mirror symmetric positions with reference to an axis which 
goes through one of the vertices of the splitting edges. The latter construction has 
the shortest cycle length (having length 2) and this is why it was chosen as the basis 
of the proof. 
Definition (Alternating boat sequence). We define the sequence recursively as follows. 
Step 0. Start with one hexagonal cell (which is called clone 0) and fix one vertex. 
Go to Step 1. 
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Step i, for i odd. Identify the fixed vertex in clone i - 1, and number the edges on 
its (unique) cell clockwise by 1,. . . , 6, starting from the fixed vertex. Let the division 
edge of this cell have its endpoints on the edges 3 and 5. Then all other division 
edges are dictated by the boat pattern. This derives clone i from clone i - 1. Go to 
the next step. 
Step i, for i even. Similar as in an odd step, but now number the edges 1,. . . ,6 
counter-clockwise. Go to the next step. 
In Fig. 4, four derived clones are displayed. The fixed vertex is indicated with a 
heavy dot. For simplicity, the cells in the clones are represented as regular hexagons. 
Fig. 4. The alternating boat sequence and the coordinates of cells in the alternating coordinate system. 
The boat pattern (together with the Korn-Spalding pattern) is one of the simplest 
binary hexagonal division patterns because the positions of division edges of all 
cells in the pattern are uniquely determined by the position of any single division 
edge in the hexagonal array. This is not the case for the Lewis pattern, for instance. 
3. The proof 
For proving that the alternating boat sequence cannot be generated by any map 
DOL system (with a finite set of edge labels), we shall investigate the growth of the 
sequence and combine those observations with some interesting properties of the 
infinite pattern. 
First of all, we need to prescribe how the coordinate system should be chosen in 
each step. (The cells of the original pattern can be represented by “initial coordin- 
ates” as in Fig. 2a, but consecutive division steps are more convenient to imagine 
in a changing coordinate system.) 
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Definition (alternating coordinate system). In accordance with the nature of the 
alternating boat sequence, we transform the coordinate system by reflection in each 
step. The reflected coordinate system (Fig. 2b) is obtained from the initial one by 
reflecting it through the line that contains the origin and is perpendicular to x. 
Hence, the origin is the same in both systems, and the lines of the two axes x and 
x’ coincide but are opposite in orientation. 
In every even (odd) division step the initial (reflected) coordinate system is used 
for the alternating boat sequence, with the additional assumption that the unique 
cell containing the fixed vertex of the corresponding clone has coordinates (0, 0), 
and its bottom-most vertex is the fixed vertex of the clone. 
Definition (division coordinates). The geometry of the boat pattern shows that one 
of the two daughters of a cell C has its second coordinate one less than that of the 
other daughter. This “lower” daughter will be denoted by C(l), and its coordinates 
f(C(1)) are called the division coordinates of C. 
Note that, independently of the number of steps, the coordinates of C and C( 1) 
are considered in distinct systems. In the ith step, when i is odd (even), the 
coordinates of C are computed in the initial (reflected) coordinates system, while 
those of C(1) are in the reflected (initial) one. 
An important property of the alternating coordinate system is that it establishes 
isomorphism between the division patterns applied in distinct steps. As a con- 
sequence, the division coordinates do not depend on the number of steps, and the 
following simple formula can be derived. 
Lemma 1. Let (a, b) be an arbitrary cell, with division coordinates (a’, b’). If a + b is 
even, then we have 
a’= b-a, b’=+a+$b. 
Sketch of proof. Obviously, the statement is true for the cells (0, 0), (1, 1) and (0,2). 
Since every cell C = (a, b) (with a + b even) can be expressed as an integer combina- 
tion of (1,l) and (0,2), the lemma can be proved by induction on lal+\bl by 
observing that it is valid for (a, b) if and only if it is valid for (a - 1, b - 1) and 
(a,b-2). 0 
3.1. The growth of the boat pattern 
First, we derive a formula similar to that in Lemma 1. 
Lemma 2. Let (a, b) be a cell with division coordinates (a’, b’). If a and b both are 
even and a + b is a multiple of 4, then the division coordinates (a”, b”) of (a’, b’) can 
be expressed as 
a”=;a+;b, b” = aa + yb. 
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Proof. Under our assumptions, all of the numbers a, b, b - a, and :a +gb are even, 
so that Lemma 1 can be applied for (a’, b’) as well. 0 
Next, we show that every clone of the alternating boat sequence belongs entirely 
to a certain sector (with angle of 60”) in a. 
Lemma 3. In the alternating boat sequence every cell (a, b) in every clone satis$es 
bzaz0. 
Proof. A simple argument is to partition the cells (a, b) E Q into 4-tuples as shown 
in Fig. 5a. One can see that each of those 4-tuples yields an 8-tuple of cells after a 
division step, that belongs to the same sector of Q. Figure 5b shows the situation 
after the odd division steps; cells marked with x are not the daughters of any cell 
(a, b) satisfying b 2 a 2 0. The effect of an even division step is similar, the corre- 
sponding picture can be obtained by a reflection to the vertical line containing the 
center of (0,O). 
A more formal proof can be derived by the analysis of division coordinates. 0 
According to the choice of coordinate systems, the bottom cell of every clone in 
the alternating boat pattern has coordinates (0,O). Define L( i,j), the jth level in 
the ith clone, as the set of cells in clone i, whose second coordinate is equal to j. 
The height h(i) of the ith clone is the maximum j such that L( i, j) # 0. Trivially, 
h(i) 2 0 for all i. 
(a) 
Fig. 5. The 4-tuples of cells (a, b) with b z a z 0, and the effect of a division step. 
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Lemma 4. For some constant c, h(i) G ~3”~. 
Proof. We apply induction on i, assuming that the statement is true for h( i - 2). 
The anchor of the induction is trivial because we have not specified the value of c, 
and each clone is finite. 
Let C be an arbitrary cell in the (i -2)th clone. Choose a cell (a, b) E 6 with the 
following properties: a and b are even, a + b is a multiple of 4, a G b, the difference 
of b and the second coordinate of C is at most 1, and either C and (a, b) are 
neighbors or they have a common neighbor C’. One can see that such an (a, b) 
always exists (and it is a neighbor of C whenever C is on an odd level). 
After two division steps, each of C and (a, b) (and C’ if it exists) produces 4 
cells which together form a connected configuration of 8 or 12 cells. Hence, the 
difference between the second coordinates of any two of those cells is at most 11. 
Suppose that C produces a cell for the h(i)th level of the ith clone. Since b s 
h (i - 2) + 1, applying Lemma 2 we obtain the recursion 
from which the statement follows. 0 
Lemmas 3 and 4 together yield that clone i is contained in a collection of cells 
forming an equilateral triangle of side length 0(3i’2). 
3.2. The injinite pattern and DOL systems 
Recall that C(1) is the lower daughter of a cell C. Rutting C(0) = C, extend this 
definition recursively: Denote by C(i) the lower daughter of C(i - 1). 
We say that an edge is a split edge if it will be split into three parts in the next 
division step, otherwise we call it a preserved edge. 
Definition (characteristic sequence). For every cell C E 0, define the characteristic 
sequence s(C) = sOs1s2 . . . s, . . . as the O-l sequence in which si = 1 if the left vertical 
edge of C(i) is a split edge (when the alternating boat pattern is applied to the 
whole 6) and si = 0 if it is a preserved edge. (Hence, s( C,,) = 01010. . . .) 
Call two cells C and C’ equivalent if s(C) = s(C’), and denote this relation by 
C-C’. 
Lemma 5. Suppose that (a,, b,), i = 1,2, are two equivalent cells, and let a, b be 
arbitrary integers. Then (a,+a, b,+b)-(a2+a, b,+b). 
Proof. The boat sequence is determined in the following very strong sense. Knowing 
the parity of the division step (whether i is odd or even) and telling if an arbitrarily 
chosen edge is split or preserved, the whole division pattern is determined. Hence, 
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the position of any vertical edge with respect to a reference edge is sufficient 
information to tell whether it is split or preserved. The relative position of ( ai + a, bi + 
b) with respect to (a,, bi) is the same for i = 1 and 2; moreover, the equivalence of 
(a,, b,) and ( a2, b2) means that their left vertical edges both are split or both are 
preserved. According to the above determinism, this implies that the first bit in 
s(a,+a, b,+b) is the same as that in s(a,+a, b,+b). 
Furthermore, it follows that the relative position of the daughters of (a,, bi) and 
(a, + a, bi + b) is the same for i = 1 and 2. Thus, the previous argument can also be 
applied to the daughter cells, and so on, proving by induction on the number of 
steps that the corresponding bits of the characteristic sequences are equal. 0 
The following property is immediately seen. 
Lemma 6. In any odd (even) step, the left vertical edge of a cell (a, b) is a split edge 
if and only if a + b is odd (even). 
Lemma 7. Let C = (0, b) be an arbitrary cell, b # 0. Then C cannot be equivalent to C,. 
Proof. Suppose to the contrary that s(C) = s(C,), and denote by ai and bi the two 
coordinates of C(i). By Lemma 6, ai + b, is even for all i, otherwise precisely one 
of C and C, would have a split edge on its left side, contradicting C - C,. 
Consequently, the formula of Lemma 1 can be applied in each step. 
We claim that 
a_=Pib 2q,+1 1 2’-l 7 bi =- 2’ b 
for some integers pi and qi (ia 1). Indeed, for i = 1 Lemma 1 yields a, = b and 
6, =sb. Assuming that P~-~ and qi-, have been found, we obtain (again by Lemma 
1) that 
ai = bi_, - ai_, = 
2q,_,+1-2p,_, b 
2’-’ ’ 
bi =$_, +&, = 
2(pi-1+39i-l+1)+1 6, 
2’ 
Since each cell has integer coordinates, 6, should be an integer for every i. The 
numerator 29, + 1 is odd, so that b should be a multiple of 2’. This is impossible, 
however, as b # 0 and 2’ gets larger than 6. Thus, s(C) # s( C,), a contradiction. 0 
Proof of the theorem. Suppose that the alternating boat sequence is generated by a 
map DOL system, with say m edge labels. Consider the jth column of the ith clone, 
defined as the set of the cells of the clone that have j as first coordinate. Lemmas 
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3 and 4 imply that the ith clone can be covered by at most O(3”‘) columns. On the 
other hand, the division pattern is binary, i.e., the ith clone has 2’ cells. Thus, for 
a sufficiently large i, there will be a column in the ith clone that contains more than 
m cells. By the pigeon-hole principle, this column contains two cells, say (a, b,) 
and (a, bJ, whose left vertical edge has the same edge label. 
Assumptions (iv) and (v) imply that the sequences obtained from an edge label 
by repeated (parallel) rewriting (applying the production rules) are uniquely deter- 
mined by the edge label itself. In particular, it follows that the two cells (a, 6,) and 
(a, b2) are equivalent. Thus, by Lemma 5, the cell (0, b, - b2) should be equivalent 
to C,, a contradiction to Lemma 7. 0 
4. Discussion 
In spite of our theorem (which is a negative result) there might exist some other 
boat sequences that can be generated by map DOL systems. Their existence is not 
very likely, however, since we have purposely chosen one of the simplest sequences. 
We have investigated map generating systems in which no edge has any interaction 
with any other edges. Some more recent results of the third author indicate that our 
theorem remains valid even if an arbitrarily fixed number of interactions may occur 
in the production rules. On the other hand, every &rite division sequence can be 
generated by a suitable DOL system. For details we refer to the forthcoming papers 
[7] and [8], respectively. 
Finally, we note that, trivially, even the alternating boat sequence can be generated 
by a non-deterministic map OL system. (By this, as usual, we mean that there is a 
path in the derivation tree that produces the required sequence.) Hence, the following 
problem arises. Find hierarchy classes between map generating OL and DOL systems, 
provided that not only the sequences of maps but also the division sequences are 
prescribed. It would also be interesting to investigate the sequences for which the 
latter assumption does not yield any additional restriction. 
Related results concerning string division are presented in the recent paper [9]. 
Appendix 
In order to demonstrate how map generating systems work, we present here three 
singly edge-labeled marker map DOL systems. 
The rewriting rules are specified in the form b+ w, where b is an element in the 
set 2 of edge labels, and w is a string of symbols composed of elements of 2 
together with orientation signs + and -, and markers J, t. The orientation signs 
are attached to each label symbol in w, but not to b. Each marker is followed by 
an element of E and an orientation sign in parentheses. The rewriting of an edge 
consists of the splitting of the edge into as many new edges as there are elements 
of E in w not associated with markers. The elements of 2 are assigned to the new 
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edges in the same order as they appear in w according to the orientation of the 
edge being rewritten. If an element in w has the sign + then the orientation of the 
corresponding edge is identical to that of the original edge labeled b, and if its sign 
is -, then the orientation is opposite. 
Markers indicate the places where division edges are to be inserted. Up or down 
pointing markers indicate whether a division edge is to be inserted to the left or to 
the right of the descendants of the edge labeled b, as seen according to the orientation 
of b. Division edges are spanned between two markers pointing into the same cell 
and having the same element of 2 with opposite signs. This element becomes the 
label of the division edge, whose orientation is such that the new edge is oriented 
from + to -. 
In one generation step, first all edges are rewritten according to the production 
rules, and then all possible division edges are inserted according to matching markers. 
Map generation can be either deterministic or non-deterministic (for instance in the 
case that more than two matching markers are present in a cell). 
The Korn-Spalding system has the following rules: 
a+ cpl(a+)b-t(a-)cp, 
c+ b’. 
Assuming a starting map (axiom) consisting of a single cell with a sequence of 
consecutive edges a+b+c+a-b-c-, the first three generation steps are shown in Fig. 
6. (The additional “edge expansion” means the geometrical transformation needed 
to obtain an array of regular hexagons after each division step.) 
The sequence in Fig. 3 can be generated by the rules 
a + a, 
b + b+.J(a)ab+, 
c+ c+aJ(u)c+, 
with axiom uuub+ac+. (In this system the label a does not have to carry signs, 
because the orientation of the corresponding edges is irrelevant.) 
The same sequence can be generated by a “cyclic system” with two edge labels 
(cf. [6]). Starting with axiom aaabab, the production rules are 
a + a, 
b + bab. 
In this case we need a “cell production rule” telling that all circular words labeled 
aaabababab have to be divided into two circular words baaaba and ababaa, where 
the insertion of a division edge labeled a is indicated by underlining. 







Fig. 6. The first three generation steps of the Korn-Spalding system. The first step is shown in three 
phases: in the first one the edges are rewritten, in the second a new edge is inserted, and in the third 
the edges are expanded so that regular hexagons are produced. 
The Lewis pattern, shown in Fig. lb, can be generated by the map DOL system 
a-+b+, 
b + c+t(b+)ap, 
c + e_J(d-)f-, 
d + a-T(d+)e-, 
e +fpJ(b-)c+, 
f+d+t, 
with either of the following two axioms: a+b+c+a-e-dp, f +e+d+f -b-c-. 
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