The relevance of degree distribution to evolutionary search is supported by experiments. Hubs and their locality sit at the schwerpunkt of the explanation for this find. A full version of this paper including the method to generate hierarchically modular networks with link switching is available on-line at arXiv: 0903.2516.
The experiments are carried out by running three evolutionary algorithms (EA) on a set of automatically generated test problems. The evolutionary algorithms comprise two hill climbers: (i) the Random Mutation Hill Climber (RMHC), and (ii) the MacroMutation Hill Climber (MMHC); and one genetic algorithm (upGA) . Details of these algorithms have been published elsewhere. Linear genotype representation is used in all EA. Table 1 gives the settings for the EA and the experiment.
A test problem is a set of iff (if-and-only-if) constraints defined on a set of binary variables. Each iff constraint is defined between a pair of variables; and an iff constraint between two variables i and j is satisfied if and only if i and j hold the same value, i.e. i = j. Fitness of a string S is measured by counting the number of iff constraints satisfied by S, i.e.
iff constraint c i and 0 otherwise. Solving a test problem involves finding a combination of binary variables that maximizes fitness, i.e. the number of satisfied iff constraints.
The set of binary variables and the set of iff constraints of a test problem can be represented respectively by the set of nodes and the set of links (edges) of a network (graph). Such a network is called the constraint network of a problem and is generated by the algorithm described in arXiv: 0903.2598. All constraint networks dealt with in this paper are simple graphs, i.e. unweighted, undirected, and have no loops (self-edges) and no multiple edges.
Non-modularized and modularized constraint networks are produced from eight different node degree lists (ndl) generated from two distribution types: normal and power-law (Table 2) . A node degree list enumerates the degree for all nodes in an undirected graph in ascending node label order. The test problems and their structural characteristics are described in detail in arXiv: 0903.2598. Results of the experiment are summarized in Table 3 . Average number of evaluations to success is reported in arXiv: 0903.2516. The results are in accordance with the currently prevailing view that hierarchical modularity increases the performance advantage of genetic algorithms over hill climbers due to increases in fitness saddle widths for hill climbers and decreases in schema defining lengths for genetic algorithms.
However, the results also reveal the double-edged nature of hierarchical modularity for genetic algorithms, in particular those that rely on the production of competitive genotypes via mutation for diversity. By making it difficult for hill climbers to produce fitter genotypes after a certain point, modularity also increases the risk of premature convergence due to loss of genetic diversity for genetic algorithms. And this is where the influence of degree distribution comes into effect.
Broad connectivity counters the difficulty imposed by hierarchical modularity to evolutionary search via hubs (nodes with significantly more links). In the experiments, it was harder for mutation to become ineffectual on modular test problems with broad connectivity (powerlaw degree distribution). When modularized, test problems 11 to 14 are easier for all three EA to solve than the other test problems (Table  3) . Coincidently, test problems 11 to 14 have power-law degree distribution with degree exponent γ within the range found in realworld networks (γ = 3.0 for 11 and 12; γ = 2.6 for 13 and 14).
Hubs help to coordinate the adaptation efforts of different modules within a genotype by quickly disseminating information about their values to other non-hub genes within a genotype so that the non-hub genes can adapt before it is not possible for them to do so (the fitness saddle becomes too wide for the mutation operator). But hubs can do this only if they are synchronized themselves in the sense of having the right values to create an optimal solution, and they are central to inter-node communication. These two conditions are satisfied to a greater extent in networks with broad connectivity.
Modularized broadly connected networks have lower average shortest path lengths in general and amongst nodes with degree k or higher (Figure 1 ). This speeds up communication between genes in a genotype and facilitates synchronization amongst hubs. Hubs in modularized broadly connected networks also occupy a more central position in inter-node communication on a network. After modularization, the positive correlation between node degree and centrality declines more substantially for test problems 1, 2, 9 and 10 than for the other test problems (Figure 2 ).
It is also important that once hubs have the right values to evolve an optimal solution, they are stable so that a consistent message is received by the other non-hubs nodes. This condition is again better satisfied in networks with broad connectivity. Figure 3 shows that hubs mutate less frequently than non-hub nodes. This is understandable since changing the value of a hub gene can cause large changes to genotype fitness. Modularization does not alter the general pattern of successful mutation frequency of genes.
To summarize, when modularized, problems with broad degree distributions are easier to solve by evolutionary search than problems with narrow degree distributions due to the presence of unusually highly connected nodes or hubs coordinating and directing the adaptation of individual modules in a problem. It is suggested that the hubs are able to do this because (i) they are situated closer to each other as evidenced by the shorter characteristic path length amongst nodes of high degree, (ii) they occupy more central locations as evidenced by higher degreecentrality correlation, and (iii) they are more stable as evidenced by their lower mutation frequencies. This line of reasoning is successfully applied to explain the results of a set of experiments conducted earlier 1 . 
