A lip-reading technique that identifies visemes from visual data only and without evaluating the corresponding acoustic signals is presented. The technique is based on vertical components of the optical flow (OF) analysis and these are classified using support vector machines (SVM). The OF is decomposed into multiple non-overlapping fixed scale blocks and statistical features of each block are computed for successive video frames of an utterance. This technique performs automatic temporal segmentation (i.e., determining the start and the end of an utterance) of the utterances, achieved by pair-wise pixel comparison method, which evaluates the differences in intensity of corresponding pixels in two successive frames. The experiments were conducted on a database of 14 visemes taken from seven subjects and the accuracy tested using five and ten fold cross validation for binary and multiclass SVM respectively to determine the impact of subject variations. Unlike other systems in the literature, the results indicate that the proposed method is more robust to inter-subject variations with high sensitivity and specificity for 12 out of 14 visemes. Potential applications of such a system include human computer interface (HCI) for mobility-impaired users, lip reading mobile phones, in-vehicle systems, and improvement of speech based computer control in noisy environment.
Introduction
Speech recognition based machine interfaces have applications for disabled people and for people in special circumstances. However, these systems are based on audio signals that are sensitive to signal strength, ambient noise and acoustic conditions.
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Systems that recognize speech from appearance, shape and movement of the speech articulators such as the tongue, teeth and lips of the speaker have been considered to overcome this shortcoming.
1 A number of options have been proposed such as visual and mechanical sensing of the facial movement and the movement of the palate, facial plethysmogram, measuring intra-oral pressure and surface electromyography (sEMG) signals of a speaker's facial muscles. 14, 28 However, these systems require sensors to be placed on the face of the person and are thus intrusive and impractical in most situations. Speech recognition based on visual speech signal is the least intrusive. 3 The advantages of a visual speech recognition system are that (i) it
is not sensitive to acoustic noise and change in acoustic conditions, (ii) does not require the user to make a sound and (iii) does not impair a user's natural speech and therefore maintains the dexterity of the mouth region. There has been extensive research in automatic audio-visual speech recognition (AVSR) over the last 30 years. Detailed comprehensive analysis and reviews of automatic AVSR approaches, their progress and challenges are summarized by Potamianos et al. 3, 4 Classification of video data requires identification of features that are suitable for the specific application. The features for video analysis of the mouth can be broadly categorized into two: shape based and global features based. Shape based geometric parameters obtained from the video, such as the mouth height and width as well as nongeometric parameters such as wavelet transform of the images are used to form a joint feature vector. 5, 7 In the work by Chen, 11 a system called an "image-input microphone" determines the mouth width and height from the video and derives the corresponding vocal-tract transfer function used to synthesize the speech. A visual speech recognition system developed by Petajan et al. 2 uses shape-based features such as height, width and area of the mouth. These techniques generally require accurate and reliable facial and lip feature detection and tracking, which are very difficult to accommodate in practice and may be even impossible at low image resolution. The global parameters of the image used for lip reading applications have been derived using image transforms such as Discrete Cosine Transforms (DCT), 3, 5, 6, 9 Principal Component Analysis (PCA), 3, 5, 7, 9, 10 Discrete Wavelet Transforms (DWT), 26 Linear Discriminate Analysis (LDA) 5 and geometric moments of the mouth images. 1 Potamianos et al. 3 reported their recognition results in terms of Word Error Rate (WER), achieving a WER of 35% by visual-only features in officeDigit dataset considering the speaker independent scenario. In Ref. 28 , instead of global parameters, local spatio-temporal descriptors were used to recognize isolated spoken phrases based solely on visual input, obtaining a speaker independent recognition rate of approximately 62% and a speaker dependent result of around 70%. Sagheer et al. 33 5 is the closest reported to date to our proposed method. While that work uses time warping based classification, this paper presents the use of Support Vector Machines (SVM), and the normalization is achieved by intensity quantization and fixed number of frames for an utterance to overcome the issue of difference in speed of speaking. A further difference is that they had experimented on digits recognition while this work reports viseme recognition (visemes being fundamental units of visual speech). This difference is important because OF computed from digits contains more information compared to visemes which are shorter and there are less differences between different visemes. The proposed method will eventually lead to the development of continuous visual speech recognition with limited vocabulary and digit recognition would also be achieved.
One common difficulty with AVSR systems is their high error rates due to the large variation in the way people speak, especially across national and cultural boundaries, 3 making them very subject dependent and therefore unsuitable for multiple subject application. There is also the difference between the speed of speaking of a subject when repeating the utterance. The other concern with these systems is their lack of robustness against variations in lighting conditions plus the angle and distance of the camera along with their sensitivity to variations in the color and texture of the skin. Both of these problems will prevent the wide deployment of these systems. Techniques previously reported in the literature exhibit both of these problems. 1, 13 Further, the majority of video based techniques reported to date are based on multimodal configuration and have been developed for speech enhancement, not as stand-alone visual speech recognition systems. 8, 11, 12 In this paper, a new method is proposed that overcomes the above shortcomings. It depends solely on visual features so that acoustic noise will not affect the system. The proposed system uses OF that measures the movement and is insensitive to background and lighting conditions. The OF image has been divided into blocks that represent different sections of the mouth. The average directionality of each block of OF has been used as the feature to represent the movement. The technique uses smoothing approach to identify the relevant motion frames and overcomes the inter-subject variation in the style of speaking. A Support Vector Machines (SVM) has been used to achieve the classification of visemes and for identification multiclass SVM approach has employed.
Another shortcoming with the automatic analysis of the speech video data is the need for manual intervention due to the need for segmentation of the video. While audio assisted video speech analysis uses the audio cues for segmentation, this is not possible in the video-only speech recognition. One achievement of this work is the automatic segmentation of the visual speech data. The automatic segmentation of the video data is based on pair-wise pixel comparison method 29 to identify the start and end of each utterance. The remainder of this paper is organized as follows. Section 2 contains the information regarding the data set employed, an explanation of the proposed methodology and a brief explanation of OF, SVM classifier and temporal segmentation of discrete utterances. Sec. 3 presents the experimental results and discussion while Sec. 4 summarizes and concludes the paper.
Materials and Methods
There is no publicly available dataset that satisfies the requirements of this work and provides video of discrete visemes. A dataset of visemes had been developed at RMIT Biosignals Laboratory which was based on experiments conducted to identify discrete and unspoken utterances using low resolution webcam.
1 The viseme recognition system has been implemented in MATLAB on a desktop PC.
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Choice of utterances
Visemes are the smallest visually distinguishable facial movements when articulating a phoneme and can be concatenated to form words and sentences, thus providing the flexibility to extend the vocabulary. The total number of visemes is much less than phonemes because different speech may have common visible movement.
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While the video of the speaker's face shows the movement of the lips and jaw, the movements of other articulators such as tongue and vocal cords are often not visible. Hence, each viseme can correspond to more than one phoneme, resulting in many-to-one mapping of phonemes to visemes.
Dataset description
These experiments used the term 'visemes' as defined in the Facial Animation Parameters (FAP) of MPEG-4 standard. 25 The average number of frames required to pronounce a viseme is given in Table 1 . The dataset used in this study was recorded by Yau et al. 1 using an inexpensive web camera in a typical office environment. The camera focused on the mouth region of the speaker and was fixed on the subject throughout the experiment. Factors such as window size (240 × 320 pixels), view angle of the camera, background and illumination were kept constant for each speaker. Seven volunteers (four males and three females) participated in the experiments. Each speaker recorded 14 visemes at a sampling rate of 30 frames/ second. This was repeated ten times to generate sufficient variability. Figure 1 gives the flow chart of the proposed visual speech recognition system. A video stream of 30 frames per second at a resolution of 240 × 320 pixels is given as input to the system. The proposed system performs automatic temporal segmentation (i.e., identifying the start and end frames of an utterance) of nonoverlapping utterances using a pair-wise pixel comparison method 29 that evaluates the differences in intensity of corresponding pixels in two successive frames. Similar subsequent frames which result in zero energy difference between frames are filtered out to reduce computation burden when calculating the OF, which is achieved by measuring the mean square difference between subsequent frames. The vertical 
Methodology
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motion features were extracted from the videos using OF analysis. Each vertical OF image was sub-divided into 40 non overlapping blocks. These features were normalized and classified using SVM classifier.
Optical flow feature estimation
OF is the measure of visually apparent motion of objects in video data and measures the spatio-temporal variations between two subsequent images. The OF method calculates the displacement at every pixel between two image frames which are taken at times t and t + δt. In case of a video stream, a pixel at location P (x, y, t) with intensity I(x, y, t) will have moved by δx, δy in δt between the two image frames, so that:
Simplifying using a Taylor series Eq. (1) becomes:
If we let:
where u and v are the x (horizontal) and y (vertical) components of the velocity corresponding to the OF of the image, I(x, y, t), ∂I ∂x , ∂I ∂y and ∂I ∂t are the derivatives of the image at P (x, y, t) in the corresponding directions. I x , I y and I t can be rewritten for the derivatives as:
This is an equation in two unknowns and cannot be solved as such. It is essential to obtain another equation so for this purpose, the estimation of the OF between two input images I 1 and I 2 by probabilistic assumption and decomposition of the posterior probability density of the flow field (u, v) is computed. Equivalently, its negative logarithm is minimized:
where Ω D and Ω S are parameters of the model:
In Eq. (6), E D is the negative logarithm (i.e., energy) of the data term, E s is the negative log of the spatial term (the normalization constant is omitted in either case) and λ is a regularization parameter.
Generally the optimization of such energies is difficult, because of many local optima and non-convexity. The non-convexity in this approach stems from the fact that the learned potentials are non-convex and from the warping-based data term used here and in other competitive methods. 18 To limit the influence of false local optima, the series of energy functions is constructed:
where E Q is a quadratic, convex, formulation of E that replaces the potential functions of E by a quadratic form and uses a different λ. Note that E Q amounts to a Gaussian Markov Random Field (MRF) formulation. The control parameter α ∈ [0,1] varies the convexity of the compound objective and allows smoother transition from 1 to 0. The combined energy function in Eq. (7) changes from the quadratic formulation to the proposed nonconvex one. 19 During the process, as soon as the solution at a previous convexification stage is computed, the system uses this solution as initialization for the current stage. In practice, it is observed that using three stages produces reasonable results. A simple local minimization of the energy was performed at each stage. At a local minimum, it holds that:
Since the energy induced by the proposed MRF formulation is spatially discrete, the gradient expressions can be derived. Setting these to zero and linearizing them, the results are rearranged into a system of linear equations, which can be solved by a standard technique. The main difficulty in deriving the linearized gradient expressions is the linearization of the warping step. For this we follow the approach of Brox et al. 18 while using the derivative filters.
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Large displacements may be caused by sudden movement during fast speech. Standard OF technique are unable to capture such large displacements due to the temporal resolution limitation. To overcome this limitation, Deqing's warping technique based on multi-resolution analysis was incorporated. 15, 20 
Temporal segmentation
As the data is recorded continuously, temporal segmentation is necessary before the extraction of features in order to determine the start and end of an utterance. An ad hoc but effective mechanism, pair-wise pixel comparison 29 (also called template matching) was used to accomplish temporal segmentation.
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As a first step, we convert the color images to binary images. Then the average difference of cumulative frames is computed and squared to get the absolute and prominent values using Eq. (9):
The resulting signal is then smoothed using a moving average window and further smoothed using Gaussian filtering. Selecting an appropriate threshold leads to the required temporal segmentation.
Feature extraction
To reduce the size of input vector to the classifier and improve its computational speed, the mean square error (MSE) between two subsequent frames was computed as:
and only those frames with non-zero differences were used to generate the OF.
A pilot study was conducted on a smaller subset of the collected data to determine the appropriate features which were used subsequently. The results indicated in Table 2 shows that the horizontal movement of the lips during speaking was insignificant in comparison with vertical movement. Therefore, the OF corresponding to the horizontal motion was ignored and only the OF's vertical component was considered. This results in significant reduction in computation complexity during real time implementation.
The ultimate intention of this work is to lead towards a real time system which therefore requires data to be reduced to a minimum. For this purpose, experiments were conducted to evaluate the size of the blocks that could be used (Fig. 2 ). After experimenting with six different block sizes (40 × 32, 32 × 32, 48 × 40, 24 × 20, 30 × 40, 30 × 20 pixels) (see Table 3 ), block size of 48 × 40 pixels was chosen in all our experiments as it represents a good compromise between sensitivity, accuracy and the number of features. As a result, each image is divided into blocks of size 48 × 40 pixels, resulting in 40 blocks (5 rows × 8 columns) per OF, as shown in Fig. 2 . To develop the template for each viseme, each OF frame was represented by the average of each block which resulted in an array of length 40 (one feature representing each block), and arrays of subsequent OF were stacked to develop the template matrix. To overcome the difference in the speed of speaking, each utterance was normalized (temporally) to 10 frames using linear interpolation. This resulted in final feature vector of size 400 (10 × 40).
Support vector machine classifier
There are varieties of classifiers available. The selection of the appropriate classifier would theoretically require statistical analysis of the data to identify those features that are irrelevant. SVM classifier is suitable for classifying separable data to find the optimal separating hyper plane between classes in sparse high dimensional spaces with relatively few training data. SVM maximizes the distance of the separating hyper plane from the closest training data point called the support
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vectors. 21, 22 Consider a problem of separating the set of training vectors belonging to two separate classes represented as:
with a hyperplane:
The hyperplane that optimally separates the data is the one that minimizes:
which is equivalent to minimizing an upper bound on the VC dimension. The solution to the optimization problem in Eq. (13) is given by the saddle point of the Lagrange functional:
where α are the Lagrange multipliers. The Lagrangian has to be minimized with respect to w, b and maximized with respect to α ≥ 0. Equation (14) is then transformed to its dual problem. Hence, the solution of the linearly separable case is given by:
given the constraints:
A SVM can be considered to comprise both non-linear and non-separable case. Non-separable case is considered by adding an upper bound to the Lagrange multipliers and non-linear case is handled by replacing the inner product by a kernel function. The solution of the non-linear and non-separable case is given as:
where K is the non-linear mapping or kernel function. Polynomials, radial basis functions and certain sigmoid functions can be used here. The LIBSVM toolbox 23 was used in our experiments to design the SVM. The one-vs-rest binary-class SVM technique was adopted for the experiments. One SVM was created to learn each viseme which resulted in 14 binary classifiers. We also used a hierarchical structure to realize multi class classification, as follows. The first classifier is binary and classifies /a/ vs ∼/a/ (not /a/). If the result of the classifier is +1, we declare the result as /a/, otherwise we check the next classifier /c/ vs ∼/c/. Again, if the result is +1, we declare the result as /c/. Otherwise we check the next classifier. As the proposed system is basically designed to work in real time, we avoided other computationally expensive schemes such as Directed Acyclic Graph (DAG) scheme which warrants use of many more one-vs-one or onevs-rest classifiers. Although it is at a cost, our results indicated that the proposed hierarchical process meets the criterion set out for a real time system as presented in the results section. The SVM kernel function used was radial basis function (RBF). The gamma parameter of the kernel chosen and the trade-off parameter C were optimized using iterative experiments (grid search). Initially the classification performance of SVM was tested by reserving two samples from each viseme across all subjects. The SVMs were trained with 784 training samples and were tested using 196 reserved samples (two samples from each viseme) for all seven speakers. This process was repeated five times for each viseme using standard cross validation method (five-fold). The same procedure was repeated for multiclass classification with ten-fold cross validation. Table 4 presents a comparison between the manual temporal segmentation and the proposed automatic temporal segmentation.
Results and Discussion
The steps of ad hoc automatic temporal segmentation are shown in Fig. 3 . Figure 3(a) indicates the squared mean difference of intensities of corresponding pixels in accumulative frames (only three visemes are shown for clarity). The result of average moving window smoothing and further Gaussian smoothing are shown in Figs. 3(b) and 3(c) , finally the result of segmentation (as unit step-pulse-shaped representations. That is, pulses represent an utterance) is shown in Fig. 3(d) . It is clear from the figure that the ad hoc scheme followed is highly effective in viseme segmentation. The results of successful segmentation for 14 visemes for a single user are shown in Fig. 4 . From Table 4 , it is observed that the overall results are similar for manual and automatic temporal segmentation and there is no significant loss of information resulting in no difference in the classification.
When evaluating the proposed classification method, we have used accuracy, sensitivity and specificity, defined as:
where TP = True Positive, TN = True Negative, FP = False Positive, and FN = False Negative. The results of the individual one-vs-rest classifiers are summarized in Table 5 . Although wide variety of feature extraction and classification algorithms have been suggested to date, it is quite difficult to compare the results as they are rarely tested on a common audiovisual database. However, it is observed from Table 5 that the accuracy figure of 98.5% compares favorably to the techniques presented in Refs. 3-5, 8, 28 and 33 in visual-only scenario. The average specificity and sensitivity values of 99.6% and 84.2% respectively indicate that the proposed method is very efficient. Moreover, in earlier work, feed-forward multilayer perceptron (MLP) artificial neural network (ANN) with back propagation 13 and Hidden Markov Models (HMM) 34 have already been investigated using the same dataset. The mean recognition rate for the identification of nine visemes was reported as 84.7% using ANN and 93.57% using HMM. One important thing to note is that in contrast to the work presented here, ANN and HMM were tested in subject dependent scenarios. Figure 5 shows the cross-validation process for accuracy, specificity and sensitivity values. As it can be seen, the accuracy and specificity values do not have outliers and the results are highly consistent. The plot for sensitivity shows an increase in the standard deviation for visemes /g/, /r/, /s/ and /t/ (compared with individual data) even though the overall results are impressive. This can be attributed to the fricatives and stop consonants such as /g/, /t/ and /r/ that are the most difficult to identify in visual speech recognition because these sounds are not only based on lip movement, but also on the movement of the tongue that is not observed in the video data. It is proposed that these types of errors should be corrected using contextual information and cannot be achieved using only visual speech data.
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To improve the understanding of the error generated and possible solution, confusion matrix was generated using a simple hierarchical structure for realizing multi-class SVM. The confusion matrix of multi-class classification is given in Table 6 . Each row corresponds to a correct class, and columns represent the predicted classes. For instance, four examples of viseme /e/ are misclassified as /i/ and vice versa. The lowest accuracies in Table 6 are observed at visemes /th/ and /n/ which are interchangeably misclassified. It has to be noted that both /th/ and /n/ are dental consonants and their visual appearance is identical but the sound is different due to other sources of sound such as tongue, teeth and pallet. These types of errors cannot be solved by the choice of alternate features or the classifiers but can be corrected by adding contextual information as carried out in state-ofthe-art speech recognizers. 35 The multiclass classification results demonstrate that these features, when classified using SVM, can identify (85%) the visemes, and the misclassifications are not localized but spread across all visemes. As a next step, we intend to use this data for implementing a contextual based classifier to further improve the results.
Conclusions
This paper has described a system for lip-reading and automatic temporal segmentation of the video data for each utterance based on motion capturing using vertical OF components and SVM. A robust feature selection technique based on non-overlapping fixed size block is proposed and the classification is performed
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using a SVM based classifier. Unlike most prior cases, this work has studied the inter-subject variation where the system has been trained and tested using different subjects. The results indicate that the overall accuracy of the viseme classification is 98.5%, with specificity of 99.6% and sensitivity of 84.2% have been achieved with one-vs-rest classifier on the particular data set explored in this work. However, the accuracy of recognition reduces to 85% (range 75.7 to 95.7%) when using multi-class SVM to identify any of visemes for the same data. The proposed system is computationally inexpensive with only 40 features required to represent each frame, and 400 features to represent each utterance. It is also independent of the speed of speech of the subjects. It is envisaged that this system can be developed for real time applications and used to assist people with speech impairments. Other applications of such a system are for people speaking on phones in public spaces, where they may not wish others to hear them speak. It would also be useful as a human computer interface for disabled people, especially when they cannot give verbal commands due to high level of ambient noise.
