Abstract-In this paper, we focus on a rank constrained optimization problem with general Schur-convex/concave objective function and multiple trace/log-determinant constraints. We first derive a structural result on the optimal solution of the rank constrained problem without relaxation using majorization theory. Based on the solution structure, we transform the rank constrained problem into an equivalent problem with a unitary constraint. After that, we derive an iterative projected steepest descent algorithm which converges to a local optimal solution. Furthermore, we shall show that under some special cases, we could even derive closed form global optimal solution. The numerical results show the superior performance of the our proposed technique over the baseline schemes, the rank relaxation based randomization technique.
I. INTRODUCTION
Recently there has been a growing interest in optimization problems that involve a rank constraint, this is because many optimization problems in communications and signal processing applications can be cast into a rank constrained optimization problem. In general, even a simple convex problem could become a very difficult problem with an additional rank constraint. For instance, the rank constraint will make the problem non-convex and optimal solution may have a unknown complexity. As a result, a systematic solution to general rank constrained problems has remained open for a long time.
Due to the difficulty of the rank constraint, the rank relaxation is a common approach in the literature to solve a rank constrained optimization problem, namely the rank constraint is first dropped and low complexity iterative algorithms are used to derive a solution for the relaxed problem. For example, in [1] , the authors propose a randomization procedure [1] to generate a feasible but suboptimal solution. In [2] , the authors considered a rank constrained problem with linear objective and constraints. By exploiting the special structure of linear objective and constraints, some nice results regarding the conditions for the optimality of the relaxed problems as well as a rank deduction method were proposed. However, the framework fails to extend to general rank constrained optimization problems with non-linear objectives, non-linear constraints or arbitrary rank constraints.
There are several fundamental technical challenges involved in solving a general rank constrained optimization problem.
• Analytical Property of the Rank Function:We know the rank(·) function is quasi-concave but people have limited knowledge of the gradient or subgradient of a rank(·) function. Therefore, existing gradient or subgradient based numerical algorithms failed to apply to the rank constrained optimization problems.
• Optimality Analysis of Existing Approach: Although the existing rank-relaxation solutions may be able to generate reasonable solutions in some cases, little is known about how suboptimal the solutions are and existing suboptimality analysis are simulation based [1] .
• Unknown Complexity of Brute-force Search:Bruteforce solutions of a rank constrained problem have enormous complexity. Although specific examples of rank constrained optimization problems can be solved with specialized algorithms, most rank constrained optimization problems are NP-hard. (e.g. the problem considered in [1] is formulated as a rank-constrained problem and proved to be NP-hard.) In this paper, we focus on a rank constrained optimization problem with a general Schur-convex/concave objective function and multiple trace/log-determinant constraints. We shall illustrate that many interesting application examples can be cast into a special case of our general problem. We first derive a structural result on the optimal solution of the rank constrained problem without relaxation. Based on the solution structure, we transform the rank constrained problem into an equivalent problem with unitary constraint which is related to the Stiefel manifold. We derive an iterative projected steepest descent algorithm which converges to a local optimal solution of the original rank constrained problem. Under some special cases, we could derive closed form global optimal solution.
II. RANK CONSTRAINED SCHUR-CONVEX OPTIMIZATION PROBLEMS

A. Problem Formulations
The general rank constrained optimization problem we consider is mathematicly formulated as follows:
s.t.
The objective function is f (diag(αI + QA)), where Q ∈ H n×n (n × n Hermitian matrix space) is the matrix variable, A ∈ H n×n is non-singular, α ∈ R, diag(M) denotes the vector composed by the diagonal elements of matrix M and f (·) : -The objective in a transmit power minimization problem is usually written as Tr(Q) by setting α = 0 and A = I. -The objective in an interference leakage minimization problem is written as Tr(GQG H ) by setting α = 0 and A = G H G, where Q is the transmit covariance and G is the cross channel fading matrix.
• Mutual Information Maximization: The objective in an mutual information maximization problem can be written as log det
where Q is the transmit covariance, H is channel fading matrix, and R is the covariance matrix of noise. Obviously log det(αI + FF H A) = log det(αI + F H AF) and it is proved in [3] that the maximization of mutual information is equivalent to the minimization of the determinant of the mean square error (MSE) matrix, which is a Schur-concave function of the diagonal elements of the MSE matrix. Constraints (2) represent general log-determinant (data rate) constraints. Constraints (3) represent a couple of linear constraints, namely the trace constraints, which correspond to a wide range of applications in wireless communications such as the transmit power constraint (P i = I) and the interference leakage constraints. Constraint (4) and (5) correspond to the semidefinite positive constraint and the rank constraint, respectively on the matrix variable Q. There are two physical justifications for the rank constraint in (P1):
• Besides the multiplexing gain MIMO techniques also provide the advantage of transmit diversity by restricting the number of transmit data streams. In some applications on MIMO communications, the data streams at each transmitter can be restricted to be less than the number of transmit antennas, i.e., rank(Q) ≤ N t , to provide transmit diversity.
• Recent works on interference management have demonstrated that constraining the number of data streams at each transmitter could boost the system throughput in interference network. For example, interference alignment proposed in [4] , which only use half dimensions at each link, is proved to achieve the optimal degree-offreedom in K-pair interference channels. The authors in [5] showed that by limiting on the number of independent data streams, one could improve the system throughput significantly.
B. Application Examples and Scenarios
There are a number of interesting application scenarios where the associated optimization problem is a special case of (P1). We shall elaborate two application scenarios below.
1) Rank constrained Non-Cooperative Game in K-pair MIMO Interference Networks:
Consider a K-pair MIMO interference channel with K multi-antenna transmit-receive pairs as shown in Fig. 1 (A) . The jth transmitter and receiver are assumed to have N t j and N r j antennas respectively. The received signal at the j th receiver is modeled by:
where j = 1, 2, . . . , K is the user index, y j is the received signal at the j th receiver, H ij is the channel fading matrix from the j th transmitter to the i th receiver, z j ∼ CN(0, I N r j ×N r j ) is the AWGN noise at the j th receiver. Treating interference as noise, the mutual information of the each link is given by:
where
is the transmit covariance matrix at the jth transmitter, Q −j = {Q 1 , . . . , Q j−1 , Q j+1 , Q K } is the set of all the transmitters' covariance matrices except the jth one and
jk is the covariance matrix of the total interference and noise at the jth receiver. One could formulate the covariance optimization of the K transmitters as a non-cooperative interference game. Specifically,
where Ω = {1, . . . , K} is the set of players (i.e., the transmitters); I j (Q j , Q −j ) is the payoff function of jth player defined in (6) and Q j is the set of admissible strategies for jth player, defined as below:
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2) Transmit Covariance Optimization in MIMO Cognitive
Radio (CR) Networks: Consider a CR network with L primary users and a secondary user sharing a spectrum in an overlay approach as illustrated in Figure 1 (B) , we shall design the transmit covariance at the secondary transmitter so as to maximize its transmit rate while satisfying the interference leakage constraints induced at the primary receivers. Specially, this can be formulated as follows:
Note that both (P2) and (P3) are special forms of (P1).
C. A Brief Overview of Existing Rank Constrained Optimization Techniques
Existing rank constrained optimization techniques require a rank relaxation step [1] , [2] first, in which the rank constraint is simply dropped. The relaxed problem (P4) can be written as:
Suppose Q * is the optimal solution to the relaxed problem (P4), due to the relaxation, rank(Q * ) may not satisfy (5) in general. There are two techniques to address this issue:
• Randomization technique: In randomization technique, we eigen-docompose
H Q * as the solution to (P1), where V is an n × r randomly generated matrix whose entries satisfying uniform or Gaussian distribution. Please refer to [1] for more details.
• Rank deduction: In [2] , the authors performed a rank deduction procedure on Q * . Using the rank deduction procedure, the authors derived an optimal solution Q * with rank 2 ( Q * ) ≤ M , where M is the number of linear constraints. But this rank deduction technique only applies to problems with linear objective and constraints and can not produce an optimal solution with arbitrary rank but only less than or equal to the squareroot of the number of linear constraints. So it can not apply to (P1).
III. STRUCTURAL SOLUTION AND TRANSFORMATION FOR
THE RANK CONSTRAINED PROBLEM In this section, we shall elaborate on the proposed general solution to the problem (P1).
A. Structure of the Optimal Solution
In Theorem 1, we shall summarize the structure of the optimal covariance matrix without relaxing the rank constraint in (P1).
Theorem 1 (Structure of the Optimal Solution):
The optimization problem (P1) is equivalent to the following optimization problem (P5):
The optimal solution to problem (P5), F * diagonalizes A, and Q = F * F * H is the optimal solution to (P1).
• If f is Schur-concave, then
where U A and Λ A are defined in the eigen-
T is an n × r rectangular diagonal matrix.
• If f is Schur-convex, then
A UΣ is the optimal solution which diagonalizes A in the following problem with a Schur-concave objective:
B ∈ C r×r is a unitary matrix such that F * H AF * has identical diagonal elements. Proof: Please refer to full version [6] for the proof.
B. Equivalent Problem with Unitary Constraint
From Theorem 1, the optimal solution structure of F * consists of two parts 1 , namely unitary matrix U and rectangular diagonal matrix Σ. As a result, we shall transform the original rank constrained optimization problem (P1) (in Q) into an equivalent problem with unitary constraint (in U). Unitary constrained problems are in general optimization problems on the Stiefel manifold [7] , which is defined below.
Definition 1 (Complex Stiefel Manifold):
The complex Stiefel manifold St(n, p) is the set St(n, p) = {X ∈ C n×p : X H X = I}. Using the optimal solution structure F * in Theorem 1 and substitute it into (P5), we have the following equivalent problem (P6):
IV. SOLUTION TO THE EQUIVALENT PROBLEM WITH UNITARY CONSTRAINT
In this section, we shall focus on solving the equivalent unitary constrained problem (P6). The classical projected steepest descent (CPSD) algorithm [7] is commonly used to solve minimization problems w.r.t. only one unitary constrained matrix variable. However, it cannot be applied to our unitary constrained problem in (P6) directly due to the reason that the CPSD algorithm only consider the minimization with one unitary constraint and w.r.t. one complex matrix variable, while (P6) has a number of trace and log-determiant constraints and scalar variables σ i , i = 1, 2, . . . , r.
We shall propose a novel extension to the CPSD algorithm to solve our problem in (P6). to the following convex optimization problem:
Proof: Please refer to full version [6] for the proof.
V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we provide some numerical examples for the two application examples to illustrate the effectiveness of our rank constrained Schur-convex optimization techniques. We consider two commonly used techniques in the literature [1] to solve a rank constrained optimization problem based on randomized rank reduction, namely Baseline1: Randomization Technique with Gaussian Distribution and Baseline2: Randomization Technique with Uniform Distribution.
A. Rank constrained Non-cooperative Game in K-pair MIMO Interference Networks
We consider a 4-pair interference networks, each transmitter or receiver is equipped with 6 antennas. Figure 2 compares the link throughput versus the number of data stream (r j ) in the rank constraint using the proposed rank constrained optimization technique and the baseline techniques. As observed, our proposed technique shows a significant performance gain over the two baselines. This is because our technique in this application example can achieve the global optimal when solving the rank constrained optimization problem (P2) while the two baselines are heuristic and suboptimal. Figure 3 illustrates the link throughput versus the transmit SNR (dB) when number of data stream is constrained to be less or equal to 3. Similar significant gains can be observed. 
B. Transmit Covariance Optimization in MIMO Cognitive Radio (CR) Networks
We consider a MIMO cognitive radio network with 3 primary users and one secondary user. Each node is equipped with 6 antennas. Figure 4 compare the secondary user throughput of the proposed rank constrained optimization technique and the baseline techniques in the interference limited regimes 3 . Figure 5 consider similar comparisons for the intermediate operating regime. Our proposed technique shows significant performance gains over the two baselines again in all of three regimes.
