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VARIATIONS, APPROXIMATION, AND LOW REGULARITY IN
ONE DIMENSION
RICHARD GRATWICK
Abstract. We investigate the properties of minimizers of one-dimensional
variational problems when the Lagrangian has no higher smoothness than
continuity. An elementary approximation result is proved, but it is shown that
this cannot be in general of the form of a standard Lipschitz “variation”. Part
of this investigation, but of interest in its own right, is an example of a nowhere
locally Lipschitz minimizer which serves as a counter-example to any putative
Tonelli partial regularity statement. Under these low assumptions we find it
nonetheless remains possible to derive necessary conditions for minimizers, in
terms of approximate continuity and equality of the one-sided derivatives.
1. Introduction
The basic problem of the one-dimensional calculus of variations is the minimiza-
tion of the functional
L (u) =
∫ b
a
L(t, u(t), u′(t)) dt
over some class of functions u : [a, b] → Rn with fixed boundary conditions. The
integrand L : [a, b] × Rn × Rn → R is known as the Lagrangian. Tonelli [15, 16]
presented rigorous existence results for minimizers of such a problem, demonstrating
the need to work on the function space of absolutely continuous functions, or what is
now known also as the Sobolev space W 1,1((a, b);Rn). In particular such functions
are only differentiable almost everywhere. Defining the functional L on this space,
Tonelli developed the direct method of the calculus of variations to deduce the
existence of minimizers when certain conditions are imposed on the Lagrangian.
The key assumptions are the conditions of convexity and superlinearity: i.e. that
the function p 7→ L(t, y, p) is convex for each (t, y), and that there exists some
ω : R → R satisfying ω(‖p‖)/‖p‖ → ∞ as ‖p‖ → ∞ such that L(t, y, p) ≥ ω(‖p‖)
for all (t, y, p). Some minimal smoothness of the Lagrangian is also required, for
example continuity suffices. The subject of this paper is what can happen at this
level of regularity, i.e. when the Lagrangian is assumed only to be continuous.
The penalty paid for an abstract existence theorem is that one must work in a
suitable function space, and therefore can only assert that the minimizer isW 1,1. A
significant question is then whether it is possible to assert a priori any higher reg-
ularity of minimizers. Assuming appropriate growth conditions and Ck-regularity
of the Lagrangian, one may prove Ck-regularity of the minimizers (see for exam-
ple [3]). For scalar-valued functions u, Tonelli [15] provided a partial regularity
theorem, asserting that C∞-regularity of the Lagrangian and strict convexity in p
implies that any minimizer u is C∞ on an open set of full measure. Clarke and
Vinter [4] gave an analogous statement for vector-valued functions.
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The assumption of strict convexity may not be weakened, but several authors
have weakened the smoothness assumption on the Lagrangian. Clarke and Vinter
imposed only a local Lipschitz condition in (y, p). In the scalar case, Syche¨v [14]
imposed a local Ho¨lder condition, and Cso¨rnyei et al. [5] imposed a local Lipschitz
condition in y, locally uniformly in (t, p). In the vectorial case, Ferriero [8, 9]
allowed this Lipschitz constant to vary as an integrable function of t. Recalling
that no control of the modulus of continuity is required for the existence theorem,
Gratwick and Preiss [11] gave a counter-example of a continuous Lagrangian which
admits a minimizer non-differentiable on a dense set. So we are faced with the
possibility of situations where minimizers over W 1,1 exist, but partial regularity
results fail to hold. Section 2 presents a new counter-example illustrating this, with
a minimizer having upper and lower derivatives ±∞ at a dense set of points.
A standard technique to prove necessary conditions of minimizers is to com-
pute the first variation, i.e. to consider the limiting behaviour of the function
γ 7→ L (u + γw) as γ → 0. Following this path in the classical situation leads
us to the Euler-Lagrange equation and other necessary conditions. In our low-
level regularity situation, assuming only continuity of the Lagrangian, it is not
immediately clear how such small perturbations behave. Ball and Mizel [2] gave
examples of polynomial Lagrangians for which L (u+γw) =∞ for a certain class of
smooth functions w. In our case, when we do not have a partial regularity theorem,
and must therefore admit the possibility of minimizers which are nowhere locally
Lipschitz, it is not even immediately clear that it is possible to approximate the
minimum value by any other trajectories at all.
The possibility of a complete failure of approximation is not absurd when one
considers the possible presence of the Lavrentiev phenomenon [12], in which situ-
ation the energy of Lipschitz functions with the required boundary conditions is
bounded away from the minimum value. That this can occur not only for poly-
nomial integrands [13] but even for strictly convex and superlinear polynomial in-
tegrands [2] should warn us that we are wise to be wary of what might happen
when we consider Lagrangians which satisfy only the bare continuity assumption.
Ball and Mizel [2] gave another example of bad behaviour to keep us on guard: the
repulsion property [1], whereby it can happen that L (un) → ∞ for any sequence
of admissible Lipschitz functions un which converge uniformly to the minimizer.
Nevertheless, a general approximation result can be proved, indeed without great
difficulty. This is the content of theorem 15 in section 3. In this section we go on to
investigate how fruitful it may be to consider computing the variation as suggested
above, and discover that in general it will not get us very far: there exist examples
(theorem 17), even superlinear and strictly convex examples (theorem 18), of con-
tinuous Lagrangians where the addition of any Lipschitz variation to a minimizer
results in an infinite value for the integral. We also investigate the relationship
between approximation in this sense and the Lavrentiev phenomenon. We find in
this section that we can make good use of the counter-example to partial regular-
ity described in section 2, using in an essential way the main new feature of this
example, viz the fact that the minimizer is nowhere locally Lipschitz.
The technique used to construct the basic approximation in theorem 15 is then
put to repeated use in section 4, where we pursue the question of whether any
necessary conditions can be derived of minimizers in our setting. Having lost any
hope of a general partial regularity statement, we are left wondering whether it
might be the case that an arbitraryW 1,1 function can be a minimizer of a variational
problem with a continuous Lagrangian. Under the assumption of strict convexity,
we are able to show that, although the derivative of a minimizer need not exist
at every point, at those points at which the derivative does exist, the derivative is
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approximately continuous. As a corollary of this, we can then show that when each
one-sided derivative exists at a point, the two derivatives must in fact be equal.
Such statements extend, suitably interpreted, to cases where the derivatives are
infinite, and we may be more precise when infinite derivatives are confined to one
component.
1.1. Notation and terminology. Throughout we fix [a, b] ⊆ R, n ≥ 1 and the
euclidean norm ‖ · ‖ on Rn. We shall consider [a, b] × Rn × Rn to be equipped
with the norm given by the maximum of the norms of the three components. The
supremum norm of a real- or vector-valued function shall be denoted by ‖ · ‖∞, and
the support of a such a function shall be denoted by spt. For a set E ⊆ [a, b] we
denote the Lebesgue measure of the set by λ (E), and the characteristic function of
the set by 1E .
A Lagrangian shall be a function L = L(t, y, p) : [a, b]×Rn×Rn → R. Conditions
on the Lagrangians shall be discussed at the relevant points, but in particular we
demand that they are continuous, but never impose any stronger smoothness con-
dition or prescribe any modulus of continuity. For a function v ∈ W 1,1((a, b);Rn)
(if n = 1 we will usually suppress the notating of the target space), we let
L (v) =
∫ b
a
L(t, v(t), v′(t)) dt.
Recall that superlinearity is the condition that for some ω : R → R satisfying
ω(‖p‖)/‖p‖ → ∞ as ‖p‖ → ∞, we have for all (t, y, p) ∈ [a, b] × Rn × Rn that
L(t, y, p) ≥ ω(‖p‖). For A,B ∈ Rn we let
AA,B := {v ∈W
1,1((a, b);Rn) : v(a) = A, v(b) = B}.
2. Failure of partial regularity
In this section we present a counter-example to a putative partial regularity the-
orem in the manner of Tonelli for continuous Lagrangians. A first example of this
kind was produced by Gratwick and Preiss [11], exhibiting a Lipschitz minimizer
which was non-differentiable on a dense set. The following example produces a
minimizer with upper and lower Dini derivatives of ±∞ at a dense set of points,
i.e. the derivative fails to exist at these points in as dramatic a way possible. That
we have both Lipschitz and non-Lipschitz examples is worth emphasizing. The Lip-
schitz example serves to disillusion us should we be inclined to suspect, as can be
the case, that a priori knowledge of boundedness of the derivative of a minimizer
implies some higher regularity. The non-Lipschitz case is remarkable in that intu-
itively one does not expect superlinear Lagrangians to have minimizers with infinite
derivatives at many points, far less minimizers with difference quotients oscillating
arbitrarily largely.
This example was first presented by Gratwick [10, Example 2.35] as an applica-
tion of a general construction scheme.
Definition 1. The upper and lower Dini derivatives, Dv(t) and Dv(t) respectively,
of a function v ∈ W 1,1(a, b) at a point t ∈ (a, b) are given by
Dv(t) := lim sup
s→t
v(s)− v(t)
s− t
, and Dv(t) := lim inf
s→t
v(s)− v(t)
s− t
.
Theorem 2. There exist T > 0, w ∈ W 1,2(−T, T ), and a continuous φ : [−T, T ]×
R→ [0,∞) such that
L (u) =
∫ T
−T
(
φ(t, u(t)− w(t)) + (u′(t))2
)
dt
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defines a functional on W 1,1(−T, T ) with a continuous Lagrangian such that w is a
minimizer of L over Aw(−T ),w(T ), but Dw(t) = +∞ and Dw(t) = −∞ for a dense
set of points t ∈ [−T, T ].
The remainder of this section is devoted to a proof of this theorem.
2.1. Construction of the minimizer. Let T ∈ (0, e−e
2
/2) be small enough such
that for any t ∈ [−T, T ] \ {0},
(1) (2|t|)1/3 log log 1/2|t| ≤
(
1
log 1/2|t|
)1/3
log log 1/2|t| ≤ 1/125.
Given any sequence of points in (−T, T ), we can construct a Lagrangian and min-
imizer w with the set of non-differentiability points of w containing this sequence.
The construction is essentially inductive, and hinges on the fact that a certain func-
tion w˜ is non-differentiable at 0, with difference quotients oscillating between arbi-
trarily large positive and negative values, but minimizes a problem with a continu-
ous Lagrangian. This basic Lagrangian is of the form (t, y, p) 7→ φ˜(t, y− w˜(t)) + p2
for a “weight function” φ˜ : [−T, T ] × R → [0,∞), i.e. such that φ˜(·, 0) = 0 and
|y| 7→ φ˜(t, y) is increasing, so (t, y) 7→ φ˜(t, y− w˜(t)) penalizes functions which stray
from w˜. This summand of the Lagrangian then takes its minimum value along the
graph of w˜, and assigns larger values to functions u the further their graph lies from
that of w˜.
We sketch the main ideas behind the proof that w˜ minimizes this “basic” problem
Aw˜(−T ),w˜(T ) ∋ u 7→
∫ T
−T
(
φ˜(t, u(t)− w˜(t)) + (u′(t))2
)
dt.
So suppose for now that u˜ ∈ Aw˜(−T ),w˜(T ) is a minimizer for this problem.
If u˜(0) = w˜(0), it suffices to argue separately on [−T, 0] and [0, T ]. We consider
[0, T ]. Note for any two functions u¯, w¯ : [−T, T ]→ R, we have that
(2) (u¯)2 − (w¯)2 = (u¯− w¯)2 + 2(u¯− w¯)w¯ ≥ 2(u¯− w¯)w¯.
Assuming w˜ is smooth enough that we can integrate by parts, our key argument is
the following:∫ T
0
(
φ˜(t, u˜− w˜) + (u˜′)2
)
−
∫ T
0
(w˜′)2 =
∫ T
0
((
(u˜′)2 − (w˜′)2
)
+ φ˜(t, u˜ − w˜)
)
≥
∫ T
0
(
2(u˜′ − w˜′)w˜′ + φ˜(t, u˜− w˜)
)
= [2(u˜− w˜)w˜′]T0
+
∫ T
0
(
φ˜(t, u˜− w˜)− 2(u˜− w˜)w˜′′
)
≥
∫ T
0
(
φ˜(t, u˜ − w˜)
)
− 2|u˜− w˜||w˜′′|
)
,
since the boundary terms vanish by assumption. Hence choosing φ˜(t, y) ≥ 2|w˜′′(t)||y|,
this final expression is non-negative, implying that w˜ is indeed a minimizer with
respect to its own boundary conditions. However, this inequality for φ˜ cannot be
enforced for all values of (t, y), since |w˜′′(t)| → ∞ as t→ 0; this is the whole point
of the example. Since we only need this inequality for values of y = u˜ − w˜, we
enforce the inequality for only values of (t, y) which lie in the (slightly expanded)
convex hull of the graph of w˜, the shape of which is given by a function g. We
choose the oscillations of w˜ as we approach to 0 to be so slow that |w˜′′(t)g(t)| → 0
as t→ 0. So it is possible to construct a well-defined continuous function φ˜ so that
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φ˜(t, y) ≥ 2|w′′(t)||y| for |y| ≤ c|g(t)|, for some constant c. To exploit this definition,
we then need to establish that |u˜(t) − w˜(t)| ≤ c|g(t)|. It suffices to establish that
|u˜(t)| ≤ c|g(t)|. This is a consequence of the assumption that u˜ is a minimizer and
that |g| is concave on (0, T ). Since u˜ and w˜ agree at 0 and T , any interval on which
u˜ lies outside the convex hull of w˜ must be a proper subinterval of (0, T ). By the
concavity of g on such an interval, we may find an affine function which lies strictly
between u˜ and g, and hence u˜ and w˜. We then consider the competitor function
in the minimization problem defined by replacing u˜ with this affine function. Since
affine functions minimize convex functionals, this strictly decreases the gradient
term in the integrand. Since the affine function lies closer to w˜ than u˜, this replace-
ment cannot increase the φ˜(t, ·− w˜(t)) term. Hence we get a contradiction: u˜ must
lie inside the (expanded) convex hull of w˜.
This argument cannot be performed in the case when u˜(0) 6= w˜(0), and there
is no a priori reason why this might not occur. In this case, we compare u˜ not
with w˜ but with a new function we obtain by replacing w˜ with a linear function
l˜ on an interval around 0. This forces another requirement on the (slow) speed of
the oscillations of w˜, since we incur two errors in making this replacement. We
need to control the difference in the L2-norm of the gradients of w˜ and l˜, and the
difference in the gradients at the endpoints of this interval, since these latter terms
appear as boundary terms when performing the integration by parts inside and
outside the interval. The oscillations of w˜ are carefully chosen so that these errors
are controlled by a continuous function of the discrepancy |u˜(0)− w˜(0)|, which by a
Lipschitz estimate on u˜ in this situation, is comparable to the length of the interval
on which we substitute l˜.
This immediately gives us a one-point example of non-differentiability of a min-
imizer, which already suffices to provide a counter-example to any Tonelli-like par-
tial regularity result. Other points of non-differentiability are included by inserting
translated copies of w˜ into the original w˜, and passing to the limit, w, say. The final
Lagrangian is of the form (t, y, p) 7→ φ(t, y−w(t))+p2 , where φ is a sum of suitably
modified translated and truncated copies φ˜n of φ˜, each of which penalizes functions
which stray from w in a neighbourhood of xn. Many of the technicalities of the
following construction are related to guaranteeing the existence and appropriate
properties of w and φ, and are in some sense secondary to the main points of the
proof. As indicated by the sketch of the argument above, we need to understand
the first and second derivatives of w, and the shape of its convex hull as seen from
each point of singularity xn. This demands a number of conditions in the inductive
construction of w, ensuring that while the function w oscillates as required around
xn, elsewhere the derivatives do not interfere in a significant way with the basic
argument performed around xn.
Define g, w˜ : R→ R by
g(t) =
{
t log log 1/|t| t 6= 0,
0 t = 0;
and w˜(t) =
{
g(t) sin log log log 1/|t| t 6= 0,
0 t = 0.
Then
(3) w˜ ∈ C∞(R\{0}),
and in particular w˜′′ is bounded away from 0 and w˜′ satisfies the fundamental
theorem of calculus on closed intervals not including 0. Note that for t 6= 0,
(4)
w˜′(t) = (log log 1/|t|)(sin log log log 1/|t|)−
(
sin log log log 1/|t|+ cos log log log 1/|t|
log 1/|t|
)
,
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which is an even function. We have chosen T > 0 small enough such that 1/ log 1/|t| ≤
1 ≤ 2 ≤ log log 1/|t| for all t ∈ [−2T, 2T ] \ {0}, and so for such t we have that
(5) |w˜′(t)| ≤ log log 1/|t|+
2
log 1/|t|
≤ 3 log log 1/|t|,
and that
|w˜′′(t)| ≤
2
|t| log 1/|t|
(
1
(log 1/|t|)(log log 1/|t|)
+
1
log 1/|t|
+ 1
)
≤
6
|t| log 1/|t|
,
and hence it follows that
|g(t)w˜′′(t)| ≤
6 log log 1/|t|
log 1/|t|
→ 0 as 0 < |t| → 0,(6)
which is a key fact discussed above which encapsulates one sense in which the
oscillations of w˜ are sufficiently slow.
The following functions give us for each t ∈ [−T, T ] the exact coefficients we
shall eventually need in our weight function φ˜. We define ψ1, ψ2 : R→ [0,∞) by
ψ1(t) =
{
1812
|t|(log 1/|t|)1/3
t 6= 0,
0 t = 0;
and ψ2(t) =
{
3 + 2|w˜′′(t)| t 6= 0,
0 t = 0;
and ψ : R→ [0,∞) by ψ(t) = ψ1(t) + ψ2(t). Note that by (6),
(7) t 7→ g(t)ψ(t) defines a continuous function on R with value 0 at 0.
We may therefore define a constant C ∈ (1,∞) by
C := 1 + sup
t∈[−T,T ]
5|g(t)|ψ(t).
Let {xn}∞n=0 be a sequence in (−T, T ), with x0 = 0. For each n ≥ 0 define the
translated functions w˜n, gn, ψ
1
n, ψ
2
n, ψn : [−T, T ] → R by composing the respective
function with the translation t 7→ (t− xn), thus w˜n(t) = w˜(t− xn), etc.
For each n ≥ 1, we define σn ∈ (0, 1) by
σn := min
0≤i≤n−1
|xi − xn|/2.
Observe for future reference that
(8) |t− xn| ≤ σn implies that |t− xi| ≥ σn for all 0 ≤ i ≤ n− 1,
for otherwise we should have for some 0 ≤ i ≤ n− 1 that
|xi − xn| ≤ |xi − t|+ |t− xn| < 2σn,
which contradicts the definition of σn.
We want to construct a sequence of absolutely continuous functions wn, where
for each 0 ≤ i ≤ n, up to the addition of a scalar, wn = w˜i on a neighbourhood
of xi, thus wn is singular at xi. We first define a decreasing sequence Tn ∈ (0, 1)
and hence intervals Yn := [xn − Tn, xn + Tn]. In the inductive construction of wn
we shall modify wn−1 only on Yn. A requirement that these intervals be small and
decreasing in measure is the first step towards guaranteeing that the wn converge
to some limit function.
Define a sequence Kn ∈ [1,∞) by setting K0 = 1 and so that for n ≥ 1, we have
n−1∑
i=0
(|w˜′′i (t)|+ |w˜
′
i(t)|+ 1) ≤ Kn whenever |t− xi| ≥ σn for all 0 ≤ i ≤ n− 1;(9)
and
Kn ≥ 1 +Kn−1.(10)
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Also for n ≥ 0 define a sequence θn ∈ [1,∞) by setting θ0 = 1 and for n ≥ 1
setting
(11) θn = 10Knσ
−1
n .
The scaling constant θn is an unimportant technicality, which just permits some
useful estimates, and is chosen so that the graph of wn always lies inside the “multi-
graph” of wn(xi)± θi|gi|, for all 0 ≤ i ≤ n; see (3.3) below for a precise statement.
Little conceptual understanding would be lost by regarding the θn as constant, and
e.g. equal to 1.
For n ≥ 0 we define Tn ∈ (0, 1) by setting T0 = T and for n ≥ 1 inductively
defining Tn such that the following conditions hold:
(T:1) Tn ≤ |xn ± T |σnTn−1/2; and
(T:2) |gn(t)ψn(t)| ≤ 2−n/5θn for t ∈ Yn.
Note that (T:2) is possible by (7). Since we will only modify wn−1 on Yn to construct
wn, we only need to add more weight to our Lagrangian for t ∈ Yn. Recalling that
we are always working with translations of the same basic function φ˜ (which we
will define explicitly later), we know that we can choose the intervals Yn small
enough so that summing all the extra “weights” we need, we still converge to a
continuous function. That the intervals of modification are small enough in this
sense is the reason behind these conditions on Tn. We observe that (T:1) guarantees
in particular that
(12) Tn ≤ 2
−n for all n ≥ 0.
Condition (T:1) also guarantees that the points in Yn are far from the previous xi,
in a certain sense. That Tn ≤ σn implies that (8) holds in particular on Yn, i.e.
that
(13) t ∈ Yn implies that |xi − t| ≥ σn for all 0 ≤ i ≤ n− 1.
This stops the subintervals we later consider from overlapping.
We emphasize that these values of Tn are constructed independently of the later
constructed wn; the inductive construction of these functions will require us to pass
further down the sequence of Tn than induction would otherwise allow, as we now
see. For n ≥ 0, find mn ≥ n such that
(14) 2−mn ≤
T 2n+1
32
.
Choose a small open cover Gn ⊆ [−T, T ] of the points {xi}
mn
i=0 such that
(15) λ(Gn) ≤
T 2n+1
16C
,
and choose Mn ∈ (1,∞) such that
(16)
mn∑
i=0
(max{ψi(t), ψ(Ti)}) ≤Mn whenever t ∈ [−T, T ] \Gn.
We note also that since g is strictly increasing and gi(xi) = g(0) = 0, for each
n ≥ 0 there exists ηn ∈ (0, 1) such that for all 0 ≤ i ≤ n− 1,
(17) gi(t) ≥ ηn whenever |xi − t| ≥ σn.
LetR0 = T and for n ≥ 1 inductively construct decreasing numbers Rn ∈ (0, Tn),
progressively smaller fractions of the corresponding Tn, such that:
(R:1) ∫ Rn
−Rn
|w˜′|2 ≤
T 4n
1024
(
1 + ‖w˜′‖L2(−T,T )
)2 ;
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and
(R:2)
g(Rn) ≤
2−nRn−1T
5
nηn
(344 · 512)
(
1 + ‖w˜′‖L2(−T,T )
)2
K2nMn−1
.
In (R:2), for brevity we enforce one single inequality, relating the smallness of Rn
to all the other construction constants with which we shall have cause to compare
it. On no one application will we need the precise right-hand side as an upper
bound. Rather at various points we need upper bounds which are most conveniently
combined in this one expression. Now define progressively smaller subintervals
Zn := [xn−Rn, xn+Rn] of Yn. These intervals are those on which we aim to insert
a copy of w˜n into wn−1. The Zn must be a very much smaller subinterval of Yn to
allow the estimates we require to hold; the point of this stage in the construction is
that we now let the derivative of wn oscillate arbitrarily highly on Zn, so we have
to make the measure of this set very small to have any control over the convergence
of wn in W
1,2(−T, T ).
The next lemma gives us the very delicate construction of the sequence of func-
tions wn by which we shall ultimately define our minimizer w. The basic key facts
are that wn oscillates precisely like w˜n = w˜(· − xn) in a neighbourhood of xn no
larger than Zn; that wn equals wn−1 off Yn; that on Yn \ Zn both the first and
second derivatives of wn are controlled in terms of those of wn−1, in precise ways
which are necessary for the inductive construction and the convergence of the wn;
and that the graph of wn lies within that of wn(xi)± 2θi|gi| for each 0 ≤ i ≤ n.
Lemma 3. There exists a sequence of wn ∈W 1,2(−T, T ) satisfying, for n ≥ 0:
(3.1) wn(t) = w˜n(t) + ρn when t ∈ [xn − τn, xn + τn], for some τn ∈ (0, Rn], and
some ρn ∈ R;
(3.2) w′n exists and is locally Lipschitz on (−T, T ) \ {xi}
n
i=0;
(3.3) |wn(t)−wn(xi)| ≤ (2−2−n)θi|gi(t)| for all t ∈ [−T, T ] and for all 0 ≤ i ≤ n;
(3.4) |w′n(t)| ≤ Kn+1 when |t− xn+1| ≤ σn+1, in particular on Yn+1;
(3.5) w′′n exists almost everywhere and |w
′′
n(t)| ≤ Kn+1 for almost every t such
that |t− xn+1| ≤ σn+1, in particular on Yn+1;
and for n ≥ 1:
(3.6) wn = wn−1 off Yn;
(3.7) ‖wn − wn−1‖∞ ≤ 5Kng(Rn);
(3.8) wn(xi) = wn−1(xi) for all 0 ≤ i ≤ n;
(3.9) ‖w′n − w
′
n−1‖L2(−T,T ) ≤
T 2n
16(1+‖w˜′‖L2(−T,T ))
;
(3.10) |w′n(t)| ≤ |w
′
n−1(t)|+ 2
−n for almost every t /∈ [xn − τn, xn + τn]; and
(3.11) |w′′n(t)| ≤ |w
′′
n−1(t)|+ 2
−n for almost every t /∈ [xn − τn, xn + τn].
Proof. For the case n = 0, we easily check that setting w0 = w˜0 satisfies all
the required conditions. Condition (3.1) is trivial for τ0 = T and ρ0 = 0; and (3.2)
follows from (3). (3.3) is evident from the definition of w˜. Condition (3.3) is evident
from the definition of w˜, since w0(x0) = w˜(0) = 0 and θ0 ≥ 1. Conditions (3.4)
and (3.5) are given precisely by (9), since the inequality in (9) holds for |t−x1| ≤ σ1,
as observed in (8).
Suppose for n ≥ 1 that we have constructed wi as claimed for all 0 ≤ i ≤ n− 1.
We demonstrate how to insert a copy of w˜n into wn−1. We introduce in this proof
a number of variables, e.g. m, which only appear in this inductive step. Although
they do of course depend on n, we do not index them as such, since they are only
used while n is fixed.
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Condition (T:1) implies that Tn ≤ σn ≤ |xn − xi|/2 for all 0 ≤ i ≤ n− 1, and so
that xi /∈ Yn. Thus w′n−1 exists and is Lipschitz on Yn by inductive hypothesis (3.2).
Let m := w′n−1(xn), so |m| ≤ Kn by inductive hypothesis (3.4). On some yet
smaller subinterval [xn − τn, xn + τn] of Zn we aim to replace wn−1 with a copy of
w˜n, connecting this with wn−1 off Yn without increasing too much either the first or
second derivatives, hence the choice of Rn as very much smaller than Tn. Moreover
we want to preserve a continuous first derivative. Hence we displace wn−1 by a
C1 function—dealing with each side of xn separately—so that on each side of xn
we approach xn on an affine function of gradient m (a different function on each
side, in general), which we then connect up with w˜n at a point where w˜
′
n = m.
Because we need careful control over the first and second derivatives, it is easiest
to construct explicitly the cut-off function we in effect use.
Now, lim supt↓0 w˜
′(t) = +∞ and lim inft↓0 w˜′(t) = −∞, so, recalling that w˜′ is a
continuous and even function, we can find τn ∈ (0, Rn] such that w˜
′(±τn) = m.
We now construct the cut-off functions χ− and χ+ that we will use on the
left and right of xn respectively. Additional constants and functions used in the
construction are labelled similarly.
Let δ± := m− w′n−1(xn ±Rn), so by inductive hypothesis (3.5) we see that
(18) |δ±| = |w
′
n−1(xn)− w
′
n−1(xn ±Rn)| ≤ ‖w
′′
n−1‖L∞(Yn)Rn ≤ KnRn.
Define
c± := wn−1(xn)− wn−1(xn ±Rn) + w˜(±τn)±m(Rn − τn).
The point is that the functions t 7→ m(t − (xn ± Rn)) + wn−1(xn ± Rn) + c±
are affine functions with gradient m which take the values wn−1(xn ±Rn) + c± at
t = (xn±Rn) and the values wn−1(xn)+w˜(±τn) at t = (xn±τn). By an application
of the mean value theorem, the definition of w˜, and the inductive hypothesis (3.4),
we have, recalling that |m| ≤ Kn, that
|c±| ≤ |wn−1(xn)− wn−1(xn ±Rn)|+ |w˜(±τn)|+ |m||Rn − τn|
≤ ‖w′n−1‖L∞(Yn)Rn + g(τn) +KnRn
≤ KnRn + g(τn) +KnRn
≤ 3Kng(Rn),(19)
using also that g(Rn) ≥ Rn and that Kn ≥ 1. Now let
d± :=
4
Tn
(
±
δ±
2
(Rn − Tn/2)− c±
)
,
and define the piecewise affine functions q± : [−T, T ]→ R by stipulating
q±(xn ± Tn) = 0 = q±(xn ± Tn/2), q±(xn ± 3Tn/4) = ±d±,
and
q−(t) =


0 t ≤ xn − Tn,
δ− t ≥ xn −Rn,
affine otherwise;
and q+(t) =


δ+ t ≤ xn +Rn,
0 t ≥ xn + Tn,
affine otherwise.
These q± will be the derivatives of the cut-off functions we will use. So by definition
of d±,
∫ xn−Rn
−T
q−(t) dt =
∫ xn−Rn
xn−Tn
q−(t) dt =
1
2
(
−
Tnd−
2
+ (Tn/2−Rn)δ−
)
= c−,
(20)
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and ∫ T
xn+Rn
q+(t) dt =
∫ xn+Tn
xn+Rn
q+(t) dt =
1
2
(
δ+(Tn/2−Rn) +
d+Tn
2
)
= −c+.(21)
We need bounds on the first and second derivatives of the cut-off functions we
will use, so we establish appropriate bounds on q± and q
′
±. Now, ‖q±‖∞ =
max{|δ±|, |d±|}. Note that (18) and (19) imply, using again that g(Rn) ≥ Rn,
that
|d±| ≤
4
Tn
(
|δ±|
2
(Tn/2−Rn) + |c±|
)
≤
4
Tn
(
TnKnRn
4
+ 3Kng(Rn)
)
= KnRn +
12Kng(Rn)
Tn
≤
13Kng(Rn)
Tn
.(22)
So, comparing with (18), we have that
(23) ‖q±‖∞ ≤
13Kng(Rn)
Tn
.
Also, q′± exists almost everywhere and satisfies ‖q
′
±‖L∞(−T,T ) = max{
4|d±|
Tn
, |δ±|Tn/2−Rn }.
Note firstly by (22) and (R:2) that
4|d±|
Tn
≤
4
Tn
(
13Kng(Rn)
Tn
)
=
52Kng(Rn)
T 2n
≤ 2−n,
and secondly that since (R:2) in particular implies that Rn ≤ Tn/4, using (18)
and (R:2) we see that
|δ±|
(Tn/2)−Rn
≤
4KnRn
Tn
≤ 2−n.
Hence
(24) ‖q′±‖L∞(−T,T ) ≤ 2
−n.
We can now define our cut-off functions χ± : [−T, T ]→ R by
χ−(t) =
∫ t
−T
q−(s) ds, and χ+(t) = c+ − δ+((xn +Rn)− (−T )) +
∫ t
−T
q+(s) ds.
Then χ± ∈ C1(−T, T ) are such that χ′± = q± everywhere, χ
′′
± = q
′
± almost every-
where, and, by (20) and (21), and the definition of q±, we have that
χ±(xn ± Tn) = 0, χ±(xn ±Rn) = c±, χ
′
±(xn ±Rn) = q±(xn ±Rn) = δ±.
We can now define wn : [−T, T ]→ R by
wn(t) =


wn−1(t) + χ−(t) t ≤ xn −Rn,
m(t− (xn −Rn)) + wn−1(xn −Rn) + c− xn −Rn < t < xn − τn,
wn−1(xn) + w˜n(t) xn − τn ≤ t ≤ xn + τn,
m(t− (xn +Rn)) + wn−1(xn +Rn) + c+ xn + τn < t < xn +Rn,
wn−1(t) + χ+(t) xn +Rn ≤ t.
We see that wn is continuous by construction. Condition (3.1) is immediate, with
τn as defined, and ρn = wn−1(xn). We note that since, by the definitions of q±,
χ−(t) = 0 for t ≤ xn−Tn, and χ+(t) = 0 for t ≥ xn+Tn, we have that wn = wn−1
off Yn, as required for (3.6). To check (3.8), we let 0 ≤ i ≤ n. If i ≤ n − 1,
then xi /∈ Yn since Tn ≤ σn, so wn(xi) = wn−1(xi) by (3.6), which we have just
checked for n. We see directly from the construction that wn(xn) = wn−1(xn) since
w˜n(xn) = 0, as required for the full result.
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We see that w′n exists off {xi}
n
i=0 by inductive hypothesis (3.2) and by construc-
tion: the values of δ± and τn were chosen precisely so that the derivatives agree
across the joins in the definition of wn. The derivative is given by
w′n(t) =


w′n−1(t) + q−(t) t ∈ [−T, xn −Rn] \ {xi}
n−1
i=0 ,
m xn −Rn < t < xn − τn,
w˜′n(t) xn − τn ≤ t < xn, xn < t ≤ xn + τn,
m xn + τn < t < xn +Rn,
w′n−1(t) + q+(t) t ∈ [xn +Rn, T ] \ {xi}
n−1
i=0 .
This is locally Lipschitz on (−T, T ) \
⋃n
i=0{xi} by inductive hypothesis (3.2) on
w′n−1 and since q± are Lipschitz, and by (3), as required for condition (3.2).
We have constructed wn so that except on [xn − τn, xn + τn], the derivative is
comparable with that of wn−1, wherever both exist, which is everywhere except for
the points {xi}ni=0. For t /∈ Zn ∪ {xi}
n−1
i=0 , we see by (23) that
|w′n(t)− w
′
n−1(t)| ≤ |q±(t)| ≤
13Kng(Rn)
Tn
.
For t ∈ Zn \ [xn − τn, xn + τn], we note that since Rn ≤ Tn ≤ σn, we have that
|xn − t| ≤ σn, and so we may use inductive hypothesis (3.5) to see that
|w′n(t)− w
′
n−1(t)| = |m− w
′
n−1(t)| = |w
′
n−1(xn)− w
′
n−1(t)| ≤ ‖w
′′
n−1‖L∞(Yn)|t− xn|
≤ KnRn.(25)
Since (R:2) implies that KnRn ≤
13Kng(Rn)
Tn
≤ 2−n, in particular we gain condi-
tion (3.10).
The pointwise comparison we have just established between w′n and w
′
n−1 fails in
general on [xn−τn, xn+τn]. On this set, in fact, the whole point of the construction
is that w′n now equals w˜
′
n = w˜
′(· − xn), which oscillates between arbitrarily large
positive and negative values. On the other hand, w′n−1, since it is locally Lipschitz
away from the points {xi}
n−1
i=1 , may be regarded as basically constant on [xn −
τn, xn+ τn], at least compared to the behaviour of w
′
n. We chose Rn to be so small
that despite this (large!) discrepancy on [xn−τn, xn+τn] ⊆ Zn, the two derivatives
are close in L2(−T, T ), as stated in (3.9), which we now check. First note that,
using the definition of wn and (3.6) (which we have checked for n),∫ T
−T
|w′n(t)− w
′
n−1(t)|
2 dt =
∫
Yn
|w′n(t)− w
′
n−1(t)|
2 dt
=
∫ xn−Rn
xn−Tn
|q−(t)|
2 dt+
∫
Zn\[xn−τn,xn+τn]
|m− w′n−1(t)|
2 dt
+
∫ xn+τn
xn−τn
|w˜′n(t)− w
′
n−1(t)|
2 dt+
∫ xn+Tn
xn+Rn
|q+(t)|
2 dt.
Now, by (23),∫ xn−Rn
xn−Tn
|q−(t)|
2 dt+
∫ xn+Tn
xn+Rn
|q+(t)|
2 dt
≤
∫ xn−Rn
xn−Tn
(13Kng(Rn))
2
T 2n
dt+
∫ xn+Tn
xn+Rn
(13Kng(Rn))
2
T 2n
dt
≤
2Tn169g(Rn)
2K2n
T 2n
≤
338g(Rn)K
2
n
Tn
,
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using also that g(Rn) ≤ 1. Further, by (25), we have that∫
Zn\[xn−τn,xn+τn]
|m− w′n−1(t)|
2 dt ≤
∫
Zn\[xn−τn,xn+τn]
(KnRn)
2 ≤ 2Rn(KnRn)
2
≤ 2RnK
2
n.
Finally, by inductive hypothesis (3.4), we have that∫ xn+τn
xn−τn
|w˜′n(t)− w
′
n−1(t)|
2 dt ≤
∫ xn+τn
xn−τn
2
(
|w˜′n(t)|
2 + |w′n−1(t)|
2
)
dt
≤ 2
(∫ τn
−τn
|w˜′(t)|2 dt+
∫ τn
−τn
K2n dt
)
≤ 2
∫ Rn
−Rn
|w˜′(t)|2 dt+ 4K2nτn
≤ 2
∫ Rn
−Rn
|w˜′(t)|2 dt+ 4K2nRn.
Combining these estimates, using (R:1), (R:2), and that g(Rn) ≥ Rn, we see that∫ T
−T
|w′n(t)− w
′
n−1(t)|
2 dt
≤
338g(Rn)K
2
n
Tn
+ 2RnK
2
n + 2
∫ Rn
−Rn
|w˜′(t)|2 dt+ 4K2nRn
≤
344g(Rn)K
2
n
Tn
+
T 4n
512
(
1 + ‖w˜′‖L2(−T,T )
)2
≤
T 4n
512
(
1 + ‖w˜′‖L2(−T,T )
)2 + T 4n
512
(
1 + ‖w˜′‖L2(−T,T )
)2
=
T 4n
256
(
1 + ‖w˜′‖L2(−T,T )
)2 .
Taking square roots gives condition (3.9). Now, w′′n exists almost everywhere by
inductive hypothesis (3.5) and by construction, and, where it does, is given by
w′′n(t) =


w′′n−1(t) + q
′
−(t) t < xn −Rn,
0 xn −Rn < t < xn − τn,
w˜′′n(t) xn − τn < t < xn, xn < t < xn + τn,
0 xn + τn < t < xn +Rn,
w′′n−1(t) + q
′
+(t) xn +Rn < t.
Thus by (24), for almost every t ∈ (−T, T ) \ Zn, we have that
|w′′n(t)| ≤ |w
′′
n−1(t)|+ |q
′
±(t)| ≤ |w
′′
n−1(t)|+ 2
−n.
Condition (3.11) follows, since w′′n = 0 on Zn \ [xn − τn, xn + τn].
We now check (3.4) and (3.5). Suppose |t − xn+1| ≤ σn+1. Then by (8) the
inequality in (9) holds, in particular
n∑
i=0
(|w˜′′i (t)|+ |w˜
′
i(t)|) ≤ Kn+1,
for all 0 ≤ i ≤ n, precisely by choice of Kn+1.
Let 0 ≤ k ≤ n be such that t ∈ Yk\
⋃n
i=k+1 Yi. Then by inductive hypothesis (3.6)
for k + 1, . . . , n (note we have checked this for n), we have that wn = wk on a
neighbourhood of t, so w′n(t) = w
′
k(t) and w
′′
n(t) = w
′′
k (t) where both sides exist, i.e.
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almost everywhere. We have to distinguish the cases of when t lies in [xk−τk, xk+τk]
and when it does not.
If t /∈ [xk − τk, xk + τk], then by inductive hypotheses (3.10) (we have checked
this for k = n) and (3.4) (since t ∈ Yk), and by (10), we have that
|w′n(t)| = |w
′
k(t)| ≤ |w
′
k−1(t)|+ 2
−k ≤ Kk + 1 ≤ Kn+1,
as required for (3.4). Similarly by inductive hypotheses (3.11) (we have checked
this for k = n) and (3.5), and by (10), we have almost everywhere that
|w′′n(t)| = |w
′′
k (t)| ≤ |w
′′
k−1(t)|+ 2
−k ≤ Kk + 1 ≤ Kn+1,
as required for (3.5).
If t ∈ [xk − τk, xk + τk], observe first that t 6= xk since |t − xn+1| ≤ σn+1. So
by inductive hypothesis (3.1) (we have checked this for k = n), we have, using (9),
that
|w′n(t)| = |w
′
k(t)| = |w˜
′
k(t)| ≤
k∑
i=0
|w˜′i(t)| ≤
n∑
i=0
|w˜′i(t)| ≤ Kn+1,
and, if t ∈ (xk − τk, xk + τk) (we claim nothing about w′′n at the endpoints xk ± τk),
almost everywhere we have that
|w′′n(t)| = |w
′′
k (t)| = |w˜
′′
k (t)| ≤
k∑
i=0
|w˜′′i (t)| ≤
n∑
i=0
|w˜′′i (t)| ≤ Kn+1,
as required. So (3.4) and (3.5) hold in all cases.
We now move towards checking (3.7). Now observe that (22) and (18) imply
that on [−T, xn −Rn], we have, by definition, that
|χ−(t)| ≤
∫ xn−Rn
−T
|q−(s)| ds ≤
1
2
(
Tn
2
|d−|+ (Tn/2−Rn)|δ−|
)
≤
Tn
4
13Kng(Rn)
Tn
+
TnKnRn
2
≤
13Kng(Rn)
4
+
Kng(Rn)
2
≤ 4Kng(Rn).
The same estimate holds for χ+ on [xn +Rn, T ]: we note first by (21) that
χ+(t) = c+ − δ+((xn +Rn) + T ) +
∫ t
−T
q+(s) ds
= c+ +
∫ t
xn+Rn
q+(s) ds
= −
∫ T
xn+Rn
q+(s) ds+
∫ t
xn+Rn
q+(s) ds
= −
∫ T
t
q+(s) ds,
and hence, since |χ+| ≤
∫ T
xn+Rn
|q+| on [xn + Rn, T ], we can estimate |χ+| as we
estimated |χ−| on [−T, xn −Rn] above. So, we have for all t ∈ [−T, T ] \ Zn that
|wn(t)− wn−1(t)| = |χ±(t)| ≤ 4Kng(Rn).
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By inductive hypothesis (3.4) and (19), we have for t ∈ Zn \ [xn − τn, xn + τn] that
|wn(t)− wn−1(t)| ≤ |m(t− (xn ±Rn))|+ |wn−1(xn ±Rn)− wn−1(t)|+ |c±|
≤ |m||(t− (xn ±Rn))| + ‖w
′
n−1‖L∞(Yn)|t− (xn ±Rn)|+ |c±|
≤ KnRn +KnRn + 3Kng(Rn)
≤ 5Kng(Rn).
Finally for xn − τn ≤ t ≤ xn + τn, by inductive hypothesis (3.4), the definition of
w˜, and the monotonicity of g, we have that
|wn(t)− wn−1(t)| = |(w˜n(t) + wn−1(xn))− wn−1(t)| ≤ |w˜n(t)|+ |wn−1(xn)− wn−1(t)|
≤ g(τn) + ‖w
′
n−1‖L∞(Yn)|xn − t|
≤ g(Rn) +KnRn
≤ 2Kng(Rn).
Hence we have that ‖wn − wn−1‖∞ ≤ 5Kng(Rn), as required for (3.7).
We can now check (3.3). First consider 0 ≤ i ≤ n− 1. The result is immediate
by inductive hypothesis if t /∈ Yn, by (3.8) and (3.6), both of which we have checked
for n. So suppose t ∈ Yn. Then |gi(t)| ≥ ηn by (13) and (17). Condition (3.7),
which we have checked for n, and (R:2) imply that
|wn(t)− wn−1(t)| ≤ 5Kng(Rn) ≤ 2
−nηn ≤ 2
−n|gi(t)| ≤ 2
−nθi|gi(t)|,
since θi ≥ 1. Condition (3.8) and inductive hypothesis (3.3) imply that
|wn−1(t)− wn(xi)| = |wn−1(t)− wn−1(xi)| ≤
(
2− 2−(n−1)
)
θi|gi(t)|.
So
|wn(t)− wn(xi)| ≤ |wn(t)− wn−1(t)|+ |wn−1(t)− wn−1(xi)|
≤ 2−nθi|gi(t)|+
(
2− 2−(n−1)
)
θi|gi(t)|
= (2 − 2−n)θi|gi(t)|.
It just remains to check (3.3) in the case i = n. We first show that for all t ∈ [−T, T ]
we have chosen θn such that
(26) |wn−1(t)− wn−1(xn)| ≤ θn|gn(t)|/2.
This is the motivating factor behind the choice of θn: blowing up the graph of
wn−1(xn)±|gn| = wn(xn)±|gn| so that it encloses that of wn−1. Now, for |t−xn| ≤
σn, we have by inductive hypothesis (3.4) and (11), since log log 1/|t−xn| ≥ 2, that
|wn−1(t)− wn−1(xn)| ≤ ‖w
′
n−1‖L∞(xn−σn,xn+σn)|t− xn| ≤ Kn|t− xn| ≤ θn|t− xn|
≤ θn|gn(t)|/2.
If |t − xn| ≥ σn, then by inductive hypothesis (3.7), (R:2), and (11), and since T
was chosen small enough such that g(T ) ≤ 1 ≤ 2 ≤ log log 1/2T , we have that
|wn−1(t)− wn−1(xn)| ≤ |wn−1(t)− w0(t)|+ |w0(t)− w0(xn)|+ |w0(xn)− wn−1(xn)|
≤ 2‖w0‖∞ + 2‖wn−1 − w0‖∞
≤ 2
(
g(T ) +
n−1∑
i=1
‖wi − wi−1‖∞
)
≤ 2
(
g(T ) +
n−1∑
i=1
5Kig(Ri)
)
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≤ 2
(
g(T ) +
n−1∑
i=1
2−i
)
≤ 4
≤ θnσn
≤
θnσn(log log 1/2T )
2
≤
θn|t− xn|(log log 1/2T )
2
≤
θn|(t− xn) log log 1/|t− xn||
2
= θn|gn(t)|/2,
as claimed.
To check (3.3) in this final case, suppose first that t ∈ [xn − τn, xn + τn]. Then
by (3.1), and the definition of w˜ we have, since θn ≥ 1, that
|wn(t)− wn(xn)| = |w˜n(t)− w˜n(xn)| ≤ |gn(t)| ≤ (2 − 2
−n)θn|gn(t)|.
To deal with the case xn − Rn ≤ t < xn − τn, we note first that the condition is
satisfied at the endpoints of the interval. That it holds for t = xn − τn has just
been established. Using the definition of wn, (3.8), inductive hypothesis (3.4), (19),
and (11) we see that
|wn(xn −Rn)− wn(xn)| = |wn−1(xn −Rn) + c− − wn−1(xn)|
≤ ‖w′n−1‖L∞(Yn)Rn + |c−|
≤ KnRn + 3Kng(Rn)
≤ 4Kng(Rn)
≤ θng(Rn)
≤ (2− 2−n)θn|gn(xn −Rn)|.
So the condition holds at xn − Rn and xn − τn. Since wn is defined to be affine
between these points, and |gn| is concave on [−T, xn], the result holds for all t ∈
[xn −Rn, xn − τn]. Similarly the result holds for all t ∈ [xn + τn, xn +Rn]. Finally
we have to consider t /∈ [xn − Rn, xn + Rn]. In this case we have by monotonicity
of g that gn(t) ≥ g(Rn), and so we see using (3.8), (3.7), (26), and (11) that
|wn(t)− wn(xn)| ≤ |wn(t)− wn−1(t)|+ |wn−1(t)− wn(xn)|
≤ ‖wn − wn−1‖∞ + |wn−1(t)− wn−1(xn)|
≤ 5Kng(Rn) + θn|gn(t)|/2
≤ 5Kn|gn(t)| + θn|gn(t)|/2
≤ θn|gn(t)|/2 + θn|gn(t)|/2
≤ (2 − 2−n)θn|gn(t)|.
Thus (3.3) holds for all t ∈ [−T, T ] as claimed. 
We now show that this sequence converges to some w ∈ W 1,2(−T, T ). This w
will be our minimizer.
Lemma 4. The sequence {wn}∞n=0 converges uniformly to some function w ∈
W 1,2(−T, T ) such that for all n ≥ 0,
(4.1) w(xi) = wn(xi) for all 0 ≤ i ≤ n+ 1;
(4.2) ‖w − wn‖∞ ≤ 10Kn+1g(Rn+1);
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(4.3) ‖w′ − w′n‖L2(−T,T ) ≤
T 2n+1
8(1+‖w˜′‖L2(−T,T ))
; and
(4.4) |w(t)− w(xn)| ≤ 2θn|gn(t)| for all t ∈ [−T, T ].
Proof. Letm ≥ n+1 ≥ 1. (R:2) in particular implies thatKmg(Rm) ≤ g(Rm−1)/2,
so combining with (3.7), we see that
‖wm − wn‖∞ ≤ ‖wm − wm−1‖∞ + · · · + ‖wn+1 − wn‖∞
≤ 5(Kmg(Rm) + · · · +Kn+1g(Rn+1))
≤ 5
(
2−(m−(n+1)) + · · · + 1
)
Kn+1g(Rn+1)
≤ 10Kn+1g(Rn+1).
Hence, since (R:2) certainly implies that this tends to 0 as n → ∞, the sequence
{wn}∞n=0 is uniformly Cauchy, and so converges uniformly to some w ∈ C(−T, T ),
which satisfies (4.2). Conditions (4.1) and (4.4) follow directly by taking limits in
conditions (3.8) and (3.3) respectively.
Now, by (3.9) and (T:1), we have that
‖w′m − w
′
n‖L2(−T,T ) ≤ ‖w
′
m − w
′
m−1‖L2(−T,T ) + · · ·+ ‖w
′
n+1 − w
′
n‖L2(−T,T )
≤
T 2m + · · ·+ T
2
n+1
16
(
1 + ‖w˜′‖L2(−T,T )
)
≤
T 2n+1
8
(
1 + ‖w˜′‖L2(−T,T )
) ,(27)
and, since likewise Tn → 0 as n → ∞, w′n is Cauchy in L
2(−T, T ), and it follows
that wn → w in W 1,2(−T, T ), and that (4.3) holds. 
2.2. Singularity. Having defined the function w ∈ W 1,2(−T, T ), we now check
that it exhibits the required oscillating behaviour around each point xn. The extra
oscillations we added in to wn are small enough in magnitude and far enough from
xn to preserve the behaviour of w as being like that of wn and hence w˜n around
xn. In particular, the limiting behaviour of the difference quotients of w at xn is
the same as that of the difference quotients of w˜ at 0, for each n ≥ 0.
Lemma 5. Let n ≥ 0.
Then Dw(xn) = +∞ and Dw(xn) = −∞.
Proof. Let m ≥ n + 1, and let t ∈ [−T, T ] be such that |t− xn| ≤ Tm. Note that
if t ∈ Yi for i ≥ n+ 1, we have, since (T:1) implies that Ti ≤ σi, that
|xn − xi| ≤ |xn − t|+ |t− xi| ≤ |xn − t|+ Ti ≤ |xn − t|+ |xn − xi|/2,
and hence, again by condition (T:1),
(28) Ti ≤ |xn − xi|/2 ≤ |xn − t| ≤ Tm.
Since the Ti are decreasing, this implies that i ≥ m.
If t /∈ Yi for any i ≥ n+1 then w(t) = wn(t) by (3.6), and the following argument
is trivial. Otherwise choose the least i ≥ n+1 such that t ∈ Yi, so wn(t) = wi−1(t).
Then by (4.2), (R:2), and (28),
|w(t)−wn(t)| = |w(t)−wi−1(t)| ≤ ‖w−wi−1‖∞ ≤ 10Kig(Ri) < 2
−i Ti ≤ 2
−i|t−xn|.
Hence by (4.1) and since, by the above argument, i ≥ m, we have that
(29)
∣∣∣∣w(t) − w(xn)t− xn −
wn(t)− wn(xn)
t− xn
∣∣∣∣ =
∣∣∣∣w(t)− wn(t)t− xn
∣∣∣∣ ≤ 2−i|t− xn||t− xn| ≤ 2−m.
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As t→ xn, we may choose m→∞. Hence by (3.1) and the definition of w˜n,
Dw(xn) = Dwn(xn) = Dw˜n(xn) = +∞,
and
Dw(xn) = Dwn(xn) = Dw˜n(xn) = −∞. 
2.3. Construction of the Lagrangian. We now construct the Lagrangian which
shall define the variational problem of which w will be the unique minimizer. Our
basic weight function φ˜ : [−T, T ]× R→ [0,∞) will be given by
φ˜(t, y) =


0 t = 0,
5ψ(t)|g(t)| |y| ≥ 5|g(t)|,
ψ(t)|y| |y| ≤ 5|g(t)|.
We need some bound of the form |φ˜(t, y)| ≤ c|g(t)|ψ(t) to ensure continuity of
φ˜; it turns out (see lemma 7) that sensitive tracking of |y|, which shall represent
the distance of a putative minimizer from our constructed function w, only for
|y| ≤ 5|g(t)| suffices in the proof of minimality. Our function w˜ was constructed
precisely so that (6) and hence (7) hold, and hence that this φ˜ is continuous.
We in fact will find it useful to split φ˜ into the summands by which we de-
fined ψ. More precisely, we define for each n ≥ 0 our translated weight functions
φ˜1n, φ˜
2
n : [−T, T ]× R→ [0,∞) as follows. We recall that we need extra weight only
on Yn, so we define for k = 1, 2 and (t, y) ∈ Yn × R,
φ˜kn(t, y) =


0 t = xn,
5ψkn(t)θn|gn(t)| |y| ≥ 5θn|gn(t)|,
ψkn(t)|y| |y| ≤ 5θn|gn(t)|;
and extend to a function on [−T, T ]×R by setting it to continue constantly at the
value attained at the endpoints of Yn, i.e. defining for (t, y) ∈ ([−T, T ] \ Yn)× R
φ˜kn(t, y) =
{
5ψk(Tn)θng(Tn) |y| ≥ 5θng(Tn),
ψk(Tn)|y| |y| ≤ 5θng(Tn).
Define φ˜n : [−T, T ]×R→ [0,∞) by φ˜n(t, y) = φ˜1n(t, y)+φ˜
2
n(t, y), which is continuous
by (7).
We claim that for fixed t ∈ [−T, T ], for all n ≥ 0 and k = 1, 2, that
φ˜kn(t, y) ≤ φ˜
k
n(t, z) whenever |y| ≤ |z|;
Lip(φ˜kn(t, ·)) ≤ max{ψ
k
n(t), ψ
k(Tn)}; and
φ˜kn(t, 0) = 0.
The last result is obvious, as are the other results for t = xn. Suppose t ∈ Yn\{xn}.
First consider the case in which |y| ≤ |z| ≤ 5θn|gn(t)|. Then
φ˜kn(t, z)− φ˜
k
n(t, y) = ψ
k
n(t)|z| − ψ
k
n(t)|y| ≥ 0;
and so
|φ˜kn(t, z)− φ˜
k
n(t, y)| = ψ
k
n(t)(|z| − |y|) ≤ ψ
k
n(t)|z − y|,
as required, giving that Lip(φ˜kn(t, ·)) ≤ ψ
k
n(t) for such values.
In the case when 5θn|g(t)| ≤ |y| ≤ |z|, we have that
φ˜kn(t, y) = 5θn|gn(t)|ψ
k
n(t) = φ˜
k
n(t, z),
18 RICHARD GRATWICK
and so both results are immediate. In the case in which |y| ≤ 5θn|gn(t)| ≤ |z|, we
have that
φ˜kn(t, z)− φ˜
k
n(t, y) = 5θn|gn(t)|ψ
k
n(t)− ψ
k
n(t)|y| ≥ 0;
and so
|φ˜kn(t, z)− φ˜
k
n(t, y)| = ψ
k
n(t)(5θn|gn(t)| − |y|) ≤ ψ
k
n(t)(|z| − |y|) ≤ ψ
k
n(t)|z − y|.
Thus in this case again Lip(φ˜kn(t, ·)) ≤ ψ
k
n(t). Both results follow similarly for
t /∈ Yn: we obtain instead that Lip(φ˜kn(t, ·)) ≤ ψ
k(Tn), hence the full result claimed.
Hence for all t ∈ [−T, T ], |y| 7→ φ˜n(t, y) is an increasing function with Lipschitz
constant at most max{ψn(t), ψ(Tn)}, and φ˜(t, 0) = 0. This Lipschitz constant blows
up as we approach xn, since ψn(t) ≥ |w˜
′′
n(t)| → ∞, but we shall not need to use a
Lipschitz estimate of this function arbitrarily close to xn.
Defining φn : [−T, T ]× R → [0,∞) by φn(t, y) =
∑n
i=0 φ˜i(t, y) gives a sequence
of continuous functions such that for each t ∈ [−T, T ],
φn(t, y) ≤ φn(t, z) whenever |y| ≤ |z|;(30)
Lip(φn(t, ·)) ≤
n∑
i=0
(max{ψi(t), ψ(Ti)}) ; and(31)
φn(t, 0) = 0.(32)
For n ≥ 1, by (T:2), we see that 0 ≤ φ˜n(t, y) ≤ supt∈Yn 5ψn(t)θn|gn(t)| ≤ 2
−n
for all (t, y) ∈ [−T, T ]× R. Hence the sequence {φn}∞n=0 converges uniformly to a
continuous function given by φ(t, y) =
∑∞
i=0 φ˜i(t, y), satisfying
‖φ‖∞ ≤ ‖φ˜0‖∞ +
∞∑
i=1
‖φ˜i‖∞ ≤ ‖φ˜0‖∞ +
∞∑
i=1
2−i = ‖φ˜0‖∞ + 1 = C; and(33)
‖φ− φn‖∞ ≤
∞∑
i=n+1
‖φ˜i‖∞ ≤
∞∑
i=n+1
2−i = 2−n.(34)
By passing to the limit in (30) and (32) we see that for each t ∈ [−T, T ],
φ(t, y) ≤ φ(t, z) whenever |y| ≤ |z|; and(35)
φ(t, 0) = 0.(36)
We shall let φ = φ1 + φ2, where φk =
∑∞
i=0 φ˜
k
i for k = 1, 2.
We can now define a functional L on W 1,1(−T, T ), with a continuous La-
grangian, superlinear and convex in p, by
L (u) =
∫ T
−T
(
φ(t, u(t) − w(t)) + (u′(t))2
)
dt,
and consider minimizing L over Aw(−T,),w(T ). Since evidently L is coercive on
W 1,2(−T, T ), a minimizer over Aw(−T ),w(T ) exists in W
1,2(−T, T ), and we can
regard the minimization problem as being defined on W 1,2(−T, T ).
2.4. Minimality. We shall find certain approximations to our functional L useful,
and so will define for all n ≥ 0 the functional Ln on W
1,2(−T, T ) by
Ln(u) =
∫ T
−T
(
φ(t, u(t)− wn(t)) + (u
′(t))2
)
dt.
Working with these approximations is much easier, since there is only a finite num-
ber of singularities in wn. So it is important to know what error we incur by moving
to these approximations. This is shown in the next lemma.
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Lemma 6. Let u ∈W 1,2(−T, T ) and n ≥ 0. Then
|(L (u)−L (w)) − (Ln(u)−Ln(wn))| ≤
T 2n+1
2
.
Proof. We first estimate |L (u)−Ln(u)|. Recall our definitions ofmn ≥ n,Mn ≥ 0,
and Gn ⊇
⋃mn
i=0{xi} from the beginning of the construction. Let t ∈ [−T, T ] \Gn.
We see by (31), and precisely by the choice of Mn in (16), that
Lip(φmn(t, ·)) ≤
mn∑
i=0
(max{ψi(t), ψ(Ti)}) ≤Mn.
This is the one occasion on which we shall use the (in principle very large) Lipschitz
constant of φmn(t, ·). The purpose of the open setGn was to avoid using this number
arbitrarily near {xi}
mn
i=0, at which points it blows up.
Using (4.2) and (R:2) we see that
|φmn(t, u− w) − φmn(t, u− wn)| ≤ Lip(φmn(t, ·))|(u(t)− w(t)) − (u(t)− wn(t))|
≤Mn‖w − wn‖∞
≤ 10MnKn+1g(Rn+1)
≤
T 2n+1
16
.
The choice of mn in (14) and (34) imply that
‖φ− φmn‖∞ ≤ 2
−mn ≤
T 2n+1
32
.
Hence
|φ(t, u− w) − φ(t, u − wn)| ≤ |φ(t, u − w)− φmn(t, u− w)|
+ |φmn(t, u− w)− φmn(t, u− wn)|
+ |φmn(t, u− wn)− φ(t, u − wn)|
≤ 2‖φ− φmn‖∞ +
T 2n+1
16
≤
2T 2n+1
32
+
T 2n+1
16
=
T 2n+1
8
.
Now, using (33) and the choice of the measure of Gn in (15), we have that
∫
Gn
|φ(t, u − w)− φ(t, u − wn)| ≤ 2
∫
Gn
‖φ‖∞ ≤ 2Cλ(Gn) ≤ 2C
T 2n+1
16C
=
T 2n+1
8
.
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Combining these estimates, we see that
|L (u)−Ln(u)|
=
∣∣∣∣∣
∫ T
−T
(
φ(t, u− w) + (u′)2
)
−
(
φ(t, u− wn) + (u
′)2
)∣∣∣∣∣
≤
∫ T
−T
|φ(t, u − w)− φ(t, u − wn)|
=
∫
Gn
|φ(t, u − w)− φ(t, u − wn)|+
∫
[−T,T ]\Gn
|φ(t, u − w)− φ(t, u − wn)|
≤
T 2n+1
8
+
∫
[−T,T ]\Gn
T 2n+1
8
≤
T 2n+1
8
+
T 2n+1
8
=
T 2n+1
4
.
Now we estimate |L (w) −Ln(wn)|. First we compare w′ and w′n with w0 = w˜ in
the L2-norm, noting that (4.3) and (27) in particular allow the estimates
‖w′‖L2(−T,T ) ≤ 1 + ‖w˜
′‖L2(−T,T ), and ‖w
′
n‖L2(−T,T ) ≤ 1 + ‖w˜
′‖L2(−T,T ).
Hence it follows that
‖w′ + w′n‖L2(−T,T ) ≤ ‖w
′‖L2(−T,T ) + ‖w
′
n‖L2(−T,T ) ≤ 2
(
1 + ‖w˜′‖L2(−T,T )
)
.
Thus using (36), Cauchy-Schwartz, and (4.3), we see that
|L (w) −Ln(wn)| ≤
∫ T
−T
∣∣(w′)2 − (w′n)2∣∣ =
∫ T
−T
(|w′ + w′n||w
′ − w′n|)
≤ ‖w′ + w′n‖L2(−T,T )‖w
′ − w′n‖L2(−T,T )
≤
2
(
1 + ‖w˜′‖L2(−T,T )
)
T 2n+1
8
(
1 + ‖w˜′‖L2(−T,T )
)
=
T 2n+1
4
.
Combining these two estimates we see that
|(L (u)−L (w)) − (Ln(u)−Ln(wn))| ≤ |L (u)−Ln(u)|+ |L (w) −Ln(wn)|
≤
T 2n+1
4
+
T 2n+1
4
=
T 2n+1
2
. 
We now show that w is the unique solution of our minimization problem. The
basic idea on w˜ which we sketched at the beginning of this section is mimicked
locally on w around each xn; more precisely we in fact argue with wn and then
either show that for some n this suffices to give the result for w, or pass to the
limit. The techniques of our proof show in fact that wn is the unique minimizer of
the variational problem
W 1,2(−T, T ) ∋ u 7→ Ln(u)
over those u such that u(±T ) = wn(±T )(= w(±T )).
Let u ∈ W 1,2(−T, T ) be a minimizer of L over Aw(−T ),w(T ), and suppose for
a contradiction that u 6= w. Note that a minimizer certainly exists, since the
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Lagrangian is continuous, and superlinear and convex in p. We now make a number
of estimates, with the eventual aim of showing that
L (u)−L (w) =
∫ T
−T
(
(u′)2 + φ(t, u− w) − (w′)2
)
> 0,
which contradicts the choice of u as a minimizer. If u(xn) = w(xn) for all n ≥
0, then the proof is in principle an easy application of integration by parts as
discussed above on the complement of the closure of the points {xn}∞n=0. (In the
case that {xn}∞n=0 forms a dense set in [−T, T ], we should immediately have u = w
by continuity, thus concluding the proof of minimality of w without using the
assumption that u 6= w.) Should w(xn) 6= u(xn) for some n ≥ 0, further argument
is required. The next lemma shows us that since u is a minimizer, it cannot be too
badly behaved around any such xn.
Lemma 7. Let n ≥ 0 be such that u(xn) 6= w(xn). Let an, bn > 0 be such that
Jn := (xn−an, xn+bn) is the connected component in [−T, T ] containing xn of those
points such that |u(t) − w(xn)| > 3θn|gn(t)|, so |u(xn − an) − w(xn)| = 3θng(an)
and |u(xn+ bn)−w(xn)| = 3θng(bn). (Note that Jn ( [−T, T ] since u and w agree
at ±T and so by (4.4)
|u(±T )− w(xn)| = |w(±T )− w(xn)| ≤ 2θn |gn(±T )| .)
Then
(37)
{
|(u− wn)(t)| ≥ θng(bn) for t ∈ [xn, xn + bn] bn ≥ an,
|(u− wn)(t)| ≥ θng(an) for t ∈ [xn − an, xn] an ≥ bn,
and
|u(t)− w(xn)| ≤ 3θn|gn(t)| for t /∈ Jn.
Proof. We suppose that u(xn) > w(xn). The argument for the case in which
u(xn) < w(xn) is very similar. We choose αn, βn > 0 such that (xn − αn, xn + βn)
is the connected component in [−T, T ] containing xn of those points such that
|u(t) − w(xn)| > 2θn|gn(t)|. So an ≤ αn and bn ≤ βn, and [xn − αn, xn + βn] ⊆
[−T, T ]. We prove that u is convex on (xn − αn, xn + βn). In the case in which
u(xn) < w(xn), we would prove that u is concave on (xn−αn, xn+βn). Suppose for
a contradiction that on some non-trivial subinterval (t1, t2) of (xn−αn, xn+βn), u
lies above its chord between the points t1 and t2, i.e. that there exists some µ ∈ [0, 1]
such that
u(µt1 + (1 − µ)t2) > µu(t1) + (1− µ)u(t2).
The basic idea is that in this case we can redefine u to be affine on (t1, t2) or some
subinterval of (t1, t2), producing a function which does not increase the weight term
φ(t, ·−w(t)) of the integrand, since it only moves closer to w, and strictly decreases
the gradient term, since it has constant gradient. Let z : [−T, T ]→ R be the affine
function with graph passing through (t1, u(t1)) and (t2, u(t2)), so
z(t) =
u(t2)− u(t1)
t2 − t1
· (t− t1) + u(t1).
So we have by assumption on t1, t2 that
z(µt1 + (1− µ)t2) = µu(t1) + (1− µ)u(t2) < u(µt1 + (1− µ)t2).
Passing to connected components if necessary, we can assume that z < u on (t1, t2).
We claim that adding a certain constant value onto the function z gives an affine
function z˜ such that on some subinterval (t˜1, t˜2) of (t1, t2), we have
w(xn) + 2θn|gn| ≤ z˜ < u.
We then show that this contradicts the choice of u as a minimizer.
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Since z is affine and |gn| is monotonic and concave on [−T, xn] and [xn, T0],
the equation z = w(xn) + 2θn|gn| can in principle have no or up to three distinct
solutions on (t1, t2). If there is at most one solution, then since z(ti) = u(ti) ≥
w(xn) + 2θn|gn(ti)| for i = 1, 2, evidently z ≥ w(xn) + 2θn|gn| on (t1, t2). So we
need not modify z at all to get our required z˜.
The case of three distinct solutions is in fact impossible. Suppose we had three
such points s1, s2, s3 ∈ (t1, t2). Again by the elementary properties of gn and z,
all three points cannot lie on one side of xn. So suppose s1 < xn ≤ s2 < s3. The
principle here is that z must have a positive gradient if it intersects w(xn)+2θn|gn|
twice on the right of xn. This then forces z to lie below w(xn) + 2θn|gn| for all
points t < s1 < xn, which is a contradiction since it agrees with u at t = t1 < s1,
and u lies above w(xn) + 2θn|gn| at this point. More precisely, for t < xn, we have
that
z′ =
2θn|gn(s3)| − 2θn|gn(s2)|
s3 − s2
=
2θngn(s3)− 2θngn(s2)
s3 − s2
> 0 > −2θng
′
n(t).
Since t1 < s1 < xn, we have |gn(s1)| = −gn(s1) and |gn(t1)| = −gn(t1), so
z(t1) = z(s1)−
∫ s1
t1
z′(t) dt < w(xn)− 2θngn(s1)−
∫ s1
t1
(−2θng
′
n(t)) dt
= w(xn)− 2θngn(t1)
= w(xn) + 2θn|gn(t1)|.
This is a contradiction since z(t1) = u(t1) ≥ w(xn) + 2θn|gn(t1)|. We can deal
similarly with the case s1 < s2 ≤ xn < s3.
So it remains to deal with the case in which we have precisely two distinct
solutions (s1, s2)—this is the case in which we have in general to add a constant
to z, since it is possible that w(xn) + 2θn|gn| lies above z on some subinterval
of (s1, s2). The same considerations as in the preceding paragraph show that we
must have both solutions lying on one side of xn. Suppose xn ≤ s1 < s2. Then
2|gn| = 2gn is C∞ on (s1, s2), so applying the mean value theorem we see that
there is a point s0 ∈ (s1, s2) such that
2θng
′
n(s0) =
2θngn(s2)− 2θngn(s1)
s2 − s2
=
z(s2)− z(s1)
s2 − s1
= z′.
Define z˜ by
z˜(t) = z′ · (t− s0) + w(xn) + 2θngn(s0),
the tangent to w(xn)+2θngn at s0, so, since s0 ∈ (s1, s2) ⊆ (t1, t2) ⊆ (xn−αn, xn+
βn),
z˜(s0) = w(xn) + 2θngn(s0) = w(xn) + 2θn|gn(s0)| < u(s0).
Let (t˜1, t˜2) be the connected component containing s0 of those points at which
u > z˜. Since s0 ∈ (s1, s2), and z(si) = w(xn) + 2θngn(si) for i = 1, 2, concavity
of g implies that w(xn) + 2θngn(s0) ≥ z(s0). Since z˜(s0) = w(xn) + 2θngn(s0) by
definition, and z′ = z˜′, we have that z˜ ≥ z everywhere. So u > z˜ implies that
u > z, thus (t˜1, t˜2) ⊆ (t1, t2).
We claim that z˜ ≥ w(xn) + 2θn|gn| on (t˜1, t˜2). Since s0 > s1 ≥ xn and z˜(s0) =
w(xn) + 2θn|gn(s0)|, with z˜′ = z′ = 2θng′n(s0), by concavity of g we have that
z˜ ≥ w(xn) + 2θn|gn| on (xn, T ). Suppose there existed s ∈ (t˜1, xn] such that
z˜(s) < w(xn) + 2θn|gn(s)| = w(xn) − 2θngn(s). Then we see as before, since
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z˜′ > 0 > −2θng′n(t) for t < xn, that
z˜(t˜1) = z˜(s)−
∫ s
t˜1
z˜′(t) dt < w(xn)− 2θngn(s)−
∫ s
t˜1
(−2θng
′
n(t)) dt
= w(xn)− 2θngn(t˜1)
= w(xn) + 2θn|gn(t˜1)|,
which contradicts z˜(t˜1) = u(t˜1) ≥ w(xn) + 2θn|gn(t˜1)|. So z˜ ≥ w(xn) + 2θn|gn| on
(t˜1, t˜2) indeed. The case in which s1 < s2 ≤ xn is similar. So we have constructed
an affine z˜ as claimed.
Thus, since w ≤ w(xn) + 2θn|gn| by (4.4), we have on (t˜1, t˜2) that
(38) |u− w| = u− w ≥ z˜ − w = |z˜ − w|.
Since u > z˜ on (t˜1, t˜2), where z˜ is affine, but u = z˜ at the endpoints, we know
that u is not affine on (t˜1, t˜2), so we have strict inequality in the Cauchy-Schwartz
inequality, thus∫ t˜2
t˜1
(u′)2 =
1
t˜2 − t˜1
(∫ t˜2
t˜1
12
)(∫ t˜2
t˜1
(u′)2
)
>
1
t˜2 − t˜1
(∫ t˜2
t˜1
u′
)2
=
(u(t˜2)− u(t˜1))2
t˜2 − t˜1
= (t˜2 − t˜1)
(
z(t˜2)− z(t˜1)
t˜2 − t˜1
)2
= (t˜2 − t˜1)(z˜
′)2
=
∫ t˜2
t˜1
(z˜′)2.(39)
Hence defining u˜ : [−T, T ]→ R by
u˜(t) =
{
u(t) t /∈ (t˜1, t˜2),
z˜(t) t ∈ (t˜1, t˜2);
we obtain a function u˜ ∈ W 1,2(−T, T ) with u˜(±T ) = w(±T ) and such that, us-
ing (39), (38), and (35),
L (u˜) =
∫ T
−T
(
(u˜′)2 + φ(t, u˜ − w)
)
=
∫
[−T,T ]\(t˜1,t˜2)
(
(u′)2 + φ(t, u− w)
)
+
∫ t˜2
t˜1
(
(z˜′)2 + φ(t, z˜ − w)
)
<
∫
[−T,T ]\(t˜1,t˜2)
(
(u′)2 + φ(t, u− w)
)
+
∫ t˜2
t˜1
(
(u′)2 + φ(t, u − w)
)
= L (u),
which contradicts the choice of u as a minimizer. Hence u is indeed convex on
(xn − αn, xn + βn).
It now follows that the graph of u on (xn −αn, xn + βn) lies above the tangents
to w(xn) + 2θn|gn| at (xn − αn) and (xn + βn):
u(t) ≥ w(xn) + 2θng(βn) + 2θng
′(βn)(t− (xn + βn)),
and
u(t) ≥ w(xn) + 2θn|g(−αn)| − 2θng
′(−αn)(t− (xn − αn)),
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for t ∈ (xn − αn, xn + βn). For suppose the first fails, i.e. that for some t0 ∈
(xn − αn, xn + βn) we have that
u(t0) < w(xn) + 2θng(βn) + 2θng
′(βn)(t0 − (xn + βn)).
Then by convexity the graph of u lies below the chord between the points (t0, u(t0))
and (xn + βn, u(xn + βn)) = (xn + βn, w(xn) + 2θng(βn)), which has slope
w(xn) + 2θng(βn)− u(t0)
xn + βn − t0
.
By assumption
w(xn) + 2θng(βn)− u(t0)
xn + βn − t0
> 2θng
′(βn),
and so since g′ is continuous we have that
2θng
′
n(t) <
w(xn) + 2θng(βn)− u(t0)
xn + βn − t0
on some left neighbourhood of xn + βn. So for t in this neighbourhood, we have
that
w(xn) + 2θngn(t) = w(xn) + 2θngn(xn + βn)−
∫ xn+βn
t
2θng
′
n(s) ds
> w(xn) + 2θng(βn)−
∫ xn+βn
t
w(xn) + 2θng(βn)− u(t0)
xn + βn − t0
ds
= w(xn) + 2θng(βn)−
w(xn) + 2θng(βn)− u(t0)
xn + βn − t0
(xn + βn − t)
= u(xn + βn)−
w(xn) + 2θng(βn)− u(t0)
xn + βn − t0
(xn + βn − t)
≥ u(t),
which is a contradiction for t ∈ (xn − αn, xn + βn). Similarly we can prove that u
lies above the other tangent.
We can now prove certain bounds on u′. Suppose that there exists t0 ∈ (xn −
αn, xn + βn) such that u
′(t0) > 2θng
′(βn). Then we have that u
′(t) > 2θng
′(βn)
for all t ∈ (t0, xn + βn) by convexity. Then we see, using the inequality proved in
the previous paragraph, that
u(xn + βn) = u(t0) +
∫ xn+βn
t0
u′(t) dt
> w(xn) + 2θng(βn) + 2θng
′(βn)(t0 − (xn + βn)) +
∫ xn+βn
t0
2θng
′(βn) ds
= w(xn) + 2θng(βn) + 2θng
′(βn)(t0 − (xn + βn))
+ ((xn + βn)− t0)2θng
′(βn)
= w(xn) + 2θng(βn),
which is a contradiction since u(xn + βn) = w(xn) + 2θng(βn) by the choice of βn.
So u′(t) ≤ 2θng
′(βn) for almost every t ∈ (xn−αn, xn+βn). Similarly we can prove
that u′(t) ≥ −2θng′(−αn) for almost every t ∈ (xn − αn, xn + βn). In the case in
which u(xn) < w(xn) we would prove that −2θng′(βn) ≤ u′(t) ≤ 2θng′(−αn) for
almost every t ∈ (xn − αn, xn + βn).
We now prove the important consequence (37) of these estimates. Suppose that
bn ≥ an. Then using convexity of u, and, by monotonicity of g, the fact that
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g(bn) ≥ g(−an) = −g(an), we see that for t ∈ Jn,
u(t) ≤
u(xn + bn)− u(xn − an)
bn + an
(t− (xn + bn)) + u(xn + bn)
=
3θng(bn)− 3θng(an)
bn + an
(t− (xn + bn)) + w(xn) + 3θng(bn)
≤ w(xn) + 3θng(bn).
Fix t ∈ [xn, xn + bn]. We then have by the estimates we have just proved that
u(t) = u(xn + bn)−
∫ xn+bn
t
u′(s) ds
≥ w(xn) + 3θng(bn)−
∫ xn+bn
t
2θng
′(βn) ds
= w(xn) + 3θng(bn)− 2((xn + bn)− t)θng
′(βn).
Also, since t ≤ xn + bn, we have, using (3.3), (4.1), and concavity of g,
wn(t) ≤ w(xn) + 2θngn(t)
≤ w(xn) + 2θng
′
n(xn + bn)(t− (xn + bn)) + 2θngn(xn + bn)
≤ w(xn) + 2θng
′(βn)(t− (xn + bn)) + 2θng(bn).
So we have that
u(t)− wn(t) ≥ (w(xn) + 3θng(bn)− 2((xn + bn)− t)θng
′(βn))
− (w(xn) + 2θng
′(βn)(t− (xn + bn)) + 2θng(bn))
= θng(bn).
Similarly we can prove that u(t)−wn(t) ≥ θng(an) for t ∈ [xn− an, xn] if an ≥ bn.
In the case that u(xn) < w(xn) we can prove in the same way that u(t)− wn(t) ≤
−θng(bn) on [xn, xn + bn] if bn ≥ an, or u(t) − wn(t) ≤ −θng(an) on [xn − an, xn]
if an ≥ bn, hence the full result.
The final statement of the lemma is proved using the techniques we used above to
prove convexity of u on (xn−αn, xn+βn). Suppose that there is a t0 ∈ (xn+bn, T )
such that u(t0) > w(xn) + 3θngn(t0). The argument on the left of xn is the same.
Defining affine z : [−T, T ]→ R by
z(t) = w(xn) + 3θngn(t0) + 3θng
′
n(t0)(t− t0),
we see that z(t0) = w(xn)+ 3θngn(t0) < u(t0), and, using the concavity of gn, that
z ≥ w(xn) + 3θngn on (xn, T ). The connected component of [−T, T ] containing t0
of those points for which z < u is a subinterval of (xn + bn, T ), since
u(xn + bn) = w(xn) + 3θngn(bn) ≤ z(xn + bn),
and by (4.4),
u(T ) = w(T ) ≤ w(xn) + 2θngn(T ) < z(T ).
So we have that u(t) > z(t) ≥ w(xn) + 3θngn(t) on some open subinterval of
(xn + bn, T ). Hence we can perform the same trick as before, constructing a new
function u˜ ∈ W 1,2(−T, T ) by replacing u with z on this subinterval, such that
L (u˜) < L (u), which again contradicts the choice of u as a minimizer. 
Thus we see that if for some n ≥ 0, u(xn) 6= w(xn), then u must be Lipschitz
on a neighbourhood of xn, and its graph cannot escape the region bounded by the
graphs of t 7→ w(xn) ± 3θn|gn(t)| off this neighbourhood. We note that the final
statement of the lemma holds by the same argument even when u(xn) = w(xn),
and thus when the set Jn introduced is empty.
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For the remainder of the proof of minimality, we assume that u(xn) 6= w(xn)
for all n ≥ 0. If not one can just perform the argument in the proofs of lemma 11
and corollary 12 on the connected components of [−T, T ] \ {xn : u(xn) = w(xn)}.
We make remarks in these proofs at those points where an additional argument is
required in the general case.
For each n ≥ 0 we now introduce some definitions and notation. Let an, bn > 0 be
such that Jn := (xn−an, xn+bn) is the connected component in [−T, T ] containing
xn of those points t such that |u(t)−w(xn)| > 3θn|gn(t)|, as in lemma 7. It will be
easier to work on a symmetric interval around xn, so let cn := max{an, bn}, and
J˜n := [xn − cn, xn + cn]. We note the following immediate corollary of lemma 7.
Fix n ≥ 0. For t /∈ Jn, we have for any i ≥ n, by (4.1) and (3.3), that
|(u− wi)(t)| ≤ |u(t)− w(xn)|+ |w(xn)− wi(t)| = |u(t)− w(xn)|+ |wi(xn)− wi(t)|
≤ 3θn|gn(t)|+ 2θn|gn(t)|
= 5θn|gn(t)|.(40)
The inequalities (37) from lemma 7 tell us that the graph of a putative minimizer u
cannot get too close to that of w around xn. In the next result, this lower bound on
the distance between the two functions is shown to concentrate a certain amount of
weight in the Lagrangian around each xn. The total weight is of course in general
even larger—we took an infinite sum of such non-negative terms—but the important
term is the φ˜n term which deals precisely with the oscillations introduced by wn to
get singularity of w at xn.
Lemma 8. Let n ≥ 0, and suppose J˜n ⊆ Yn.
Then ∫
J˜n
φ˜1n(t, u− wn) ≥
453θng(cn)
(log 1/cn)1/3
.
Proof. Choose tcn ∈ (0, cn) such that g(tcn) = g(cn)/5. Noting that (1) in partic-
ular implies that t1/2 log log 1/|t| ≤ 1 ≤ log log 1/|t|, we see that if 0 < t1/2 ≤ cn/5,
we have that
g(t) = t log log 1/|t| = t1/2
(
t1/2 log log 1/|t|
)
≤ t1/2 ≤ cn/5 ≤ (cn log log 1/cn)/5
= g(cn)/5,
hence we have the lower bound t
1/2
cn ≥ cn/5, and thus the inequality
log 1/cn ≥ log 1/(5t
1/2
cn ) = (log 1/25tcn)/2.
Since (1) also in particular implies that t
1/2
cn ≤ (g(cn)/5)
1/2 ≤ (1/5 ·125)1/2 = 1/25,
we have that 1/(25tcn) ≥ (1/tcn)
1/2 and hence that
log 1/cn ≥ (log 1/25tcn)/2 ≥ (log(1/tcn)
1/2)/2 = (log 1/tcn)/4,
the ultimate point being that
1
(log 1/cn)1/3
≤
41/3
(log 1/tcn)
1/3
≤
2
(log 1/tcn)
1/3
.
Suppose that bn ≥ an, so by definition cn = bn. The case in which an > bn differs
only in trivial notation. For t ∈ [xn, xn+tcn ] we have by (37), the choice of tcn , and
the monotonicity of g, that |(u − wn)(t)| ≥ θng(cn) = 5θng(tcn) ≥ 5θngn(t), hence
by the definition of φ˜1n (noting our one assumption in the statement that J˜n ⊆ Yn),
φ˜1n(t, u−wn) = 5θngn(t)ψ
1
n(t). On the interval [xn, xn+tcn ] this function is concave,
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so the integral admits an easy lower estimate by calculating the area of the triangle
under the graph, using the definitions of tcn and ψ
1:∫
J˜n
φ˜1n(t, u− wn) ≥
∫ xn+tcn
xn
φ˜1n(t, u− wn) = 5θn
∫ xn+tcn
xn
gn(t)ψ
1
n(t)
≥
5
2
θng(tcn)ψ
1(tcn)tcn
=
θng(cn)
2
1812
tcn(log 1/tcn)
1/3
tcn
≥
θng(cn)
4
1812
(log 1/cn)1/3
=
453θng(cn)
(log 1/cn)1/3
. 
We shall want to give special attention to that part of J˜n on which wn = w˜n,
so for n ≥ 0 define Hn ⊆ [−T, T ] by setting Hn := J˜n ∩ [xn − τn, xn + τn] =
[xn − dn, xn + dn], say, so dn ≤ cn. Note that by construction and (3.1),
wn(xn ± dn) = w˜n(xn ± dn) + ρn, and w
′
n(xn ± dn) = w˜
′
n(xn ± dn).
We cannot immediately mimic the main principle of the proof and integrate by parts
across xn, since w
′
n does not exist at xn. This singularity is of course the whole
point of the example. The main trick of the proof was in making the oscillations of
wn near xn slow enough so that we can now replace this function with a straight line
on an interval containing xn. We can then use integration by parts on each side of
this interval, and inside the interval exploit the fact that we have now introduced
a function with constant derivative. We incur an error in the boundary terms,
of course, as we in general introduce discontinuities of the derivative where the
line meets w˜n, but the function w˜n moves slowly enough that this error can be
dominated by the weight term in the Lagrangian (the role of ψ1n).
So let l˜n : [−T, T ]→ R be the affine function defined by
l˜n(t) = l˜
′
n · (t− (xn − dn)) + w˜(−dn),
where
(41) l˜′n :=
w˜(dn)− w˜(−dn)
2dn
= (log log 1/dn)(sin log log log 1/dn),
and define ln : [−T, T ]→ R by
ln(t) =
{
wn(t) t /∈ Hn,
l˜n(t) + ρn t ∈ Hn.
Clearly ln ∈ W 1,2(−T, T ).
We shall find the following notation useful, representing the boundary terms we
get as a result of integrating by parts, firstly inside Hn, integrating l
′
n(u − wn)
′,
and secondly outside Hn, integrating w
′
n(u − wn)
′:
In,± = l
′
n (u(xn ± dn)− wn(xn ± dn)) ,
En,± = w
′
n(xn ± dn) (u(xn ± dn)− wn(xn ± dn)) .
Note that
|In,± − En,±| = |(l
′
n − w
′
n(xn ± dn)) (u(xn ± dn)− wn(xn ± dn))| .(42)
The next lemma describes the consequence for the derivative terms in the integrand
of exchanging wn with ln on Hn. Integrating by parts gives us the boundary terms
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involving l′n, and the second derivative term vanishes, since ln is affine. The L
2-
norm of the difference between w′n and l
′
n gives us an error which we see, comparing
with lemma 8, will be absorbed into the weight term of the integrand.
Lemma 9. Let n ≥ 0.
Then ∫
Hn
(
(u′)2 − (w′n)
2
)
≥ 2(In,+ − In,−)−
432g(dn)
(log 1/dn)1/3
.
Proof. We want to use the following estimate, replacing wn with the line ln and
estimating the error:∫
Hn
(
(u′)2 − (w′n)
2
)
=
∫
Hn
(
(u′)2 − (l′n)
2
)
+
∫
Hn
(
(l′n)
2 − (w′n)
2
)
≥
∫
Hn
(
(u′)2 − (l′n)
2
)
−
∫
Hn
|(l′n)
2 − (w′n)
2|.
Since w′n = w˜
′
n and l
′
n = l˜
′
n on Hn, we can just estimate this term in the case n = 0;
the case of general n is just a translation of this base case. We drop the index 0
from the notation.
Observe for t > 0 that
d
dt
((log log 1/t)(sin log log log 1/t)) = −
sin log log log 1/t+ cos log log log 1/t
t log 1/t
,
so ∣∣∣∣ ddt ((log log 1/t)(sin log log log 1/t))
∣∣∣∣ ≤ 2t log 1/t .
Hence, recalling the expressions for the derivatives given in (41) and (4), and by
applying the mean value theorem, we can see that for 0 < t ≤ d,
|l˜′ − w˜′(t)|
=
∣∣∣∣(log log 1/d)(sin log log log 1/d)
−
(
(log log 1/t)(sin log log log 1/t)−
sin log log log 1/t+ cos log log log 1/t
log 1/t
) ∣∣∣∣
≤ |(log log 1/d)(sin log log log 1/d)− (log log 1/t)(sin log log log 1/t)|+
2
log 1/t
≤
2(d− t)
t log 1/t
+
2
log 1/t
=
2d
t log 1/t
.
(43)
Now, let
(44) γ(d) :=
d
(log 1/d)2/3
≤ d,
so log 1/γ(d) = log
(
(log 1/d)2/3
d
)
= 23 log log 1/d + log 1/d ≤ 2 log 1/d, and so we
have that
(45) log log 1/γ(d) ≤ log(2 log 1/d) ≤ log(log 1/d)2 = 2 log log 1/d.
For t ∈ [γ(d), d], we have by (43) and the definition of γ(d) that
(46) |l˜′ − w˜′(t)| ≤
2d
t log 1/t
≤
2d
γ(d) log 1/d
=
2(log 1/d)2/3
log 1/d
=
2
(log 1/d)1/3
.
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This is one sense in which w˜ oscillates slowly enough: a good estimate for the dis-
crepancy between the derivatives holds on an interval in the domain of integration
large enough in measure. Noting that
|l˜′ ± w˜′(t)|
=
∣∣∣∣∣(log log 1/d)(sin log log log 1/d)
±
(
(log log 1/t)(sin log log log 1/t)−
sin log log log 1/t+ cos log log log 1/t
log 1/t
) ∣∣∣∣∣
≤ |(log log 1/d)(sin log log log 1/d)|+ |(log log 1/t)(sin log log log 1/t)|
+
∣∣∣∣ sin log log log 1/t+ cos log log log 1/tlog 1/t
∣∣∣∣
≤ log log 1/d+ log log 1/t+
2
log 1/t
≤ 4 log log 1/t,
we see, since the integrand is an even function, that
∫
H
∣∣∣(l˜′)2 − (w˜′)2∣∣∣ = ∫ d
−d
|l˜′ − w˜′||l˜′ + w˜′|
= 2
∫ d
0
|l˜′ − w˜′||l˜′ + w˜′|
= 2
(∫ γ(d)
0
|l˜′ − w˜′||l˜′ + w˜′|+
∫ d
γ(d)
|l˜′ − w˜′||l˜′ + w˜′|
)
≤ 2
(∫ γ(d)
0
(4 log log 1/t)2 +
∫ d
γ(d)
|l˜′ − w˜′||l˜′ + w˜′|
)
.(47)
We then use Cauchy-Schwartz and (46) to see that
∫ d
γ(d)
|l˜′ − w˜′||l˜′ + w˜′| ≤
(∫ d
γ(d)
|l˜′ − w˜′|2
)1/2(∫ d
γ(d)
|l˜′ + w˜′|2
)1/2
≤
(∫ d
γ(d)
(
2
(log 1/d)1/3
)2)1/2(∫ d
γ(d)
(4 log log 1/t)2
)1/2
≤
8d1/2
(log 1/d)1/3
(∫ d
0
(log log 1/t)2
)1/2
.
We now use repeated applications of integration by parts to derive the inequality
∫ d
0
(log log 1/t)2 dt ≤ 3d(log log 1/d)2.
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First note, using the substitution y = log 1/t, and integrating by parts, that
∫ d
0
(log log 1/t)2 dt =
∫ ∞
log 1/d
(log y)2e−y dy
=
(
[−e−y(log y)2]∞log 1/d +
∫ ∞
log 1/d
2(log y)e−y
y
dy
)
= d(log log 1/d)2 +
∫ ∞
log 1/d
2(log y)e−y
y
dy.
Examining the second summand, we use Cauchy-Schwartz, and integration by parts
twice more to see, using the simplifications that log 1/d ≥ log log 1/d ≥ 2 ≥ 1, that
∫ ∞
log 1/d
(log y)e−y
y
dy
≤
(∫ ∞
log 1/d
e−2y dy
)1/2(∫ ∞
log 1/d
(log y)2
y2
dy
)1/2
=
([
−e−2y
2
]∞
log 1/d
)1/2([
−(log y)2
y
]∞
log 1/d
−
∫ ∞
log 1/d
−2 log y
y2
dy
)1/2
≤ 2−1/2d
(
(log log 1/d)2
log 1/d
−
([
2 log y
y
]∞
log 1/d
−
∫ ∞
log 1/d
2
y2
dy
))1/2
= 2−1/2d
(
(log log 1/d)2
log 1/d
−
(
−2 log log 1/d
log 1/d
−
[
−2
y
]∞
log 1/d
))1/2
= 2−1/2d
(
(log log 1/d)2
log 1/d
+
2 log log 1/d
log 1/d
+
2
log 1/d
)1/2
=
2−1/2d
(log 1/d)1/2
((log log 1/d+ 1)2 + 1)1/2
≤
2−1/2d
(log 1/d)1/2
21/2(log log 1/d+ 1)
≤
2−1/2d
(log 1/d)1/2
23/2 log log 1/d
≤ 2 log log 1/d.
Combining with the original expression, we have, using again that log log 1/d ≥ 2,
that
∫ d
0
(log log 1/t)2 dt ≤ d(log log 1/d) ((log log 1/d) + 4)
≤ 3d(log log 1/d)2,
as claimed.
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So we can conclude our estimates. Since (1) implies that log log 1/d ≤ (log 1/d)1/3,
applying this inequality to (47), using (44), and (45), we see that∫
H
|(l˜′)2 − (w˜′)2| ≤ 2
(
48γ(d)(log log 1/γ(d))2 +
24d log log 1/d
(log 1/d)1/3
)
≤
384d(log log 1/d)2
(log 1/d)2/3
+
48d log log 1/d
(log 1/d)1/3
=
g(d)
(log 1/d)1/3
(
384 log log 1/d
(log 1/d)1/3
+ 48
)
≤
432g(d)
(log 1/d)1/3
.(48)
By (2) we have, since l˜(±d) = w˜(±d), that∫
H
(
(u′)2 − (l˜′)2
)
≥
∫
H
2l˜′(u′ − l˜′) = 2l˜′
∫
H
(u′ − l˜′) = 2l˜′[u− l˜]d−d = 2l˜
′[u− w˜]d−d
= 2(I+ − I−).
Since ∫
H
(
(u′)2 − (w˜′)2
)
=
∫
H
(
(u′)2 − (l˜′)2
)
+
∫
H
(
(l˜′)2 − (w˜′)2
)
≥
∫
H
(
(u′)2 − (l˜′)2
)
−
∫
H
|(l˜′)2 − (w˜′)2|,
the result follows from (48). 
An estimate established in the preceding proof gives easily the following impor-
tant result. The errors we incur in our boundary terms by introducing a jump
discontinuity in the derivative of our new function ln are sufficiently small; they
can be controlled by the integral over Hn = [xn − dn, xn + dn] of a continuous
function in cn ≥ dn taking value 0 at xn.
Lemma 10. Let n ≥ 0.
Then
|In,+ − En,+|+ |In,− − En,−| ≤
20θng(cn)
log 1/cn
.
Proof. We just have to estimate |(u−wn)(xn±dn)|. Suppose that u(xn) > w(xn);
the argument for the case in which u(xn) < w(xn) is similar. Suppose also that
bn ≥ an, so by definition cn = bn. The case in which an > bn is similar. Then
u(t) ≤ u(xn + bn) by the convexity of u established in lemma 7, for all t ∈ Jn.
If xn−dn /∈ Jn, then (40) implies that |(u−wn)(xn−dn)| ≤ 5θng(dn) ≤ 5θng(bn),
by monotonicity of g, since dn ≤ bn.
Certainly xn+dn ∈ Jn, since dn ≤ bn by definition of dn, so if also xn−dn ∈ Jn,
by definition of Jn we see that
w(xn) ≤ w(xn) + 3θn|g(dn)| ≤ u(xn ± dn) ≤ u(xn + bn) = w(xn) + 3θng(bn),
so 0 < u(xn ± dn)−w(xn) ≤ 3θng(bn). Hence, using (4.1) and (3.3), we have that,
since dn ≤ bn,
|(u − wn)(xn ± dn)| ≤ |u(xn ± dn)− w(xn)|+ |wn(xn)− wn(xn ± dn)|
≤ 3θng(bn) + 2θng(dn)
≤ 5θng(bn).
Hence in both cases |(u−wn)(xn ± dn)| ≤ 5θng(bn). The result then follows by
using (43) with t = d in (42), and since dn ≤ bn. 
32 RICHARD GRATWICK
The following is the key lemma, providing a positive lower bound for Ln(u) −
Ln(wn). We combine our estimates for Ln across the whole domain [−T, T ], inte-
grating by parts off
⋃n
i=1Hi, and using the estimates from lemmas 9 and 10 on each
Hi. The argument is made more straightforward by assuming that the intervals
J˜i are small in a certain sense, which implies that the intervals on which we work
do not overlap. Should this assumption fail for some n, then, as later lemmas will
show, this means that the discrepancy u−w around xn is sufficiently large that we
may ignore the fine detail of our construction at and beyond the stage n, and we
can conclude the proof using just Ln−1.
Lemma 11. Suppose n ≥ 0 is such that for all 0 ≤ j ≤ n,
J˜k ∩ Yj = ∅ for all 0 ≤ k ≤ j − 1; and(49)
J˜j ⊆ Yj .(50)
Then
Ln(u)−Ln(wn) ≥
n∑
i=0
(
θig(ci)
(log 1/ci)1/3
)
+
∫
[−T,T ]\
⋃
n
i=0 Hi
|u− wn|.
Proof. By (3.6) and assumption (49) we have for all 0 ≤ k ≤ j − 1 ≤ j ≤ n that
wj = wk on J˜k, in particular that
(51) wn = wk, w
′
n = w
′
k, and w
′′
n = w
′′
k on J˜k, whenever both sides exist.
Also, assumptions (50) and (49) together imply that {J˜i}ni=0 is pairwise disjoint.
Now, let 0 ≤ i ≤ n. We split up the integral into summands which we shall
tackle separately:∫
J˜i
(
(u′)2 + φ(t, u − wi)− (w
′
i)
2
)
=
∫
J˜i
(
φ1(t, u− wi) + φ
2(t, u− wi)
)
+
∫
Hi
(
(u′)2 − (w′i)
2
)
+
∫
J˜i\Hi
(
(u′)2 − (w′i)
2
)
≥
∫
J˜i
φ1(t, u − wi) +
∫
Hi
(
(u′)2 − (w′i)
2
)
+
∫
J˜i\Hi
(
φ2(t, u − wi) + (u
′)2 − (w′i)
2
)
.
Now, by lemma 8 (note that this applies by assumption (50)) and lemma 9, and
since ci ≥ di and θi ≥ 1,∫
J˜i
φ1(t, u− wi) +
∫
Hi
(
(u′)2 − (w′i)
2
)
≥
∫
J˜i
φ˜1i (t, u− wi) +
∫
Hi
(
(u′)2 − (w′i)
2
)
≥
453θig(ci)
(log 1/ci)1/3
+ 2(Ii,+ − Ii,−)−
432g(di)
(log 1/di)1/3
≥
21θig(ci)
(log 1/ci)1/3
+ 2(Ii,+ − Ii,−).
So, combining, we have that∫
J˜i
(
(u′)2 + φ(t, u − wi)− (w
′
i)
2
)
≥
21θg(ci)
(log 1/ci)1/3
+ 2(Ii,+ − Ii,−)
+
∫
J˜i\Hi
(
φ2(t, u− wi) + (u
′)2 − (w′i)
2
)
.(52)
Now, for any t ∈ [−T, T ], let In(t) := {j = 0, . . . , n : t ∈ Yj}. We now show by
an easy induction on n that
(53)
∑
j∈In(t)
ψ2j (t) ≥ 2|w
′′
n(t)|+ 1 + 2
−(n−1),
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for almost every t ∈ [−T, T ]. For n = 0, we have by definition of ψ2 that for
all t 6= x0, ψ20(t) = 3 + 2|w
′′
0 (t)|, as required. Suppose the result holds for all
0 ≤ i ≤ n − 1, where n ≥ 1. Let in(t) ≤ n denote the greatest index in In(t), i.e.
the greatest index j ≤ n such that t ∈ Yj . By (3.6) we have that w
′′
n(t) = w
′′
in(t)
(t)
almost everywhere. If t ∈ (xin(t) − τin(t), xin(t) + τin(t)), then w
′′
in(t)
(t) = w˜′′in(t)(t)
by (3.1), and by definition of ψ2, for t 6= xin(t),
∑
j∈In(t)
ψ2j (t) ≥ ψ
2
in(t)
(t) = 3 + 2|w˜′′in(t)(t)| ≥ 1 + 2
−(n−1) + 2|w′′in(t)(t)|,
as required. If t /∈ [xin(t) − τin(t), xin(t) + τin(t)] (note then necessarily in(t) ≥ 1
since τ0 = T ), then |w
′′
in(t)
(t)| ≤ |w′′in(t)−1(t)|+2
−in(t) almost everywhere by (3.11).
So by inductive hypothesis
∑
j∈In(t)
ψ2j (t) ≥
∑
j∈Iin(t)−1(t)
ψ2j (t)
≥ 2|w′′in(t)−1(t)|+ 1 + 2
−((in(t)−1)−1)
≥ 2|w′′in(t)(t)| − 2 · 2
−in(t) + 1 + 2−((in(t)−1)−1)
= 2|w′′in(t)(t)|+ 1 + 2
−(in(t)−1)
≥ 2|w′′n(t)|+ 1 + 2
−(n−1),
as required for (53).
Given this, now consider t /∈
⋃n
i=0 J˜i. Then since by definition J˜j ⊇ Jj for all
j ≥ 0, (40) implies that |(u − wn)(t)| ≤ 5θj|gj(t)| for all 0 ≤ j ≤ n. Therefore
φ˜2j (t, u − wn) = ψ
2
j (t)|u − wn| by definition of φ˜
2, for j ∈ In(t). Thus almost
everywhere, we have by (53) that
φ2(t, u− wn)− 2(u− wn)w
′′
n ≥
∑
j∈In(t)
(
φ˜2j (t, u− wn)
)
− 2|u− wn||w
′′
n|
=
∑
j∈In(t)
(
ψ2j (t)|u − wn|
)
− 2|u− wn||w
′′
n|
= |u− wn|

 ∑
j∈In(t)
(ψ2j (t))− 2|w
′′
n(t)|


≥ |u− wn|.
Now, let t ∈ J˜i \Hi for some 0 ≤ i ≤ n. Then note that we must have i ≥ 1,
since τ0 = T , so H0 = J˜0. Since {J˜j}nj=0 is pairwise disjoint, we have that t /∈ J˜j
for j ≤ i − 1. Hence, again by (40), |(u − wi)| ≤ 5θj|gj(t)|, so by definition of
φ˜2, φ˜2j(t, u − wi) = ψ
2
j (t)|u − wi| for all j ≤ i − 1, recalling assumption (50). Since
t /∈ Hi, we have t /∈ [xi−τi, xi+, τi], and hence that |w
′′
i (t)| ≤ |w
′′
i−1(t)|+2
−i almost
everywhere by (3.11). Hence by (53) we have almost everywhere that
∑
j∈Ii−1(t)
ψ2j (t) ≥ 1 + 2|w
′′
i−1(t)|+ 2
−(i−2) ≥ 1 + 2|w′′i (t)| − 2
−(i−1) + 2−(i−2)
≥ 1 + 2|w′′i (t)|,
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and so
φ2(t, u− wi)− 2(u− wi)w
′′
i ≥
∑
j∈Ii−1(t)
(
φ˜2j(t, u− wi)
)
− 2|u− wi||w
′′
i |
=
∑
j∈Ii−1(t)
(
ψ2j (t)|u − wi|
)
− 2|u− wi||w
′′
i |
≥ |u− wi|.
Thus we have for almost every t /∈
⋃n
i=0Hi, noting the argument on J˜i\Hi above
applies by (51), that
φ2(t, u − wn)− 2(u− wn)w
′′
n ≥ |u− wn|,
and hence that
(54)
∫
[−T,T ]\
⋃n
i=0 Hi
(
φ2(t, u− wn)− 2(u− wn)w
′′
n
)
≥
∫
[−T,T ]\
⋃n
i=0 Hi
|u− wn|.
The reason for making this estimate is that we want to integrate (u′ − w′n)w
′
n by
parts on [−T, T ] \
⋃n
i=0Hi. Under our standing assumption that u(xi) 6= w(xi) for
all i ≥ 0, we see immediately that this is possible, since (u−wn) and w′n are bounded
and absolutely continuous on [−T, T ] \
⋃n
i=0Hi by (3.2), and thus (u − wn)w
′
n is
absolutely continuous on [−T, T ] \
⋃n
i=0Hi. However, in the general case in which
w(xj) = u(xj) for some 0 ≤ j ≤ n, and thus that wn(xj) = u(xj), we have to argue
a little more carefully.
We claim that even in this general case the parts formula is still valid on [−T, T ]\⋃n
i=0Hi; this is the assertion that (u − wn)w
′
n can be written as an indefinite
integral on [−T, T ] \
⋃n
i=0Hi. The argument of the preceding paragraph gives us
that (u−wn)w′n is absolutely continuous on subintervals bounded away from all xj
with u(xj) = w(xj). Fix such an index 0 ≤ j ≤ n.
Let tj = tj,n = min{σn, τj}. By (13), and since {σn}∞n=1 is decreasing, we know
that [xj − σn, xj + σn] ∩ Ym = ∅ for all j + 1 ≤ m ≤ n. So by (3.6) and (3.1),
wn = w˜j + ρj on [xj − tj , xj + tj ]. It suffices to check that (u − wn)w′n can be
written as an indefinite integral on (xj − tj , xj + tj). We check that
∫ xj
xj−tj
((u− wn)w
′
n)
′
(s) ds = −((u− wn)(xj − tj))w
′
n(xj − tj);
the corresponding equality on the right of xj follows similarly (recall that u(xj)−
wn(xj) = 0).
We know that on those subintervals of (xj − tj , xj + tj) bounded away from xj ,
(u−wn)w′n is absolutely continuous. We claim that ((u−wn)w
′
n)
′ ∈ L1(xj−tj , xj+
tj). Given this, we can use the dominated convergence theorem to get the required
result as follows.
Since Jj = ∅, we see by (40) that |(u− wn)(t)| ≤ 5θj |gj(t)| on (xj − tj , xj + tj).
Thus we see by (5) that
|(u− wn)(t)w
′
n(t)| = |(u − wn)(t)w˜
′
j(t)| ≤ 5θj|gj(t)|3 log log 1/|t− xj |
≤ 15θj|t− xj |(log log 1/|t− xj |)
2
→ 0 as t→ xj .
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So now, assuming that the dominated convergence theorem can be applied, we see
that
−((u− wn)(xj − tj))w
′
n(xj − tj) = lim
t↑xj
(((u − wn)(t))w
′
n(t))
− ((u− wn)(xj − tj))w
′
n(xj − tj)
= lim
t↑xj
∫ t
xj−tj
((u− wn)w
′
n)
′
(s) ds
=
∫ xj
xj−tj
((u − wn)w
′
n)
′
(s) ds,
as required. It just remains to justify our use of the dominated convergence theorem,
i.e. to show that ((u−wn)w′n)
′ ∈ L1(xj − tj , xj + tj). Again, noting that (40) still
holds, we have, using (3.1) and Cauchy-Schwartz, that∫ xj+tj
xj−tj
|((u − wn)w
′
n)
′|
=
∫ xj+tj
xj−tj
|((u − w˜j)w˜
′
j)
′|
≤
∫ xj+tj
xj−tj
|(u− w˜j)w˜
′′
j |+
∫ xj+tj
xj−tj
|(u′ − w˜′j)w˜
′
j |
≤
∫ xj+tj
xj−tj
|5θjgjw˜
′′
j |+
∫ xj+tj
xj−tj
|u′w˜′j |+
∫ xj+tj
xj−tj
|w˜′j |
2
≤ 5θj
∫ tj
−tj
|gw˜′′|+
(∫ xj+tj
xj−tj
|u′|2
)1/2(∫ tj
−tj
|w˜′|2
)1/2
+
∫ tj
−tj
|w˜′|2.
This right hand side is finite by (6), and since u, w˜ ∈ W 1,2(−T, T ).
So, using (2), and recalling that u(±T ) = w(±T ), and using (54) (recalling that
Hi ⊆ J˜i), we have, integrating by parts as we now know we can do, that∫
[−T,T ]\
⋃
n
i=0 Hi
(
φ2(t, (u− wn)) + (u
′)2 − (w′n)
2
)
≥
∫
[−T,T ]\
⋃n
i=0 Hi
(
φ2(t, u− wn) + 2(u
′ − w′n)w
′
n
)
= 2[(u− wn)w
′
n][−T,T ]\
⋃n
i=0 Hi
+
∫
[−T,T ]\
⋃
n
i=0 Hi
(
φ2(t, u− wn)− 2(u− wn)w
′′
n
)
= −2
n∑
i=0
[(u− wi)w
′
i]
xi+di
xi−di
+
∫
[−T,T ]\
⋃n
i=0 Hi
(
φ2(t, u− wn)− 2(u− wn)w
′′
n
)
≥ −2
n∑
i=0
(Ei,+ − Ei,−) +
∫
[−T,T ]\
⋃
n
i=0 Hi
|u− wn|.
(55)
So, since {J˜i}ni=0 is pairwise disjoint, we can argue as follows, using (51), (52), (55),
and lemma 10 to see that
Ln(u)−Ln(wn)
=
∫ T
−T
(
(u′)2 + φ(t, u − wn)− (w
′
n)
2
)
=
∫
⋃n
i=0 J˜i
(
(u′)2 + φ(t, u − wn)− (w
′
n)
2
)
+
∫
[−T,T ]\
⋃n
i=0 J˜i
(
(u′)2 + φ(t, u − wn)− (w
′
n)
2
)
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=
n∑
i=0
∫
J˜i
(
(u′)2 + φ(t, u− wi)− (w
′
i)
2
)
+
∫
[−T,T ]\
⋃n
i=0 J˜i
(
(u′)2 + φ(t, u− wn)− (w
′
n)
2
)
≥
n∑
i=0
(
21θig(ci)
(log 1/ci)1/3
+ 2(Ii,+ − Ii,−) +
∫
J˜i\Hi
(
φ2(t, u− wi) + (u
′)2 − (w′i)
2
))
+
∫
[−T,T ]\
⋃
n
i=0 J˜i
(
φ2(t, u− wn) + (u
′)2 − (w′n)
2
)
≥
n∑
i=0
(
21θig(ci)
(log 1/ci)1/3
+ 2(Ii,+ − Ii,−)
)
+
∫
[−T,T ]\
⋃n
i=0 Hi
(
φ2(t, u− wn) + (u
′)2 − (w′n)
2
)
≥
n∑
i=0
(
−2(Ei,+ − Ei,−) +
21θig(ci)
(log 1/ci)1/3
+ 2(Ii,+ − Ii,−)
)
+
∫
[−T,T ]\
⋃
n
i=0 Hi
|u− wn|
=
n∑
i=0
(
2 ((Ii,+ − Ei,+)− (Ii,− − Ei,−)) +
21θig(ci)
(log 1/ci)1/3
)
+
∫
[−T,T ]\
⋃n
i=0 Hi
|u− wn|
≥
n∑
i=0
(
21θig(ci)
(log 1/ci)1/3
− 2 (|Ii,+ − Ei,+|+ |Ii,− − Ei,−|)
)
+
∫
[−T,T ]\
⋃
n
i=0 Hi
|u− wn|
≥
n∑
i=0
(
θig(ci)
(log 1/ci)1/3
)
+
∫
[−T,T ]\
⋃
n
i=0 Hi
|u− wn|. 
Corollary 12. Suppose for all n ≥ 0 that the assumptions (49) and (50) hold.
Then
L (u)−L (w) ≥
∞∑
i=0
(
θig(ci)
(log 1/ci)1/3
)
+
∫
[−T,T ]\
⋃
∞
i=0 Hi
|u− w| > 0.
Proof. This follows by the preceding lemma and the dominated convergence the-
orem as follows. It is straightforward to see that
lim
n→∞
(
|u− wn|1[−T,T ]\
⋃n
i=0 Hi
)
(t) =
(
|u− w|1[−T,T ]\
⋃
∞
i=0 Hi
)
(t)
for all t ∈ [−T, T ]: for t ∈ Hk for some k ≥ 0, eventually both sides are 0; for
t /∈
⋃∞
i=0Hi, we see that
∣∣1[−T,T ]\⋃ni=0 Hi(t)|(u − wn)(t)| − 1[−T,T ]\⋃∞i=0 Hi(t)|(u − w)(t)|∣∣
= ||(u− wn)(t)| − |(u− w)(t)||
≤ |(u− wn)(t)− (u− w)(t)|
= |wn(t)− w(t)|
→ 0 as n→∞.
Moreover, since wn → w uniformly, we have that
sup
n≥0
∥∥|u− wn|1[−T,T ]\⋃ni=0 Hi∥∥∞ ≤ sup
n≥0
‖u− wn‖∞ <∞.
VARIATIONS, APPROXIMATION, AND LOW REGULARITY IN ONE DIMENSION 37
So the dominated convergence theorem implies that
lim
n→∞
∫
[−T,T ]\
⋃
n
i=0 Hi
|u− wn| = lim
n→∞
∫ T
−T
(
|u− wn|1[−T,T ]\
⋃n
i=0 Hi
)
=
∫ T
−T
lim
n→∞
(
|u− wn|1[−T,T ]\
⋃
n
i=0 Hi
)
=
∫ T
−T
(
|u− w|1[−T,T ]\
⋃
∞
i=0 Hi
)
=
∫
[−T,T ]\
⋃
∞
i=0 Hi
|u− w|.
Lemma 6 and (12) give that
lim
n→∞
(Ln(u)−Ln(wn)) = L (u)−L (w).
So since, by assumption, lemma 11 applies for all n ≥ 0, we can pass to the limit
on each side of the inequality in the conclusion of the lemma to get the required
result.
We note that in the general case we do indeed have strict inequality, as is nec-
essary for the contradiction proof. If u(xn) 6= w(xn) for some n ≥ 0, then cn > 0
and so the infinite sum is strictly positive. If u(xn) = w(xn) for all n ≥ 0, then
[−T, T ] \
⋃∞
i=0Hi = [−T, T ], so on the assumption that u 6= w, where both are
continuous functions, the integral term must be strictly positive. 
The arguments of the previous lemma and its corollary relied on the intervals we
have to give special attention, the J˜j , being small enough that they did not escape
Yj , or overlap with later Yk and hence possibly J˜k. The trick is now that should
one of these assumptions fail, thus apparently making the proof more complicated,
in fact this means that we can ignore the modifications we made at stage j and
beyond. That one of our assumptions fails for j means that J˜j is too large, which
by the very definition of J˜j implies the graph of u is far away from that of w on
a set of large measure around xj . We have chosen our constants so that this large
difference between u and w around xj gives enough weight to our Lagrangian that
we can discard all modifications we made to wj−1 and hence to Lj−1 and work just
with these instead; the error so incurred is small enough that it is absorbed into
this extra weight. Very roughly, if u misses w at xj by an apparently inconveniently
large amount, then we don’t have to worry about the fine detail of our variational
problem at and beyond the scale j.
Lemma 13. Let n ≥ 1 be such that assumptions (49) and (50) hold for n− 1, but
for some 0 ≤ k ≤ n− 1 we have that J˜k ∩ Yn 6= ∅, i.e. (49) fails for n.
Then
Ln−1(u)−Ln−1(wn−1) ≥ T
2
n .
Proof. That (49) fails for n implies that ck ≥ Tn, otherwise choosing t ∈ J˜k ∩ Yn
we would have, since (T:1) implies that Tn ≤ |xn − xk|/2, that
|xn − xk| ≤ |xn − t|+ |t− xk| ≤ Tn + ck < 2Tn ≤ |xn − xk|,
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which is a contradiction. So, applying lemma 11 to n − 1 we see, using this fact,
that θk ≥ 1, and since (1) implies that ck ≤ c
1/3
k ≤ (1/ log 1/ck)
1/3, that
Ln−1(u)−Ln−1(wn−1) ≥
n−1∑
i=0
(
θig(ci)
(log 1/ci)1/3
)
+
∫
[−T,T ]\
⋃n−1
i=0 Hi
|u− wn−1|
≥
θkg(ck)
(log 1/ck)1/3
≥
ck log log 1/ck
(log 1/ck)1/3
≥ c2k log log 1/ck
≥ c2k
≥ T 2n . 
Lemma 14. Let n ≥ 1 be such that assumption (49) holds for n, assumption (50)
holds for n− 1, but J˜n * Yn, i.e. (50) fails for n.
Then
Ln−1(u)−Ln−1(wn−1) ≥ T
2
n .
Proof. We suppose that cn = bn. The case in which an > bn differs only in trivial
notation. That (50) fails for n implies that bn ≥ Tn. That (49) holds for n implies
in particular that Yn∩
⋃n−1
i=0 J˜i = ∅. Thus by lemma 11 for n−1, since by definition
Hi ⊆ J˜i for all 0 ≤ i ≤ n− 1,
Ln−1(u)−Ln−1(wn−1) ≥
n−1∑
i=0
(
θig(ci)
(log 1/ci)1/3
)
+
∫
[−T,T ]\
⋃n−1
i=0 Hi
|u− wn−1|
≥
∫
[−T,T ]\
⋃n−1
i=0 J˜i
|u− wn−1|
≥
∫
Yn
|u− wn−1|
≥
∫ xn+Tn
xn
|u− wn−1|.
But we know by (37), also using (3.7), monotonicity of g, (R:2), and that θn ≥ 1,
that for t ∈ [xn, xn + bn] we have
|(u− wn−1)(t)| ≥ |(u − wn)(t)| − |wn(t)− wn−1(t)| ≥ θng(bn)− ‖wn − wn−1‖∞
≥ g(Tn)− 5Kng(Rn)
≥ g(Tn)/2.
Hence we see, since [xn, xn + Tn] ⊆ [xn, xn + bn], and since log log 1/Tn ≥ 1, that
Ln−1(u)−Ln−1(wn−1) ≥
∫ xn+Tn
xn
g(Tn)/2 = Tng(Tn)/2 ≥ T
2
n . 
We are now in a position to conclude our argument. If our crucial assump-
tions (49) and (50) hold for all n ≥ 0, then we are in the case of corollary 12 and
we are done. Otherwise, choose the least n ≥ 0 such that one of (49) or (50) fails.
We observe that then n ≥ 1 necessarily, since J˜0 ⊆ [−T, T ].
Suppose n ≥ 1 is such that (49) fails for n. Then we are in the case of lemma 13
and we see by lemma 6 that
L (u)−L (w) ≥ Ln−1(u)−Ln−1(wn−1)−
T 2n
2
≥
T 2n
2
> 0.
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Suppose n ≥ 1 is such that (49) holds for n but (50) fails. Then we are in the
case of lemma 14 and we see again by lemma 6 that
L (u)−L (w) ≥ Ln−1(u)−Ln−1(wn−1)−
T 2n
2
≥
T 2n
2
> 0.
This contradicts the choice of u as a minimizer, so we know that no minimizer
u 6= w exists. Letting {xn}∞n=0 be an enumeration of Q ∩ (−T, T ) concludes the
proof.
3. Approximation and variations
In this section we investigate different ways of approximating the minimum value
of a variational problem. Throughout we continue to assume only that the La-
grangian L is continuous.
Question 1. Let v ∈ W 1,1(a, b) be a minimizer of L over Av(a),v(b). Does there
exist a sequence uj ∈ W 1,∞(a, b) ∩Av(a),v(b) such that L (uj)→ L (v)?
The answer to this in general is a well-known “no”, and in situations where the
answer is negative, the Lavrentiev phenomenon is said to occur. Lavrentiev [12] gave
the first example, and Mania` [13] gave an example with a polynomial Lagrangian.
Both examples have Lagrangians which vanish along the minimizing trajectory.
Ball and Mizel [2] gave the first superlinear examples, with polynomial L for with
Lpp ≥ ǫ > 0 for some ǫ > 0.
This settles the question of whether in general the minimum value can be approx-
imated by Lipschitz trajectories: no. A related question is whether the minimum
value can be approximated by adding Lipschitz functions to the minimizing trajec-
tory. One way of motivating this question is to consider that classically one finds
minimizers by taking the first variations in the direction of functions u ∈ C∞0 (a, b),
i.e. computing ddγL (v + γu)|γ=0, and looking for functions v for which this value
is 0 for all such u. Under appropriate assumptions on L one can thereby derive the
Euler-Lagrange equation, and look for minimizers among solutions to that. But
how does the function γ 7→ L (v + γu) behave in general?
First we investigate this question forgetting for the moment that u is taken to
be Lipschitz.
Question 2. Let v ∈ W 1,1(a, b). Does there exist a sequence uj ∈ Av(a),v(b),
uj 6= v, such that L (uj)→ L (v)?
The answer is an easy but apparently unrecorded “yes”, assuming only continuity
of L, and holds for vector-valued trajectories v without too much extra work.
Theorem 15. Let v ∈ W 1,1((a, b);Rn) be such that t 7→ L(t, v(t), v′(t)) is inte-
grable, U ⊆ (a, b) be open and non-empty, and ǫ > 0.
Then there exists u ∈ Av(a),v(b) such that ∅ 6= {t ∈ [a, b] : u(t) 6= v(t)} ⊆ U and
|L (u)−L (v)| ≤ ǫ.
Remark. Our method of proof gives the immediate further information that u is
locally Lipschitz on {t ∈ [a, b] : u(t) 6= v(t)}.
If the function v is somewhere locally Lipschitz in U , then the approximation
is obvious and can be done by adding to v a non-zero function of small norm in
W 1,∞0 ((a, b);R
n) which is zero where v is not locally Lipschitz. If v is nowhere
locally Lipschitz in U—which if v is a minimizer implies that L does not admit
a partial regularity theorem—then the approximation is only slightly less obvious,
and is done by replacing v with an affine function on appropriately small intervals.
Notice however that the difference between v and the approximating function is
non-Lipschitz.
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The proof requires an easy lemma. For v ∈ W 1,1((a, b);Rn), m > 0, and t ∈
(a, b), define
Et := {s ∈ [a, b] : ‖v(s)− v(t)‖ > m|s− t|}; and
Mt := {s ∈ [a, b] : ‖v(s)− v(t)‖ = m|s− t|}.
Lemma 16. Let v ∈ W 1,1((a, b);Rn) and m > 0, and suppose that t ∈ (a, b) is
such that λ (Mt) = 0.
Then λ (Et) ≥ lim sups→t λ (Es).
Proof. Let tk ∈ (a, b) be such that tk → t, and suppose that s ∈
⋂∞
k=1
⋃∞
l=k Etl .
So for all k ≥ 1 there exists an l ≥ k such that s ∈ Etkl , which by definition implies
that
‖v(s)− v(tkl)‖ > m|s− tkl |.
Letting k →∞, continuity of v implies that then
‖v(s)− v(t)‖ ≥ m|s− t|,
showing that s ∈ Et ∪Mt. Thus
⋂∞
k=1
⋃∞
l=k Etl ⊆ Et ∪Mt. Therefore, since by
assumption λ (Mt) = 0, we have that
lim
k→∞
λ (Etk) ≤ lim
k→∞
λ
(
∞⋃
l=k
Etl
)
= λ
(
∞⋂
k=1
∞⋃
l=k
Etl
)
≤ λ (Et ∪Mt) ≤ λ (Et) + λ (Mt)
= λ (Et) ,
as required. 
Proof of theorem 15. Choose t0 ∈ U such that v′(t0) exists and ‖v′(t0)‖ < ∞.
Then there exists ρ > 0 such that |t0 − t| ≤ ρ implies that ‖v(t) − v(t0)‖ ≤
(‖v′(t0)‖+ 1)|t− t0|. For t ∈ [a, b] such that |t− t0| ≥ ρ, we have ‖v(t)− v(t0)‖ ≤
2 sups∈[a,b] ‖v(s)‖ ≤ 2 sups∈[a,b] ‖v(s)‖ρ
−1|t − t0|. So, for all m ≥ max{‖v′(t0)‖ +
1, 2 sups∈[a,b] ‖v(s)‖ρ
−1}, we have that ‖v(t) − v(t0)‖ ≤ m|t − t0| for all t ∈ [a, b].
Choose such anm, moreover such that λ ({s ∈ [a, b] : ‖v(s)− v(t0)‖ = m|s− t0|}) =
0; this is possible since this condition fails for at most countably many values of m.
Then lemma 16 implies that
(56) 0 ≤ lim sup
t→t0
λ (Et) ≤ λ (Et0) = λ (∅) = 0.
By continuity of L we can choose δ ∈ (0, 1) such that |L(t, y, p) − L(s, z, q)| ≤
ǫ/2(b− a) whenever max{|t|, ‖y‖, ‖p‖} ≤ |a|+ |b|+ ‖v‖∞+m and max{|s− t|, ‖y−
z‖, ‖p− q‖} ≤ δ. Choose τ ∈ (0, dist(t0, [a, b] \ U)/2) such that
(15.1) τ ≤ δ/2m;
(15.2) τ ≤ ǫ/(4 supt∈[a,b],‖p‖≤m |L(t, v(t), p)|);
(15.3)
∫
E ‖v
′(t)‖ dt ≤ δ/2 whenever λ (E) ≤ τ ; and
(15.4)
∫
E |L(t, v(t), v
′(t))| dt ≤ ǫ/4 whenever λ (E) ≤ τ .
By (56) we can choose η ∈ (0, τ) such that |t− t0| ≤ η implies that 0 ≤ λ (Et) ≤ τ .
Now, if ‖v′(t)‖ ≤ m for almost every t ∈ (t0 − η, t0 + η), then we can construct
a trivial variation in the usual way, by taking some non-zero ψ ∈ C∞((a, b);Rn)
with sptψ ⊆ (t0 − η, t0 + η), and considering the sequence of functions (v + j−1ψ)
as j →∞.
So suppose otherwise, i.e. that there exists s0 ∈ (t0 − η, t0 + η) such that v
′(s0)
exists and ‖v′(s0)‖ > m. Then s0 is an endpoint of some connected component
(s0, s1) of the set Es0 , by choice of s0. Notice, since |s0 − t0| < η, by the choice of
η we have that 0 < (s1 − s0) ≤ λ (Es0) ≤ τ . Since η < τ , we see that
|s1 − t0| ≤ |s1 − s0|+ |s0 − t0| ≤ τ + η < 2τ < dist(t0, [a, b] \ U).
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So s1 ∈ U ⊆ (a, b), and we must have that ‖v(s0) − v(s1)‖ = m|s0 − s1|, since the
only other way in which s1 could be an endpoint of a component of Es0 would be
for it to be an endpoint of [a, b], which we have now excluded.
So we can define u ∈ Av(a),v(b) by
u(t) :=
{
v(t) t /∈ (s0, s1),
affine t ∈ (s0, s1);
so u 6= v, but u = v off the set (s0, s1) ⊆ U , where 0 ≤ s1 − s0 ≤ τ . Moreover, on
(s0, s1) we have that ‖u′‖ = m, and by (15.3) and (15.1) that
‖v(t)− u(t)‖ ≤ ‖v(t)− v(s0)‖+ ‖u(s0)− u(t)‖ ≤
∫ t
s0
‖v′(s)‖ ds+m(t− s0)
≤
∫ s1
s0
‖v′(s)‖ ds+m|s1 − s0|
≤ δ/2 + δ/2.
So ‖v(t) − u(t)‖ ≤ δ for all t ∈ [a, b]. So by the choice of δ as witnessing the
continuity of L, (15.4), and (15.2), we have that
|L (u)−L (v)| ≤
∫ s1
s0
|L(t, u(t), u′)− L(t, v(t), u′)| dt
+
∫ s1
s0
|L(t, v(t), u′)− L(t, v(t), v′(t))| dt
≤
∫ s1
s0
ǫ/2(b− a) dt+
∫ s1
s0
|L(t, v(t), u′)| dt+
∫ s1
s0
|L(t, v(t), v′(t))| dt
≤ ǫ/2 + |(s1 − s0)|
(
sup
t∈[a,b],‖p‖≤m
|L(t, v(t), p)|
)
+ ǫ/4
≤ 3ǫ/4 + τ
(
sup
t∈[a,b],‖p‖≤m
|L(t, v(t), p)|
)
≤ ǫ,
as required. 
Question 3. Let v ∈ W 1,1(a, b). Does there exist a sequence of non-zero uj ∈
W 1,∞0 (a, b) such that L (v + uj)→ L (v)?
Ball and Mizel [2] gave examples exhibiting the Lavrentiev phenomenon for which
they made the incidental observation that L (v + tu) =∞ for all t 6= 0, for a large
class of u ∈ C∞0 (a, b), viz those u which are non-zero at a certain point in the
domain (at which the minimizer v is singular). The Lagrangians are polynomial,
superlinear, and satisfy Lpp ≥ ǫ > 0. This would seem to suggest that the same
could happen for all u ∈ C∞0 (a, b) if a minimizer was singular on a dense set. Indeed
this is the case, as we shall shortly show, so the answer to our question, even if v
is a minimizer, is “no”. The construction is straightforward if we do not concern
ourselves with superlinearity and strict convexity; we have to try rather harder to
get Lpp > 0, since in this case partial regularity statements follow given only the
mildest assumptions on the modulus of continuity of the Lagrangian [4, 14, 5, 8].
The following example is not at all difficult but I am not aware of it being
presented elsewhere.
Theorem 17. There exists v ∈ W 1,1(0, 1) and a continuous Lagrangian L : [0, 1]×
R × R → [0,∞), convex in p, such that v is a minimizer of L over Av(0),v(1),
0 ≤ L (v) <∞, but L (v + u) =∞ for all non-zero u ∈W 1,∞0 (0, 1).
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Proof. Let {xn}∞n=0 be an enumeration of Q ∩ [0, 1]. For n, k ≥ 0 define Un,k :=
(xn − 2−n−3k, xn + 2−n−3k) ∩ [0, 1]. For n ≥ 0 define a non-negative function
ρn ∈ L1(0, 1) by
ρn(t) :=
∞∑
k=0
2k1Un,k(t).
So ∫ 1
0
ρn(t) dt ≤
∞∑
k=0
2k+12−3k−n ≤ 2−n+2,
and we can define ρ ∈ L1(0, 1) by ρ :=
∑∞
n=0 ρn and v ∈ W
1,1(0, 1) by
v(t) :=
∫ t
0
(1 + ρ(s)) ds.
So for all n, k ≥ 0, for almost every t ∈ Un,k we have that
(57) v′(t) = 1 + ρ(t) ≥ ρn(t) ≥ 2
k.
Let L : [0, 1]× R× R→ [0,∞) be given by
L(t, y, p) := (y − v(t))2p8.
Then L is continuous, and convex in p, and v is clearly a minimizer of L over
Av(0),v(1).
For any non-zero u ∈W 1,∞0 (0, 1), there exist n ≥ 0, K ≥ 0, and ǫ > 0 such that
|u| ≥ ǫ on Un,k for all k ≥ K. Without loss of generality, we may assume that 2
K ≥
2‖u′‖L∞(0,1). Let k ≥ K. So we have that 2
k − ‖u′‖L∞(0,1) ≥ 2
k − 2k−1 = 2k−1,
which, with (57), implies that∫
Un,k
(v′(t) + u′(t)) dt ≥
∫
Un,k
(
2k − ‖u′‖L∞(0,1)
)
dt ≥ 2k−1λ (Un,k) .
So we have, using Jensen’s inequality, that
L (v + u) ≥
∫
Un,k
(u(t))2(v′(t) + u′(t))8 dt
≥ ǫ2λ (Un,k)
(
1
λ (Un,k)
∫
Un,k
(v′(t) + u′(t)) dt
)8
≥ ǫ22−n−3k+1 · 28(k−1)
= ǫ225k−n−7.
Since this holds for all k ≥ K, we have that L (v + u) =∞, as required. 
This example will also serve to demonstrate that the general approximation pro-
vided in theorem 15 is not of the form v + u for some u ∈ W 1,10 (a, b) for which
L (v + γu) is finite for the range of values γ ∈ (0, 1]. So question 2, while admit-
ting a positive answer, cannot in general be answered in the manner provided by
theorem 15 by passing far enough down a sequence of the form v + j−1u for some
u ∈W 1,10 (a, b).
Let L and v be as constructed in theorem 17, U ⊆ (0, 1) be open and non-empty,
and let u ∈ Av(0),v(1) be as constructed in theorem 15 for some ǫ > 0. Then the
key point of the construction of u is that there exists a subinterval (s0, s1) of U
and a fixed gradient m, say, such that u(t) 6= v(t) implies that t ∈ (s0, s1) and
u′(t) = m, for almost every t ∈ (0, 1). Define w ∈W 1,10 (0, 1) by w(t) := u(t)− v(t),
so v′(t)+w′(t) = m for almost every t ∈ {s ∈ (0, 1) : w(s) 6= 0} 6= ∅. Let γ ∈ (0, 1).
Then there exist n,K ≥ 0 and δ > 0 such that |γw(t)| ≥ δ for t ∈ Un,k ⊆ (s0, s1)
for all k ≥ K, where Un,k are as in theorem 17. Without loss of generality we may
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choose K ≥ 0 such that 2K ≥ 2|m|/(1− γ). Let k ≥ K. So m ≤ (1 − γ)2k−1 and
so
(1 − γ)2k −m ≥ (1− γ)(2k − 2k−1) = (1− γ)2k−1.
Notice that v′(t) + γw′(t) = v′(t) + γ(m − v′(t)) = (1 − γ)v′(t) + γm for almost
every t ∈ Un,k, so, by (57), we have that∫
Un,k
(v′(t) + γw′(t)) dt =
∫
Un,k
((1 − γ)v′(t) + γm) dt ≥
∫
Un,k
((1 − γ)2k − γ|m|) dt
≥ ((1− γ)2k − |m|)λ (Un,k)
≥ (1− γ)2k−1λ (Un,k) ,
since γ ≤ 1. Hence we have, using Jensen’s inequality, that
L (v + γw) ≥
∫
Un,k
(γw(t))2(v′(t) + γw′(t))8 dt
≥ δ2λ (Un,k)
(
1
λ (Un,k)
∫
Un,k
(v′(t) + γw′(t)) dt
)8
≥ δ22−n−3k+1 · (1− γ)828(k−1)
= δ2(1− γ)825k−n−7.
Since this holds for all k ≥ K, we have that L (v + γw) =∞, for all γ ∈ (0, 1).
The Lagrangian we have constructed in theorem 17, however, vanishes along
the minimizer, and so is not superlinear. Gratwick and Preiss [11] show that it
is possible to have a continuous, superlinear Lagrangian with Lpp ≥ 2 > 0 for
which the minimizer is nowhere locally differentiable. That minimizer is, however,
Lipschitz. The example of section 2 is a non-Lipschitz version of this construction,
which gives a minimizer which has upper and lower Dini derivatives of ±∞ at every
point of a dense set.
Theorem 18. There exist T > 0, w ∈ W 1,2(−T, T ), and a continuous Lagrangian
L : [−T, T ]× R× R→ [0,∞), superlinear and satisfying Lpp ≥ 2 > 0, such that w
is a minimizer of L over Aw(−T ),w(T ), 0 ≤ L (w) <∞, but L (w + u) =∞ for all
non-zero u ∈ W 1,∞0 (−T, T ).
Proof. We let T , w, and φ be as from theorem 2, the notation of which we retain.
We have to add another term to that Lagrangian. For k ≥ 0 we choose a decreasing
sequence of numbers tk ∈ (0, T ) such that
w˜(tk)
tk
≥ 2k + 1,
and recall that (29) implies that
(58)
w(xn + tk)− w(xn)
tk
≥
w˜(tk)
tk
− 1 ≥ 2k,
for all n ≥ 0 and k ≥ 0 large enough, depending on n. Define a convex and
superlinear function ω : R → [0,∞) as follows. Set ω(0) := 0 and ω(1) := t−11 .
Suppose ω(l) has been defined such that ω(l) ≥ 2ω(l− 1) for each 1 ≤ l ≤ k− 1 for
k ≥ 2. Define
ω(k) := max{2ω(k − 1), kt−1k }.
This defines ω(k) for all k ≥ 0, and we then define ω to be affine between the
specified endpoints on each interval [k, k+1]. Define ω(p) := ω(−p) for p ∈ (−∞, 0).
Define L : [−T, T ]× R× R→ [0,∞) by
L(t, y, p) := φ(t, y − w(t)) + p2 + (y − w(t))2ω(p),
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which is continuous, superlinear, with Lpp ≥ 2 > 0, for which by theorem 2, w is a
minimizer of L over Aw(−T ),w(T ).
Let u ∈ W 1,∞0 (−T, T ) be non-zero. So there exist n ≥ 0 and ǫ > 0 such that
|u| ≥ ǫ on a neighbourhood of xn. Choosing K ≥ ‖u′‖L∞(−T,T ), we have for all
large k ≥ K, by (58), that∫ xn+tk
xn
(w′(t) + u′(t)) dt ≥ w(xn + tk)− w(xn)− ‖u
′‖L∞(−T,T )tk
≥ (2k − ‖u′‖L∞(−T,T ))tk
≥ ktk.
So, using Jensen’s inequality and that ω is non-decreasing on [0,∞), we have that∫ xn+tk
xn
L(t, w + u,w′ + u′) dt ≥
∫ xn+tk
xn
(u(t))2ω(w′(t) + u′(t)) dt
≥ ǫ2tk ω
(
(tk)
−1
∫ xn+tk
xn
(w′(t) + u′(t)) dt
)
≥ ǫ2tkω(k)
≥ ǫ2k,
where the final inequality follows by the definition of ω. Since this holds for all
large k ≥ K, L (w + u) =∞, as required. 
We might now speculate whether in any one given problem, it is always possible
to approximate the minimum value either by Lipschitz trajectories or by adding
Lipschitz trajectories to the minimizer. We know that neither approach alone
succeeds in general, but is it possible that both fail simultaneously?
Question 4. Let v ∈ W 1,1(a, b) be a minimizer of L over Av(a),v(b). Suppose
that the Lavrentiev phenomenon occurs. Does there exist a sequence of non-zero
uj ∈ W
1,∞
0 (a, b) such that L (v + uj)→ L (v)?
There seems to be very little reason to think this might be true: inferring a pos-
itive approximation result from the presence of the Lavrentiev phenomenon seems
eccentric. (In contrast, the principle of gaining information about the minimizer
assuming non-occurrence of the Lavrentiev phenomenon is used, for example, by
Esposito, Leonetti, and Mingione [6].) To show it to be false, we just need to
show that the Lavrentiev phenomenon occurs in (a modified version of) one of the
examples from theorems 17 or 18.
Theorem 19. There exists v ∈ W 1,1(0, 1) and a continuous Lagrangian L : [0, 1]×
R × R → [0,∞), convex in p, such that v is a minimizer of L over Av(0),v(1),
0 ≤ L (v) <∞, but L (v+ u) =∞ for all non-zero u ∈W 1,∞0 (0, 1). Moreover, the
Lavrentiev phenomenon occurs.
Proof. We show that the example from theorem 17 exhibits the Lavrentiev phe-
nomenon. The argument is based on the presentation given in [3] of the example
given by Mania` [13]. We borrow our notation from the proof of theorem 17. With-
out loss of generality x0 = 0.
Let u ∈ W 1,∞(0, 1) ∩ Av(0),v(1). The definition of v implies that for t ∈ U0,k,
v(t) ≥ tρ0(t) ≥ 2k and so, since as t→ 0 we may choose k →∞, and v(0) = 0, we
see that v′(0) = ∞. Since u(0) = v(0) = 0 and u is Lipschitz, we must have that
u < v/4 on a right neighbourhood of 0. Since also u(1) = v(1), by the intermediate
value theorem, {t ∈ (0, 1) : u(t) = v(t)/4} 6= ∅. Define
τ1 := sup{t ∈ (0, 1) : u(t) = v(t)/4} < 1.
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Similarly {t ∈ (τ1, 1) : u(t) = v(t)/2} 6= ∅, so we may define
τ2 := min {2τ1, inf{t ∈ (τ1, 1) : u(t) = v(t)/2}} .
Choose k ≥ 0 such that 2−3k−3 ≤ τ1 ≤ 2−3k, so τ1 ∈ U0,k. Then for t ∈ (τ1, τ2), we
have by definition of τ2, monotonicity of v, and (57) that
v(t)− u(t) ≥ v(t)− v(t)/2 = v(t)/2 ≥ v(τ1)/2 ≥ 2
k−1τ1 ≥ 2
k−1 · 2−3k−3 = 2−2k−4,
so (v(t)− u(t))2 ≥ 2−4k−8.
If τ2 = 2τ1, then τ1, τ2 ∈ U0,k−1 if k ≥ 1, and so v′ ≥ 2k−1 almost everywhere on
(τ1, τ2). If k = 0, then all we may say is that τ1, τ2 ∈ U0,0 = [0, 1), on which v′ ≥ 2
by definition of v, since ρ ≥ 1 everywhere. So in general we may say that v′ ≥ 2k−1
almost everywhere on (τ1, τ2). Hence, by definition of τ1,
u(τ2)− u(τ1) ≥ v(τ2)/4− v(τ1)/4 = 2
−2(v(2τ1)− v(τ1)) ≥ 2
−2 · 2k−1τ1
≥ 2k−3 · 2−3k−3
= 2−2k−6.
Otherwise, we have by the definitions of τ1 and τ2, the monotonicity of v, and (57)
that
u(τ2)−u(τ1) = v(τ2)/2−v(τ1)/4 ≥ v(τ1)/4 ≥ 2
−2 ·2kτ1 ≥ 2
−2+k ·2−3k−3 = 2−2k−5.
Hence in both cases we have that (u(τ2)−u(τ1))8 ≥ 2−16k−48. So, using Jensen’s
inequality, we see, since (τ2 − τ1)−1 ≥ τ
−1
1 ≥ 2
3k by definition of τ2, that
L (u) ≥
∫ τ2
τ1
(u(t)− v(t))2(u′(t))8 dt ≥ 2−4k−8(τ2 − τ1)
(
(τ2 − τ1)
−1
∫ τ2
τ1
u′(t) dt
)8
≥ 2−4k−8(τ2 − τ1)
−72−16k−48
≥ 2−20k−56 · 221k
≥ 2−56.
Since this number is independent of k and therefore of u, we see that the Lavrentiev
phenomenon occurs, as claimed. 
The Lagrangian in theorem 19 can be adapted to have Lpp ≥ ǫ > 0 and be
superlinear, while still exhibiting the Lavrentiev phenomenon. Notice that∫ 1
0
ρ2n ≤
∞∑
k=0
22kλ (Un,k) ≤
∞∑
k=0
22k · 2−3k−n+1 = 2−n+2,
and therefore that
∑∞
n=0 ρn converges in L
2(0, 1), thus v ∈ W 1,2(0, 1). Following [3]
(see p. 148), we set
L˜(t, y, p) = (y − v(t))2p8 + ǫp2,
for some 0 < ǫ < 2−56‖v′‖−2L2(0,1). Then L˜pp ≥ 2ǫ > 0 and L˜ is superlinear, and
moreover, letting L˜ denote the corresponding functional,
inf
w∈Av(0),v(1)
L˜ (w) ≤ L˜ (v) = ǫ‖v′‖2L2(0,1) < 2
−56 ≤ L˜ (u),
for all u ∈ W 1,∞(0, 1)∩Av(0),v(1), so the Lavrentiev phenomenon persists. However,
we lose the easy observation that v is a minimizer, and the result about Lipschitz
variations is no longer clear.
The example of theorem 18 sadly rather readily fails to exhibit the Lavrentiev
phenomenon: consider following the near-minimizer wn everywhere except on small
intervals around its singularities, on which one just remains constant until one
can pick up the minimizer on the other side of the singularity (this argument is
made precise by Gratwick [10]). However, it can be modified, as suggested by the
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standard computations involved in Mania`’s example, into an example which does
exhibit the Lavrentiev phenomenon, by adding a non-decreasing trajectory with a
vertical tangent at 0.
Theorem 20. There exist T > 0, w ∈ W 1,2(0, T ), and a continuous Lagrangian
L : [0, T ] × R × R → [0,∞), superlinear in p and with Lpp ≥ 2 > 0, such that w
is a minimizer of L over Aw(0),w(T ), 0 ≤ L (w) < ∞, but L (w + u) = ∞ for all
non-zero u ∈ W 1,∞0 (0, T ). Moreover, the Lavrentiev phenomenon occurs.
Proof. We adapt the example from theorem 18, and borrow the notation from
that proof. We consider only the interval [0, T ], and observe that the function w
from this example is a minimizer of L on [0, T ] over Aw(0),w(T ), and note that
w(0) = w(x0) = w0(x0) = w˜(0) = 0 by (4.1) and the definition of w˜.
From (4.4) and (4.1) we know that
(59) |w(t)| = |w(t) − w(0)| ≤ 2g(t),
for all t ∈ [0, T ]. So w(t) + 3g(t) ≥ g(t). This “3g-centred” version of w will be our
new minimizer with respect to its own boundary conditions w(0) + 3g(0) = 0 and
w(T )+ 3g(T ). We modify our Lagrangian from theorem 18 to construct a problem
which this new function minimizes; to do this we need to add a new weight function
containing a term in g′′.
Let Φ: [0, T ]× R→ [0,∞) be given by
Φ(t, y) :=


0 t = 0,
7|g′′(t)||y| t 6= 0, |y| ≤ 6g(t),
42|g′′(t)|g(t) t 6= 0, |y| > 6g(t).
Now,
g′′(t) =
−1
t log 1/t
(
1
log 1/t
+ 1
)
,
so recalling that T > 0 was chosen small enough that log 1/t ≥ 1 on (0, T ), we see
that
(60) |g′′(t)g(t)| ≤
2t log log 1/t
t log 1/t
=
2 log log 1/t
log 1/t
→ 0 as t→ 0,
so Φ is continuous. Now define F : [0, T ]× R× R→ [0,∞) by
F (t, y, p) := φ(t, y − (w + 3g)) + Φ(t, y − (w + 3g)) + p2,
and consider the corresponding functional F (u) :=
∫ T
0 F (t, u, u
′) defined for u ∈
W 1,1(0, T ). We claim that w + 3g is a minimizer over A0,(w+3g)(T ) of F . Let
u ∈ A0,w(T ) be such that u+ 3g is a minimizer of F over A0,(w+3g)(T ).
First we claim that |u(t)| ≤ 4g(t) on [0, T ]. This is the same strategy of proof as
found in lemma 7, so we give no more than a sketch of the argument. Suppose for a
contradiction that u(t) > 4g(t) on some interval I. Then since |w(t)+3g(t)| ≤ 5g(t)
by (59), we see that u(t)+ 3g(t) > 7g(t) ≥ w(t) + 3g(t) on I, where 7g is a concave
function, and in particular that I ( (0, T ). Therefore we can find an affine function
l such that u(t) + 3g(t) > l(t) ≥ w(t) + 3g(t) on some subinterval of I. Defining a
new trajectory ul ∈ A0,(w+3g)(T ) by replacing u + 3g with l on this subinterval of
I, we see that ul does not increase the “weight terms” φ and Φ in F , and strictly
decreases the gradient term, since affine functions are the unique minimizers of
quadratic functionals, so
F (ul) < F (u + 3g),
which contradicts the choice of u as being such that u+3g is a minimizer. Supposing
in the other case for a contradiction that u(t) < −4g(t) on some interval I, we see
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that u(t) + 3g(t) < −g(t) ≤ 0 ≤ w(t) + 3g(t), where −g is a convex function, and
we use a similar argument to gain a contradiction.
So indeed |u(t)| ≤ 4g(t) on [0, T ], hence |u(t) − w(t)| ≤ 6g(t) by (59) and thus
Φ(t, u− w) = 7|g′′||u− w| on (0, T ], by definition.
We now claim that, extended to have value 0 at t = 0, the function g′(u − w)
is absolutely continuous on [0, T ], i.e. can be written as an indefinite integral on
[0, T ]. That this definition makes it continuous follows since
|g′(t)(u(t)− w(t))| ≤ 6|g′(t)g(t)| ≤ 6
(
1
log 1/t
+ log log 1/t
)
t log log 1/t→ 0
as t → 0. Clearly g′(u − w) is absolutely continuous on subintervals of (0, T )
bounded away from 0, so by the dominated convergence theorem it suffices to show
that (g′(u− w))′ ∈ L1(0, T ). Now,
|(g′(u− w))′| ≤ |g′′||u− w|+ |g′|(|u′ + 3g′|+ |w′ + 3g′|),
and by the above we have that |g′′||u − w| ≤ 6|g′′||g|, which is bounded on [0, T ]
by (60), so certainly integrable. Using Cauchy-Schwartz, we see further that∫ T
0
|g′|(|u′ +3g′|+ |w′ +3g′|) ≤
(∫ T
0
|g′|2
)1/2(∫ T
0
(|u′ + 3g′|+ |w′ + 3g′|)2
)1/2
,
which is finite since g′ ∈ L2(0, T ), w ∈ W 1,2(0, T ), and since u+ 3g is a minimizer
of F by assumption. So indeed g′(u− w) is absolutely continuous on [0, T ].
The minimality of w established in theorem 2 implies that∫ T
0
(
φ(t, u − w) + (u′)2 − (w′)2
)
≥ 0.
So, recalling also the simple pointwise inequality (2), and integrating g′(u′−w′) by
parts, we see that
F (u + 3g)−F (w + 3g) =
∫ T
0
(
φ(t, u − w) + Φ(t, u− w) + (u′ + 3g′)2 − (w′ + 3g′)2
)
dt
=
∫ T
0
(
φ(t, u − w) + (u′)2 − (w′)2
)
dt
+
∫ T
0
(Φ(t, u− w) + 6g′(u′ − w′)) dt
≥ 0 + 6[g′(u − w)]T0 +
∫ T
0
(Φ(t, u− w)− 6g′′(u− w)) dt
≥
∫ T
0
(7|g′′||u− w| − 6|g′′||u− w|) dt
≥ 0.
So w + 3g is indeed a minimizer of F .
Since g′ increases to ∞ as we approach 0, we can find a sequence rk > 0 such
that rk ↓ 0 and g′ ≥ k + 1 on (0, rk). T > 0 was chosen small enough that we may
consistently set r0 = 2T . Define a convex and superlinear function Θ: R→ [0,∞)
such that
(61) Θ(p) ≥ 28‖w′ + 3g′‖2L2(0,T )pr
−3
k for p ≥ k/4,
for all k ≥ 0, as follows. Set Θ(0) := 0 and Θ(1/4) := 26‖w′ + 3g′‖2L2(0,T )r
−3
1 .
Suppose that Θ(l/4) has been defined such that Θ(l/4) ≥ 2Θ((l − 1)/4) for all
1 ≤ l ≤ k − 1, for some k ≥ 2. Define
Θ(k/4) := max{2Θ((k − 1)/4), 26‖w′ + 3g′‖2L2(0,T )kr
−3
k }.
48 RICHARD GRATWICK
This defines Θ inductively at the points k/4, and we extend it to be affine on each
interval [k/4, (k + 1)/4]. Define Θ(p) = Θ(−p) for p ∈ (−∞, 0).
Define L(t, y, p) : [0, T ]× R× R→ [0,∞) by
L(t, y, p) := φ(t, y − (w + 3g)) + Φ(t, y − (w + 3g)) + p2 + (y − (w + 3g))2(ω(p) + Θ(p))
= F (t, y, p) + (y − (w + 3g))2(ω(p) + Θ(p)).
So L is continuous, superlinear in p and has Lpp ≥ 2 > 0, and, since w + 3g is a
minimizer of F over A0,(w+3g)(T ), clearly w + 3g is a minimizer of the associated
functional L over A0,(w+3g)(T ).
By monotonicity of g and (58) we have that
(w + 3g)(xn + tk)− (w + 3g)(xn)
tk
≥
w(xn + tk)− w(xn)
tk
≥ 2k,
for all n ≥ 0 and sufficiently large k ≥ 0, depending on n. Given this, the argument
that L (w + 3g + u) =∞ for all u ∈ W 1,∞0 (0, T ) follows exactly as in theorem 18.
It just remains to show that the Lavrentiev phenomenon occurs. The Mania`-
style estimates follow exactly the same pattern as before. Let u ∈ W 1,∞(0, T ) ∩
A0,(w+3g)(T ). Since g
′(0) =∞, and that u(0) = w(0) = g(0) = 0 and u is Lipschitz,
we have that u < g/4 on some right neighbourhood of 0. Since u(T ) = (w+3g)(T ) ≥
g(T ), the intermediate value theorem implies that {t ∈ (0, T ) : u(t) = g(t)/4} 6= ∅.
Define
τ1 := sup{t ∈ (0, T ) : u(t) = g(t)/4} < T.
Similarly {t ∈ (τ1, T ) : u(t) = g(t)/2} 6= ∅, so we may define
τ2 = min {2τ1, inf{t ∈ (τ1, T ) : u(t) = g(t)/2}} .
So 0 < τ2 − τ1 ≤ τ1. Choose k ≥ 0 such that rk+1 ≤ 2τ1 ≤ rk. By (59), the
definition of τ2, the monotonicity of g, and the choice of rk, for all t ∈ (τ1, τ2) we
have that
(w + 3g)(t)− u(t) ≥ g(t)− g(t)/2 ≥ g(τ1)/2 ≥ (k + 1)τ1/2.
Thus ((w + 3g)(t)− u(t))2 ≥ 2−2(k + 1)2τ21 on (τ1, τ2).
Now, if τ2 = 2τ1, then by the definition of τ1 and choice of rk, we have that
u(τ2)− u(τ1) ≥ g(τ2)/4− g(τ1)/4 = 2
−2(g(2τ1)− g(τ1)) ≥ 2
−2(k + 1)τ1.
Otherwise, we have by the definitions of τ1 and τ2, the monotonicity of g, and the
choice of rk that
u(τ2)− u(τ1) = g(τ2)/2− g(τ1)/4 ≥ g(τ1)/2− g(τ1)/4 = g(τ1)/4 ≥ 2
−2(k + 1)τ1.
So in either case we have that
u(τ2)− u(τ1)
τ2 − τ1
≥
u(τ2)− u(τ1)
τ1
≥ 2−2(k + 1).
Therefore by Jensen’s inequality we have, by the choice of Θ as satisfying (61), that∫ τ2
τ1
Θ(u′(t)) dt ≥ (τ2 − τ1)Θ
(
1
τ2 − τ1
∫ τ2
τ1
u′(t) dt
)
= (τ2 − τ1)Θ
(
u(τ2)− u(τ1)
τ2 − τ1
)
≥ (τ2 − τ1)2
8‖w′ + 3g′‖2L2(0,T )
u(τ2)− u(τ1)
τ2 − τ1
r−3k+1
≥ 26‖w′ + 3g′‖2L2(0,T )(k + 1)τ1r
−3
k+1.
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So, since τ1 ≥ rk+1/2, we have that
L (u) ≥
∫ τ2
τ1
(u(t)− (w + 3g)(t))2Θ(u′(t)) dt
≥ 2−2(k + 1)2τ21
∫ τ2
τ1
Θ(u′(t)) dt
≥ 2−2(k + 1)2τ21 2
6‖w′ + 3g′‖2L2(0,T )(k + 1)τ1r
−3
k+1
= 24(k + 1)3τ31 ‖w
′ + 3g′‖2L2(0,T )r
−3
k+1
≥ 2‖w′ + 3g′‖2L2(0,T ).
That is, for all u ∈W 1,∞(0, T ) ∩A0,(w+3g)(T ), we have that
L (u) ≥ 2‖w′ + 3g′‖2L2(0,T ) > ‖w
′ + 3g′‖2L2(0,T ) = L (w + 3g),
which is precisely to say that the Lavrentiev phenomenon occurs, as required. 
4. Minimal regularity
We know that under our standing assumptions, minimizers need not be every-
where differentiable. In this section, we deduce properties of the derivatives of
minimizers at points at which they do exist. We show that derivatives must be
approximately continuous at points where they exist (theorems 24 and 25), and
that “kinks” may not appear, i.e. if both one-sided derivatives exist at a point,
they must be equal (corollaries 26 and 27).
Our results in this section apply to vector-valued trajectories v : [a, b]→ Rn. Our
proofs proceed by contradiction, assuming a minimizer v has a derivative which
fails to be well-behaved in a certain way, and thereby constructing a competitor
trajectory with strictly lower energy, by replacing v with affine pieces on open
subintervals of the domain.
Definition 21. The left and right Dini derivatives, D−v(t) and D+v(t) respec-
tively, of a function v ∈W 1,1((a, b);R) at a point t ∈ [a, b] are given by
D−v(t) := lim
s↑t
v(s)− v(t)
s− t
, and D+v(t) := lim
s↓t
v(s)− v(t)
s− t
,
whenever these limits make sense and exist as finite or infinite values. The left
and right derivatives of vector-valued functions v ∈ W 1,1((a, b);Rn) are formed by
taking the vectors of the corresponding left and right derivatives of the components;
thus these exist at a point if and only if the corresponding derivatives of each com-
ponent function exist at that point. In principle, then, such vectors of derivatives
might contain components with infinite values. We shall clearly distinguish the
cases when all the components are finite, and when one or more may be infinite.
Definition 22 (See for example [7]). We recall the usual definition of approximate
continuity. Let f : [a, b] → Rn be measurable. We say that f is approximately
continuous on the left at t ∈ (a, b] if, for all c > 0,
lim
s↑t
(t− s)−1λ({r ∈ (s, t) : ‖f(r)− f(t)‖ ≥ c}) = 0;
similarly, we say that f is approximately continuous on the right at t ∈ [a, b) if, for
all c > 0,
lim
s↓t
(s− t)−1λ({r ∈ (t, s) : ‖f(r)− f(t)‖ ≥ c}) = 0.
We retain our standing assumption of continuity of the Lagrangian. Some further
assumption of strict convexity is required to deduce any regularity results. We
impose the following condition on L: that for all R ∈ [1,∞), there exists τR > 0
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such that for all (t, y, p) with max{|t|, ‖y‖, ‖p‖} ≤ R+1, there exists a subdifferential
ξ ∈ Rn of L(t, y, ·) at p such that
(62) L(t, y, q) ≥ L(t, y, p) + ξ · (q − p) + 2τR,
whenever ‖q−p‖ ≥ R−1. This holds in particular if the (partial) Hessian Lpp exists
and is continuous and strictly positive for all (t, y, p).
The following lemma is our key tool, which we use repeatedly in the remainder
of the section.
Lemma 23. Let v ∈W 1,1((a, b);Rn), R ≥ |a|+ |b|+ ‖v‖∞ + 1, and ǫ > 0.
Then there exists δ > 0 such that if (t1, t2) ⊆ [a, b] satisfies t2 − t1 ≤ δ and
‖v(t2)− v(t1)‖ ≤ R(t2 − t1), then u ∈W 1,1((a, b);Rn) defined by
u(r) :=
{
v(r) r /∈ (t1, t2),
affine otherwise;
satisfies∫ t2
t1
L(s, v(s), v′(s)) ds
≥
∫ t2
t1
L(s, u(s), u′(s)) ds+ τRλ({s ∈ (t1, t2) : ‖v
′(s)− u′‖ ≥ R−1})− ǫ(t2 − t1).
Proof. First we show that the strict convexity and continuity of L conspire to
allow us to use a subdifferential of L(t, y, ·) in the convexity inequality involving
the function L(s, z, ·), when (s, z) is near to (t, y).
We choose δ1 ∈ (0, 1) witnessing the uniform continuity for min{τR/2, ǫ/3} of L
for (t, y, p) such that max{|t|, ‖y‖, ‖p‖} ≤ R + 1. Let (t, y), (s, z) ∈ [a, b] × Rn be
such that max{|t|, ‖y‖} ≤ R and max{|s − t|, ‖y − z‖} ≤ δ1, and let p, q ∈ Rn be
such that ‖p‖ ≤ R and ‖q − p‖ ≥ R−1. Define q˜ := p + R−1‖q − p‖−1(q − p), so
‖q˜− p‖ = R−1 and ‖q˜‖ ≤ R+R−1. Letting ξ ∈ Rn be a subdifferential of L(t, y, ·)
at p which satisfies (62), using continuity twice we see that
L(s, z, q˜) ≥ L(t, y, q˜)− τR/2 ≥ L(t, y, p) + ξ · (q˜ − p) + 3τR/2
≥ L(s, z, p) + ξ · (q˜ − p) + τR.
Convexity of the one-dimensional function µ 7→ L(s, z, p + µ(q − p)) allows us to
infer, since R−1‖q − p‖−1 ≤ 1, that
L(s, z, q)− L(s, z, p) ≥
L(s, z, q˜)− L(s, z, p)
R−1‖q − p‖−1
≥ R‖q − p‖(ξ · (q˜ − p) + τR)
≥ ξ · (q − p) + τR.
That is, δ1 > 0 is such that for all (t, y, p) with max{|t|, ‖y‖, ‖p‖} ≤ R, there exists
a subdifferential ξ ∈ Rn of L(t, y, ·) at p such that
(63) L(s, z, q) ≥ L(s, z, p) + ξ · (q − p) + τR,
whenever max{|s− t|, ‖y − z‖} ≤ δ1 and ‖q − p‖ ≥ R−1.
Since v is absolutely continuous, when seeking to apply this inequality along the
graph of the trajectory of v we can reduce the condition on proximity of the y
variable (i.e. the v(t) term) to a condition only on proximity of the time variable.
Choose δ ∈ (0, δ1/2R) such that
∫
E
‖v′‖ ≤ δ1/2 whenever E ⊆ [a, b] satisfies
λ(E) ≤ δ.
Now let (t1, t2) ⊆ [a, b] be such that 0 < t2 − t1 ≤ δ, and ‖v(t2) − v(t1)‖ ≤
R(t2 − t1), and let s ∈ (t1, t2). Then for u ∈ W 1,1((a, b);Rn) as defined in the
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statement, u′(s) = l := (t2 − t1)−1(v(t2) − v(t1)), and so ‖l‖ ≤ R by assumption.
Then
‖u(s)− v(t1)‖ ≤ R(s− t1) ≤ Rδ ≤ δ1/2;
‖v(s)− v(t1)‖ ≤
∫ s
t1
‖v′‖ ≤ δ1/2;
and so
‖u(s)− v(s)‖ ≤ ‖u(s)− v(t1)‖+ ‖v(t1)− v(s)‖ ≤ δ1.
So max{|s − t1|, ‖u(s) − v(t1)‖, ‖v(s) − v(t1)‖, ‖u(s) − v(s)‖} ≤ δ1. Moreover,
max{|t|, ‖v‖∞} ≤ R. So there exists a subdifferential ξ ∈ Rn of L(t1, v(t1), ·) at l
for which (63) holds. Suppose first that s ∈ (t1, t2) is such that v′(s) exists and
‖v′(s)− l‖ ≥ R−1. Then using (63) and the continuity of L, we have
L(s, v(s), v′(s)) ≥ L(s, v(s), l) + ξ · (v′(s)− l) + τR
≥ L(s, u(s), l) + ξ · (v′(s)− l) + τR − ǫ/3.
Suppose now that s ∈ (t1, t2) is such that v′(s) exists and ‖v′(s) − l‖ < R−1.
Then ‖v′(s)‖ ≤ ‖l‖+ R−1 ≤ R + 1, and we may use continuity and a (non-strict)
application of our convexity assumption (62) to see that
L(s, v(s), v′(s)) ≥ L(t1, v(t1), v
′(s))− ǫ/3
≥ L(t1, v(t1), l) + ξ · (v
′(s)− l)− ǫ/3
≥ L(s, u(s), l) + ξ · (v′(s)− l)− 2ǫ/3.
Since almost every s ∈ (t1, t2) falls into one of these two cases, we can now integrate
and see that∫ t2
t1
L(s, v(s), v′(s)) ds
≥
∫
{s∈(t1,t2):‖v′(s)−l‖≥R−1}
(L(s, u(s), l) + ξ · (v′(s)− l) + τR − ǫ/3) ds
+
∫
{s∈(t1,t2):‖v′(s)−l‖<R−1}
(L(s, u(s), l) + ξ · (v′(s)− l)− 2ǫ/3) ds
≥
∫ t2
t1
L(s, u(s), l) ds
+
∫ t2
t1
ξ · (v′(s)− l) ds+ τRλ({s ∈ (t1, t2) : ‖v
′(s)− l‖ ≥ R−1})− ǫ(t2 − t1)
=
∫ t2
t1
L(s, u(s), u′(s)) ds+ τRλ({s ∈ (t1, t2) : ‖v
′(s)− l‖ ≥ R−1})− ǫ(t2 − t1),
recalling that l = (t2− t1)
−1(v(t2)−v(t1)), and therefore that
∫ t2
t1
ξ · (v′(s)− l) ds =
0. 
Armed with this tool, we may swiftly deduce some facts about the behaviour of
the derivatives of minimizers. Assuming for a contradiction some bad behaviour of
the derivative of a minimizer, each proof comes down to the ability to insert small
affine segments into the trajectory, with slopes which differ significantly from the
derivative of the minimizer. The construction of these affine segments is slightly
easier when the range is one-dimensional, but the general case is not particularly
difficult, so we content ourselves with attacking immediately the vector-valued case.
The reader who believes that our proofs need not be quite as fussy in the one-
dimensional case is quite right.
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Theorem 24. Let v ∈ W 1,1((a, b);Rn) be a minimizer of L over Av(a),v(b), and
suppose for some t ∈ [a, b] that, respectively, t ∈ (a, b] and D−v(t) exists and each
component is finite; or t ∈ [a, b) and D+v(t) exists and each component is finite.
Then v′ is approximately continuous on the left, respectively right, at t.
Proof. We consider the case in which t ∈ [a, b); the other case is similar.
By translating our domain [a, b], subtracting an affine function from v, and mak-
ing the corresponding corrections to L, without loss of generality we may assume
that t = 0 ∈ [a, b), v(t) = 0, and D+v(t) = 0.
Suppose for a contradiction that the result is false, so there exist c, α ∈ (0, 1)
and arbitrarily small s > 0 such that
(64) λ({r ∈ (0, s) : ‖v′(r)‖ ≥ c}) > αs.
Let δ ∈ (0, b) be as given by lemma 23 for R ≥ 2c−1 and ǫ ≤ ατR/8. Let s0 ∈
(0, δ/2) be such that (64) holds and s ∈ (0, s0) implies that
(65)
‖v(2s)‖
2s
≤ c/8.
Consider s ∈ (0, s0) such that ‖v
′(s)‖ ≥ c. Then there exist s± such that (s−, s) and
(s, s+) are connected components of the set {r ∈ (0, 2s0) : ‖v(r)−v(s)‖ > c|r−s|/2}.
Note that (65) implies that s− > 0, and that s+ < 2s0, since
‖v(2s0)− v(s)‖
|2s0 − s|
≤
‖v(2s0)‖
s0
+
‖v(s)‖
s0
≤ 2
‖v(2s0)‖
2s0
+
‖v(s)‖
s
≤ 3c/8.
By the Besicovitch covering theorem we may extract from the collection {(s−, s+) :
s ∈ (0, s0), ‖v′(s)‖ ≥ c} a pairwise disjoint subcollection I = {(s
−
i , s
+
i )}
∞
i=1, say,
such that
λ
(⋃
I ∩ {r ∈ (0, s0) : ‖v
′(r)‖ ≥ c}
)
≥ λ ({r ∈ (0, s0) : ‖v
′(r)‖ ≥ c}) /2 > αs0/2.
Define u ∈ Av(a),v(b) by
u(r) :=
{
v(r) r /∈
⋃∞
i=1(s
−
i , si) ∪ (si, s
+
i ),
affine otherwise.
Let i ≥ 1, and let I−i := (s
−
i , si) and I
+
i := (si, s
+
i ). By choice of s
±
i , on I
±
i we have
that ‖u′‖ = c/2, and, furthermore, that ‖v′(r)‖ ≥ c implies that ‖v′(r)−u′‖ ≥ c/2.
Hence
λ
(
{r ∈ I±i : ‖v
′(r) − u′‖ ≥ c/2}
)
≥ λ
(
{r ∈ I±i : ‖v
′(r)‖ ≥ c}
)
.
So lemma 23 implies that∫
I±i
L(r, v, v′) dr ≥
∫
I±i
L(r, u, u′) dr+ τRλ
(
{r ∈ I±i : ‖v
′(r)‖ ≥ c}
)
−ατRλ
(
I±i
)
/8,
and so summing, since I is pairwise disjoint and
⋃
I ⊆ (0, 2s0), gives that∫
⋃
I
L(r, v, v′) dr
≥
∫
⋃
I
L(r, u, u′) dr + τRλ
(⋃
I ∩ {r ∈ (0, s0) : ‖v
′(r)‖ ≥ c}
)
− ατRλ
(⋃
I
)
/8
≥
∫
⋃
I
L(r, u, u′) dr + ατRs0/2− ατRs0/4
=
∫
⋃
I
L(r, u, u′) + τRαs0/4,
which is a contradiction. 
VARIATIONS, APPROXIMATION, AND LOW REGULARITY IN ONE DIMENSION 53
Theorem 25. Let v ∈ W 1,1((a, b);Rn) be a minimizer of L over Av(a),v(b), and
suppose for some t ∈ [a, b] that, respectively, t ∈ (a, b] and D−v(t) exists and at
least one component is infinite; or t ∈ [a, b) and D+v(t) exists and at least one
component is infinite.
Then v′ is approximately continuous on the left, respectively right, at t, in the
sense that for all m > 0,
lim
s↑t
(t− s)−1λ ({r ∈ (s, t) : ‖v′(r)‖ ≤ m}) = 0, respectively
lim
s↓t
(s− t)−1λ ({r ∈ (t, s) : ‖v′(r)‖ ≤ m}) = 0.
Proof. We consider that case in which t ∈ [a, b); the other case is similar.
Without loss of generality we may assume that t = 0 ∈ [a, b) and v(t) = 0. We
suppose for a contradiction that there exist m ∈ (1,∞), α ∈ (0, 1), and arbitrarily
small s > 0 such that
(66) λ ({r ∈ (0, s) : ‖v′(r)‖ ≤ m}) > αs.
Let δ ∈ (0, b) be as given by lemma 23 for R ≥ 2m, and ǫ ≤ τRα/16. Choose
s0 ∈ (0, δ/2) such that (66) holds and such that s ∈ (0, s0) satisfies
(67)
‖v(s)‖
s
≥ 3m.
Consider s ∈ (0, s0) such that ‖v′(s)‖ ≤ m. Then there exist s± such that (s−, s)
and (s, s+) are connected components of the set {r ∈ (0, s0) : ‖v(r) − v(s)‖ <
2m|r− s|}. Note that s− > 0 by (67). Define σs := s− s− > 0. By the Besicovitch
covering theorem we may extract from the collection {(s − σs, s + ασs/8) : s ∈
(0, s0), ‖v′(s)‖ ≤ m} a pairwise disjoint subcollection I = {(si−σi, si+ασi/8)}∞i=1,
say, such that
λ
(⋃
I ∩ {r ∈ (0, s0) : ‖v
′(r)‖ ≤ m}
)
> αs0/2.
For each i ≥ 1, since α/8 < 1 and 0 < σi < si, we see that si + ασi/8 < 2si < 2s0,
i.e.
⋃
I ⊆ (0, 2s0). Since I is pairwise disjoint, we see that
∞∑
i=1
σi = λ
(
∞⋃
i=1
(si − σi, si)
)
≤ 2s0,
so
λ
(
∞⋃
i=1
(si, si + ασi/8) ∩ {r ∈ (0, s0) : ‖v
′(r)‖ ≤ m}
)
≤ λ
(
∞⋃
i=1
(si, si + ασi/8)
)
= α
(
∞∑
i=1
σi
)
/8
≤ αs0/4,
and so
(68) λ
(
∞⋃
i=1
(si − σi, si) ∩ {r ∈ (0, s0) : ‖v
′(r)‖ ≤ m}
)
≥ αs0/4.
Define u ∈ Av(a),v(b) by
u(r) :=
{
v(r) r /∈
⋃∞
i=1(si − σi, si),
affine otherwise.
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Fix i ≥ 1. On (si − σi, si), we have that ‖u′‖ = 2m, and, furthermore, that
‖v′(r)‖ ≤ m implies ‖v′(r) − u′‖ ≥ m, so
λ ({r ∈ (si − σi, si) : ‖v
′(r) − u′‖ ≥ m}) ≥ λ ({r ∈ (si − σi, si) : ‖v
′(r)‖ ≤ m}) .
So lemma 23 implies that∫ si
si−σi
L(r, v, v′) dr
≥
∫ si
si−σi
L(r, u, u′) dr + τRλ ({r ∈ (si − σi, si) : ‖v
′(r)‖ ≤ m})− ατRσi/16,
and so, summing, since I is pairwise disjoint and
⋃
I ⊆ (0, 2s0), gives, by (68),
that∫
⋃
∞
i=1(si−σi,si)
L(r, v, v′) dr
≥
∫
⋃
∞
i=1(si−σi,si)
L(r, u, u′) dr
+ τRλ
(
∞⋃
i=1
(si − σi, si) ∩ {r ∈ (0, s0) : ‖v
′(r)‖ ≤ m}
)
− ατRλ
(⋃
I
)
/16
≥
∫
⋃
∞
i=1(si−σi,si)
L(r, u, u′) dr + ατRs0/4− ατRs0/8
=
∫
⋃
∞
i=1(si−σi,si)
L(r, u, u′) dr + ατRs0/8,
which is a contradiction. 
Corollary 26. Let v ∈ W 1,1((a, b);Rn) be a minimizer of L over Av(a),v(b), and
t ∈ (a, b) be such that D±v(t) both exist, and each component of both is finite.
Then D−v(t) = D+v(t).
Proof. Without loss of generality we may assume that t = 0 ∈ (a, b) and v(t) = 0.
We assume for a contradiction that D−v(0) 6= D+v(0), so we may further suppose
without loss of generality that −D−v1(0) = D+v1(0) = m > 0, say.
Let δ ∈ (0,min{|a|, |b|}) be as given by lemma 23 forR ≥ ‖D+v(0)‖+‖D−v(0)‖+
m+ 2m−1 + 1, and ǫ ≤ τR/4.
By theorem 24 we can choose s0 ∈ (0, δ/3) such that s ∈ (0, s0) satisfies
∥∥(3s)−1v(3s)−D+v(0)∥∥ < m/2 and ∥∥(−3s)−1v(−3s)−D−v(0)∥∥ < m/2; and(69) {
λ ({r ∈ (0, s) : ‖v′(r) −D+v(0)‖ ≥ m/2}) < s/2,
λ ({r ∈ (−s, 0) : ‖v′(r) −D−v(0)‖ ≥ m/2}) < s/2.
(70)
Fix s1 ∈ (0, s0). Now, (69) implies that
∣∣∣v1(−s1)−s1 +m
∣∣∣ < m/2, and hence that
ms1/2 < v1(−s1) < 3ms1/2, and, furthermore, that
∣∣∣ v1(3s1)3s1 −m
∣∣∣ < m/2, and
hence that v1(3s1) > 3ms1/2. So v1(0) = 0 < ms1/2 < v1(−s1) < 3ms1/2 <
v1(3s1), and therefore there exists s2 ∈ (0, 3s1) such that v1(s2) = v1(−s1). Define
u ∈ Av(a),v(b) by
u(r) :=
{
v(r) r /∈ (−s1, s2),
affine otherwise.
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Then on (−s2, s1),
‖u′‖ ≤
‖v(s2)‖
s2 + s1
+
‖v(−s1)‖
s2 + s1
≤
‖v(s2)‖
s2
+
‖v(−s1)‖
s1
≤ ‖D+v(0)‖ +m/2 + ‖D−v(0)‖+m/2
≤ R.
For r ∈ (0, s2), we see that ‖v′(r) − D+v(0)‖ ≤ m/2 implies that ‖v′(r) − u′‖ ≥
|v′1(r) − u
′
1(r)| = |v
′
1(r)| > m/2, hence, by (70), that
λ ({r ∈ (0, s2) : ‖v
′(r)− u′‖ ≥ m/2}) ≥ λ
(
{r ∈ (0, s2) : ‖v
′(r) −D+v(0)‖ ≤ m/2}
)
≥ s2/2.
Similarly,
λ ({r ∈ (−s1, 0) : ‖v
′(r) − u′‖ ≥ m/2}) ≥ λ
(
{r ∈ (−s1, 0) : ‖v
′(r) −D−v(0)‖ ≤ m/2}
)
≥ s1/2.
So lemma 23 implies that∫ s2
−s1
L(r, v, v′) dr
≥
∫ s2
−s1
L(r, u, u′) dr + τRλ ({r ∈ (−s1, s2) : ‖v
′(r)− u′‖ ≥ m/2})− τR(s1 + s2)/4
≥
∫ s2
−s1
L(r, u, u′) dr + τR(s1 + s2)/2− τR(s1 + s2)/4
=
∫ s2
−s1
L(r, u, u′) dr + τR(s1 + s2)/4,
which is a contradiction. 
Corollary 27. Let v ∈ W 1,1((a, b);Rn) be a minimizer of L over Av(a),v(b), and
suppose that t ∈ (a, b) is such that D±v(t) both exist.
Then if at least one component of one one-sided derivative is infinite, then at
least one component of the other one-sided derivative is infinite. Note that this
statement does not assert that there is one coordinate function with infinite left
and right derivatives, and in fact I do not know whether such an assertion can be
made in general.
Proof. We suppose for a contradiction that the result is false. We consider the
case in which at least one component of D+v(t) is infinite, but all components of
D−v(t) are finite; the other case is similar.
Without loss of generality we may assume that t = 0 ∈ (a, b), v(t) = 0, and
D−v(0) = 0.
Let δ ∈ (0,min{|a|, |b|}) be as given by lemma 23 for R ≥ 2 and ǫ ≤ τR/4. By
theorems 24 and 25 we can choose s0 ∈ (0, δ) such that s ∈ (0, s0) satisfies
‖v(−s)‖
s
< 1/2, and
‖v(s)‖
s
> 3; and(71) {
λ ({r ∈ (−s, 0) : ‖v′(r)‖ ≥ 1/2}) < s/2,
λ ({r ∈ (0, s) : ‖v′(r)‖ ≤ 2}) < s/2.
(72)
Fix s1 ∈ (0, s0), and consider the set {r ∈ (−s1, s0) : ‖v(r) − v(−s1)‖ < |r + s1|}.
By (71) we know that 0 lies in this set, but since
‖v(s1)− v(−s1)‖ ≥ ‖v(s1)‖ − ‖v(−s1)‖ ≥ 3s1 − s1/2 > 2s1,
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we see that s1 does not. Therefore there exists s2 ∈ (0, s1) such that ‖v(s2) −
v(−s1)‖ = |s2 + s1|. Define u ∈ Av(a),v(b) by
u(r) :=
{
v(r) r /∈ (−s1, s2),
affine otherwise.
Then on (−s1, s2), we have that ‖u′‖ = 1, and, furthermore, that ‖v′(r)‖ ≤ 1/2
implies that ‖v′(r)− u′‖ ≥ 1/2, and ‖v′(r)‖ ≥ 2 implies that ‖v′(r)− u′‖ ≥ 1/2, so
by (72),
λ ({r ∈ (−s1, 0) : ‖v
′(r) − u′‖ ≥ 1/2}) ≥ λ ({r ∈ (−s1, 0) : ‖v
′(r)‖ ≤ 1/2}) ≥ s1/2,
and
λ ({r ∈ (0, s2) : ‖v
′(r) − u′‖ ≥ 1/2}) ≥ λ ({r ∈ (0, s2) : ‖v
′(r)‖ ≥ 2}) ≥ s2/2.
So lemma 23 implies that∫ s2
−s1
L(r, v, v′) dr
≥
∫ s2
−s1
L(r, u, u′) dr + τRλ ({r ∈ (−s1, s2) : ‖v
′(r) − u′‖ ≥ 1/2}) + τR(s1 + s2)/4
≥
∫ s2
−s1
L(r, u, u′) dr + τR(s1 + s2)/2− τR(s1 + s2)/4
=
∫ s2
−s1
L(r, u, u′) dr + τR(s1 + s2)/4,
which is a contradiction. 
More information is available about the behaviour of infinite derivatives if we
can locate them only in one coordinate function.
Theorem 28. Let v ∈ W 1,1((a, b);Rn) be a minimizer of L over Av(a),v(b), and
suppose for some t ∈ [a, b] that, respectively, t ∈ (a, b], D−v1(t) exists as an infinite
value, and vj are Lipschitz in a left-neighbourhood of t for 2 ≤ j ≤ n; or that
t ∈ [a, b), D+v1(t) exists as an infinite value, and vj are Lipschitz in a right-
neighbourhood of t for 2 ≤ j ≤ n.
Then v′1 is approximately continuous on the left, respectively right, at t, in the
sense that for all m > 0,
lim
s↑t
(t− s)−1λ ({r ∈ (s, t) : |v′1(r)| ≤ m}) = 0, respectively
lim
s↓t
(s− t)−1λ ({r ∈ (t, s) : |v′1(r)| ≤ m}) = 0.
Note that we do not assume that the derivatives of the components vj for 2 ≤
j ≤ n exist at t.
Proof. We consider the case in which t ∈ [a, b); the other case is similar.
Without loss of generality we may assume that t = 0 ∈ [a, b) and v(t) = 0.
Suppose for a contradiction that there exist m ∈ (1,∞), α ∈ (0, 1), and arbitrarily
small s > 0 such that
(73) λ ({r ∈ (0, s) : |v′1(r)| ≤ m}) > αs.
Choose η ∈ (0, b) such that vj are Lipschitz on [0, η) for 2 ≤ j ≤ n, and let δ ∈ (0, b)
be as given by lemma 23 for R ≥ 2m+
∑n
j=2 Lip(vj |[0,η)), and ǫ ≤ ατR/16.
Choose s0 ∈ (0,min{δ, η}/2) such that (73) holds and s ∈ (0, s0) satisfies
(74) |v1(2s)|/2s > 2R.
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Consider s ∈ (0, s0) such that |v′1(s)| ≤ m. Then |v1(r)− v1(s)|/|r − s| < 2m for r
in some neighbourhood of s contained in (0, s0), and so
‖v(r) − v(s)‖
|r − s|
< 2m+
n∑
j=2
Lip(vj |[0,η)) ≤ R,
for r in some neighbourhood of s contained in (0, s0). So there exist s
± such that
(s−, s) and (s, s+) are connected components of the set {r ∈ (0, s0) : ‖v(r)−v(s)‖ <
R|r − s|}. Note that s− > 0 by (74). We now proceed similarly to the proof of
theorem 25. Let σs := s − s− > 0. By the Besicovitch covering theorem we may
extract from the collection {(s−σs, s+ασs/8) : s ∈ (0, s0), |v′1(s)| ≤ m} a pairwise
disjoint collection I = {(si − σi, si +ασi/8)}∞i=1, say, such that
⋃
I ⊆ (0, 2s0), and
(75) λ
(
∞⋃
i=1
(si − σi, si) ∩ {r ∈ (0, s0) : |v
′
1(r)| ≤ m}
)
≥ αs0/4.
Define u ∈ Av(a),v(b) by
u(r) :=
{
v(r) r /∈
⋃∞
i=1(si − σi, si),
affine otherwise.
Fix 1 ≥ 1. On (si−σi, si), we have that ‖u
′‖ = R, and, furthermore, that |v′1(r)| ≤
m implies that ‖v′(r)‖ ≤ m+
∑n
j=2 Lip(vj |[0,η)), which implies that ‖v
′(r)− u′‖ ≥
m. So
λ ({r ∈ (si − σi, si) : ‖v
′(r) − u′‖ ≥ m}) ≥ λ ({r ∈ (si − σi, si) : |v
′
1(r)| ≤ m}) .
So lemma 23 implies that∫ si
si−σi
L(r, v, v′) dr
≥
∫ si
si−σi
L(r, u, u′) dr + τRλ ({r ∈ (si − σi, si) : |v
′
1(r)| ≤ m})− ατRσi/16,
and so, summing, since I is pairwise disjoint and
⋃
I ⊆ (0, 2s0), gives, by (75),
that∫
⋃
∞
i=1(si−σi,si)
L(r, v, v′) dr
≥
∫
⋃
∞
i=1(si−σi,si)
L(r, u, u′) dr
+ τRλ
(
∞⋃
i=1
(si − σi, si) ∩ {r ∈ (0, s0) : |v
′
1(r)| ≤ m}
)
− ατRλ
(⋃
I
)
/16
≥
∫
⋃
∞
i=1(si−σi,si)
L(r, u, u′) dr + ατRs0/4− ατRs0/8
=
∫
⋃
∞
i=1(si−σi,si)
L(r, u, u′) dr + ατRs0/8,
which is a contradiction. 
Corollary 29. Let v ∈ W 1,1((a, b);Rn) be a minimizer of L over Av(a),v(b), and
suppose that t ∈ (a, b) is such that D±v(t) both exist, and vj is Lipschitz in a
neighbourhood of t for 2 ≤ j ≤ n.
Then if one one-sided derivative of v1 is infinite at t, then the two one-sided
derivatives of v1 are equal to the same infinite value.
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Proof. We suppose that D+v1(t) = +∞; the other cases are similar.
Without loss of generality we may assume that t = 0 ∈ (a, b) and v(t) = 0.
By corollary 27, we are just required to prove that D−v1(0) > −∞. Suppose for
a contradiction that D−v1(0) = −∞. Choose η ∈ (0,min{|a|, |b|}) such that vj
are Lipschitz on (−η, η) for 2 ≤ j ≤ n. Let δ ∈ (0,min{|a|, |b|}) be as given by
lemma 23 for R ≥ 1 +
∑n
j=2 Lip(vj |(−η,η)) and ǫ ≤ τR/4. By theorem 25 we may
choose s0 ∈ (0,min{η, δ}) such that s ∈ (0, s0) satisfies
v1(s)
s
> 1 and
v1(−s)
−s
< −1; and(76) {
λ ({r ∈ (−s, 0) : |v′1(r)| ≤ 3R}) < s/2,
λ ({r ∈ (0, s) : |v′1(r)| ≤ 3R}) < s/2.
(77)
By (76), v1(s0) ≥ s0 > 0 = v1(0), so we can choose s1 ∈ (0, s0) such that v1(−s1) <
v1(s0). Since, by (76), v1(0) = 0 < s1 < v1(−s1) < v1(s0), there exists s2 ∈ (0, s0)
such that v1(−s1) = v1(s2). Then ‖v(−s1)−v(s2)‖ ≤
∑n
j=2 Lip(vj |(−η,η))|s2+s1| ≤
R|s2 + s1|. Define u ∈ Av(a),v(b) by
u(r) :=
{
v(r) r /∈ (−s1, s2),
affine otherwise.
So on (−s1, s2) we have that ‖u′‖ ≤ R, and, furthermore, that |v′1(r)| ≥ 3R implies
that ‖v′(r)‖ ≥ 2R and hence that ‖v′(r) − u′‖ ≥ R, and so, by (77),
λ ({r ∈ (−s1, s2) : ‖v
′(r) − u′‖ ≥ R}) ≥ λ ({r ∈ (−s1, s2) : |v
′
1(r)| ≥ 3R})
≥ (s1 + s2)/2.
So lemma 23 implies that∫ s2
−s1
L(r, v, v′) dr
≥
∫ s2
−s1
L(r, u, u′) dr + τRλ ({r ∈ (−s1, s2) : ‖v
′(r)− u′‖ ≥ R})− τR(s1 + s2)/4
≥
∫ s2
−s1
L(r, u, u′) dr + τR(s1 + s2)/2− τR(s1 + s2)/4
=
∫ s2
−s1
L(r, u, u′) dr + τR(s1 + s2)/4,
which is a contradiction. 
It is a rather delicate matter to investigate the behaviour of derivatives of indi-
vidual coordinate functions once we admit infinite derivatives. It seems that the
presence of arbitrarily steep tangents in one variable can mask a multitude of sins in
the others. The following example demonstrates one such case: a vertical tangent
in the second variable allows a cusp point in the first variable.
Example 30. Let v ∈ W 1,1((−1, 1),R2) be defined by v(t) = (|t|, sign(t)|t|1/3),
and let L˜ : [−1, 1]× R2 × R2 → [0,∞) be given by
L˜(t, y, p) = ((y1 − v1(t))
2 + (y32 − t)
2)p62.
Let η > 0 be the constant from the usual Mania` estimates (see for example [3]),
i.e. such that ∫ 1
0
(u(t)3 − t)2(u′(t))6 dt ≥ η,
for any u ∈ W 1,1(0, 1) such that u(1) = 1 and u(t) < t1/3/4 for some t > 0.
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Suppose u ∈ Av(−1),v(1). If u2(t) < t
1/3/4 for some t ∈ (0, 1), then
∫ 1
−1 L˜(s, u, u
′) ds ≥
η; similarly if u2(t) > −t1/3/4 for some t ∈ (−1, 0), then
∫ 1
−1
L˜(s, u, u′) ds ≥ η.
Suppose now that u2(t) ≥ t
1/3/4 on (0, 1] and u2(t) ≤ −t
1/3/4 on [−1, 0). Sup-
pose further that u1(0) 6= v1(0) = 0. So there exists some t ∈ (0, 1) such that
|u1(s)− v1(s)| > t on (−t, t). Then by Jensen’s inequality,∫ 1
−1
L˜(s, u, u′) ds ≥
∫ t
−t
(u1(s)− v1(s))
2(u′2(s))
6 ds ≥ t2
∫ t
−t
(u′2(s))
6 ds
≥ 2t3
(
u2(t)− u2(−t)
2t
)6
≥ 2t3
(
t1/3 + t1/3
8t
)6
≥ 2−11.
So if u is such that
∫ 1
−1
L˜(s, u, u′) ds < η, then u1(0) 6= v1(0) implies that
∫ 1
−1
L˜(s, u, u′) ds ≥
2−11. So if u is such that u1(0) 6= v1(0), then∫ 1
−1
L˜(s, u, u′) ds ≥ min{η, 2−11}.
Choose σ ∈ (1, 3/2) and ǫ < min{η, 2−11}
(∫ 1
−1(|v
′
1|
2 + |v′2|
σ
)−1
, and define L : [−1, 1]×
R2 × R2 → [0,∞) by
L(t, y, p) = ((y1 − v1(t))
2 + (y32 − t)
2)p62 + ǫ(p
2
1 + p
σ
2 ).
Let u ∈ Av(−1),v(1) be a minimizer of L , so by the above argument and the choice
of ǫ, L (u) ≤ L (v) < min{η, 2−11}, so u1(0) = v1(0). Suppose I is a non-trivial
component of {s ∈ (−1, 1) : u1(s) 6= v1(s)}, then 0 /∈ I, and so v1 is linear on
I, and therefore is the unique minimizer of the functional v1 7→
∫
I
(v′1)
2. Define
uˆ ∈ Av(−1),v(1) by
uˆ(r) :=
{
u(r) r /∈ I,
(v1(r), u2(r)) r ∈ I.
Then∫
I
L(r, u, u′) dr =
∫
I
((u1 − v1)
2 + (u32 − t)
2)(u′2)
6 + ǫ
(
(u′1)
2 + (u′2)
σ
)
dr
>
∫
I
(u32 − t)
2(u′2)
6 + ǫ
(
(v′1)
2 + (u′2)
σ
)
dr
=
∫
I
L(r, uˆ, uˆ′) dr,
which is a contradiction. Hence u1 = v1, and in particular D
±u1(0) = ±1.
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