ABSTRACT Cervical cancer is the fourth most common malignant disease in women's worldwide. In most cases, cervical cancer symptoms are not noticeable at its early stages. There are a lot of factors that increase the risk of developing cervical cancer like human papilloma virus, sexual transmitted diseases, and smoking. Identifying those factors and building a classification model to classify whether the cases are cervical cancer or not is a challenging research. This study aims at using cervical cancer risk factors to build classification model using Random Forest (RF) classification technique with the synthetic minority oversampling technique (SMOTE) and two feature reduction techniques recursive feature elimination and principle component analysis (PCA). Most medical data sets are often imbalanced because the number of patients is much less than the number of non-patients. Because of the imbalance of the used data set, SMOTE is used to solve this problem. The data set consists of 32 risk factors and four target variables: Hinselmann, Schiller, Cytology, and Biopsy. After comparing the results, we find that the combination of the random forest classification technique with SMOTE improve the classification performance.
I. INTRODUCTION
The average human body produces about 50 to 70 billion cells every day to replace the dead or damaged ones. Sometimes the human cells grow out of control and form a tumor which can be benign or malignant. Only malignant tumors are properly referred to as a cancer case. This paper focuses on specific type of cancer named cervical cancer. There are two main factors that cause cancer, modifiable factors like first sexual intercourse and non-modifiable factors like mutational hormones [1] .
Cervical cancer is a serious worldwide health problem [2] . The percentage of cervical cancer cases in developing countries is 80% [3] . The United States estimate 13.240 new cervical cancer cases in 2018 and about 4.170 estimated death [4] which means that the death ratio is nearly 31.5%. This type of cancer affects the female reproductive system by attacking women's cervix area. In most cases, it grows without any symptoms at its early stages [5] . The symptoms appear at its late stages which make it hard to be cured and the disease may spread to other organs of the body. That's why its diagnosis at its early stages is very important to improve its cure and survival ratios.
Machine learning techniques are widely used to solve real world problems, they play an important role in the medical field and disease diagnosis. Various classification techniques can be used to classify cervical cancer cases. In this study, we apply Random Forest (RF) algorithm. Basically, RF algorithm is an important machine learning technique due to its advantages of dealing with unbalanced datasets, fast computation and provide a great performance. It is also better than simple neural networks technique in training.
In this paper Synthetic Minority Oversampling Technique (SMOTE) algorithm is used to balance the dataset classes by increasing the number of the minority class based on k-nearest neighbors to nearly equal classes. In addition, Recursive Feature Elimination (RFE) and Principle Component Analysis (PCA) are used as feature reduction techniques to reduce the processing time and to neglect unimportant features from being used in the classification. Then RF classification technique is used to classify the cases into cervical cancer and non-cervical ones. Finally, the model performance is measured before and after SMOTE then compared with other related work results.
The rest of paper is organized as follows. Section II introduces related work of cervical cancer classification. Section III discusses the used methods of machine learning, oversampling, features reduction techniques. Section IV presents proposed framework. Section V discusses the experimental results. Analysis and comparison is shown in Section VI. Finally, section VII presents the conclusion and future work.
II. LITERATURE SURVEY
Many researches have been made in the field of cervical cancer classification. They used clinical features-based approach, genetic features-based approach and image classification and segmentation to detect and diagnose the presence of cervical cancer. All the above methods use different classification and segmentation techniques to enhance accuracy and to minimize the classification errors of false positive and false negative records and to identify the most related risk factors of cervical cancer.
The following papers focus on clinical feature-based approaches and related works are represented in the next paragraph.
In 2013, Tseng et al. [6] presented three classification models C5.0, support vector machine and extreme machine learning to predict cervical cancer recurrence and to find the most related risk factors by using clinical dataset as, the age, radiation therapy, cell type, tumor grade and tumor size. The dataset was collected from the Medical University Hospital of Chung Shan which contained 168 cases with 12 features for each case. The experiments identified two risk factors related to recurrence of cervical cancer which were cell type and radiation therapy. Also, the experiment results showed that C5.0 got the highest classification accuracy ratio compared with the other classifiers.
In 2014, Hu et al. [7] presented a predictive model using multiple logistics regression analysis and artificial neural network to predict the presence of cervical cancer and to identify the most risk factors related to cervical cancer. The authors used a combination of demographic information and blood samples of 270 cases (68 cervical cancer records and 202 healthy women records). The dataset was collected from the Hospital of Women and Children of Wufeng country. They used features like HPV, 4 genetic factors and educational level. The experiment identified two risk factors which are HLA DRB1 * 13-2 and HLA DRB1 * 3-17 alleles. These risk factors were the reasons of increasing the risk of developing cervical cancer disease. Paper results showed that the back-substitution fitting of artificial neural network got the highest classification accuracy ratio compared to the other classifier.
In 2016, Sharma [8] presented a classification model to identify the stages of cervical cancer using C5.0 with different options like rule sets, boosting and advanced pruning. Sunny Sharma's paper used a clinical dataset from the International Gynecologic Cancer Society (IGCS). The dataset contained 237 cases with 10 features for each case. The used features are like clinical diameter, uterine body, renal pelvic, and renal primary. The experiment showed that C5.0 with advanced pruning options got the highest accuracy ratio of classifying the stage of cervical cancer.
In 2016 Sobar et al. [9] used the theory of behavior in social science to detect the probability of being under the risk of cervical cancer using classification techniques like naïve bayes and logistic regression. The used dataset was a questionnaire from Primary Health Care Hospital in Indonesia which contained 72 cases (22 cervical cancer and 50 normal women). The authors used four main behavior determinant theories like theory of planned behavior and protection motivation theory. Seven questions were answered for each theory. The experiment results showed that naïve bayes outperforms logistics regression in accuracy.
In 2017 Wu and Zhou [10] presented a classification model based on Support Vector Machine (SVM) for cervical cancer diagnose by using cervical cancer risk factors dataset. The authors determined the top ten relevant risk factors for the four target variables which is Hinselmann, Schiller, Cytology and Biopsy. The authors also tried to reduce the processing time by eliminating the unimportant features and using the most important features in classification using RFE and PCA techniques. The used dataset [11] had 858 records and 32 features with four test targets. Dataset was unbalanced as the number of negative class records was larger than the positive class. So, the author used an oversampling technique to solve the unbalanced problems. Experiment results showed that the original support vector machine got the highest accuracy ratio compared with features selection SVM (SVM-RFE and SVM-PCA). Authors also determined the most relevant 10 cervical cancer risk factors attributes like hormonal contraceptives (years), first sexual intercourse, number of sexual partners and other risk factors.
III. METHODS

A. RANDOM FOREST (RF)
Random Forest (RF) is a well-known supervised classification technique used in different classification areas [12] - [15] . RF also known as bagged decision trees which was proposed by Breman in 2001 [16] , [17] . It is an ensemble technique [18] that works with the principle of using group of weak learners to form a strong learner. RF uses Classification and Regression Tree (CART) technique [19] to develop uncorrelated combination or multiple decision trees based on bootstrap aggregation (bagging) technique [20] . The goal of CART technique is to learn the correct classification of some dependent variables (y) and some independent variables (x) and learn the relation between them. In RF each tree randomly selects a subset of the dataset to build an independent decision tree. RF splits the selected random subset from the root node to a child node repeatedly until each tree reaches a leaf node without pruning. Each tree makes the classification of the features and the target variable independently and votes for the final tree class. RF decides the final overall classification based on the majority obtained trees voting. The construction of RF can be described in the following steps.
Step1. Generates N number of bootstrap samples from the dataset. Step2. Each node takes a random sample of attributes of size m where m < M. (M refers to the total number of attributes). Step3. Constructs a split using the m attributes selected in
Step 2 and calculates the k node using the best split point. (''k'' refer to next node). Step4. Repeats splitting the tree until only 1 leaf node is reached and the tree is completed. Step5. The algorithm is trained on each bootstrapped separately. Step6. Uses the trees classification voting to collect the prediction data from the (n) trained trees. Step7. Uses the highest voted features to build the final RF model.
B. FEATURES SELECTION TECHNIQUES
Our model uses two feature selection methods which are Principle Component Analysis (PCA) and Recursive Feature Elimination (RFE). Both are dimensional reduction techniques which can be used to reduce many feature numbers into small feature numbers without reducing the model performance. The remaining features still contain the most needed important information as in the full features dataset. The features are ranked and weighted according to their importance using each method's equation. Each method is discussed in the next paragraphs. PCA is a statistical mathematical procedure that takes the advantage of eigenvector to define the feature orientation. The main idea of PCA is to map the n-dimension feature space into k-dimension which is also known as principle component where k < n. The covariance matrix is computed whereby the result is used in calculating the eigenvectors and eigen values [21] . The eigen vector with the highest eigen value is chosen as the principle component of the cervical cancer dataset as it exhibits the most significant relationship between the data set attributes. The eigen values are sorted in ascending order to choose the most significant data and discard the least significant one. This means that the data with highest dimension is reduced to a lower dimension [22] . The variance is calculated to find the spread of data in the data set using equation (1) to determine the deviation of data in the sample data set.
Then covariance is calculated to find the relation of the dataset features, in which the high values express the high relation between features and zero values express that there is no relation between features the covariance is calculated using equation (2) .
Finally, the Eigenvalues and Eigenvectors for the covariance matrix are calculated. The computed eigenvalues are then transformed (varimax orthogonal rotation) using equation (3) .
RFE algorithm is also used with random forest for variable importance grouping [23] . RFE is proposed by Guyon et al. [24] . It was used in gene microarray where the number of features was thousands. Díaz-Uriarte and Alvarez de Andrés [25] used RFE-RF for gene selection and class prediction, they used a back-word selection method in linear support vector machine. It also works with other linear classification methods. Figure 1 shows the pseudo-code for the algorithm. 
C. SYNTHETIC MINORITY OVERSAMPLING TECHNIQUE (SMOTE)
Machine learning techniques facing troubles when one class dominates the dataset which means that the number of records in one class highly exceeds the number of the other classes. Dataset in this case is called imbalanced dataset and this kind of dataset misleads the classification and affects the results. SMOTE is used to solve this problem. SMOTE is one of the oversampling techniques that was introduced by Chawla et al. [26] . It used to synthetically increase the minority class based on k-nearest neighbors [26] to balance the dataset. The SMOTE algorithm is used in different fields to solve the unbalanced problem like network intrusion detection systems [27] , breast cancer detection [28] and sentence boundary in speech [29] . SMOTE technique uses the following equation (4) to synthetically increase the minority class.
SMOTE can be described by the following steps.
Step1. Identifies the feature vector x i and identify the K-nearest neighbors x knn .
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Step2. Calculates the difference between the feature vector and k-nearest neighbor. Step3. Multiplies the difference by a random number between 0 and 1. Step4. Adds the output number to feature vector to identify a new point on the line segment. Step5. Repeats the process from 1 to 4 for identifying the feature vectors.
D. CERVICAL CANCER DATASET
The used dataset was published on the repository of University of California at Irvine (UCI) [11] the missing values.
Each case of the 858 cases labeled with 4 labels Hinselmann, Schiller, Cytology, and Biopsy. Each of those target variables expresses a type of cervical cancer examination. TABLE 2 shows the number of each examination (patients against the non-patients before and after SMOTE). TABLE 2 shows that before SMOTE the dataset was imbalanced and after the implementation of SMOTE algorithm it ends up with almost balancing the dataset. (The number of patients is balanced with the number of non-patients).
E. EVALUATION METRICS
We make a clinical diagnose of cervical cancer disease using unbalanced dataset in which the number of non-patient records highly exceed the cervical cancer patient records, so the accuracy ratio cannot be the only measurement. We use accuracy, sensitivity, specificity, positive predicted accuracy (PPA) and negative predicted accuracy (NPA) as shows in equations (6,7,8,9 and 10) to evaluate the performance of the classification.
IV. PROPOSED FRAMEWORK
The main idea of our model is to diagnose cervical cancer using random forest with SMOTE and two feature reduction techniques. Our model is shown in Figure 2 , the first phase represents pre-processing stage ''before SMOTE''. as we described before our dataset was unbalanced and had a lot of missing values and for lack of information in some features, those were deleted. Then the mean equation was used to handle the missing values. In addition, feature selection techniques PCA and RFE were used to reduce the number of features and decrease processing time. In pre-processing stage ''after SMOTE'' we applied SMOTE to balance the minority class of the dataset. The second phase of our model is the classification phase in which we used random forest for training step. In the next phase, 10-fold cross validation technique is used for validation and testing purpose. In this technique, the dataset is randomly split into 10 equal size subsamples of the 10 subsamples, a single subsample is retained as the validation data for testing the model, the remaining k-1 subsamples were used as training data. The cross-validation process was then repeated k times (number of folds), with each of the k subsamples used exactly once as the validation data. The k results from the folds then be averaged (or otherwise combined) to produce a single result. The final phase of our model is to compare the results before and after applying the feature reduction and SMOTE algorithms and decide the best result.
V. SIMULATION EXPERIMENT
The cost of misdiagnose a cervical cancer case or vice versa is high. The used dataset is unbalanced as the number of malignant records is fewer than the number of normal records so SMOTE algorithm is used to balance the number of both classes.
In this section three RF-based approaches were used to classify cervical cancer cases to identify the patient and the non-patient ones. For validating our model performance, 10-fold cross validations were used. The experiments were done before and after SMOTE with and without feature selection. Each experiment was executed separately to ensure the highest accuracy and avoiding classification mislead due to the nature of the dataset. The experiments will be discussed in the following sections.
A. TARGET VARIABLE: HINSELMANN
In Hinselmann examination test, the RF before SMOTE achieved total accuracy 95.92% with 35 patient records and 823 non-patient records. After using SMOTE algorithm RF achieved total accuracy 97.60 % with number of patients 805 and non-patients 823. SMOTE algorithm increased the accuracy ratio with 1.68%, sensitivity ratio was increased from 0% to 97.65%, PPA was increased from 0% to 98.48% and NPA was increased by 0.86% as shown in TABLE 3 and  TABLE 4 . In RF-RFE experiment, we only used the highest 5 and 15 scored features and the other features were removed. Before applying SMOTE with 5 features, we found that 5 False Positive (FP) records were incorrectly classified as patients which decreased the total accuracy and specificity compared to the RF model. When 15 features were used, we found that only one FP record was incorrectly classified as a patient which also decreased the accuracy, specificity and PPA compared to the RF model.
In SMOTE-RF-RFE experiment, when 5 features were selected, we found 51 FP records and 28 false negative (FN) records were incorrectly classified. These recodes decreased all performance ratios for accuracy, sensitivity, specificity, PPA and NPA by 2.46%, 0.13%, 4.74%, 4.64 and 0.28% respectively compared to SMOTE-RF. When we used SMOTE-RF-RFE with 15 features, we found 40 FP and 27 FN records. The numbers of FN and FP were lower than using 5 features which increased all the performance ratios compared to SMOTE-RF-RFE using 5 features, but it remained lower than the SMOTE-RF model.
In RF-PCA experiment, we only used the highest 5 and 11 scored features and the other features were removed.
Before SMOTE, when we used 5 features, one record was classified as True Positive (TP) which almost increased the accuracy ratio a little bit compared to the RF model, PPA increased from 0% to 100% as no FP records were classified and one record classified as TP, also sensitivity increased by 2.85%. when we used 11 features, the accuracy decreased by 0.11%, PPA decreased from 100% to 0% as no TP record was classified compared with RF-PCA using 5 features.
After applying SMOTE-RF-PCA with 5 and 11 features, we found a little decrease in accuracy, sensitivity, specificity, PPA and NPA compared with SMOTE-RF as SMOTE-RF-PCA incorrectly classified 3 more records when using 5 features and incorrectly classified 2 more records when using 11 features. Figures 3 and 4 show the accuracy before and after SMOTE for Hinselmann test. 
B. TARGET VARIABLE: SCHILLER
In Schiller examination test, RF before SMOTE model achieved total accuracy 91.49% with 74 patients and 784 nonpatient records. After SMOTE model, SMOTE-RF achieved total accuracy 95.01% with 740 patients and 784 non-patient records. In SMOTE-RF we found 690 out of 740 records were classified as TP which increased the accuracy ratio by 3.52%, sensitivity by 86.49%, PPA by 40.82% and NPA by 1.94% compared to RF. The results of Schiller accuracy before and after SMOTE are shown in TABLE 5 and TABLE 6 . In RF-RFE experiment, we only used the highest scored 7 and 18 features and the other features were removed. When RF-RFE was compared with SMOTE-RF-RFE using 7 features, we found the performance ratios of SMOTE-RF-RFE was increased by 0.94% in accuracy, 93.24% in sensitivity, 90.08% in PPA and 2.08% in NPA while specificity decreased by 9.05%. When we used 18 features, we found that the performance ratios of SMOTE-RF-RFE also increased by 1.66% in accuracy, 92.16% in sensitivity, 58.69% in PPA and 2.32% in NPA while specificity decreased by 7.39% compared to RF-RFE with 18 features.
In RF-PCA experiment, when 6 features were used, we found accuracy, specificity and PPA was decreased by 0.93%, 1.36%, and 23.97% respectively compared with RF model. In RF-PCA with 12 features, we found accuracy, sensitivity and PPA decreased by 0.58%, 4.05% and 5.55% respectively compared with RF. In SMOTE-RF-PCA when 6 and 12 features were used, we almost got the same performance ratio in accuracy, sensitivity and NPA for both 6 and 12 features. When SMOTE-RF-PCA compared with RF-PCA, we found that SMOTE-RF-PCA got higher performance ratio than RF-PCA for both 6 and 12 features. In Schiller test, SMOTE-RF model got the highest ratios in accuracy, sensitivity, PPA and NPA. Figures 5 and 6 show the accuracy before and after SMOTE for Schiller test.
C. TARGET VARIABLE: CITOLOGY
In Citology examination test, RF model before SMOTE achieved total accuracy 94.52% with 44 patients and 814 nonpatient records. After SMOTE the total accuracy was 96.94% with 792 patients and 814 non-patient records. In SMOTE-RF we found 2.42% increase in accuracy, 90.28% in sensitivity, 58.94% in PPA and 0.11% in NPA compared to before SMOTE model. In RF-RFE experiment, we used 8 and 15 features. when RF-RFE was compared to SMOTE-RF-RFE using 8 features, we found that SMOTE-RF-RFE decreased the accuracy, specificity and NPA by 0.95%, 0.98% and 5.98% respectively. While we found increasing in sensitivity by 87.37% and PPA by 97.19%. When we compared RF-RFE with SMOTE-RF-RFE using 15 features, we found that SMOTE-RF-RFE increased the accuracy, sensitivity and PPA by 1.72%, 93.56% and 98% respectively.
In RF-PCA experiment, when 8 and 11 features were used, we almost got the same performance for both 8 and 11 features also when compared with RF model. In SMOTE-RF-PCA, when 8 and 11 features were used, we also got the same performance for both 8 and 11 features compared with SMOTE-RF. From TABLES 7 and 8, we conclude that for variable target Citology, SMOTE-RF got the highest accuracy, specificity, PPA and NPA ratios in comparison with non-SMOTE RF. Figures 7 and 8 show the accuracy before and after SMOTE for Citology test.
D. TARGET VARIABLE: BIOPSY
In Biopsy examination test, RF before SMOTE achieved total accuracy 93.70% with 55 patients and 803 non-patient records. In SMOTE-RF the accuracy ratio was 96.06% with 770 patients and 803 non-patient records. The SMOTE-RF increased the accuracy, sensitivity, PPA and NPA ratios by 2.36%, 90.91%, 30.66% and 1.11% respectively compared with RF model . TABLE 9 and TABLE 10 show the results of Biopsy test before and after SMOTE.
In RF-RFE experiment, we used 6 and 18 features. when we compared RF-RFE with SMOTE-RF-RFE with 6 features, SMOTE-RF-RFE increased the ratios of accuracy, sensitivity, PPA and NPA by 2.11%, 91.3%, 70.31% and 1.4% respectively. When 18 features were selected, we found SMOTE-RF-RFE increased the accuracy, sensitivity, PPA and NPA by 2.63%, 92.6%, 77.06% and 1.11% respectively in comparison with the same number of features before applying SMOTE algorithm.
In RF-PCA experiment, when 8 and 11 features were used, we almost got the same performance ratio for both 8 and 11 features. In SMOTE-RF-PCA when using 8 and 11 features, we also almost got the same performance ratio for both 8 and 11 features. When RF-PCA compared with SMOTE-RF-PCA, SMOTE-RF-PCA got higher accuracy, sensitivity, PPA and NPA than RF-PCA with ratio 2.31%, 88.32%, 30.65% and 0.88% respectively when using only 8 features, also SMOTE-RF-PCA got higher accuracy, sensitivity, PPA and NPA than RF-PCA with ratio 2.5%, 90.52%, 69.01% and 0.81% respectively when using 11 features. From TABLES 9 and X, we conclude that SMOTE-RF got the highest accuracy, sensitivity and NPA. Figures 9 and 10 show the Biopsy test accuracy before and after SMOTE. 
VI. ANALYSIS AND COMPARISON
The experiment results proved that the use of random forest technique to classify the biased dataset got a good accuracy ratio in classifying cervical cancer data. But we found that random forest always classified a huge number of patients as non-patients, this misclassification affects accuracy, sensitivity, specificity, PPA and NPA for all four target tests. As a result, the model needs more training with cervical cancer patient data. To solve this problem, SMOTE algorithm was used to synthetically create new records and to solve the imbalanced problem. SMOTE-RF showed improvement in total accuracy between 1.7% to 3.5% for the four target tests. It also proved that the use of SMOTE algorithm can improve the sensitivity and PPA ratios as the sensitivity improved between 86% to 96% and PPA improved between 30% to 98% for all target variables.
RFE and PCA were also used as feature selection techniques to reduce the computational processing time. The experiments showed that feature selection techniques can correctly classify cervical cancer data. But SMOTE-RF model with all features got the highest accuracy, sensitivity, PPA and NPA. Comparing our results with paper [10] , we found that SMOTE-RF model got a better result in accuracy, specificity and PPA. Figures 11, 12, 13 and 14 show the accuracy result comparisons between SMOTE and non-SMOTE models against paper [10] . The overall performance comparisons of paper [10] and SMOTE model for each target test are shown in tables 7, 8, 14 and 15. 
VII. CONCLUSION
According to the World Health Organization (WHO), 80% of cervical cancer cases are reported in developing countries. Cure ratio, which is the ratio of female cases that are cured from the disease, can be increased by identifying cervical cancer risk factors. We identified the top most important features for classification of cervical cancer patients to be features number 12, 10, 8, 3 . The used dataset is unbalanced, and it has a lot of missing values. Our study proves that normal classification technique decreases the overall classification performance while the performance increased when SMOTE is used. Our results show that SMOTE-RF model overcomes SVM classification technique which mentioned in paper [10] in accuracy, specificity and PPA. Comparing our experiment results, we foundd that RFE and PCA can correctly use to classify cervical cancer patients. However, their performance was lower than the SMOTE-RF with full features of all cervical cancer tests (Hinselmann, Schiller, Citology and Biopsy).
In future, we will try more different techniques that can handle the unbalanced problem. We will also use different classification techniques specially ensemble methods to increase the model performance.
