A module that uses neural networks was developed for forecasting the groundwater changes in an 
etc., sharp changes can be observed (Kovacs 1981) . Exceptions can also occur depending on precipitation patterns. For example, less frequent but heavier precipitation events during the annual cycle could lead to longer dry periods, even though annual rainfall amounts might have increased (Andreadis & Lettenmaier 2006) .
The overexploitation of groundwater resources due to the increased demand from agriculture, industry and domestic use is one of the largest problems in Europe's arid Mediterranean areas (Lehner et al. 2001) . The lack of sufficient precipitation and permanent streams has increased the stress on groundwater resources. Development brought an increase of the water resources exploitation, often in a non-sustainable way. As a result, many watersheds already face severe financial, environmental and social consequences, which in turn exercise financial, social and political pressure for the solution of the conflict for the exploitation of groundwater resources. Many areas of the Mediterranean that face a problem of groundwater overexploitation are located in Greece. A characteristic example is the western part of the Valley of Messara in the island of Crete, Greece (Balabanis 1999) . Groundwater level predictions for an area that faces a groundwater depletion problem are a useful tool for extreme event management, environmental control and protection and even a water price policy tool. Until now, the authorities of the region have not been able to obtain accurate predictions or successfully setup a conceptual model since data availability and the complex geology limit model effectiveness and accuracy.
Data-driven models, primarily developed for Artificial
Intelligence (AI) applications, are based on a limited knowledge of the modelling process and rely on the data describing input and output characteristics. These methods, however, are able to make generalizations of the process and often play a complementary role to physically based models. Artificial Neural Networks (ANNs) are information processing systems that roughly replicate the behaviour of a human brain by emulating the operations and connectivity of biological neurons. As such, they can be used for data driven modelling. From a mathematical point of view, ANN is a complex nonlinear function with many parameters that are adjusted (calibrated or trained) in such a way that the ANN output becomes similar to the measured output of a known dataset (Solomatine 2002) . Sometimes 'hybrid models' are built combining both types of approaches: data driven and knowledge based ( Jain & Kumar 2007) . ANN models are 'black box' models with particular properties that are well suited to dynamic nonlinear system modelling. The advantages of ANN models over conventional simulation methods have been discussed in detail by French et al. (1992) . ANN applications in hydrology vary from real-time to event-based modelling. They have been used for rainfall -runoff modelling, precipitation forecasting and water quality modelling (Govindaraju & Ramachandra Rao 2000) . One of the most important features of ANN models is their ability to adapt to recurrent changes and detect patterns in a complex natural system. More concepts and applications of ANN models in hydrology have been discussed by Govindaraju & Ramachandra Rao (2000) and by the ASCE Task Committee on Application of Artificial Neural Networks in Hydrology (ASCE 2000a,b) . ANNs have also been applied with success in groundwater level prediction with limited data (Coulibaly et al. 2001b) .
Feedforward Neural Networks (FNNs) have been applied successfully in many different problems since the advent of the error backpropagation learning algorithm and have been thoroughly discussed. A multilayer perceptron network consists of an input layer, one or more hidden layers of computation nodes, and an output layer. Figure 1 shows a typical FNN with one hidden layer consisting of three nodes, four input neurons and one output along with a schematic of training and cross-validation procedure.
The input signal propagates through the network in a forward direction, layer by layer. After the network has been fully trained, it can produce predictions. The Levenberg-Marquardt (LM) method is a modification of the classic Newton algorithm for finding an optimum solution to a minimization problem and has proven to be a fast and efficient training algorithm for ANN applications (Coulibaly et al. 2000; Daliakopoulos et al. 2005) .
The importance of data availability
Artificial neural networks are traditionally data demanding in the sense that long datasets are usually needed in order for the network to be adequately trained. time-lags t m , t m 2 1, t m 2 2, t m 2 3 and t m 2 4 considering x tm is the value of a given variable at the present monthly timestep t m ) for precipitation, temperature, stream flow and groundwater level. The output of the network is a prediction of the well level at monthly time-step t m þ 1.
New approach
The study area this work focuses on has only two distinct seasons (wet and dry). This observation has led to the inference that annual aquifer recharge R can be linked to the annually available water for infiltration which is a fraction of the annual precipitation. Also, annual aquifer withdrawal W is mainly caused by pumping for irrigation which only occurs during the dry season. Other overland and groundwater sources and sinks (as stream discharge inflow and runoff or groundwater leakage) are in this case either negligible or have been taken into account in the calculation through a balance equation. For a biannual time-step t b , R and W of the aquifer are calculated using the following equations
where t b ! t b þ 1 represents a biannual time interval in the wet season, and
where t b ! t b þ 1 represents a biannual time interval in the dry season. multiplied by the average specific yield S y at the current groundwater level, the actual amount of water that has infiltrated or lost can be estimated respectively. S y is the ratio of the volume of water that drains from a saturated rock driven only by gravity to the total volume of the rock (Meinzer 1923) and characterizes the storage capacity of unconfined aquifers (Kovacs 1981) . Intuitively, this amount of water is a more appropriate input for our ANN given the fact that it is an empirical model without further knowledge of the physical system.
This was also the motivation for focusing on a new approach which would aim to predict biannual R and W for only one time-step per forecast and subsequently update the input variables according to deterministic equations. During the dry season, precipitation is assumed equal to the long-term dry seasonal average. Temperature and discharge for the seasonal stream are also assumed equal to the dry seasonal average. During the wet season when the aquifer is recharged, precipitation is assumed to follow a historically based trend that depends on the relationship between corrected recharge and precipitation. This relationship can be updated depending on the available data.
The iterative algorithm that estimates the variables is also graphically represented in the schematic of 
CRITERIA OF EVALUATION
Several criteria were used in order to evaluate the effectiveness of each method and its ability to make precise predictions.
The Root Mean Square Error (RMSE) is calculated by:
where y i is the observed variable,ŷ i the calculated variable and N is the number of observations. RMSE indicates the discrepancy between the observed and calculated values.
The lower the RMSE, the more accurate is the prediction.
The R 2 efficiency criterion is calculated as
representing the percentage of the initial uncertainty explained by the model. The perfect fit between observed and calculated values, which is unlikely to occur, would have RMSE ¼ 0 and R 2 ¼ 1.
The residual error in the results is given by
where y i is the observed andŷ i the calculated groundwater level. The percentage error of a variable is given by
Finally, the skill score (WWRP/WGNE 2005) implies information about the relative improvement of a forecast over an alternative reference forecast, thus comparing two different forecasting methods. In
A represents an evaluation criterion such as those presented above. A forecast and A reference are compared with respect to the value that represents the perfect fit of the given criterion, A perfect . A skill value of 1 means that the current forecast is perfect, whereas a value of 0 indicates no improvement over the reference.
CASE STUDY
The developed models were tested with data acquired at Messara Valley, which covers an area of 398 km 2 at the southern part of the island of Crete in Greece (Figure 4) . The data acquired from the area consists of rainfall and temperature timelines, the discharge of the main stream of the valley, the depth of a representative well located in Pompia ( Figure 5 ) and specific yield measurements and estimations.
Precipitation
Monthly average areal precipitation P for the whole study area shows the typical characteristics of the Mediterranean climate comprising of high rainfall during the winter months and no rainfall during the summer months, as shown in Figure 6 . The average areal precipitation is about 585 mm yr 21 . Wet (1982, 1984, 1985, 1988, 1996 and 2001) and dry years (1986, 1990, 1993 and 2000) can be distinguished and appear to be equally distributed with a period of 2 to 3 years. The maximum precipitation of this 20-year period occurred in 1995-1996, giving a total value of 798 mm. It should be noted that, for these statistics, the hydrological year was considered from September to August of the next calendar year. Figure 7 represents the seasonal discharge Q of Geropotamos Stream, the main seasonal stream that runs through Messara Valley. The water level of Geropotamos Stream has been steadily decreasing for the past 20 years due to the overexploitation of the water resources, part of which would be otherwise discharged into the sea. In Table 1 , runoff can be seen both as Mm 3 and mm. The groundwater level reduction has caused wetlands in the area to dry up (Croke et al. 2000) and the stream to have no flow during most of the year. This steadily decreasing trend is also An individual analysis of the annual aquifer withdrawal with respect to summer rainfall and stream discharge, and recharge with respect to precipitation during the wet season and stream discharge, justifies the assumptions.
Stream flow
There is a direct relation between the annual recharge and the rainfall that takes place during the wet season for years before 1989, as shown in Figure 10 . Especially dry years such as 1982-1983, 1985-1986 and 1989-1990 contribute very little to the aquifer level. On the other hand, wet years such as 1981 -1982, 1983 -1984, 1984 -1985 and 1987-1988 contributed as much as 3.6 m depending on discharge and precipitation patterns.
After 1989, a relatively large change takes place in the aquifer behaviour. This can be observed both from the depth measurements ( Figure 5 ) and from the individual recharge 
Limits
Median Reference Figure 9 | Groundwater level measurements (reference) compared with the estimated average infiltrated water for a given specific yield uncertainty interval.
Figure 10 | Representation of the monthly wet season precipitation (mm) and annual recharge of the water column assuming a uniform specific yield profile throughout the aquifer depth (reference line refers to the groundwater level assuming constant specific yield; limit lines refer to groundwater level corrected with the corresponding specific yield intervals). is not sufficient to justify a difference of 9.7 m. Inconsistencies such as this were partially corrected after incorporating the specific yield effect into the groundwater level timeline.
Regarding recharge, after the parameters of the natural system started changing in 1989, the previously observed correlation decreased. For example, the driest two winter periods of 1992 -1993 and 1999 -2000 in the dataset (400 mm and 417 mm of precipitation, respectively) contributed 6.6 m and 5.3 m of water to the aquifer. This observation seems to justify the assumption of a specific yield scaling even more. Actually, when the groundwater depth is corrected with the assumed specific yield profile, rainfall and recharge were strongly correlated.
RESULTS AND DISCUSSION

Method I
In the first method, more field measurements were The deterioration of Method I for longer prediction periods is also depicted in Figure 12 .
It is interesting to note that for five time-step predictions, Method I with five inputs performed slightly better giving an RMSE of 0.9 m and an R 2 of 0.982. Even though in most cases the four-input application produced smaller absolute and relative errors, the overall conclusion was that the results were more consistent when five input variables were used. This can also be inferred from the validation of the method where for three, five and twelve time-steps, the R 2 scores were almost perfect. Moreover, the RMSE was kept under 0.6 m which is an insignificant quantity in our case study, where the groundwater levels at the particular time-steps were around the range of 2 25 m to 2 50 m. significance was given to aquifer withdrawals as they were considered relatively independent of the input of the model. In an area that is characterized by a scarcity of hydrogeological data, such as the Valley of Messara, a prediction 
