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Abstract. In this work we solve the dynamics of pattern diluted associative networks, evolving
via sequential Glauber update. We derive dynamical equations for the order parameters, that
quantify the simultaneous pattern recall of the system, and analyse the nature and stability of the
stationary solutions by means of linear stability analysis as well as Monte Carlo simulations. We
investigate the parallel retrieval capabilities of the system in different regions of the phase space,
in particular in the low and medium storage regimes and for finite and extreme pattern dilution.
Results show that in the absence of patterns cross-talk, all patterns are recalled symmetrically for
any temperature below criticality, while in the presence of pattern cross-talk, symmetric retrieval
becomes unstable as temperature is lowered and a hierarchical retrieval takes over. The shape of the
hierarchical retrieval occurring at zero temperature is provided. The parallel retrieval capabilities
of the network are seen to degrade gracefully in the regime of strong interference, but they are not
destroyed.
1. Introduction
Associative networks with diluted patterns have been recently introduced [1] as a generalisation
of the standard Hopfield model [2, 3, 4]. Interestingly, the introduction of dilution in the stored
patterns of information, drastically changes the collective behaviour of the system, switching its
operational behaviour from sequential to parallel processing. In fact, pattern diluted associative
networks are able to orchestrate a parallel retrieval of multiple patterns of information at the
same time. Despite their wide range of possible applications, from artificial intelligence [5] to
theoretical immunology [6], these types of memories have been studied analytically only in statics
so far, where several dilution and storage regimes were investigated [7, 8, 9]. Dynamical studies are
limited to numerical simulations and are restricted to the low storage regime, where the number
of stored patterns is finite [10]. While lacking so far, the dynamical approach is generally expected
to provide richer information than static analysis, which can only describe the behaviour of the
system at the steady state, and it does not require that the system is in equilibrium. In this
work we carry out a dynamical analysis of associative memories with diluted patterns, evolving
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via Glauber sequential update. We solve the dynamics in different storage regimes, via non-
equilibrium statistical mechanical techniques, first developed in [11, 12] for standard Hopfield
networks and spin glasses. We derive equations for the time evolution of a set of macroscopic
order parameters, quantifying the simultaneous patterns retrieval, from the dynamical laws of
the microscopic neuronal system. We analyse the structure of the stationary solutions of the
dynamics in different regimes of dilution (from finite to extreme), in the low and in the medium
storage regimes, and we inspect their stability, in different regions of the phase diagram, through
linear stability analysis as well as Monte Carlo simulations. Our analysis clarifies several results
from previous equilibrium analysis, establishing the limit of their validity in different regions
of the tunable parameters space (noise, dilution and storage load). Moreover, it provides new
information in those regions of the phase space where previous results from equilibrium analysis
correspond to unstable steady states of the dynamical equations. As a result, this work draws
a complete picture of the rich dynamical behaviour of pattern diluted associative networks away
from saturation.
The paper is organised as follows. In Sec. 2 we define the model and its microscopic dynamics.
In Sec. 3 we derive dynamical equations for a suitable set of macroscopic parameters, which
quantify the (parallel) retrieval of the system, and we lay the basis for the analysis of the nature
and stability of stationary solutions in different regimes of dilution and storage load. Sec. 4 is
devoted to low storage and finite dilution, while Sec. 5 deals with the analysis at medium load
and extreme dilution. Finally, in Sec. 6 we summarise and discuss our results.
2. The model
We consider a system of N Ising spins σi = ±1, for i = 1, . . . , N , interacting through pairwise
couplings
Jij =
P∑
µ=1
ξµi ξ
µ
j , (1)
where ξµ = (ξµ1 , . . . , ξ
µ
N), with µ = 1, ..., P , represent stored patterns of information. We assume
that pattern entries are quenched random variables, identically and independently distributed
with probability distribution
P (ξ) =
∏
iµ
[
c
2Nγ
(
δξµi ,1 + δξ
µ
i ,−1
)
+
(
1− c
Nγ
)
δξµi ,0
]
(2)
where γ ∈ [0, 1) and c = O(N0). The number of stored patterns is P = αN δ, with δ ∈ [0, 1),
α ∈ R+. The fraction of non-zero entries in the stored patterns determines the degree of dilution
of the system: for γ = 0 the system is finitely diluted, whereas for γ > 0 the system is extremely
diluted. For δ > 0 the number of patterns stored in the system diverges in the thermodynamic
limit, however as long as δ < 1, the number of patterns grows sub-linearly in the system size,
and the system is away from saturation. Spins obey random sequential Glauber dynamics via an
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effective local field
hi(σ) =
1
N1−γ
N∑
j 6=i
Jijσj (3)
so that the probability pt(σ) of finding the system in a state σ = (σ1, . . . , σN) at time t, evolves
according to the master equation
∂pt(σ)
∂t
=
N∑
i=1
[
pt(Fiσ)wi(Fiσ)− pt(σ)wi(σ)
]
(4)
where Fi is the i-th spin-flip operator Fi(σ1, .., σi, ..., σN) = (σ1, ...,−σi, ...σN) and transition rates
between σ and Fiσ have the Glauber form
wi(σ) =
1
2
[1− σi tanh (βhi(σ))] (5)
where β = 1/T is the inverse temperature of the system, giving the rate of spontaneous spin flips.
For symmetric couplings, as those given in (1), the dynamics obeys detailed balance and the
process evolves towards equilibrium, described by the Boltzmann distribution, with Hamiltonian:
H = − 1
2N1−γ
N∑
i,j=1
P∑
µ=1
ξµi ξ
µ
j σiσj. (6)
We note, however, that our approach does not require such restriction and it opens the way to a
broader range of applications where symmetric interactions are not realistic, particularly welcome
in theoretical immunology [6]. Up to prefactors, expression (6) is identical to the Hamiltonian of
the standard Hopfield network, but here patterns ξµi are diluted according to (2). One can show
that the prefactor provides the correct normalisation to the Hamiltonian [7]. A heuristic argument
is that, since the number of non-zero entries in a given pattern is O(N1−γ), one has, for condensed
(i.e. retrieved) patterns,
∑
i ξ
µ
i σi = O(N1−γ) with the expected number of condensed patterns
being O(N/N1−γ) = O(Nγ), so their contribution to the Hamiltonian is O(N). Uncondensed
patterns, for which
∑
i ξ
µ
i σi = O(N (1−γ)/2), are present only for δ > γ and are O(N δ), thus
providing a contribution which is always subleading away from saturation, as expected.
3. Macroscopic dynamics
For large N , finding a solution for the set of 2N coupled, non-linear differential equations (4) is
very hard, and a convenient approach is to use the microscopic stochastic laws for the neuronal
dynamics (4) to derive dynamical equations (20) for the probability distribution of a suitable set
of macroscopic observables. As for the standard Hopfield model, it is convenient to choose these
as (suitably normalised) overlaps between the microscopic configurations of the system and the
stored patterns ξµ, µ = 1, . . . , P
mµ(σ) =
1
cN1−γ
N∑
j=1
ξµj σj, (7)
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with the prefactor chosen to make these order O(1) quantities. These order parameters quantify
the pattern retrieval of the system, as in the absence of retrieval they vanish in the thermodynamic
limit, whereas an order O(1) pattern overlap mµ indicates that the system has retrieved pattern
ξµ. We note that for large N and γ < 1 the effective fields (3) depend on σ only through the
overlaps, i.e. hi(σ) = c
∑
µ ξ
µ
i mµ(σ).
The probability of finding the system, at time t, in a state where the macroscopic parameters
(7) take values m = (m1, ...,mP ),
Pt(m) =
∑
σ
pt(σ)δ(m−m(σ)), (8)
evolves, due to equation (4) governing the microscopic probability pt(σ), as
dPt(m)
dt
=
∑
σ
N∑
i=1
δ(m−m(σ))[pt(Fiσ)wi(Fiσ)− pt(σ)wi(σ)], (9)
where relabelling Fiσ → σ in the first term on the RHS gives
dPt(m)
dt
=
∑
σ
N∑
i=1
pt(σ)wi(σ)[δ(m−m(Fiσ))− δ(m−m(σ))]. (10)
By introducing the increments
∆i,µ = mµ(Fiσ)−mµ(σ) = 2
cN1−γ
ξµi σi (11)
and Taylor expanding (10) in powers of ∆i,µ(σ), we obtain the so-called Kramers-Moyal (KM)
expansion. In order for the expansion to hold, increments ∆i,µ must be small. This condition is
satisfied in the thermodynamic limit N →∞ for any γ < 1. The case γ = 1, where each neuron is
finitely connected to other neurons, violates the condition necessary to perform the KM expansion
and will not be considered here. By Taylor expanding the δ-function in powers of ∆iµ, we obtain
dPt(m)
dt
=
N∑
i=1
∑
σ
wi(σ)pt(σ)
∑
`≥1
(−1)`
`!
P∑
µ1=1
· · ·
P∑
µ`=1
∂`
∂mµ1 . . . ∂mµ`
[
δ[m−m(σ)][∆iµi . . .∆iµ` ]
]
(12)
Defining
F (`)µ1...µ`(m, t) = 〈
N∑
i=1
wj(σ)∆iµi . . .∆iµ`〉m,t (13)
with
〈. . . 〉m,t =
∑
σ δ(m−m(σ)) . . . pt(σ)∑
σ δ(m−m(σ))pt(σ)
(14)
we can write the equation for the time evolution of Pt(m) as
∂Pt(m)
∂t
=
∑
`≥1
(−1)`
`!
P∑
µ1=1
· · ·
P∑
µ`=1
∂`
∂mµ1 . . . ∂mµ`
[Pt(m)F
(`)
µ1...µ`
(m, t)] (15)
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Keeping only terms up to the first order in the ∆iµ’s leads to the Liouville equation, corresponding
to a deterministic evolution of the order parameters m. Second order terms lead to the
Fokker-Planck equation, which includes diffusive processes. Hence, a sufficient condition for the
observables m(σ) to evolve deterministically, in the limit N →∞, is
lim
N→∞
∑
`≥2
(−1)`
`!
P∑
µ1=1
· · ·
P∑
µ`=1
N∑
i=1
∂`
∂mµ1 . . . ∂mµ`
〈|∆iµi . . .∆iµ`|〉m,t = 0. (16)
Each ∆i,µ, as defined in (11), contributes to the sums an order O(N−1) because patterns entries
ξµi are non-zero with probability cN
−γ. Recalling that P = αN δ, condition (16) reduces to
lim
N→∞
N2δ−1 = 0 (17)
which is satisfied for δ < 1
2
. For this range of values of the storage load parameter δ, higher
order terms in the KM expansion vanish in the thermodynamic limit and the equation for Pt(m)
reduces, to leading orders in N , to the Liouville equation
∂Pt(m)
∂t
= −
P∑
µ=1
∂
∂mµ
[
Pt(m)F
(1)
µ (m, t)
]
(18)
where F
(1)
µ results from insertion of (5) and (11) in (13). Setting βˆ = βc, we have
F (1)µ (m, t) =
1
cN1−γ
N∑
i=1
ξµi tanh (βˆ
P∑
µ=1
ξµi mµ)−mµ
=
Nγ
c
〈ξµ tanh(βˆ
P∑
ν=1
ξνmν)〉ξ −mµ (19)
where we denoted the average 〈f(ξ)〉ξ =
∑
ξ P (ξ)f(ξ). We note that F
(1)
µ is O(1) as each ξµ is
non-zero with probability cN−γ. The Liouville equation corresponds to a deterministic evolution
for the mµ’s, given by the set of ordinary, coupled, non-linear differential equations
dmµ
dt
=
Nγ
c
〈ξµ tanh(βˆ
P∑
ν=1
ξνmν)〉ξ −mµ. (20)
In the following sections we will investigate the nature and stability of the steady state solutions
of (20) in different regions of the tunable parameters (noise, dilution, storage load).
3.1. The steady state and linear stability analysis
The steady state (dm/dt = 0) is given by the self-consistency equation for m
m =
Nγ
c
〈ξ tanh[βˆ(m · ξ)]〉ξ. (21)
One can show that the system undergoes a phase transition at Tc = c, with the equilibrium phase
at T > Tc characterised by m = 0 and retrieval occurring at T < Tc, where m 6= 0. Taking the
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scalar product of (21) with m and using the inequality | tanhx| ≤ |x|, gives
m2 ≤ N
γ
c
βˆ〈(m · ξ)2〉ξ = βˆm2 (22)
which implies m = 0 for βˆ > 1. By linearising the system (20) about m = 0,
dmµ
dt
= (βˆ − 1)mµ (23)
we find that m = 0 is stable for βˆ < 1 and reached exponentially fast with rate τ = 1/(1 − βˆ),
whereas a power law decay mµ ∼ t−1/2 takes place for βˆ → 1. Hence, for T > c there is no
retrieval. On the other hand, for T < c the solution m = 0 becomes unstable and we expect
nonzero solutions m 6= 0 to bifurcate continuously from the m = 0 solution as we decrease the
temperature below Tc. We will inspect the stability of the non-zero steady state solutions m
?
below Tc by means of linear stability analysis, i.e. by inspecting the eigenvalues of the Jacobian
of the dynamical system (20),
Aµν =
∂F
(1)
µ (m)
∂mν
∣∣∣∣
m=m?
, F (1)µ (m) =
Nγ
c
〈ξµ tanh(βˆ
P∑
ν=1
ξνmν)〉ξ −mµ (24)
evaluated at the steady state m?. When the system recalls a number n of patterns, we have, up
to permutations of pattern indices, m? = (m1, . . . ,mn, 0 . . . , 0) with mµ 6= 0 ∀ µ ≤ n, and the
resulting matrix
Aµν =
Nγ
c
βˆ〈ξµξν(1− tanh2(βˆm · ξ)〉ξ − δµν (25)
is a block matrix where diagonal elements are
Aµµ = βˆ(1− qµ)− 1, for µ ≤ n (26)
Aµµ = βˆ(1− q)− 1, for µ > n (27)
with
qµ = 〈(tanh2(βˆ(mµ +
n∑
ν 6=µ
ξνmν))〉ξ (28)
q = 〈(tanh2(βˆ
n∑
ν=1
ξνmν)〉ξ, (29)
and off-diagonal elements are
Aµν = − βˆ c
Nγ
Q, for µ, ν ≤ n
Aµν = 0, otherwise (30)
with
Q = 〈(ξµξν tanh2(βˆm · ξ)〉ξ|ξµ,ν 6=0, (31)
where the average in (31) is over ξµ,ν 6= 0, so that Q is an order O(1) quantity.
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Next, we investigate the structure of the first class of solutions to bifurcate away from m = 0
below T = c. To this purpose, we Taylor expand (21) for small |m| in powers of  = βˆ − 1:
mµ ' N
γ
c
[ P∑
ν=1
βˆ〈ξνξµ〉mν − βˆ
3
3
P∑
ν,ρ,λ=1
〈ξνξµξρξλ〉mνmρmλ +O(m5)
]
= (1 + )mµ − mµ
3
(m2µ +
3c
Nγ
P∑
µ 6=ρ
m2ρ) +O(m5, m3) (32)
where we have used βˆ3 = (1 + )3 ' 1 + 3+ . . . and anticipated that mµ = O(t1/2). This yields
0 = mµ
[
− 1
3
(
m2µ +
3c
Nγ
(m2 −m2µ)
)]
(33)
which gives either the trivial solution mµ = 0 or
m2µ =
3− 3c
Nγ
m2
1− 3c
Nγ
. (34)
For γ > 0 and large N we get
m2µ = 3−
3c
Nγ
m2 (35)
whereas for γ = 0 one has
m2µ = 3
− cm2
1− 3c (36)
Since each component mµ only depends on the whole vector m, it is clear that, close to criticality,
we have, for each component, mµ ∈ {−m, 0,m}. Using the invariance of the dynamical equations
under mµ → −mµ, we can from now on focus on non-negative solutions, that we can write, up to
permutations of pattern indices, as m = m(1, . . . , 1, 0, . . . , 0), with
m2 = m2n, (37)
where n represents the number of non-null entries of the overlap vector. We will call this class
of solution symmetric, as condensed patterns are retrieved all with the same intensity. Different
storage and dilution regimes will yield different scaling for the number n of condensed patterns,
as we shall detail below. In the following sections, we will derive the region of stability of this
class of solutions and we will discuss how the system breaks the symmetry at low temperature.
3.2. Noise distribution
Interestingly, the nature and stability of the non-trivial solution below criticality depend on
the values of the parameters δ, γ, controlling the storage load and the dilution in our system,
respectively. To see this, it is convenient to work out (20), by performing the average over ξµ,
dmµ
dt
= 〈tanh(βˆ(mµ +
P∑
ν 6=µ
ξνmν)〉ξ −mµ (38)
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and inserting 1 =
∫ +∞
−∞ dzδ
(
z −∑Pν 6=µ ξνmν), so we can express the dynamical equations
dmµ
dt
=
∫ +∞
−∞
dz tanh[βˆ(mµ + z)]Pµ(z|{mν})−mµ (39)
in terms of the noise distribution
Pµ(z|{mν}) = 〈δ(z −
P∑
ν 6=µ
ξνmν)〉ξ. (40)
The latter can be calculated by using the Fourier representation of the δ-function
Pµ(z|{mν}) =
∫ +∞
−∞
dzˆ
2pi
eizzˆ〈
P∏
ν 6=µ
e−izˆξ
νmν 〉ξ =
∫ +∞
−∞
dzˆ
2pi
eizzˆ
P∏
ν 6=µ
〈e−izˆξνmν 〉ξ (41)
and performing the average over the disorder
〈e−izˆξνmν 〉ξν = 1 + c
Nγ
(cos(zˆmν)− 1) ' e cNγ (cos(zˆmν)−1) (42)
where the last approximation holds for large N . This leads to
Pµ(z|{mν}) =
∫ +∞
−∞
dzˆ
2pi
eizzˆe
∑P
ν 6=µ
c
Nγ
(cos(zˆmν)−1). (43)
Different choices of the parameters δ, γ, confer different properties to the distribution (43), thus
leading to different dynamical behaviour. In particular, when γ > 0, extending the sum to all ν
in (43) gives a negligible contribution in the thermodynamic limit, so the distribution Pµ(z|{mν})
converges, for large N , to the distribution
P (z|m) = 〈δ(z −
P∑
ν=1
mνξ
ν)〉ξ =
∫ +∞
−∞
dzˆ
2pi
eizzˆ+
∑P
ν=1
c
Nγ
(cos(zˆmν)−1) (44)
which depends on the whole vector m = (m1, . . . ,mP ). This highlights the possibility of having
symmetric solutions as fixed points of the dynamics in large regions of the phase diagram, meaning
that all patterns are retrieved with the same intensity. In contrast, for γ = 0, (43) retains its
dependence on µ in the thermodynamic limit and one expects the symmetry of patterns to be
broken in large regions of the phase diagram, meaning that the system retrieves patterns with
different intensities, i.e. hierarchically.
In addition, we note that for γ > δ, (and γ > 0, since δ ≥ 0) the probability distribution
P (z|m) reduces to a δ-function in the thermodynamic limit
P (z|m) =
∫ +∞
−∞
dzˆ
2pi
eizzˆe
∑αNδ
ν=1
c
Nγ
(cos(zˆmν)−1) ' δ(z). (45)
This leads the dynamical equations (39) to uncouple and the model reduces to P independent
Hopfield models with a single stored pattern, or, equivalently, to a set of P independent Curie-
Weiss ferromagnets,
d
dt
mµ = tanh(βˆmµ)−mµ, µ = 1, . . . , P (46)
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Figure 1. Results of Monte Carlo simulations with N = 104 spins at c = 0.8, Tˆ = T/c = 0.6,
γ = 0.3 and δ = 0.25. We plot the overlaps mµ with different patterns ξ
µ, drawn from (2), as a
function of time t. Red symbols represent the magnetisations in the steady state predicted by (46).
Deviations from the predicted values are small and compatible with finite size effects O(N−γ).
with a rescaled critical temperature Tˆc = T/c, due to the presence of dilution in the patterns.
Each overlap approaches exponentially (one of) the non-zero (Gauge-symmetric) solutions of
m = tanh(βˆm) and the stable steady state of the system is given by m = m(1, . . . , 1), for
any temperature below criticality. This shows that the system is able to retrieve all the stored
patterns in parallel and that the retrieval is symmetric. This behaviour is confirmed by Monte
Carlo simulations, shown in figure 1, where the trajectories of the overlaps are seen to approach
(up to finite size effects) the expected steady-states, represented by the symbols.
Conversely, for any γ ≤ δ, the dynamical equations (39) are coupled, meaning that there is
an interference between patterns. This holds true even when the number of patterns is finite, i.e.
for δ = γ = 0. In the sections below we will study the nature and stability of the stationary
points of the dynamics for γ ≤ δ and we show that despite the presence of pattern interference,
the system is able to retrieve all stored patterns in parallel, although symmetric solutions will no
longer be stable at all temperatures below criticality.
We will analyse, separately, the dynamics of the system for δ = 0, i.e. the so-called low
storage regime (Sec. 4), where the number of stored patterns is finite, and for δ > 0, i.e. the
so-called medium storage regime (Sec. 5), where the number of stored patterns is sub-linear in the
system size.
4. Low Storage and Finite Dilution: γ = δ = 0
We have discussed above the case δ < γ, where overlaps of different patterns evolve independently
and symmetric retrieval is stable for any temperature below criticality. Hence, the remainder of
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the paper is devoted to analyse the regime δ ≥ γ, where, as explained is Sec. 3.2, a cross-talk
between patterns appears. In this section we consider the case of finite number of patterns (δ = 0),
and finite dilution (γ = 0).
4.1. A toy model:P = 2
Let us first illustrate the main features of the dynamics at low storage by considering the simple
toy model with P = 2 patterns. For γ = 0 and P = 2 our dynamical equations (20) reduce to
d
dt
m1 = f1(m) = (1− c) tanh(βˆm1) + c
2
[tanh(βˆ(m1 +m2)) + tanh(βˆ(m1 −m2))]−m1
d
dt
m2 = f2(m) = (1− c) tanh(βˆm2) + c
2
[tanh(βˆ(m1 +m2))− tanh(βˆ(m1 −m2))]−m2 (47)
Close to criticality, we have from (36), m1 = m2 = m, with
m2 =
3− 3cm2
1− 3c (48)
and m2 = 2m2, yielding
m2 =
3
1 + 3c
. (49)
We analyse the stability of the symmetric mixtures studying the eigenvalues of the Jacobian (24)
evaluated at the fixed point m? = m(1, 1). Solutions are linearly stable if the eigenvalues are
negative. Due to the simple form of the matrix, eigenvalues are easily found as
λ1 = βˆ − 1− (1− c)βˆ tanh2(βˆm)− cβˆ tanh2(2βˆm) (50)
λ2 = βˆ − 1− (1− c)βˆ tanh2(βˆm). (51)
We note that λ1 < λ2, hence the stability is given by the region where the largest eigenvalue λ2 is
negative. We can work out λ2 analytically near T ' Tc and T ' 0. Near the critical temperature,
we expand (51) in powers of βˆ = cβ = 1 +  and using (49) we find
λ2 = −2(1− 3c)
1 + 3c
. (52)
Hence, for T ' Tc solutions are stable when c < 1/3. In the opposite limit, T → 0, i.e. β → ∞,
we have tanh2(βm)→ 1, and
λ2 ∼ βˆc− 1 > 0. (53)
Hence, symmetric solutions are unstable at low temperature for any value of c >
√
T . The full
temperature-dependence of λ2 can be obtained numerically and is shown in figure 2 for dilution
c = 0.2. The limits for temperature close to zero and to the critical point are in agreement with
the theoretical predictions (52) and (53), shown in the graph and in the graph inset, as the dashed
line and the symbol, respectively.
A contour plot of the critical line λ2 = 0 in the T -c place is shown in fig. 3. We highlight three
regions: a paramagnetic region (P) for T > Tc = c where the only solution is m = 0; a region
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Figure 2. Eigenvalue λ2 as a function of the temperature Tˆ , for a fixed c = 0.2. The red dashed
line gives the theoretical prediction near the critical temperature (52). The figure in the inset
shows agreement with (53), which gives λ2/(Tˆ c)→ 1 as Tˆ → 0 (red marker).
S
H
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
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T
C
Figure 3. Phase diagram in the parameter space (T, c) for the case δ = γ = 0 (P = 2). The (S)
area represents the region where the symmetric mixtures are stable; the (H) region is characterised
by hierarchical states, while the paramagnetic state (P) is stable for T > Tc = c. The (S) region
is obtained as the contour plot of the equation λ2 = 0 solved numerically together with equations
(47) at stationarity. The approach to zero is consistent with c =
√
T predicted by the theory
(dashed line).
(S) for T < c and for c < 1/3 where symmetric solutions are stable; finally a region (H) where
m 6= 0 and symmetric mixtures are unstable, so that a new class of asymmetric solutions takes
over, the so-called hierarchical solutions. For T → 0 these take the form m = (1, 1− c), which is
the steady state of the system (47) for β →∞. Calculating the eigenvalues λ1, λ2 of the stability
matrix (24) evaluated at m? = (1, 1− c), we have λ1, λ2 → −1 as β →∞, so m = (1, 1− c) is an
attractor at low temperature.
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This behaviour is confirmed by Monte Carlo simulations and by the phase portrait of the
dynamical system (47), both shown in fig. 4. One can see that phase curves for Tˆ = 1.25,
i.e. T > Tc, evolve to the steady state m = 0; phase curves at temperature Tˆ = 0.8 and
c = 0.25, (inside the (S) region), evolves to symmetric mixtures (where m1 = m2); at smaller
temperature, Tˆ = 0.01, and c = 0.5 (inside the (H) region), symmetric states become unstable
with phase velocities pointing away from them, and non-symmetric stable steady states (with
m1 6= m2) appear. At Tˆ = 0.01, the system evolves towards the low temperature hierarchical
state m = (1, 1− c). Results are in agreement with equilibrium analysis and simulations [1, 10, 6].
4.2. Generalisation to P > 2 patterns
Generalising to P patterns, and assuming we have, close to criticality, m = m(1, . . . , 1, 0, . . . , 0)
with m2 = nm2, we get from (36)
m2 =
3
1− 3c+ 3cn, (54)
that coincides with (49) for P = n = 2. To study the stability of symmetric mixtures, we evaluate
the Jacobian (24) at the steady state m? = m(1, . . . , 1, 0, . . . , 0). Diagonal elements are given by
(26), (27) where, for symmetric states,
qµ = 〈(tanh2(βˆm(1 +
n∑
ν 6=µ
ξν))〉ξ (55)
q = 〈(tanh2(βˆm
n∑
ν=1
ξν)〉ξ (56)
whereas off-diagonal elements are, for γ = 0,
Aµν = − βˆQ, for µ, ν ≤ n
Aµν = 0, otherwise (57)
with
Q =
1
c
〈(ξµξν tanh2(βˆm
n∑
ν=1
ξν)〉ξ. (58)
Due to the symmetry of the problem, we have three distinct eigenspaces, with qµ = q1 ∀ µ:
Eigenspaces Eigenvalues
x = (1, . . . , 1, 0, . . . , 0) λ1 = βˆ(1− q1)− 1− βˆ(n− 1)Q
x = (x1, . . . , xn, 0, . . . , 0),
∑
µ xµ = 0 λ2 = βˆ(1− q1)− 1 + βˆQ
x = (0, . . . , 0, nn+1, . . . , xP ) λ3 = βˆ(1− q)− 1
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Figure 4. Left panels: Phase portraits of the dynamical system (47) in different regimes of noise
T and dilution c; red lines represent the null-clines, and stationary states are at the intersections
of null-clines. Right panels: Monte-Carlo simulations with N = 104 spins, with T and c as in
the left panels; red markers represent the stationary states of the dynamical system. From top to
bottom: c = 0.4, Tˆ = 1.25; c = 0.25, Tˆ = 0.8; c = 0.5, Tˆ = 0.01: in the latter regime, stationary
states are given by m = (1, 1− c), as expected at low temperature.
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Near T ' Tc we Taylor expand q1, q, Q in powers of t = βˆ − 1, obtaining respectively:
q1 =
3+ 3(n− 1)c
1− 3c+ 3cn (59)
q =
3nc
1− 3c+ 3cn (60)
Q =
6c
1− 3c+ 3cn. (61)
Hence, eigenvalues near the critical temperature are given by
λ1 = −−2+ 6c− 6cn
1− 3c+ 3cn (62)
λ2 =
−2+ 6c
1− 3c+ 3cn (63)
λ3 =
− 3c
1− 3c+ 3cn. (64)
We note that λ1 < 0 for any c, and, as in the case P = 2, λ2 < 0 for c < 1/3. On the other
hand, λ3 < 0 for c > 1/3. Since the eigenvalue λ3 only comes into play for P > n, symmetric
mixtures m = m(1, . . . , 1) , where all patterns are recalled, i.e. with n = P , are stable for any
c < 1/3, near criticality. In contrast, there is no region of the phase space where mixtures of the
form m = m(1, . . . , 1, 0, . . . , 0), in which a number of patterns is not recalled, is stable. Results
are confirmed by Monte-Carlo simulations shown in fig. 5. Interestingly, the stability threshold
c < 1/3 near Tc is independent of the number of patterns P . However we note that at other
temperatures, the eigenvalues and their stability will in general depend on the number of patterns
involved [10].
At low temperature, symmetric mixtures become unstable. In order to show this, it is
convenient to introduce the noise distribution
Pn(z) = 〈δ(z −
n∑
ν=1
ξν)〉ξ =
∫ pi
−pi
dω
2pi
e−iωzˆ
n∏
ν=1
〈eiωξν 〉ξ
=
∫ pi
−pi
dω
2pi
e−iωz[1 + c(cosω − 1)]n (65)
where n is the number of retrieved patterns. We can express q1 and q, as given in (28), (29), in
terms of (65):
q1 =
∑
z
Pn−1(z) tanh
2(βˆm(1 + z))
q =
∑
z
Pn(z) tanh
2(βˆmz) (66)
and the self-consistency equation for the amplitude m of the symmetric mixtures m becomes
m =
∑
z
Pn−1(z) tanh(βˆm(1 + z)). (67)
It is easy to see that Pn(z) satisfies a useful recursion relation
Pn(z) = (1− c)Pn−1(z) + cPn−1(z + 1) + Pn−1(z − 1)
2
(68)
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Figure 5. Simulations with N = 104 spins and P = 4 patterns of mµ as a function of time. Left
Panel: Symmetric solutions for Tˆ = 0.5, c = 0.2. The markers represent the amplitude of the
symmetric mixtures evaluated solving the self-consistency equation for P = 4 (67). Right Panel:
hierarchical retrieval for c = 0.5 and Tˆ = 0.4.
which represents a discrete-time lazy, symmetric random walker, taking right and left unit steps
along the z-axis with equal probabilities c/2. All the Pn’s in the hierarchy can then be determined
from knowledge of P0(z) ≡ δ(z). The random walker is lazy for c < 1 because at each iteration n
it has a finite probability to take no step. When β →∞, q1 → 1− Pn−1(−1), q → 1− Pn(0) and
Q→ 0, hence
λ1,2 → βˆPn−1(1)− 1 (69)
λ3 → βˆPn(0)− 1 (70)
where we used Pn(z) = Pn(−z). We note that for c < 1, we have a non-zero probability Pn(0) > 0
for the walker to be at the origin for any finite time n ≥ 0, hence symmetric mixtures are unstable
for any value of n at low temperature. In contrast, c = 1 introduces a periodicity in the return
times of the walker, so that Pn(0) = 0 for n odd and Pn(1) = 0 for n even, so that for n odd (even)
all eigenvalues are negative (positive), in agreement with the standard (i.e. undiluted) Hopfield
model [3], where, at zero temperature, all odd mixtures are attractors and all even mixtures are
unstable. In particular, for n = 1, λ1,2 = −1 and from (68)
P1(z) = (1− c)δ(z) + cδ(z + 1) + δ(z − 1)
2
(71)
so λ3 = βˆ(1− c)− 1. Hence, the so-called pure state, where the system recalls only one pattern,
is stable at low temperature only for the undiluted case c = 1, but it is unstable for any c < 1.
In [1, 10], an ansatz was made for the form of the magnetisation vector in the hierarchical
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state at T = 0,
mµ = (1− c)µ−1 µ = 1, . . . , n (72)
where n ≤ P is the number of condensed patterns and mµ = 0 ∀ µ > n. We shall denote briefly
this state as mH . We note that (72), with n = P , are indeed fixed points of (47) for β →∞ and
P = 2, and for larger P , they solve self-consistently (21) for β →∞ for wide regions of the dilution
parameter c. The stability of this solution is given by the eigenvalues of the stability matrix (24)
evaluated at m? = mH . The matrix is again diagonal in the limit β →∞, with elements given in
(26), (27) and
qµ = 〈(tanh2(βˆ(mµ +
n∑
ν 6=µ
ξνmν))〉ξ (73)
q = 〈(tanh2(βˆ
n∑
ν=1
ξνmµ)〉ξ. (74)
Upon introducing Pµ(z) = 〈δ(z −
∑n
ν 6=µ ξ
νmν) and P (z) = 〈δ(z −
∑n
ν=1 ξ
νmν), we can rewrite
these as
qµ =
∫
dz tanh2(βˆ(mµ + z)Pµ(z) (75)
q =
∫
dz tanh2(βˆz)P (z) (76)
For β →∞, we have
Aµµ = βˆPµ(−mµ)− 1, for µ ≤ n (77)
Aµµ = βˆP (0)− 1, for µ > n (78)
Working out
Pµ(z) =
∫ ∞
−∞
dω
2pi
e−iωz
n∏
ν 6=µ
〈eiωξνmν 〉ξ =
∫ ∞
−∞
dω
2pi
e−iωz
n∏
ν 6=µ
[1 + c(cos(ωmν)− 1)] (79)
and
P (z) =
∫ ∞
−∞
dω
2pi
e−iωz
n∏
ν=1
[1 + c(cos(ωmν)− 1)] (80)
again, we can relate P (z) and Pµ(z), ∀ µ, as follows
P (z) = (1− c)Pµ(z) + cPµ(z +mµ) + Pµ(z −mµ)
2
(81)
Setting z = 0 in the above, we have
P (0) = (1− c)Pµ(0) + cPµ(mµ) (82)
hence stability along the directions µ = n + 1, . . . , P , which requires P (0) = 0, implies
Pµ(mµ) = Pµ(0) = 0 ∀ µ i.e. stability along the directions µ = 1 . . . , n, since for 0 < c < 1
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the two terms on the RHS are both non-negative. However, P (0) = 〈δ(∑ν ξνmν)〉 is bounded
from below by the probability of drawing ξ = 0, i.e. P (0) ≥ (1− c)n > 0, so hierarchic mixtures
can only be stable for P = n. The condition for their stability is Pµ(mµ) = 0 ∀ µ ≤ P . It is easy
to see that this condition is satisfied for P = 2, where (81) yields P1(1) = c[δ(c) + δ(2− c)]/2 and
P2(1− c) = (1− c)δ(1− c) + c[δ(c) + δ(2− c)]/2, both vanishing for any c ∈ (0, 1).
5. Extreme dilution and medium storage regime
Next we analyse the dynamical behaviour of the system in the medium load regime (i.e. δ > 0),
where the number of patterns scales sub-linearly in the system size, when patterns are extremely
diluted (i.e. γ > 0).
5.1. Cross-talk effect for δ = γ
In this section we study the case δ = γ. We have shown in Sec. 3 that the first class of
stationary states to bifurcate away from m = 0 below criticality, are the symmetric mixtures
m = m(1, . . . , 1, 0, . . . , 0), with m2 = nm2, where n is the number of retrieved components.
For δ = γ > 0, we assume that n is a fraction of the total number of patterns P = αNγ, hence
we set n = φNγ, with 0 ≤ φ ≤ α. Using m2 = φNγm2 in (35), we have
m2 ' 3
1 + 3cφ
(83)
Again, to analyse the stability of symmetric mixtures, we look at the eigenvalues of the Jacobian
(24) evaluated at m = m(1, . . . , 1, 0, . . . , 0). Its elements are given by (26), (27) and (30), where,
for symmetric states, qµ = q1 ∀ µ and
q1 = 〈tanh2(βˆm(1 +
φNγ∑
ν 6=µ
ξν)〉ξ, (84)
q = 〈tanh2(βˆm
φNγ∑
ν 6=µ
ξν)〉ξ (85)
As before, it is convenient to consider the distribution Pφ(z) = 〈δ(z −
∑φNγ
µ6=ν ξ
ν)〉ξ. In the
thermodynamic limit it can be written as
Pφ(z) =
∫ pi
−pi
dω
2pi
e−iωz+cφ(cosω−1) = e−φcIz(φc) (86)
where Iz(φc) is the modified Bessel function of the first kind [14]. Clearly, Pφ(z) = Pφ(−z), and
due to the property of the Bessel functions,
dIn(t)
dt
=
1
2
[In−1(t) + In+1(t)],
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Pφ(z) evolves according to
dPφ(z)
dφ
=
c
2
[Pφ(z − 1) + Pφ(z + 1)− 2Pφ(z)]
which describes a continuous-time symmetric random walker taking unit steps along the z-axis
with rate c/2, as φ increases. We can rewrite q1 and q in terms of Pφ(z), as:
q1 =
∑
z
Pφ(z) tanh
2(βˆm(1 + z)) (87)
q =
∑
z
Pφ(z) tanh
2(βˆmz) (88)
In the thermodynamic limit, N →∞ , Aµν → 0 for µ 6= ν and the stability matrix is diagonal, so
that we have two eigenvalues
λ1 ' βˆ(1− q1)− 1, with d(λ1) = φNγ (89)
λ2 ' βˆ(1− q)− 1, with d(λ2) = Nγ(α− φ) (90)
where d(λi) represents the degeneracy of eigenvalue λi. Near T ' Tc = c we Taylor expand q1 and
q in powers of  = βˆ − 1
q1 ' 3(1 + cφ)
1 + 3cφ
, q ' 3cφ
1 + 3cφ
(91)
and compute the eigenvalues
λ1 ' − 2
1 + 3cφ
< 0, λ2 ' 
1 + 3cφ
> 0 (92)
Near T ' 0, we have
q1 → 1− Pφ(−1), λ1 → βˆe−φcI1(φc)− 1 (93)
q → 1− Pφ(0), λ2 → βˆe−φcI0(φc)− 1 (94)
where the asymptotic holds for large βˆ. The functions I0(x), I1(x) are non-negative and O(1) for
any finite x > 0, and become small only for x → ∞, as e−xIn(x) ∼ 1/
√
2pix ∀ n for large x.
However, for δ = γ, φ ≤ α, hence λ1, λ2 > 0 and symmetric mixtures are unstable for any finite
value of α, at low temperature.
From the analysis above it follows that λ2 > 0 near T ' 0 and T ' Tc. Indeed, one can check
numerically that λ2 stays positive ∀T < c, for any value of φ, by computing it from (90) and (88),
with m solving the self-consistency equation
m =
∑
z
Pφ(z) tanh(βˆm(1 + z)). (95)
Since λ2 only comes into play for α > φ, symmetric mixtures bifurcating from m = 0 must be in
the form m = mα(1, . . . , 1), i.e. with φ = α, indicating parallel retrieval of all patterns.
Their stability is controlled by λ1. In fig. 6 we plot the eigenvalue λ1 as a function of the
scaled temperature Tˆ = T/c for a fixed value φˆ = αc, as well as the theoretical predictions near Tc
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Figure 6. Eigenvalue λ1 as a function of the temperature Tˆ , for a fixed αˆ = 0.2. The red dashed
line gives the theoretical prediction near the critical temperature (eq.(91)). The figure in the inset
is in agreement with (eq.(93)), which holds for T → 0 and gives λˆ = λ/e−φcI0(φc)→ 1.
(91) and T ' 0 (93). In fig. 7 we show the critical line in the parameter space Tˆ , αˆ separating the
region (S), where symmetric mixtures are stable, from the region (H) where they are unstable.
The phase diagram shows that for huge regions of the tunable parameters (noise and storage load)
the system is able to recall all the stored patterns in parallel and symmetrically. However, for
low temperature, symmetry of patterns is broken and should not be assumed in analysis at zero
temperature [7]. We propose in the next subsection the hierarchical structure of the steady state
at zero temperature. In fig. 8 (left panel) we show Monte-Carlo simulations of a system with
N = 104 spins, evolving according to sequential Glauber dynamics with δ = γ = 0.25, T = 0.75,
c = 0.8 and α = 1. Such a choice of the parameters corresponds to the region in the phase
space where symmetric mixtures are stable. Overlaps with different patterns are seen to evolve
to symmetric, non-zero values in agreement, up to finite-size effects, with the values predicted by
the theory (95).
In conclusion, pattern cross-talk manifests in this regime as a noise with the random-walk
distribution (86), which has the effect of shrinking the amplitude of symmetric mixtures with
respect to the regime without cross-talk, where Pφ(z) crosses over to a delta function centered in
z = 0 and amplitudes are given by the Curie-Weiss equation (46).
5.1.1. Extending the hierarchical ansatz to the medium storage regime As explained above,
symmetric mixtures are unstable at low temperature. It is not a priori clear how the symmetry
is broken, however for T → 0 one may expect that the systems retrieves patterns in a hierarchical
fashion similar to the one found in the low storage regime. Reasoning as in [1, 10, 6], we can
assume that the system starts aligning its entries to the non-zero entries of the first pattern,
which are cN1−γ, sparing N − cN1−γ entries of σ to align with the cN1−γ non-zero entries of the
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Figure 7. Phase diagram in the regime δ = γ. In the parameter space (Tˆ , αˆ) the purple area
represents the region where symmetric mixtures exist and are stable, which correspond to λ1 < 0.
The area denoted by H represents the region where we expect a hierarchical retrieval.
second pattern and so on. Proceeding iteratively, we get to a heuristic general expression
mµ =
(
1− c
Nγ
)µ−1
µ = 1, . . . , φNγ, (96)
whose stability at T = 0 is given by the eigenvalues
λµ = βˆP (mµ) µ = 1, . . . , φN
γ
λν = βˆP (0) ν = φN
γ + 1, . . . , αNγ (97)
where P is given in (44). As in Sec. (4.2), the probability P (0) is bounded by the probability of
drawing ξ = 0, Pφ(0) ≥ (1− cN−γ)φNγ ' e−cφ > 0, hence a necessary condition to have stability
is α = φ. Monte-Carlo simulations at small temperature support the validity of the ansatz (96)
for γ > 0, with φ = α (see fig. 8, right panel). Remarkably, the first pattern of the hierarchy is
recalled without errors, besides the presence of cross-talk.
5.2. Strong interference for δ > γ
In Sec 5.1 we have shown that solutions in the form m = m(1, . . . , 1, 0, . . . , 0) were always unstable
unless φNγ = P . Hence, for δ > γ we assume that the number of condensed patterns is n = ψN δ.
The amplitude of symmetric mixtures follows from (95) as
m =
αNδ∑
z=−αNδ
Pψ(z) tanh[βˆm(1 + z)] (98)
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Figure 8. Monte-Carlo simulations of a system with N = 104 spins, γ = δ = 0.25 and α = 1
evolving according to sequential Glauber dynamics. We plot the overlapsmµ with different patterns
ξµ as a function of time t. Left: Tˆ = 0.75, c = 0.8. Red markers represent the values theoretically
predicted by (95). Right: Tˆ = 0.01, c = 1. Red markers represent the values heuristically predicted
by the ansatz (96) at T = 0.
where
Pψ(z) =
∫ pi
−pi
dω
2pi
e−iωz+cψN
δ−γ(cosω−1). (99)
For large N , the integral above has most of its mass concentrated around ω = 0, hence we can
use the small-ω expansion in the exponent
Pψ(z) =
∫ pi
−pi
dω
2pi
e−iωz−
cψNδ−γ
2
ω2 =
e−z
2/2cψNδ−γ√
2picψN δ−γ
(100)
where in the second equality we rescaled ω → ω/
√
cψN δ−γ and extended the rescaled boundaries
to infinity, due to the fast decay of the exponential at large values of ω, and performed the Gaussian
integral. Hence, the cross-talk between the large number of insufficiently diluted condensed
patterns manifests as a Gaussian noise, in this regime, as expected from the asymptotics of the
random-walk distribution for large times. The variance of the Gaussian noise is given by φˆ = cφ
where φ = ψN δ−γ quantifies the level of interference between patterns. The effect of interference on
the symmetric mixtures is stronger in this regime, leading to smaller amplitudes of the symmetric
recall. We anticipate, however, that in the limit of large interference, cφ 1, symmetric mixtures
are unstable and a parallel recall is still accomplished by the system, in contrast with predictions
in [7], where symmetric mixtures were assumed.
Linear stability analysis of the symmetric mixtures m = m(1, . . . , 1, 0 . . . , 0) with n = ψN δ
can be performed as in Sec 5.1, by identifying φ = ψN δ−γ. For T ' Tc, we get from equations
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Figure 9. Eigenvalue λ1 as a function of the temperature Tˆ , for a fixed φˆ = cφ = 5. The red
dashed line gives the theoretical prediction near the critical temperature (102). The figure in the
inset shows agreement with (105), which gives λ1/(Tˆ )→ N(γ−δ)/2√2picψ as Tˆ → 0 (red marker).
(89) and (90),
q1 ' 
(
1 +
2
3cψN δ−γ
)
, q ' 
(
1− 1
3cψN δ−γ
)
(101)
which give
λ1 ' − 1
cψN δ−γ
, λ2 '  1
3cψN δ−γ
. (102)
For any large but finite N , symmetric mixtures are stable only if all components are recalled, as
λ1 < 0 and λ2 > 0. In the thermodynamic limit, (102) vanish, and stability cannot be assessed to
linear order in . In the low temperature limit, T → 0, we have, similarly to (93), (94),
q1 → 1− Pψ(−1), λ1 → βˆPψ(1) (103)
q → 1− Pψ(0), λ2 → βˆPψ(0). (104)
For large N , Pψ(1) ' Pψ(0) ' N (γ−δ)/2/
√
2picψ and we get
λ1 ' λ2 → βˆN
(γ−δ)/2
√
2picψ
(105)
hence for any large and finite N , both eigenvalues are positive and symmetric mixtures are
unstable, indicating that a hierarchical retrieval must take place. We can compute λ1,2 numerically
from (89, 90) by using (87,88) where Pφ is replaced with (100) and the amplitude m is determined
from (98). In Fig. 9 we plot the eigenvalue λ1 as a function of Tˆ at a large fixed value of φˆ, as
well as the predicted limits for Tˆ → 0 and Tˆ → 1 given in (102) and (105) respectively. We check
numerically that λ2 stays positive for any temperature below criticality.
A contour plot of the critical line where λ1 = 0 in the T − c place is shown in Fig. 10.
Again, we identify the region S where symmetric mixtures are stable and an H region where these
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Figure 10. Phase diagram in the parameter space (T, c) for the case δ > γ. The (S) area
represents the region where the symmetric mixtures are stable, while the (H) region is characterised
by hierarchical states. The (S) region is obtained as the contour plot of the equation λ1 = 0 solved
numerically together with equation (98).
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Figure 11. Monte Carlo simulations with N = 104 spins. We plot the overlaps mµ with different
patterns ξµ, as a function of time t, for Tˆ = 0.015, c = 0.8, δ = 0.25, γ = 0.2 and α = 1.
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become unstable. We note that for strong interference or low temperature the symmetry of pattern
is broken. However, in this regime, it is more difficult to predict how the symmetry of patterns
is broken, even at low temperature, due to the presence of a strong interference between patterns.
In particular, it is not a priori clear whether a hierarchical retrieval involves all patterns or just
a fraction of them. At zero temperature one may expect that a number of patterns will show an
overlap O(1) with the system configuration. Assuming that the number of these patterns is O(Nγ)
and the remaining (uncondensed) O(N δ) patterns have an overlap with the system configuration
O(N γ−12 ), we can write the noise distribution by splitting the contribution from the condensed
(labelled by µ) and the uncondensed (labelled by ρ) patterns
P (z|m) =
∫ +pi
−pi
dzˆ
2pi
eizzˆ+
c
Nγ
∑ψNγ
µ (cos(zˆmµ)−1)e−
c
2Nγ
∑αNδ
ρ m
2
ρzˆ
2
(106)
where we have Taylor expanded the mρ-dependent terms for mρ small. When N is large,
P (z|m) ' P (z|{mµ}) +O(N δ−1) (107)
and the evolution of the uncondensed patterns is given, to leading orders, by
dmρ
dt
'
∫
dzP (z|{mµ}) tanh[βˆ(mρ + z)]−mρ +O(N δ−1) (108)
which depends on the noise distribution of condensed patterns {mµ} only. Taylor expanding for
small mρ we obtain
dmρ
dt
' mρ
[
βˆ
∫
dzP (z|{mµ})(1− tanh2(βˆz))− 1
]
+O(N δ−1) (109)
and for T → 0 we get
dmρ
dt
' mρ[βˆP (0|{mµ})− 1]. (110)
As explained in 5.1.1, P (0|{mµ}) ≥ e−φc This suggests that the system will attempt to recall
hierarchically all patterns, as supported by Monte-Carlo simulations shown in fig. 11. However,
the retrieval degrades with respect to the one described in (96), valid at the onset of pattern
cross-talk, where the first pattern in the hierarchy was retrieved without errors.
6. Conclusions
In this work we analysed the dynamics of associative memories with diluted patterns, in different
regimes of pattern dilution and storage load (away from saturation). We derived equations for the
dynamics of a set of macroscopic order parameters, quantifying the simultaneous pattern retrieval
of the system, from the microscopic evolution of the network dynamics. Results show that the
network is able to accomplish a parallel retrieval of all the stored patterns, in the whole phase
diagram, although the nature of the retrieval varies in different regions of the phase diagram.
We analysed the structure and stability of the steady states solutions to the dynamical equations
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Figure 12. Schematic phase space (γ, δ). In region I (δ < γ), we have a set of P independent
ferromagnets and parallel retrieval is accomplished in a symmetrical fashion. In region II cross-
talk between patterns appears; the intensity of symmetric recall is decreased due to the presence
of a noise, whose distribution is identical to the one of a lazy, unbiased random walker, and the
region of stability of the symmetric retrieval is provided in the phase diagram (fig. 7). A similar
behaviour is found for δ = γ = 0, but the region of stability of the symmetric region shrinks
(fig. 3), due to the noise distribution retaining a pattern dependence (Sec. 3.2). Finally, in region
III, cross-talk effects are strong and increase the larger δ and the smaller γ. These decrease the
strength of symmetric retrieval via a Gaussian interference noise, and are seen to degrade gradually
the hierarchical retrieval of the network, which thus retains its parallel processing capabilities.
for the order parameters, for different ranges of the tunable parameters T, γ, δ, controlling noise,
dilution and storage load, respectively.
We identified three regimes (see fig. 12): (I) δ < γ, (II) δ = γ and (III) δ > γ. In (I)
there is no interference between patterns as these are relatively low in number and sufficiently
diluted, so the network behaves as a set of P independent ferromagnets each evolving according
to the Curie-Weiss equation. As a result, the parallel retrieval accomplished by the system in this
regime is symmetric for any temperature below criticality. In (II) a pattern cross-talk appears and
symmetric mixtures are no longer stable for all temperatures below criticality. We derived the
phase diagram showing their region of stability in the parameter space. The cross-talk between
patterns manifests on symmetric mixtures as a noise with the distribution of a lazy random walker,
taking discrete steps at discrete time (for γ = 0) and in continuous time (for γ > 0). The laziness
of the random walker is due to pattern dilution and removes the periodicity in the return times,
which is responsible for the different role played by even and odd mixtures, in the traditional (i.e.
undiluted) Hopfield model, at zero temperature. The region where symmetric mixtures are stable
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is broad for γ > 0, where the noise distribution is pattern-independent, whereas the retrieval
is mostly hierarchic for γ = 0, where the symmetry of patterns is mostly a close-to-criticality
effect. We rectify the result of previous analysis at zero temperature, which assumed symmetry
of patterns, and provide a heuristic expression for the shape of the steady state solution at zero
temperature, which finds very good agreement with numerical simulations. Finally, in (III), the
effect of cross-talk manifests on symmetric mixtures as a Gaussian noise, whose variance is directly
related to the level of pattern interference, which decreases the quality of parallel retrieval. We
derive the region of stability of symmetric mixtures and show that for large interference or low
temperature, symmetric mixtures are unstable. In particular, at zero temperature the system is
able to retrieve all patterns in a hierarchical fashion, despite the presence of strong interference
may suggest that no retrieval is accomplished in this regime [7].
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