The second Rehnquist Court has remained unchanged in composition for eight years, resulting in a large, temporally stable, database. This paper reports on a mathematically objective analysis of this ensemble of rulings aimed at extracting key patterns and latent information. Although the rulings of a nine-justice court requires representation in nine dimensions, smaller spaces describe the court's actions. E.g., a two dimensional subspace describes the margins of all decisions, and use of Shannon information shows that the court acts as if composed of 4.68 ideal justices.
Introduction
The 'second Rehnquist The present court hands down roughly eighty cases per year. We approach this relatively abundant database of decisions in the spirit of a physicist or an applied mathematician, and seek to find structural patterns and latent information. Singlular
Geometry of Decision Space
To quantify the decision making process the justices are arranged in alphabetical order:
R=[Breyer, Ginsburg, Kennedy, O'Connor, Rehnquist, Scalia, Souter, Stevens, Thomas] In obvious notation, a vector of nine entries specifies a decision [ , , , , , , , , ]
n n n n n n n n n = n .
Each entry n i can take on the value of 1 ± depending on agreement. 
the 5-4 majority characterizing, perhaps, the most famous decision of this Court, viz., that handed down in connection with the 2000 US Presidential election.
In total there are 2 9 = 512 possible decisions that a full court of nine justices might render. In keeping with the decision not to consider issues, we associate +1 (-1) with a vote that agrees (disagrees) with the majority. This reduces the possible decisions by half to 2 8 = 256. For later reference note that the margin by which a majority is carried is restricted to the first 5 odd integers M = 1 (5-4), 3 (6-3), 5 (7-2), 7 (8-1), 9 (9-0). In geometric terms the ensemble of decisions are embedded in 9-dimensional Euclidean space, and which is restricted to the half-space 
where the logarithm is base two. Information is said to be measured in bits. I is also said to measure the surprise or novelty of an outcome. For the omniscient court there is just one outcome, which therefore has probability unity and 0 bits u I = for this court. There is zero surprise or novelty, since the outcome of the judicial issue does not figure in our deliberations. On the other hand the platonic court has 2 8 possible outcomes, all equally probable, and therefore, in agreement with (4), 8 bits P I = of information are revealed when an opinion is handed down. More generally we will take 1 I + as determining the effective number of justices in the operation of the court. 
The Second Rehnquist Court
Statistics on court decisions can be found in a number of locations 12, 13 For example the Harvard Law Review furnishes tables on voting alignments and average actions of individual justices on a term basis. The 'Law Review' includes among its concerns the opinion making process, e.g. their tables do "not treat two justices as having agreed if they did not join the same opinion even if they agreed in the result".
For present purposes such distinctions will be overlooked. Our sole criterion will be whether a justice does or does not join in the Court's opinion. Some insight into the likelihood of decisions can be gleaned from the joint probabilities that two justices will agree in a decision. Since Table 1 informs us that any two justices agree at least 47% of the time, joint probabilities are displayed in complementary form, viz., the probability that two justices disagree. This is shown in Table 2 . Thus , the least probable event is that justices Scalia and Thomas disagree, 6 .6%, and the next most unlikely event is that justices Ginsburg and Souter disagree, 9.6% of the time. Table 1 . Of the 72 margin 1 (5-4) decisions shown there , one or both of these justices might be regarded as casting the deciding vote.
Singular Value Decomposition
Each decision has been depicted as a point in 9-dimensional court space, (1), but this may not be the best representation. By well-defined mathematical criteria SVD furnishes the optimal coordinate system with which to view data. What this means will become clearer in the following. More detailed mathematical considerations appear in the Appendix.
The ensemble of all decisions can be put into the form of a matrix ( )
where the rows i = 1,2,..,468 index the decisions and the columns, j = 1,2,..,9, follow the convention adopted in (1) Table 3 . Any decision, n, can be exactly expressed in these terms by
Above each vector (column) of Table 3 is the weighting, j w , j = 1,..9, this gives the probability with which a decision lies in the corresponding direction j V , and hence measures its importance. The third highest probability, 3 w , is more than an order of magnitude smaller than 1 w , which implies that we might approximate decision space, as embodied by S, by just two directions,
The implication is that decision space of the Rehnquist court requires only two dimensions for its description. If true, the will of the Court is embodied in the space spanned by the first two columns of approximation represents a balance of these two basic voting patterns.
As a criterion for the evaluation of the two dimensional approximation, (6), we calculate the margin by which a majority is carried. The tenth column of Table 1 gives the true margin, which for the k th decision is ( )
.
The two-term approximation to the margin is
where ( )
which is awkward, and we round (7) to the nearest integer,
If we carry out this calculation and form the difference, The exceptional cases are shown in Table 4 .
The middle case in Table 4 occurred twice. In two cases rounding gives a margin of 2, and the other a margin of 4 violating the rule that the margin must be an odd number. In each the error is small enough to preserve the correct outcome. In two instances of Table 4 , Rehnquist breaks with Scalia and Thomas, and in the other, Breyer breaks with Ginsburg and Souter. As implied in Table 2 , these are lowprobability occurrences. Alternatively, two of the votes were visited once and the other twice. The two-term approximation, (7), is not expected to approximate the class of unvisited decisions, as discussed in the Appendix.
Comparison with Two Warren Courts
The analysis just presented implies that the US Supreme Court functions in a subspace smaller than 9-dimensional space. Over the eight-year period, followed here, only a small fraction of the 256 possible decisions was visited. Information theory implies that the court operates in effect with 4.86 ideal justices. Decision margins suggest that an essentially two-dimensional description expresses the will of the court.
It is therefore of interest to make comparisons and we consider the Warren 
V V V V , exceptionally high correlations. The chosen W1
provides a mapping of the justices of the two courts, R↔W1 that reveals a similarity in their complexions, and in the workings of the two courts. Inspection of R↔W1 makes for some curious identifications which we don't comment on.
A difference in the courts is that 73% of the variance is captured by the first two components for the Warren Court, in contrast to the 79% for the Rehnquist court.
As a result a two-dimensional approximation for Warren court decisions does not do as well as for the Rehnquist court. Eight minor errors, of the previous sort, now occur in calculating the 2-term approximation to the margin, a 3.5% error compared to the 1% error of 
Comments
The three courts we have focused on all share the feature that their decisions, in terms of margins, are well described by a two dimensional space that bears a strong correlation to U and P. At the risk of extrapolating from small statistics, one can speculate that the strong correlations of these dominant patterns might, in part, be dictated by a sameness in the overall quality of cases percolating up to the Court through the judicial substructure; and also perhaps, a dynamic that is generated by the court size itself.
In another vein both SVD and information theory suggest that court coalitions reduce the dimension of the court from its potential of 9. The information dimension, which is the better measure of judicial independence, appears to lie between 4.5 and 5. While this is much smaller than 9, it is significantly higher than a dimension of one, which would be the case if all decisions only depended on a liberal versus conservative axis. By contrast in considering the U.S. Congress, Poole and , and so on.
We can connect SVD to the demand that an approximate form, (6), of 
, k k V − n n and therefore minimization of the summation is equivalent to maximizing ( ) ( )
But this is equivalent to maximizing 2 SV which is just the condition that yields SVD.
Another approach to treating the data looks at the departure of each decision from the averaged vote. When the same SVD analysis is applied to the mean subtracted data, the procedure is called principal components analysis (PCA), Stewart 15 . For this reason the two terms are sometimes used interchangeably.
Besides the awkwardness of speaking of departures from an average vote, the resulting PCA analysis is less efficient, it requires an additional characteristic vector to achieve the same margin criterion, (6) . (This is due to the fact that the lead SVD direction and the mean are not sufficiently close.)
Next we consider the 2-term approximation ( ) 
, , 1,.., 256
The semi-circles represent 2 2 R = and 2 3 R = , where ( ) ( ) 
