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ABSTRACT
The Fundamental Plane (FP) describes the relation between the stellar mass, size,
and velocity dispersion of elliptical galaxies; the Faber–Jackson relation (FJR)
is its projection onto {mass, velocity} space. In this work we redeploy and ex-
pand the framework of Desmond & Wechsler (2015) to ask whether abundance
matching-based ΛCDM models that have shown success in matching the spatial
distribution of galaxies are also capable of explaining key properties of the FJR
and FP, including their scatter. Within our framework, agreement with the nor-
malisation of the FJR requires haloes to expand in response to disc formation.
We find that the tilt of the FP may be explained by a combination of the ob-
served non-homology in galaxy structure and the variation in mass-to-light ratio
produced by abundance matching with a universal initial mass function (IMF),
provided that the anisotropy of stellar motions is taken into account. However, the
predicted scatter around the FP is considerably increased by situating galaxies
in cosmologically-motivated haloes due to variations in halo properties at fixed
stellar mass, and appears to exceed that of the data. This implies that additional
correlations between galaxy and halo variables may be required to fully reconcile
these models with elliptical galaxy scaling relations.
Key words: galaxies: formation - galaxies: fundamental parameters - galaxies:
haloes - galaxies: kinematics and dynamics - galaxies: elliptical - dark matter.
1 INTRODUCTION
The global dynamical properties of galaxies can be sum-
marised by scaling relations between their mass or lumi-
nosity, their size, and the velocity of their constituent stars
and gas. For spirals, the Tully–Fisher relation (TFR) de-
scribes a tight correlation between galaxy mass and rota-
tion velocity, with a scatter of around 0.08 dex in veloc-
ity when stellar mass is used as the independent vari-
able (Pizagno et al. 2007), and 0.03 dex for baryonic
mass (Lelli, McGaugh & Schombert 2016). Although a
further correlation exists between mass and radius, with
a scatter of around 0.17 dex (Pizagno et al. 2007; Kravtsov
2013), it appears that no relation tighter than the TFR
can be constructed by including radius information. For
ellipticals, however, the analogue of the TFR, the Faber–
Jackson relation (FJR; Faber & Jackson 1976), does ex-
hibit a significant correlation of its residuals with galaxy
size, in the sense that smaller than average galaxies have
larger than average velocity dispersion. In other words,
? E-mail: harryd2@stanford.edu
there exists a relation tighter than the FJR in the form
of a Fundamental Plane (FP): σ ∝ LaRb (Djorgovski &
Davis 1987; Dressler et al. 1987; Bender et al. 1992). The
best-fitting relation has a ≈ 0.8, b ≈ −0.8, and a scatter
of around 0.09 dex in R (Cappellari et al. 2013).
Since the internal motions of galaxies are set largely
by their dark matter mass, these relationships provide key
insight into the connection between galaxies and their host
haloes. In this work, we construct a semi-empirical frame-
work in ΛCDM to predict the velocity dispersions of early-
type galaxies, and hence the FJR and FP. In particular,
our modelling approach is based on subhalo abundance
matching (AM), which posits a nearly one-to-one relation
between stellar mass and a halo proxy, typically a mass or
velocity at a chosen epoch. Models based on this technique
have been shown to provide an excellent fit to a wide range
of spatial statistics of the galaxy population, including the
galaxy-galaxy two and three-point correlation functions,
galaxy-galaxy lensing, and group statistics (Kravtsov et
al. 2004; Conroy et al. 2006; Mar´ın et al. 2008; Behroozi
et al. 2010; Guo et al. 2010; Moster et al. 2010; Reddick et
al. 2013). However, AM as it is usually implemented does
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not distinguish between galaxies of different morphology,
and therefore requires testing against the scaling relations
of both late and early-type galaxies. Here we investigate
whether the properties of the FJR and FP are consis-
tent with the galaxy–halo connection implied by AM. We
intend in this way to evaluate agreement between galaxy-
scale and large-scale constraints on this connection, and
bring out the additional information contained in the FJR
and FP on the processes governing galaxy formation.
Our approach may be usefully situated at the inter-
section of two broad classes of methodology for under-
standing the dynamical relations of elliptical galaxies. A
bottom-up approach focuses on detailed kinematic anal-
ysis and mass modelling of a small number of individual
galaxies (e.g. Tiret et al. 2007; Napolitano et al. 2009;
Cappellari et al. 2013). The Jeans equation is solved in
full, the anisotropy profile may be determined simultane-
ously with the velocity dispersion profile, and dark mat-
ter fractions in the inner regions are estimated by fitting
one or more halo profiles to the data. This approach has
the advantage of affording tight control over the model
baryonic and dark matter masses of individual systems
and hence enables a high precision comparison of the-
ory to data. However, the samples analysed in this way
tend to be small (up to a few hundred galaxies), and may
therefore be unrepresentative in relevant galaxy proper-
ties. Furthermore, dark matter modelling on a galaxy-by-
galaxy basis prevents comparison with cosmological ex-
pectations for the halo population obtained from N -body
simulations and a complete galaxy formation model. Ex-
cept in the most extreme cases, therefore, it is difficult
to assess statistically the extent to which the results are
consistent with ΛCDM predictions.
The alternative top-down approach uses a fully cos-
mological framework to derive model values for galaxy
observables. This may be attempted in several different
ways depending on the theoretical assumptions employed.
Hydrodynamical simulations implement physically moti-
vated prescriptions for baryonic physics in order to sim-
ulate galaxy formation in situ and concurrently with the
evolution of dark matter haloes (e.g. Vogelsberger et al.
2014; Khandai et al. 2015; Schaye et al. 2015). Although
in principle applying basic physics in the most straightfor-
ward way, such simulations are too computationally ex-
pensive to generate theoretical galaxy populations of suf-
ficient size to allow robust statistical comparison with ob-
servations. This method may therefore be usefully comple-
mented by semi-analytic and empirical models (e.g. Dut-
ton et al. 2011; Trujillo-Gomez et al. 2011; Dutton et al.
2013), which forgo complete treatment of baryonic physics
in favour of simple mappings between galaxy and halo
properties in order to predict galaxy observables from
the outputs of N -body simulations. Although potentially
dependent on uncertain parametrizations of key proper-
ties, these methods in principle allow statistically rigor-
ous comparison of theoretical and observed galaxy popu-
lations.
Hydrodynamical, semi-analytical, and empirical
methods have the advantage that they permit a direct
test of concrete, cosmologically-motivated galaxy forma-
tion scenarios using a representative halo population. On
the other hand, theoretical results are typically compared
with large and often heterogeneous observational data sets
without regard to selection effects, the assumptions and
approximations used in the galaxy modelling, or the pe-
culiar nature of particular galaxy subsets. The system-
atic error budget is therefore uncertain and potentially
large. Furthermore, it is rare for such studies to simulta-
neously investigate the dependence of velocity dispersion
on galaxy size in the Fundamental Plane, the scaling re-
lations’ scatter, or the effect of radial orbit anisotropy.
By combining the precision of the bottom-up ap-
proach with the scope and power of the top-down ap-
proach, we intend our methodology to permit detailed in-
ferences of cosmological scope. We will use a complete
galaxy formation model based on halo abundance match-
ing to create predictions for the FJR and FP, and establish
a set of key diagnostics with which to compare the output
of the model to a single homogeneous data set with well-
defined selection criteria. We prune the observational data
set to those galaxies whose structure is compatible with
our mass model, use an identical velocity dispersion mea-
sure in the theoretical and observed FJR, ensure the dis-
tributions and covariances of size, stellar mass and Se´rsic
index are the same between theory and data, and explic-
itly consider the possible impact of radial orbit anisotropy.
Furthermore, we pay particular attention to the tilt and
scatter of the FP.
We note that an alternative approach which has been
used in the literature to model elliptical galaxies is based
on the Modified Newtonian Dynamics (MOND) as op-
posed to ΛCDM paradigm. These models seek to ex-
plain the dynamics of galaxies by positing a breakdown
of Newtonian gravity at low acceleration, instead of in-
voking dark matter haloes. Work done along these lines
includes Sanders (2000), Sanders (2010), Cardone et al.
(2011), and Chae & Gong (2015), and suggests that this
framework may be able to offer a convincing explanation
of the tilt and small scatter of the Fundamental Plane with
realistic assumptions about galaxy structure and radial
orbit anisotropy. In MOND, an elliptical lies on a Funda-
mental Plane near the Newtonian virial relation when the
acceleration of stars in its inner region is high and hence
their dynamics are quasi-Newtonian; the Faber–Jackson
relation (of the specific form M∗ ∝ σ4) is the effective
virial relation in the low-acceleration deep-MOND regime
that obtains in low surface brightness galaxies and the
outer regions of high surface brightness ones. However,
none of these models have been shown to match the spa-
tial statistics of galaxies on large scales.
The structure of this paper is as follows. Section 2
describes the observational data against which we test
our model, and documents the N -body simulation from
which halo properties are drawn. Section 3 details our
methodology. In Section 4 we present our results for the
Faber–Jackson relation and Fundamental Plane. We will
develop a series of models of increasing complexity, com-
paring in each case the predicted and observed values of
five key properties of the FJR and FP. The main results
are summarised in Table 3 and Figure 1. In Section 5 we
discuss the general significance and broader ramifications
of our results, as well as their relation to results in the
literature. Section 6 concludes.
This work may be seen as a companion to Desmond
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& Wechsler (2015) (hereafter DW15), to which it is sim-
ilar in approach and methodology. In DW15 we explored
the aptitude of our AM framework to reproduce the spi-
ral galaxy Tully–Fisher and mass–size relations; here we
redeploy and augment these models in order to investi-
gate the elliptical galaxies that we previously excluded.
In several places we refer to DW15 for more detail.
2 OBSERVED AND SIMULATED DATA
2.1 Observational data
We compare our model to data from the NASA-Sloan
Atlas (NSA).1 This is a compilation of galaxy properties
within the footprint of SDSS DR8 out to redshift z ∼ 0.05,
cross-matched with a number of other catalogues. Sky-
subtraction and photometric determinations in the NSA
are believed to be among the most reliable available (Blan-
ton et al. 2011). We will cast all scaling relations in terms
of stellar mass rather than luminosity,2 and take mass-
to-light ratios from the kcorrect algorithm (Blanton &
Roweis 2007) with a universal Chabrier IMF (but see Sec-
tion 5.1 for a discussion of the effect of IMF choice).
We select from the NSA a subsample of galaxies to
compare to our FJR and FP model predictions. First,
we clean the data by eliminating galaxies with unreliable
size or redshift measurements (Bernardi et al. 2003a), and
restrict to z < 0.05. We next deduce the angular diam-
eter distance dA, effective radius Reff , and Se´rsic index
n of each galaxy. The angular diameter distance is cal-
culated from the redshift assuming a flat cosmology with
Ωm = 0.3 and h = 0.7. Reff is derived by first multiplying
the SERSIC TH50 field of the NSA (the angular half-light
radius along the major axis) by the angular diameter dis-
tance, and then circularising the light profile by multiply-
ing by the square root of the minor-to-major axis ratio.
The spherically-symmetric Se´rsic index n is set equal to
the 2D Se´rsic index recorded in the NSA, from which we
find it is not systematically offset. We thus determine the
relative frequency distribution {M∗, Reff , n, dA}, which
we will use in Section 3.1 to assign Reff , n and dA values
to our model galaxies as a function of M∗.3
Next, we impose the following selection criteria to
ensure that the galaxies in our final sample have mass
distributions that adhere as closely as possible to the
spherically-symmetric Se´rsic profile that we will give our
model galaxies. These are typical cuts for eliminating
rotation-dominated galaxies (e.g. Bernardi et al. 2003a;
Cardone et al. 2011; Dutton et al. 2011).
(i) Se´rsic index 2.5 < n < 5.5 (low-n galaxies are more
likely to be flattened and discy, and the SDSS analysis
code has a hard upper limit at n = 6).
1 www.nsatlas.org/
2 In a slight abuse of terminology, we shall refer to the rela-
tion M∗ ∝ σaRb as the Fundamental Plane. This is sometimes
called the “mass plane” in the literature to distinguish it from
the relations L ∝ σaRb and µ ∝ σaRb.
3 While stellar masses in the NSA are reported in units of
h−2 M, we use units of M throughout.
(ii) Concentration ratio R90/R50 > 2.5 (pressure-
supported systems tend to be less compact).
(iii) Apparent axis ratio b/a > 0.6 (low projected ellip-
ticity favours more spherical early-type galaxies).
We will refer to the galaxies passing these cuts as
“early-type” or “elliptical” and the remainder as “late-
type” or “spiral.” We caution, however, that these defini-
tions may not conform to others in the literature, which
may include a cut on colour (e.g. Dutton et al. 2011, 2013),
or be based on visual inspection (e.g. Lintott et al. 2008).
Since we will find that the precision of our analysis is
not limited by statistical uncertainties due to sample size,
we choose the threshold values for our cuts to be fairly
stringent to maximise agreement with our model assump-
tions. Taken together, these factors result in “elliptical
fractions” in our analysis significantly lower than in many
literature studies (e.g. Bamford et al. 2009; Henriques et
al. 2015).
We next impose a stellar mass cut to generate a
volume-limited sample with the same M∗ distribution as
our AM mocks. Assuming a conservative apparent mag-
nitude limit of mr = 17.6, the SDSS and hence NSA data
are complete to Mr−5 log(h) = −18.4 out to z = 0.05 (Ze-
havi et al. 2011). We find that the stellar mass value above
which all galaxies in both the early and late-type subsam-
ple4 have Mr − 5 log(h) < −18.4 is M∗ = 1010M, which
we impose as the lower M∗ limit in our analysis.
These cuts leave 6,088 elliptical galaxies out of 36,520
total. Since we will be interested in the possible im-
pact of the elliptical selection criteria on our theoreti-
cal galaxy population (Section 3.1), we record also the
fraction of galaxies retained as a function of stellar mass.
This rises from ∼ 0.05 at M∗ = 1010M to ∼ 0.35 at
M∗ = 1011.7M, the highest stellar mass we consider.
Finally, we generate an early-type catalogue of {M∗,
Reff , σap} values, to which we will compare our model
predictions. We include at this stage a final requirement,
70 km/s < σap < 420 km/s, which removes galaxies whose
velocities are untrustworthy (Bernardi et al. 2003a). We
will apply this cut in the same way to the mock data sets.
The final early-type subsample contains 5,682 galaxies.
2.2 Simulated data
Our theoretical galaxy population is based on the haloes
generated in the darksky-400 simulation (Skillman et
al. 2014), a (400 Mpc h−1)3 box with 40963 particles,
run with the 2hot code (Warren 2013). The darksky
suite5 assumes a flat ΛCDM cosmology with h = 0.688,
Ωm = 0.295, ns = 0.968, and σ8 = 0.834. The darksky-
400 box is large enough to contain sufficient haloes at the
high end of our stellar mass range to permit robust sta-
tistical testing, and at the same time has a small enough
4 According to most definitions in the literature, the limiting
stellar mass for a given magnitude threshold is different for
early and late-type galaxies. We find that the morphological
properties that we select on correlate only weakly with colour
in the NSA sample, and hence our early and late-type subsets
have comparable mass-to-light ratios.
5 http://darksky.slac.stanford.edu/
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particle mass that haloes at the low mass end are well re-
solved (according, for example, to the criteria of Diemer
& Kravtsov 2015). We identify haloes using the rock-
star halo finder (Behroozi et al. 2013). The simulation
contains around 1,000,000 haloes hosting galaxies in the
stellar mass range 1010 − 1011.7M.
3 METHOD
The overall aim of our method is to create a map between
a set of theoretical parameters describing galaxy forma-
tion processes and five key properties of the corresponding
theoretical FJR and FP. We do this by generating for par-
ticular input parameter values a population of galaxies
with stellar masses (M∗), effective radii (Reff), and ve-
locity dispersions averaged over the 1.5” SDSS aperture
(σap). We then draw mock data sets from these popula-
tions and determine their FJR and FP. By comparing to
the observed relations, we assess the aptitude of the mod-
els to account for elliptical galaxies’ velocity dispersions.
The scope of our parametrizations encompasses many of
the galaxy formation models under consideration today.
3.1 Model
We begin by assigning a stellar mass to each halo in the
darksky-400 simulation by abundance matching to the
z = 0 snapshot (Kravtsov et al. 2004; Conroy et al. 2006;
Behroozi et al. 2010; Guo et al. 2010; Moster et al. 2010;
Reddick et al. 2013). Specifically, we adopt the AM model
of Lehmann et al. (2015), which uses a continuous param-
eter α to interpolate proxy between virial mass (α = 0)
and maximum circular velocity vmax (α = 1) at the time
of peak mass. A universal Gaussian scatter (which we re-
fer to as the “AM scatter”) describes the deviation of
the stellar mass–proxy relation from exact monotonic-
ity. Lehmann et al. (2015) show that a good fit to the
correlation function and satellite fraction of SDSS can be
obtained in the case α ≈ 0.6, AM scatter ≈ 0.16, and we
take these as our fiducial values. We use the stellar mass
function of Bernardi et al. (2013) based on single-Se´rsic
fits, which is consistent with the stellar mass determina-
tions of the NSA.
Each model galaxy is assumed to have a Se´rsic (1968)
mass density profile6
Σ(r) = Σe exp
{
−bn
[(
R
Reff
)1/n
− 1
]}
, (1)
where bn is chosen so that the luminosity within Reff is
half the total luminosity (Ciotti & Bertin 1999)
bn ≈ 2n− 1
3
+
0.009876
n
. (2)
6 We will assume that stellar mass traces r-band light, so that
the luminosity and mass profiles are directly related. Strong
trends in stellar mass-to-light ratio are not observed in ellipti-
cal galaxies, and there are only small differences in NSA mea-
surements between bands.
A good approximation to the de-projected volume density
is (Prugniel & Simien 1997)
ρ(r) = ρ0
(
r
Reff
)−pn
exp
[
−bn
(
r
Reff
)1/n]
, (3)
with
ρ0 =
Σ0 b
n(1−pn)
n
2Reff
Γ(2n)
Γ[n(3− pn)] (4)
and
pn = 1− 0.6097
n
+
0.00563
n2
. (5)
We next assign an effective radius Reff , Se´rsic in-
dex n and angular diameter distance dA(z) to each
model galaxy by randomly drawing from the relative
frequency distribution calculated in Section 2.1 at the
stellar mass of the galaxy in question. This purely
empirical method guarantees that the model galaxies
have precisely the same {M∗, Reff , n, dA} distribu-
tion as the data to which we will compare them.7 For
reference, the best-fitting power-law mass–size relation
(MSR) is log(Reff/kpc) = 0.489 + 0.533(log(M∗/M) −
〈log(M∗/M)〉), where 〈log(M∗/M)〉 = 10.6 is the me-
dian mass of the NSA sample. The scatter in size is 0.136
dex. The angular diameter distance is then used to calcu-
late the physical size of the SDSS aperture at the location
of each galaxy, within which the weighted velocity dis-
persion σap is defined. Combined with present day halo
virial mass (Mvir) and concentration, {M∗, Reff , n, dA}
form the inputs to the calculation of σap, which we now
perform.
For a given cumulative spherical mass distribu-
tion M(r), density distribution ρ(r), and radial orbit
anisotropy profile β(r) ≡ 1 − σ2θ(r)/σ2r(r), the radial ve-
locity dispersion σr obeys the spherical Jeans equation
d[ρ(r)σ2r(r)]
dr
+
2β(r)
r
ρ(r)σ2r(r) = −Gρ(r)M(r)
r2
. (6)
The line-of-sight velocity dispersion
σlos(R) ≡
√
2
Σ(R)
[∫ ∞
R
ρ(r)σ2rrdr√
r2 −R2 −R
2
∫ ∞
R
βρ(r)σ2rdr
r
√
r2 −R2
]
,
(7)
7 In DW15 we set size using a theoretical spin-based model
along the lines of Mo et al. (1998). There are two reasons to
change method here: 1) we showed in DW15 that the spin-
based model generates too high a scatter in the mass–size re-
lation, and this may have undesired ramifications for the pre-
dicted FJR and FP, and 2) elliptical galaxies have very little
rotation and it is not clear to what extent the little angular mo-
mentum they do possess is correlated with halo spin – mass loss
and merging may be more important. We discuss the broader
consequences of these two size models in Section 5.3.
c© 2016 RAS, MNRAS 000, 1–16
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is then given by (Mamon &  Lokas 2005)
σlos(R) =
√
2G
Σ(R)
∫ ∞
R
K(r/R)ρ(r)M(r)
dr
r
, (8)
where
K(u) ≡ 1
2
u2β−1
[(
3
2
− β
)√
pi
Γ(β − 1
2
)
Γ(β)
+ βB
(
1
u2
, β +
1
2
,
1
2
)
−B
(
1
u2
, β − 1
2
,
1
2
)]
(9)
and B is the incomplete beta function. Finally, we calcu-
late the physical radius Rap of the SDSS aperture at the
position of the galaxy by multiplying the angular radius
of 1.5” by dA. σlos is then averaged (weighted by bright-
ness) over the area of the aperture to yield the aperture
velocity dispersion
σap ≡ σ(Rap) =
√√√√∫ Rap0 Σ(r) σ2los(r) rdr∫ Rap
0
Σ(r) rdr
. (10)
It now remains to specify 1) the dark matter mass
distribution ρDM (r), 2) the radial orbit anisotropy β(r),
and 3) which haloes in the simulation should be assumed
to harbour the elliptical galaxies in question, and hence
included in the analysis. Knowing the virial mass and con-
centration of each halo, we can reconstruct the NFW den-
sity profile; however, it is likely that this profile is altered
in some way by the formation of galaxies at the halo cen-
tres. One possibility is for the dark matter to contract
adiabatically (Blumenthal et al. 1986; Gnedin et al. 2004,
2011), but it is also possible for baryons to transfer energy
to the halo and cause it to expand instead (e.g. Maccio`
et al. 2012; Di Cintio et al. 2014; Pontzen & Governato
2014). We employ here the same parametrization of these
effects as in DW15: a free, continuous parameter ν in-
terpolates between the adiabatic contraction prescription
of Gnedin et al. (2011) (ν = 1), and an expansion of the
same magnitude (ν = −1).8 ν = 0 corresponds to no ef-
fect of disc formation, in which case haloes retain their
NFW form.
The anisotropy parameter β characterises the extent
to which stars follow predominantly tangential or radial
orbits. β = −∞ describes motion that is purely tangen-
tial, β = 0 isotropic and β = 1 purely radial. In prin-
ciple, β is not only a function of position within each
galaxy, but also varies between galaxies. Canonical stud-
ies of anisotropy include Gerhard et al. (2001), Cappellari
et al. (2007) and Thomas et al. (2007), and indicate that
β typically rises in the central regions of ellipticals, and
then flattens out or falls slowly towards larger r. Varia-
tions among galaxies appear to be relatively small and
not significantly correlated with other galaxy properties,
and in relatively few cases is β observed to fall outside
the range [−0.2, 0.5]. We will therefore assume β to be
independent of r in our models (equivalently, we use a
single effective value averaged over the aperture). In the
8 See also Dutton et al. 2007, Section 3.2.
most general case we allow β to be a function of stellar
mass but uncorrelated with all other galaxy and halo vari-
ables, and give it a universal Gaussian scatter σβ among
galaxies: β ∼ N (f(M∗), σβ).
In Section 2.1 we calculated the fraction of galaxies
in the NSA that are ellipticals according to our selection
criteria, as a function of stellar mass. This must equal
the fraction of haloes hosting elliptical galaxies, and only
these haloes ought to be included in our mock popula-
tion.9 Given that there is still significant theoretical un-
certainty in which haloes should be included, we adopt
the flexible selection model of DW15 (in which the mo-
tivation and method is spelled out in detail). In short,
we assume early-type galaxies to inhabit haloes that are
above average in mass or concentration at a given stellar
mass, so that their characteristic velocities are higher. The
strength of this correlation is governed by a free param-
eter we call the “selection factor”: when this parameter
takes its largest allowed value (pi/2) ellipticals are put in
the haloes which give the largest values for σap at given
M∗, and when it is minimised (arctan(0.5) = 0.4636) the
correlation between galaxy morphology and halo type is
switched off. We expect from the results of DW15 (in ad-
dition to recent indications in data; see e.g. Rodr´ıguez-
Puebla et al. 2011, Wojtak & Mamon 2013 and Mandel-
baum et al. 2016) that the selection factor ought to take
a value in the upper half of its allowed range. We begin
with the value 1.4, corresponding to a moderate increase
in predicted velocity for ellipticals over the case of random
selection.
This completes the description of the inputs to the
model: {α, AM scatter, ν, selection factor} along with
a function f(M∗) for setting 〈β〉. Given values for each
of these, we are now in a position to calculate σap for
the galaxy in each halo of the elliptical subsample. Since
there are ∼ 1, 000, 000 haloes, and 16.7 per cent of the
NSA galaxies in this mass range were determined to be
ellipticals (Section 2.1), our theoretical parent population
contains around 167,000 objects. We now describe our
procedure for comparing this population with the obser-
vational sample in order to evaluate goodness-of-fit and
investigate the significance of the model parameters.
3.2 Comparison of theory and observation
We begin by using the model to generate a mock data set
with as many galaxies as the observational sample and at
the same stellar masses, but with radii and velocity dis-
persions drawn randomly from the theoretical population.
For consistency with our observational sample, we impose
at this stage the requirement 70 km/s < σap < 420 km/s.
The stellar masses used in AM as well as the sizes and
Se´rsic indices we give our mock galaxies all derive from
the observed distributions, and hence no correction need
9 As discussed in Section 2.1, the elliptical fraction is a func-
tion of our early-type cuts. If less stringent cuts were used,
leading to an increase in the elliptical fraction, selection effects
would have a weaker impact on the theoretical population. Our
model therefore provides an upper limit for the possible effect
of selection on the FJR and FP.
c© 2016 RAS, MNRAS 000, 1–16
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be applied to convert between true and observed values of
these quantities when comparing the mock and real data.
Measurement uncertainties do however play a role in de-
termining σobsap for a given mock galaxy, which is a function
of the true rather than observed values of M∗, Reff and n,
and furthermore is different to the σtrueap value naturally
output by the model. In a rigorously Bayesian analysis,
the true positions of the galaxies in {M∗, Reff , n, σap}
space would be treated as free parameters with posterior
distributions deduced simultaneously with the others. At
the maximum likelihood point, the true positions would
lie somewhat closer to the model prediction than the ob-
served positions (within the measurement uncertainties),
and hence we would find slightly greater agreement be-
tween theory and data. However, since this analysis is
too expensive to perform here we take the true and ob-
served positions to be coincident. This is justified by the
relatively small uncertainties in the measurements of the
local NSA galaxies, and is no worse an estimate for the
maximum-likelihood values of the true parameters than
those derived by randomly scattering the observed val-
ues.
We fit to each mock data set a power-law FJR10 of
the form
log(σap/km s
−1) = cFJR+m (log(M∗/M)− 〈log(M∗/M)〉) ,
(11)
with scatter sFJR in log(σap/km s
−1), and a planar FP
log(M∗/M) = cFP
+mV
(
log(σap/km s
−1)− 〈log(σap/km s−1)〉
)
+mR (log(Reff/kpc)− 〈log(Reff/kpc)〉)
(12)
with scatter sFP in log(M∗). We then reduce the set
{cFJR, m, sFJR, cFP , mV , mR, sFP } to 5 independent
parameters by removing duplicate information: the nor-
malisation cFP of the FP contains no information absent
from the combination of the normalisation of the MSR
(matched by construction) and that of the FJR (cFJR),
and one linear combination of mV and mR replicates the
information in the MSR and FJR slopes. The other degree
of freedom, −mR
mV
≡ dσap
dReff
|M∗ , which we denote by κ, de-
scribes the correlation of the MSR and FJR residuals and
is a measure of the FP tilt. p ≡ (cFJR, m, sFJR, sFP , κ)
will be the diagnostic statistic that we use to test the
theory.
By fitting a plane to the {M∗, Reff , σap} data we
10 Note that the neglect of measurement uncertainties means
that the values of our power-law parameters are not com-
mensurable with those that would be derived with measure-
ment errors deconvolved, and that the scatters we quote are
not intrinsic. In addition, these parameters are dependent on
the particular selection criteria of our sample, especially the
σap > 70 km/s cut. We are not concerned here with the deter-
mination of the fitting parameters themselves, but only their
comparison between real and mock data sets. This requires
merely that each data set be treated in the same way.
neglect the possibility of curvature in the FP and a de-
pendence of sFP or κ on M∗. Although we have verified
by eye that the predicted and observed FPs are not far
from planar, we cannot preclude the possibility of a larger
measured sFP being due in part to greater curvature. The
FP tilt is known to vary with stellar mass (Dutton et al.
2013), and we have qualitatively identified such a trend
in our data sets. In principle this dependence contains
further information. We will find, however, that the pa-
rameters of our framework are well constrained by fitting
an averaged tilt and hence we leave an investigation of
the significance of this effect within the AM framework to
further work.
We evaluate goodness-of-fit as follows. For each set
of parameter values we generate 1000 Monte Carlo {M∗,
Reff , σap} realisations, and calculate for each one the best-
fitting value of p. We then condense this information into
a set of median values 〈p〉 over the realisations (the values
one would be most likely to find in the data if the model
were true) and the standard deviation σp (an indication of
the expected spread between different observational sam-
ples). We shall find the skews of the Monte Carlo p dis-
tributions to be negligible, making them fully characteris-
able by these two statistics. A measure of goodness-of-fit
is then 〈p〉−pd〈σp〉 , where pd is the vector p for the NSA
data. The more standard deviations the real data from
the model median, the worse the model is performing.
We will investigate a total of seven different sets of
values for the input model parameters, arranged in order
of increasing complexity. To begin with, and for refer-
ence, we examine the scenario (which we label “no-DM”)
in which velocity dispersions are determined entirely by
the baryonic mass, and stellar motions are isotropic. In
this case, none of the other model parameters apply. We
then introduce dark matter haloes using the prescription
of Section 3.1, first with a fiducial model in which the pa-
rameters are given values which might be considered most
likely a priori (although still with β = 0), then with indi-
vidual perturbations to the parameters, and finally with
parameter values chosen to optimise the fit to the FJR
and FP. We then lift the β = 0 restriction and consider a
model with small radial anisotropies (favoured by existing
data), and one in which the effective anisotropy increases
with stellar mass.
For each set of parameter values we show a contour
plot of the predicted FJR (Fig. 1), and list the median
〈p〉 of the five diagnostics (Table 3). In certain cases we
show also a contour plot of the correlation of the velocity
and radius residuals (Fig. 2), and the standard deviations
σp of the diagnostics among the Monte Carlo realisations
(Table 4).
For reference, the free parameters of our framework
are listed and described in Table 1, and the statistics of
the FJR and FP to which we compare our model are given
in Table 2.
4 RESULTS
The first row of Table 3 lists the values of the five FJR
and FP diagnostic parameters as measured in the data. A
few observations are in order before we present our model
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α Interpolates AM proxy between Mvir (α = 0) and vmax (α = 1)
AM scatter Universal Gaussian scatter in stellar mass at fixed proxy
ν Controls degree of halo expansion (−) or contraction (+)
selection factor Governs impact of selection effects on theoretical FJR and FP
N (f(M∗), σβ) Distribution from which galaxy anisotropy β is drawn
Table 1. Free parameters of the framework.
m FJR slope
cFJR FJR normalisation
sFJR FJR scatter
κ Average
dσap
dReff
|M∗
sFP FP scatter
Table 2. Diagnostic statistics (components of p) of the FJR
and FP. See also Eqs. 11 and 12.
predictions. First, if elliptical galaxies were homologous
and all in perfect virial equilibrium in the absence of dark
matter, κ would be −0.5. The measurement from the data
therefore shows that in reality there is a stronger depen-
dence of velocity on radius than in this oversimplified case
(at least under this IMF choice; see Section 5.1). Second,
sFJR is a scatter in velocity while sFP is a scatter in mass.
The effective scatter in mass from the FJR, 0.304, is ob-
tained by dividing the velocity scatter by the FJR slope.
We see that the precision with which one can determine
log(M∗/M) is approximately doubled by including ra-
dius information, i.e. in progressing from the FJR to the
FP.
4.1 No-DM
To generate a reference baryon-only prediction, we first
consider the case of Newtonian gravity without dark mat-
ter haloes and with 〈β〉 = σβ = 0. The resulting FJR is
displayed in Fig. 1(a), and the median values 〈p〉 of the
FJR and FP parameters across 1000 mock data sets drawn
from the model are shown in the second row of Table 3.
The standard deviations σp among the Monte Carlo re-
alisations are found to be small, and their approximate
fractional values (i.e. divided by the corresponding medi-
ans) are listed in Table 4. According to the goodness-of-fit
measure defined above, the likelihood of a model is for-
mally low in terms of diagnostic pi if 〈pi〉 differs from pd,i
by more than a few digits in the third significant figure.
We see from Fig. 1(a) that at low M∗ little dark mat-
ter is required to reproduce the observed velocity disper-
sion, while at high mass the predicted FJR lies signifi-
cantly below that observed. Thus m and cFJR are too
low. As expected, κ is very close to −0.5; the difference
is due to variations among the galaxies in Se´rsic index
and the physical radius at which σap is calculated. Both
sFJR and sFP are too small, indicating that a signifi-
cant source of scatter is absent. In addition, the scatter in
log(M∗/M) is a factor of 5 smaller in the FP than the
FJR: the inclusion of radius information is too helpful in
reducing the log(M∗) scatter in this case. In other words,
mass and radius alone do not set the velocity as precisely
as in this model; elliptical galaxies cannot be as simple
as isotropic Newtonian Se´rsic spheres. This is apparent
also in Fig. 2(a), which correlates the residuals of mock
and real galaxies from the best-fitting FJR and MSR. κ
is the slope of the best-fitting line in this space, and sFP
measures the scatter of the points around this line.
4.2 AM model with β = 0
We now consider a fiducial AM model with α = 0.6,
AM scatter = 0.16, ν = 0.5 and selection factor = 1.4
(Fig. 1(b) and Table 3, third row). These might be reason-
able estimates a priori: the AM parameters are those pre-
ferred by Lehmann et al. (2015), the ν choice corresponds
to moderate halo contraction, and the selection factor cor-
responds to a moderate preference for early-type galaxies
to inhabit more massive or more concentrated haloes at
fixed mass. The added dark matter, distributed in this
way, has four main effects on the FJR and FP:
(i) The normalisation of the FJR is increased due to
the extra dynamical mass.
(ii) The velocity dispersions of low-mass galaxies are
boosted more than those of high-mass galaxies, making
the FJR shallower. This effect is exacerbated by the strong
selection in this model: since the elliptical fraction falls
towards lower stellar mass, the effect of selecting only the
highest σap objects to be ellipticals is greatest there.
(iii) The scatter of the FJR and (particularly) the FP
are increased by the addition of halo variables (Mvir and
concentration) into the effective formula for σap. These
variables themselves have a spread of values at fixed M∗.
The precision with which one can estimate log(M∗) from
Reff and σap is only 1.5 times greater than from σap alone
due to the relative weakening of the correlation between
the three observables.
(iv) κ is increased, indicating that σap varies less
rapidly with Reff at fixed M∗ than in the no-DM case.
Now that σap is set largely by the halo (and under our
assumption that Reff is independent of halo properties),
the dependence of σap on surface brightness is reduced.
We now consider the effect of individual changes to
the model parameters. We note first that varying α within
reasonable bounds (0 < α < 1; Lehmann et al. 2015) has
very little effect on any of our diagnostics. When α is
larger, the rank of a halo in AM is conditioned more by
its concentration than its virial mass, making the haloes of
our high-M∗ galaxies more concentrated and less massive
on average. However, the total dark matter mass within
the aperture, which is responsible for setting σap, is only
slightly larger at high α. We note that the halo proxy
has a significantly weaker effect on the FJR here than on
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(a) No-DM (b) Fiducial: α = 0.6, AM scatter=0.16, ν = 0.5, se-
lection factor=1.4
(c) AM scatter → 0.4 (d) ν → −0.5
(e) selection factor → arctan(0.5) (f) α = 0.6, AM scatter = 0.16, ν = −0.5, selection
factor=arctan(0.5)
(g) As Fig. 1(f), but with β ∼ N (0.3, 0.35) (h) As Fig. 1(g), but with 〈β〉 rising linearly from−2.5
at log(M∗/M) = 10 to its maximum possible value,
1, at log(M∗/M) = 11.7
Figure 1. Contour plots showing the projections of the theoretical galaxy populations onto the FJR plane, compared to the NSA
data in black. Each panel corresponds to a different choice for the model parameters, from the simplest no-DM case in the top left
to the most complex AM model with mass-dependent anisotropy in the bottom right. The contour lines enclose 20, 40, 60, 80, 90
and 95 per cent of the model galaxies.
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(a) No-DM (b) α = 0.6, AM scatter = 0.16, ν = −0.5, selection
factor=arctan(0.5)
(c) As Fig. 2(b), but with β ∼ N (0.3, 0.35) (d) As Fig. 2(c), but with 〈β〉 rising linearly from −2.5
at log(M∗/M) = 10 to its maximum possible value,
1, at log(M∗/M) = 11.7
Figure 2. Correlation of the radius residuals of the MSR with the velocity residuals of the FJR, in the data (black points), and in
1000 mock data sets drawn from the models (contours). Each panel corresponds to different model assumptions, as labelled. The
contour lines enclose 20, 40, 60, 80, 90 and 95 per cent of the model galaxies.
(α, AM scatter, ν, selection factor) m cFJR sFJR κ sFP
NSA data 0.313 2.13 0.095 −0.74 0.127
No-DM 0.253 2.03 0.065 −0.47 0.055
0.6, 0.16, 0.5, 1.4 0.220 2.25 0.067 −0.24 0.205
0.6, 0.4, 0.5, 1.4 0.186 2.24 0.078 −0.46 0.221
0.6, 0.16, −0.5, 1.4 0.229 2.16 0.063 −0.21 0.194
0.6, 0.16, 0.5, arctan(0.5) 0.229 2.22 0.071 −0.35 0.189
0.6, 0.16, −0.5, arctan(0.5) 0.238 2.12 0.067 −0.30 0.178
β ∼ N (0.3, 0.35) 0.240 2.19 0.103 −0.79 0.212
β ∼ N (2.06 log(M∗/M)− 23.1, 0.35) 0.320 2.07 0.071 −0.33 0.140
Table 3. Values for five key FJR and FP diagnostics in the data (first row), and their median values 〈p〉 from 1000 mock data
sets drawn from the model under various assumptions (remaining rows). m is the FJR slope, cFJR its normalisation and sFJR
its scatter, κ ≡ dσap
dReff
|M∗ , and sFP is the scatter around the best-fitting Fundamental Plane (see Eqs. 11 & 12 and Table 2). The
numbers in the left-hand column indicate the values of α, AM scatter, ν and selection factor, respectively, for the model in question.
The final two rows use the same values for these parameters as the row above.
the TFR in DW15. This is because in DW15 velocities
were measured at larger radius, so the ratio of enclosed
dark matter to baryonic mass was larger and the choice
of halo proxy had a larger effect. In addition, while the
squared TFR circular velocity is directly proportional to
the enclosed dark matter mass, the FJR aperture velocity
dispersion is determined by a set of three differential equa-
tions that depend non-trivially on density and cumulative
mass. The result is a washing out of the subtle effect of
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% variation m cFJR sFJR κ sFP
Without DM 1 0.04 1 0.7 0.8
With DM 1 0.04 2 5 2
Table 4. Approximate percentage variation σp/〈p〉 × 100 per cent of the best-fitting FJR and FP diagnostic values p over 1000
Monte Carlo realisations. The eight cases in Table 3 are reduced here to two: the results for all of the models that include DM (rows
three to nine of Table 3) are approximately the same. A percent-level variation among realisations means that the likelihood of a
model is formally low if the 〈p〉 values it generates differ from pd by more than a few digits in the third significant figure.
the AM proxy. We therefore fix α = 0.6 for the remainder
of this work.
The effects of variations in the other three model pa-
rameters are shown in rows four to six of Table 3 and
Figs. 1(c)–1(e), and may be accounted for as follows.
• The most significant effect of the AM scatter is on
the scatter of the FJR and FP. Increasing the AM scatter
increases the spread of halo properties assigned to galaxies
of a given M∗, and hence the spread of the resulting ve-
locity dispersions. A higher scatter also flattens the FJR;
since the halo mass function is a falling function of mass,
high AM scatter tends to associate lower mass haloes with
galaxies at a given high M∗. Finally, increasing the AM
scatter reduces κ.
• ν largely sets the normalisation of the FJR: the lower
it is, the more dark matter is expelled from the inner re-
gions of a galaxy, and hence the lower σap. The normali-
sation of the FJR can be reconciled with that of the data
by setting ν ≈ −0.5. In addition, lowering ν tends to re-
duce the rate at which σap falls as Reff rises, as manifest
by an increase in κ. When ν > 0, more compact galaxies
(i.e. lower Reff at fixed M∗) pull more DM into the in-
ner regions, boosting the rate at which σap rises as Reff
falls. Conversely, when ν < 0 more compact galaxies expel
more DM from their inner regions, mitigating the rise in
σap due to the baryonic mass as Reff falls.
• A larger selection factor preferentially puts elliptical
galaxies in more massive or more concentrated haloes at
given M∗, increasing the normalisation of the FJR and
reducing its scatter. Since the elliptical fraction falls to-
wards low M∗, selection effects have largest impact in the
low-mass regime, and hence increasing the selection factor
lowers the FJR slope.
Table 3 shows that the predicted m and cFJR are
brought into better agreement with the data by adopt-
ing ν = −0.5 and selection factor = arctan(0.5). We dis-
play the results of such a model in Figs. 1(f) and 2(b),
and row seven of Table 3. We focus hereafter on the case
{α = 0.6, AM scatter = 0.16, ν = −0.5, selection factor
= arctan(0.5)}.
4.3 AM model with β 6= 0
All models examined so far have assumed β = 0. We now
consider two models where this constraint is relaxed, the
first in which a β value for each galaxy is drawn from
a normal distribution with fixed mean 〈β〉 and standard
deviation σβ , and the second in which 〈β〉 is a function of
M∗.
Detailed kinematic studies of ellipticals suggest that
β is typically fairly independent of radius and takes a
value around 0.3 with an inter-galaxy scatter of roughly
0.1 − 0.4 (Gerhard et al. 2001; Thomas et al. 2007; Cap-
pellari et al. 2007). The results of a model with β ∼
N (0.3, 0.35), separately for each mock galaxy, are shown
in Fig. 1(g), Fig. 2(c) and row eight of Table 3. This model
agrees fairly well with the data in terms of both sFJR and
κ, and the large effect of β demonstrates its crucial im-
portance in any study aimed at uncovering the theoretical
significance of elliptical galaxy scaling relations. We dis-
tinguish and explain the effects of 〈β〉 and σβ as follows.
(i) All else being equal, the larger a galaxy’s β, the
greater its σap. This is because larger β corresponds to
more radial stellar motions, which provide a larger contri-
bution to σr and hence σlos (Eqs. 6–9). Thus cFJR rises
with 〈β〉.
(ii) A larger β increases σap for smaller galaxies more
than it does for larger ones. Increasing 〈β〉 therefore in-
creases the average σap of galaxies at fixed M∗ and low
Reff more than those at the same M∗ but high Reff , re-
ducing κ.
(iii) At small Reff , a large β increases σap more than a
small β decreases it, and vice versa at large Reff . Hence
increasing σβ at fixed 〈β〉 increases the average σap of
galaxies at fixed M∗ and low Reff , while decreasing it at
high Reff . The result is a decrease in κ.
(iv) Since β is assumed to be uncorrelated with galaxy
or halo properties, the effect of σβ roughly sums in quadra-
ture with the other sources of scatter to increase sFJR and
sFP .
We now consider a simple toy model in which 〈β〉
depends on M∗. This is motivated by the observation
from Fig. 1 and Table 3 that none of the model re-
finements made so far have had a significant effect on
the slope of the FJR, which has remained in all cases
too low. We therefore show in Figs. 1(h) and 2(d), and
row nine of Table 3, the effect of the alternative model
β ∼ N (2.06 log(M∗/M) − 23.1, 0.35), in which 〈β〉 rises
from −2.5 at M∗ = 1010M to 1.0 at M∗ = 1011.7M.11
The FJR slope in this model is increased to that in the
data, and furthermore sFP is reduced. However, the model
FJR has acquired a curvature not present in the data, and
11 Although we do not intend to motivate this model on prior
grounds, a weak trend in this direction may be expected: the
aperture size is fixed at 1.5”, more massive galaxies tend to
have larger Reff , and β tends to fall slowly with r/Reff beyond
a certain point (e.g. Gerhard et al. 2001).
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κ is significantly increased. Within our parameter space,
the FJR curvature could be reduced only by setting 〈β〉
even lower at M∗ = 1010M (β can never exceed 1), which
would further increase κ and necessitate an increase in ν
to mitigate the fall in cFJR. We therefore conclude that
introducing a dependence of 〈β〉 on M∗ does not offer a
particularly attractive prospect for further improving FJR
and FP predictions.
Note that a positive 〈β〉 and σβ would increase the
predicted FJR intercept and scatter also in the no-DM
case, bringing it into better agreement with the data, and
including a positive 〈β〉 dependence on M∗ would increase
the slope. Within the broader parameter space opened up
by the anisotropy, it is not clear therefore that the no-DM
model can be excluded by the FJR alone.
4.4 Degeneracies
Now that all the parameters of our model have been in-
troduced and their effects described, we discuss their de-
generacies. The parameters ν, 〈β〉 and the selection factor
have a degenerate effect on the normalisation of the FJR.
There is also a strong degeneracy between the AM scat-
ter and σβ , both of which predominantly affect sFJR and
sFP . However, strong prior constraints exist on the AM
scatter (e.g. Lehmann et al. 2015, and references therein),
so we have chosen to fix its value here. We note however,
that although most current measurements are consistent
with a constant value or weak trend of AM scatter with
mass, the constraints weaken significantly at low mass.
Finally, the selection factor, AM scatter and effective de-
pendence of β on M∗ are degenerate in their effect on m,
and ν, σβ and the AM scatter are degenerate in deter-
mining κ. Alternative sets of parameter values capable of
adequately reproducing the observed cFJR, sFJR and κ
are therefore likely to exist.
5 DISCUSSION
We have investigated a series of AM-based models, which
have previously been shown to match several spatial
statistics of galaxies, in order to assess the extent to which
important characteristics of the Faber–Jackson relation
and Fundamental Plane are expected in contemporary
galaxy formation scenarios. While some aspects of the re-
lations (the normalisation and scatter of the FJR, and the
rate of change of velocity with size at fixed mass) may be
satisfactorily accounted for, others (the FJR slope and FP
scatter) are challenging to match with our approach. In
Section 5.1 we discuss our preference for halo expansion
in the context of previous findings in the literature, in
Section 5.2 we comment on the possibility that early-type
galaxies tend to inhabit more massive or more concen-
trated haloes at given stellar mass, and in Section 5.3 we
elaborate on the discrepancy in the FP scatter and con-
sider potential solutions.
5.1 FJR normalisation, halo contraction, and
the choice of IMF
In order to obtain the correct magnitude of the aper-
ture velocity dispersions, we require moderate expansion
of haloes in response to disc formation (ν ≈ −0.5). This
roughly agrees with the TFR calculations in DW15, which
favour ν ≈ 0 for mass-based AM and ν ≈ −0.5 for the
more realistic case of velocity-based matching. These re-
sults may be considered an extension of the cusp–core (de
Blok 2010) and Too Big To Fail (Boylan-Kolchin, Bul-
lock & Kaplinghat 2011) problems to higher mass: the
NFW profile with a canonical mass-concentration rela-
tion puts too much dark matter in the central regions of
M∗ = 1010 − 1011.7M galaxies.
The necessity of halo expansion has already been
noted by several observational and theoretical studies of
early-type galaxies. Borriello et al. (2003) find that repro-
ducing the low normalisation, scatter and curvature of the
FP requires either that the haloes surrounding ellipticals
have significantly lower mass or concentration than pre-
dicted by N -body simulations, or that they are substan-
tially cored. Romanowsky et al. (2003) observe Keplerian
fall-off of the velocity dispersion profiles of three bright
ellipticals, indicating a low dark matter fraction out to
a significant radius. Indeed, many studies indicate that
dark matter constitutes only a small fraction of the total
mass in the central regions of ellipticals (e.g. Salucci 2004;
Mamon &  Lokas 2005; Tiret et al. 2007; Napolitano et
al. 2009; Cappellari et al. 2013; Cappellari 2015; Nigoche-
Netro et al. 2015). Finally, since the majority of ellipticals
under investigation here are high surface brightness sys-
tems, our findings add to the growing body of evidence
that higher stellar surface mass density implies lower en-
closed dark matter mass (Sanders 1990; McGaugh 2004;
Gentile et al. 2009; Tiret & Combes 2009; Sonnenfeld et
al. 2015). Indeed, it is found from the slope of the NSA
MSR that the surface mass density at Reff falls on av-
erage as M∗ increases, while Fig. 1(a) demonstrates that
the inferred dark matter mass rises.
While “bottom up” studies prioritising detailed treat-
ment of the data over cosmological predictions typically
find evidence for low or negligible dark matter fractions in
the central regions, several “top down” studies that start
from a cosmological model argue that halo contraction is
required in order to fit the FJR normalisation. We discuss
two.
Trujillo-Gomez et al. (2011) compile a set of dynam-
ical mass measurements at 10 kpc from the centres of
elliptical galaxies, and combine this with TFR observa-
tions to create a single luminosity–velocity data set. They
find that elliptical galaxies tend to have larger circular
velocities than spirals at fixed luminosity. Taking the the-
oretical prediction to be the halo plus baryon velocities
at 10 kpc after AM, they argue that halo contraction is
necessary to reproduce the observations. Comparing the
measured NSA FJR presented here to standard Tully–
Fisher relations (e.g. that of Pizagno et al. 2007), we on
the other hand find the FJR to have a lower normalisation
and higher slope. Only at the very largest stellar masses
(∼ 1011.5M) do the elliptical galaxy aperture velocity
dispersions exceed the spiral galaxy V80 values.
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Dutton et al. (2011) combine a number of empirical
power-law correlations relating galaxy size, gas content,
halo virial mass, and halo concentration with stellar mass
to generate a mock TFR and FJR. They do not in fact
solve the Jeans equation to model σap, but instead adopt
an average empirical relation between the circular velocity
at Reff (which is output by their model) and the velocity
dispersion there, and an additional relation between that
and the integrated velocity dispersion within the SDSS
aperture. Their fiducial model with halo contraction gen-
erates an FJR with slope and intercept in almost perfect
agreement with their data, i.e. with a considerably lower
normalisation and higher slope than ours.
The differences between our results and those of Dut-
ton et al. (2011) may be largely attributable to the use
of different stellar-to-halo mass ratios: where Dutton et
al. (2011) employs a compilation of satellite kinematics
and weak lensing observations, we use abundance match-
ing. By direct comparison, we find that our halo masses
are around 0.2 − 0.3 dex higher at fixed M∗, resulting in
an increased need to move dark matter out of the central
regions in order to match the FJR normalisation. These
differences are within the uncertainties of direct measure-
ments of the stellar-to-halo mass ratio (e.g. van Uitert et
al. 2016), but have an important effect of mass modelling.
The choice of IMF is another important systematic.
The Chabrier IMF that we use is among the lightest of
those considered routinely in the literature for early-type
galaxies; adopting the heavier Kroupa or Salpeter IMF
would increase stellar masses and hence reduce the in-
ferred dark matter mass. IMF studies in the literature
may be settling on a non-universal IMF for early-type
galaxies which increases roughly linearly from Chabrier
at log(σe/km s
−1) ≈ 1.8 to Salpeter at log(σe/km s−1) ≈
2.3 (Dutton et al. 2013; Cappellari 2016 and references
therein). Significantly, it is found not only that this IMF
favours low central dark matter fractions (∼ 13 per cent),
but also that the stellar mass Fundamental Plane is then
fully consistent with the virial plane M∗ ∝ σ2R, with zero
scatter. This suggest that were we to adopt this IMF in
our analysis we would find the data to be in agreement
with our no-DM prediction; in particular, the m and sFP
values measured from the data would be significantly re-
duced, and κ increased.
Changing the IMF would also affect the FJR and FP
output by our model, since greater stellar masses at the
bright end correspond to larger stellar mass fractions with
the halo mass function fixed. However, predicted veloci-
ties would increase along with the stellar masses, causing
a shift roughly along the FJR and hence impacting the
predicted relations less than the observed ones. The non-
universal IMF of Cappellari (2016) would therefore still
require ν < 0. More generally, while the choice of IMF
may affect any of the FJR or FP diagnostics in Table 3,
the true IMF is very unlikely to generate a higher FP
scatter in the data. Hence the sFP discrepancy could not
be eliminated in this way.
Additional sources of discrepancy between our results
and those of Trujillo-Gomez et al. (2011) and Dutton et
al. (2011) may include a potential systematic error associ-
ated with combining incommensurate σap and Vrot mea-
surements (measured at different radii and governed by
qualitatively different equations), and an offset between
data and model velocity dispersions when the latter are
not derived from Jeans analysis. We stress the importance
of measuring velocities in precisely the same way in real
and mock galaxies. Finally, we note that Dutton et al.
(2011) assume galaxy and halo variables to be correlated
with M∗ only, while we include also their expected and
observed correlations with one another. There is no guar-
antee that these covariances are insignificant.
Dutton et al. (2011) argue that simultaneously
matching the normalisation of the TFR and FJR requires
that early-type galaxies either experience stronger halo
contraction in response to disc formation than late-types,
or have a heavier IMF. We note that the relative amount
of halo contraction or expansion required by spirals and el-
lipticals depends on whether the two types of galaxies are
placed in haloes of systematically different mass or con-
centration. This effect is included in our framework via
the selection factor. The higher the selection factor, the
stronger the expansion required for ellipticals relative to
spirals. In particular, we find that a high selection factor
(i.e. the haloes of more elliptical galaxies have more mass
in the central regions at fixed M∗) favours ν ≈ −0.4 for
spirals (DW15), and ν ≈ −0.6 for ellipticals (see Fig. 1(d)
and row five of Table 3), while random selection (selec-
tion factor = arctan(0.5)) favours ν ≈ −0.6 for spirals
and ν ≈ −0.4 for ellipticals. Selection effects are impor-
tant in any attempt to model the dynamics of spiral and
elliptical galaxies within the same framework.
Our model assumes that the dependence of the halo
expansion factor on M∗ is the same as that of adiabatic
contraction, viz., maximised at M∗ ≈ 1010M where
M∗/Mvir is largest. While this dependence is motivated in
the case of contraction (ν > 0), there is no guarantee that
it would be preserved by the baryonic feedback processes
presumed to cause halo expansion in the case ν < 0. We
see from Figs. 1(f) and 1(g) that to bring the predicted
FJR slope into better agreement with the observations
would require even more expansion at M∗ ≈ 1010M rel-
ative to M∗ ≈ 1011.5M where the baryon fraction is very
low. Expansion schemes which act to flatten cusps at in-
termediate M∗/Mvir (e.g. Di Cintio et al. 2014) would not
help here. The sensitivity of our halo response to M∗/Mvir
makes our constraint on ν dependent on our being able
to probe lower stellar masses; for the very highest mass
galaxies some halo contraction may be permitted.
Two potential alternatives to halo expansion would
require only slight deviation from our assumptions. One
possibility is that Ωm or σ8 is too large, resulting in
haloes of too high mass or concentration being generated
by the N -body simulation. However, we showed in Ap-
pendix B of DW15 that a significant effect on galaxy ve-
locities would require these variables to change by more
than their cosmological uncertainties (a conclusion also
reached by Dutton et al. 2011). Alternatively, the AM
model could be changed to modify the relation between
stellar mass and halo mass and concentration. In particu-
lar, lowering the normalisation of the FJR would require
galaxies in the range 1010M < M∗ < 1011.7M to lie
in less massive or less concentrated haloes, and steepen-
ing the relation would require this effect to be larger at
1010M than 1011.7M. However, this effect would have
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to be large to affect cFJR and m significantly: it can be
seen from Fig. 1(a) there is little need for dark matter at
M∗ ≈ 1010M, and hence Mvir would have to be lowered
to near M∗ to obtain agreement here. At M∗ ≈ 1011.5M,
we estimate that Mvir would have to be increased by a
factor of ∼ 4, or halo concentrations by ∼ 30 per cent, to
increase σap by 0.1 dex.
Dutton et al. (2013) construct a framework in which
to constrain the stellar mass dependence of the IMF and
halo response to disk formation using the slope and nor-
malisation of the FJR and the tilt of the FP (our m, cFJR
and κ statistics). In agreement with our analysis, they find
that a universal value of the IMF and ν underpredicts the
FJR slope, and that a baryon-only (mass follows light)
model with IMF slightly heavier than Chabrier best ac-
counts for σap at low M∗. Halo contraction is disfavoured
for log(M∗/M) . 11.4, but may be allowed at higher
mass provided the IMF is sufficiently light. The value they
derive for the tilt of the observed FP is dissimilar to ours,
and in particular lies on the other side of the virial value
κ = −0.5. This may be due to different sample selec-
tion (our cuts on Se´rsic index and light concentration are
replaced by one on colour, and they go out to a higher
redshift z = 0.3), different baryonic mass modelling (they
use a de Vaucouleurs plus exponential fit where we take a
general Se´rsic index n), or different stellar mass determi-
nations. Nevertheless we agree that the strong dependence
of σap on halo variables induced by contracted or NFW
haloes washes out the FP tilt to an unacceptable level,
and hence overpredicts κ. We note that while indeed the
average radial orbit anisotropy 〈β〉 has only a small effect
on cFJR and κ within the range of its observed values, the
variation among galaxies, σ(β), is less well constrained a
priori and may have a larger effect.
We note finally that further insight into the shape of
dark matter density profiles in this stellar mass range may
come from combining precise probes of the inner regions
(e.g. aperture velocity dispersion) with measurements of
the large-scale mass distribution from weak lensing. While
some analyses of this type have already been performed
(e.g. Schulz et al. 2010), these studies can be significantly
expanded and improved with the current generation of
large photometric surveys such as DES and HSC.
5.2 Morphology selection effects
We have found that lowering the selection factor – that
is, reducing the relative preference for ellipticals to live
in more massive or more concentrated haloes at fixed M∗
– improves the model prediction of the FJR slope, inter-
cept and scatter, as well as the average rate at which σap
varies with Reff at fixed M∗. The opposite was argued for
by DW15 from the normalisation of the TFR. Taken in
combination, these results suggest a scenario in which the
overall dark matter mass in all galaxies is reduced (e.g. by
halo expansion), rather than one in which the two types
of galaxy populate haloes with markedly different dynam-
ical properties. It does however remain possible to situate
early-types in more massive haloes by increasing the de-
gree of their halo expansion. A natural next step would
be to model these two populations and their selection si-
multaneously in a fully self-consistent way.
5.3 The scatter of the Fundamental Plane
We have found two of our five FJR and FP diagnostics
intractable within our framework: the FJR slope m and
the FP scatter sFP . While the slope prediction may be
improved by a more sophisticated model for radial orbit
anisotropy β, a more realistic IMF, or a change to the
mass-dependence of halo expansion, the discrepancy in
the FP scatter likely points to a deeper problem with the
model. We discuss this issue here.
A number of authors have suggested previously that
the scatter in the FP predicted by ΛCDM is too large
(e.g. Sanders 2000; Borriello et al. 2003; Salucci 2004); our
contribution is to quantify these claims precisely within
the AM framework. When galaxies are situated in haloes,
scatter in halo mass and concentration at fixed σap and
Reff provide additional scatter in M∗: roughly, ∆log(M∗)
is increased by ∆log(Mh(Rap)) ≈ 0.2 dex (see Table 3).
Further, in all of our models that include dark matter
(rows three to nine of Table 3), the reduction in scatter in
progressing from the FJR to the FP is much lower than in
the data. In the presence of a halo, the relative dependence
of σap on Reff is reduced, and hence so too is the increase
in the precision with which velocity may be determined
when its mean dependence on size is accounted for in the
optimum way.
We have assumed that galaxy size is correlated only
with stellar mass and Se´rsic index, and not separately
with halo properties at a given stellar mass and profile.
Thus varying Reff at fixed M∗ (and Rap) affects only the
baryonic mass within the aperture and leaves the dark
matter mass unchanged. The failure of our models to
match the observed FP scatter while at the same time
performing well in terms of sFJR and κ suggests a cor-
relation between galaxy size and halo properties that we
have not included. We note for example that Kravtsov
(2013) have shown that galaxy half-mass radius is tightly
correlated with halo mass, though it is unclear from that
work whether this is true at fixed stellar mass. One such
possibility for an underlying correlation between size and
halo properties was explored in DW15, where size was
determined by the assumption that galaxy and halo spe-
cific angular momentum are proportional. This correlation
acts to increase the rate at which V falls as R rises, since
larger galaxies end up in less concentrated haloes at fixed
M∗ and halo spin. A model along these lines would there-
fore likely reduce sFP (since the dependence of σap on Reff
would be strengthened relative to its dependence on halo
properties that do not appear in the FP), and decrease
κ. Since predicted and observed κ values agree under the
empirical size model implemented here, this would run
the risk of making κ too negative. This could perhaps be
remedied by reducing σβ , but at the price of predicting
too low an FJR scatter. Furthermore, this type of corre-
lation between Reff and halo spin was shown in DW15 to
overpredict the scatter in size at fixed M∗.
An alternative approach would be to start with the
observed values of Reff , as we have done here, but corre-
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late Reff explicitly with a halo property such as spin or
concentration at fixed M∗. This is a form of conditional
abundance matching (Hearin et al. 2014), and would re-
tain the feature of matching the MSR by construction.
Although it may be possible to find such a correlation
that reduces sFP , this method lacks both the theoretical
motivation of the DW15 approach and the simplicity of
the empirical method presented here. This is worth ex-
ploring but we leave it for further work.
We note that previous semi-empirical models of el-
liptical galaxy dynamics such as those of Dutton et al.
(2011), Trujillo-Gomez et al. (2011) and Dutton et al.
(2013) do not incorporate significant correlations between
galaxy and halo properties beyond those investigated
here. If we are right that matching the FP scatter re-
quires such a correlation, it follows that these models too
would disagree with the FP in detail. Ultimately, hydro-
dynamical simulations may be necessary to identify and
understand all dynamically-relevant correlations of galaxy
and halo variables.
6 CONCLUSION
The Fundamental Plane (FP) and Faber–Jackson rela-
tion (FJR) of elliptical galaxies provide an important
theoretical testing ground, and contain information on
galaxy formation processes unlikely to be found elsewhere.
We have isolated five key characteristics of these rela-
tions and investigated the extent to which they are ex-
pected on the basis of a generalised abundance matching
model in concordance ΛCDM. Comparing to a large and
homogeneously-selected sample of elliptical galaxies from
the NASA-Sloan Atlas, our main findings are the follow-
ing.
(i) The magnitude of observed velocity dispersions in-
dicates on average a small amount of dark matter within
the central regions of ellipticals with M∗ ≈ 1010 M.
The discrepancy with the prediction of a baryon-only
model rises at higher stellar mass, reaching ∼ 0.15 dex
at M∗ = 1011.5 M.
(ii) Situating galaxies within the haloes produced by an
N -body simulation using currently-favoured cosmological
parameter values causes an overprediction of their veloc-
ity dispersions, unless dark matter is removed from the
central regions. In the context of our framework, success-
fully matching the normalisation of the FJR requires a
degree of halo expansion in response to disc formation
similar to that required by Desmond & Wechsler (2015)
for agreement with the Tully–Fisher relation.
(iii) Abundance matching naturally predicts an FJR
slope shallower than that observed. This discrepancy may
potentially be accounted for by a variation in either effec-
tive radial orbit anisotropy or halo expansion factor with
stellar mass, or may indicate non-universality in the IMF.
(iv) Across the parameter space spanned by our frame-
work, the scatter predicted around the FP is significantly
too high compared to the observations. This may indi-
cate the presence of correlations between galaxy and halo
variables not included in our models.
(v) The rate at which velocity dispersion varies with
size at fixed M∗ is a measure of the tilt of the FP. We
demonstrate that the observed non-homology of elliptical
galaxies (in this case, the variation of Se´rsic index with
M∗ and Reff), coupled with the variations in dynamical
mass-to-light ratio generated by abundance matching, are
sufficient to account for this key statistic. This is true in
detail, however, only when the anisotropy of stellar mo-
tions is accounted for.
There are several directions in which this work could
be taken. First, it is important to understand the corre-
lation between galaxy size and halo properties implied by
the small scatter in the Fundamental Plane. This could be
achieved either by exploring the output of hydrodynami-
cal simulations which produce galaxies of realistic size, or
by creating toy models in which correlations can be varied
and constrained manually. Second, the parameters of our
framework have implications for various statistics of the
large-scale galaxy distribution, including galaxy cluster-
ing and galaxy-galaxy lensing, and combining such anal-
yses with dynamical modelling in a single self-consistent
framework may be expected to considerably reduce the re-
maining uncertainties. Finally, in this work and Desmond
& Wechsler (2015) we have treated early and late-type
galaxies separately; future tests of galaxy formation mod-
els should do both together.
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