We consider group-based anonymization schemes, a popular approach to data publishing. This approach aims at protecting privacy of the individuals involved in a dataset, by releasing an obfuscated version of the original data, where the exact correspondence between individuals and attribute values is hidden. When publishing data about individuals, one must typically balance the learner's utility against the risk posed by an attacker, potentially targeting individuals in the dataset. Accordingly, we propose a unified Bayesian model of group-based schemes and a related MCMC methodology to learn the population parameters from an anonymized table. This allows one to analyze the risk for any individual in the dataset to be linked to a specific sensitive value, when the attacker knows the individual's nonsensitive attributes, beyond what is implied for the general population. We call this relative threat analysis. Finally, we illustrate the results obtained with the proposed methodology on a real-world dataset.
I. INTRODUCTION
W E CONSIDER a scenario where datasets containing personal microdata are released in anonymized form. The goal here is to enable the computation of general population characteristics with reasonable accuracy, at the same time preventing leakage of sensitive information about individuals in the dataset. The Database of Genotype and Phenotype [32] , the U.K. Biobank [36] and the UCI Machine Learning repository [47] are well-known examples of repositories providing this type of datasets.
Anonymized datasets always have "personal identifiable information", such as names, SSNs and phone numbers, removed. At the same time, they include information derived from nonsensitive (say, gender, ZIP code, age, nationality) as well as sensitive (say, disease, income) attributes. Certain combinations of nonsensitive attributes, like gender, date of birth, ZIP code, may be used to uniquely identify a significant fraction of the individuals in a population, thus forming so-called quasi-identifiers. For a given target individual, the victim, an attacker might easily obtain this piece Manuscript received January 18, 2019; revised May 2, 2019 and August 7, 2019; accepted August 15, 2019. Date of publication August 26, 2019 ; date of current version December 13, 2019 . This work was supported by the Dipartimenti Eccellenti 2018-2022 Fund of Italian Ministry of Education, University and Research Funds. This paper was presented at the Proceedings of SIS 2017 [5] . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Xiaodong Lin. (Corresponding author: Fabio Corradi.) The authors are with the Dipartimento di Statistica, Informatica, Applicazioni (DiSIA), Università di Firenze, 50134 Florence, Italy (e-mail: fabio.corradi@unifi.it).
Digital Object Identifier 10.1109/TIFS.2019.2937640 of information (e.g. from personal web pages, social networks etc.), use it to identify him/her within a dataset and learn the corresponding sensitive attributes. This attack was famously demonstrated by L. Sweeney, who identified Massachusetts' Governor Weld medical record within the Group Insurance Commission (GIC) dataset [46] . Note that identity disclosure, that is the precise identification of an individual's record in a dataset, is not necessary to arrive at a privacy breach: depending on the dataset, an attacker might infer the victim's sensitive information, or even a few highly probable candidate values for it, without identity disclosure involved. This more general type of threat, sensitive attribute disclosure, is the one we focus on here. 1 In an attempt to mitigate such threats for privacy, regulatory bodies mandate complex, often baroque syntactic constraints on the published data. As an example, here is an excerpt from the HIPAA safe harbour deidentification standard [48] , which prescribes a list of 18 identifiers that should be removed or obfuscated, such as all geographic subdivisions smaller than a state, including street address, city, county, precinct, ZIP code, and their equivalent geocodes, except for the initial three digits of the ZIP code if, according to the current publicly available data from the Bureau of the Census: (1) the geographic unit formed by combining all ZIP codes with the same three initial digits contains more than 20,000 people; and (2) the initial three digits of a ZIP code for all such geographic units containing 20,000 or fewer people is changed to 000.
There exists a large body of research, mainly in Computer Science, on syntactic methods. In particular, group-based anonymization techniques have been systematically investigated, starting with L. Sweeney's proposal of k-anonymity [46] , followed by its variants, like -diversity [30] and Anatomy [49] .In group-based methods, the anonymizedor obfuscated -version of a table is obtained by partitioning the set of records into groups, which are then processed to enforce certain properties. The rationale is that, even knowing that an individual belongs to a group of the anonymized table, it should not be possible for an attacker to link that individual to a specific sensitive value in the group. Two 1 Depending on the nature of the dataset, the mere membership disclosure, i.e. revealing that an individual is present in a dataset, may also be considered as a privacy breach: think of data about individuals who in the past have been involved in some form of felony. We will not discuss membership disclosure privacy breaches in this paper. 1556-6013 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. In recent years, the effectiveness of syntactic anonymization methods has been questioned, as offering weak guarantees against attackers with strong background knowledge -very precise contextual information about their victims. Differential privacy [18] , which promises protection in the face of arbitrary background knowledge, while valuable in the release of summary statistics, still appears not of much use when it comes to data publishing (see the Related works paragraph). As a matter of fact, release of syntactically anonymized tables appears to be the most widespread data publishing practice, with quite effective tool support (see e.g. [37] ).
In the present paper, discounting the risk posed by attackers with strong background knowledge, we pose the problem in relative terms: given that whatever is learned about the general population from an anonymized dataset represents legitimate and useful information ("smoke is associated with cancer"), one should prevent an attacker from drawing conclusions about specific individuals in the table ("almost certainly the target individual has cancer"): in other words, learning sensitive information for an individual in the dataset, beyond what is implied for the general population. To see what is at stake here, consider dataset (b) in Table I . Suppose that the attacker's victim is a Malaysian living at ZIP code 45501, and known to belong to the original table. The victim's record must therefore be in the first group of the anonymized table. The attacker may reason that, with the exception of the first group, a Japanese is never connected to Heart Disease; this hint can become a strong evidence in a larger, real-world table. Then the attacker can link with high probability the Malaysian victim in the first group to Heart Disease. In this attack, the attacker combines knowledge of the nonsensitive attributes of the victim (Malaysian, ZIP code 45501) with the group structure and the knowledge learned from the anonymized table.
We propose a unified probabilistic model to reason about such forms of leakage. In doing so, we clearly distinguish the position of the learner from that of the attacker: the resulting notion is called relative privacy threat. In our proposal, both the learner and the attacker activities are modeled as forms of Bayesian inference: the acquired knowledge is represented as a joint posterior probability distribution over the sensitive and nonsensitive values, given the anonymized table and, in the case of the attacker, knowledge of the victim's presence in the table. A comparison between these two distributions determines what we call relative privacy threat. Since posterior distributions are in general impossible to express analytically, we also put forward a MCMC method to practically estimate such posteriors. We also illustrate the results of applying our method to the Adult dataset from the UCI Machine Learning repository [47] , a common benchmark in anonymization research.
A. Related Works
Sweeney's k-anonymity [46] is among the most popular proposals aiming at a systematic treatment of syntactic anonymization of microdata. The underlying idea is that every individual in the released dataset should be hidden in a "crowds of k". Over the years, k-anonymity has proven to provide weak guarantees against attackers who know much about their victims, that is have a strong background knowledge. For example, an attacker may know from sources other than the released data that his victim does not suffer from certain diseases, thus ruling out all possibilities but one in the victims's group. Additional constraints may be enforced in order to mitigate those attacks, like -diversity [30] and t-closeness [27] . Differential Privacy [18] promises protection in the face of arbitrary background knowledge. In its basic, interactive version, this means that, when querying a database via a differentially private mechanism, one will get approximately the same answers, whether the data of any specific individual is included or not in the database. This is typically achieved by injecting controlled levels of noise in the reported answer, e.g. Laplacian noise. Differential Privacy is very effective when applied to certain summary statistics, such as histograms. However, it raises a number of difficulties when applied to table publishing: in concrete cases, the level of noise necessary to guarantee an acceptable degree of privacy would destroy utility [12] , [13] , [44] . Moreover, due to correlation phenomena, it appears that Differential Privacy cannot in general be used to control evidence about the participation of individuals in a database [4] , [26] . In fact, the no-freelunch theorem of Kifer and Machanavajjhala [26] implies that it is impossible to guarantee both privacy and utility, without making assumptions about how the data have been generated (e.g., independence assumptions). Clifton and Tassa [10] critically review issues and criticisms involved in both syntactic methods and Differential Privacy, concluding that both have their place, in Privacy Preserving-Data Publishing and Data Mining, respectively. Both approaches have issues that call for further research. A few proposals involve blending the two approaches, with the goal to achieve both strong privacy guarantees and utility, see e.g. [28] .
A major source of inspiration for our work has been Kifer's [25] . The main point of [25] is to demonstrate a pitfall of the random worlds model, where the attacker is assumed to assign equal probability to all cleartext tables compatible with the given anonymized one. Kifer shows that a Bayesian attacker willing to learn from the released table can draw sharper inferences than those possible in the random worlds model. In particular, Kifer shows that it is possible to extract from (anatomized) -diverse tables belief probabilities greater than 1/, by means of the so-called deFinetti attack. While pinpointing a deficiency of the random worlds model, it is questionable if this should be considered an attack, or just a legitimate learning strategy. Quoting [10] on the deFinetti attack:
The question is whether the inference of a general behavior of the population in order to draw belief probabilities on individuals in that population constitutes a breach of privacy (. . .). To answer this question positively for an attack on privacy, the success of the attack when launched against records that are part of the table should be significantly higher than its success against records that are not part of the table. We are not aware of such a comparison for the deFinetti attack.
It is this very issue that we tackle in the present paper. Specifically, our main contribution here is to put forward a concept of relative privacy threat, as a means to assess the risks implied by publishing tables anonymized via group-based methods. To this end, we introduce: (a) a unified probabilistic model for group-based schemes; (b) rigorous characterizations of the learner and the attacker's inference, based on Bayesian reasoning; and, (c) a related MCMC method, which generalizes and systematizes that proposed in [25] .
Very recently, partly inspired by differential privacy, a few authors have considered what might be called a relative or differential approach to assessing privacy threats, in conjunction with some notion of learning or inference from the anonymized data. Especially relevant to our work is differential inference, introduced in a recent paper by Kassem et al. [24] . These authors make a clear distinction between two different types of information that can be inferred from anonymized data: learning of "public" information, concerning the population, should be considered as legitimate; on the contrary, leakage of "private" information about individuals should be prevented. To make this distinction formal, given a dataset, they compare two probability distributions that can be machine-learned from two distinct training sets: one including and one excluding a target individual. An attack exists if there is a significant difference between the two distributions, measured e.g. in terms of Earth Moving Distance. While similar in spirit to ours, this approach is conceptually and technically different from what we do here. Indeed, in our case the attacker explicitly takes advantage of the extra piece of information concerning the presence of the victim in the dataset to attack the target individual, which leads to a more direct notion of privacy breach. Moreover, in [24] a Bayesian approach to inference is not clearly posed, so the obtained results lack a semantic foundation, and strongly depend on the adopted learning algorithm. Pyrgelis et al. [39] use Machine Learning for membership inference on aggregated location data, building a binary classifier that can be used to predict if a target user is part of the aggregate data or not. A similar goal is pursued in [35] . Again, a clear semantic foundation of these methods is lacking, and the obtained results can be validated only empirically. In a similar vein, [3] and [17] have proposed statistical techniques to detect privacy violations, but they only apply to differential privacy. Other works, such as [23] and [33] , have just considered the problem of how to effectively learn from anonymized datasets, but not of how to characterize legitimate, as opposed to non-legitimate, inference.
On the side of the random worlds model, Chi-Wing Wong et al.'s work [9] shows how information on the population extracted from the anonymized table -in the authors' words, the foreground knowledge -can be leveraged by the attacker to violate the privacy of target individuals. The underlying reasoning, though, is based on the random worlds model, hence is conceptually and computationally very different from the Bayesian model adopted in the present paper. Bewong et al. [2] assess relative privacy threat for transactional data by a suitable extension of the notion of t-closeness, which is based on comparing the relative frequency of the victim's sensitive attribute in the whole table with that in the victim's group. Here the underlying assumption is that the attacker's prior knowledge about sensitive attributes matches the public knowledge, and that the observed sensitive attributes frequencies provide good estimates both for the public knowledge and the attacker's belief. Our proposal yields more sophisticated estimates via a Bayesian inferential procedure. Moreover, in our scenario the assumption on the attacker's knowledge is relaxed requiring only the knowledge of the victim's presence in whatever group of the table. A concept very different from the previously discussed proposals is Rubin's multiple imputation approach [43] , by which only tables of synthetic data, generated sampling from a predictive distribution learned from the original table, are released. This avoids syntactic masking/obfuscation, whose analysis requires customized algorithms on the part of the learner, and leaves to the data producer the burden of synthesis. Note that this task can be nontrivial and raises a number of difficulties concerning the availability of auxiliary variables for non-sampled units, see [42] . In Rubin's view, synthetic data overcome all privacy concerns, in that no real individual's data is actually released. However, this position has been questioned, on the grounds that information about participants may leak through the chain: original table → posterior parameters → synthetic tables. In particular, Machanavajjhala et al. [31] study Differential Privacy of synthetic categorical data. They show that the release of such data can be made differentially private, at the cost of introducing very powerful priors. However, such priors can lead to a serious distortion in whatever is learned from the data, thus compromising utility. In fact, [50] argues that, in concrete cases, the required pseudo sample size hyperparameter could be larger than the size of the table. Experimental studies [7] , [8] appear to confirm that such distorting priors are indeed necessary for released synthetic data to provide acceptable guarantees, in the sense of Differential Privacy. See [50] for a recent survey of results about synthetic data release and privacy. An outline of the model presented here, with no proofs of correctness, appeared in the conference paper [5] .
B. Structure of the Paper
The rest of the paper is organized as follows. In Section II we propose a unified formal definition of vertical and horizontal schemes. In Section III we put forward a probabilistic model to reason about learner's and attacker's inference; the case of prior partial knowledge of the victim's attributes on the part of the attacker is also covered. Based on that, measures of (relative) privacy threats and utility are introduced in Section IV. In Section V, we study a MCMC algorithm to learn the population parameters posterior and the attacker's probability distribution from the anonymized data. In Section VI, we illustrate the results of an experiment conducted on a real-world dataset. A few concluding remarks and perspectives for future work are reported in Section VII. Some technical material has been confined to Appendix A.
II. GROUP BASED ANONYMIZATION SCHEMES
A dataset consists of a collection of rows, where each row corresponds to an individual. Formally, let R and S, ranged over by r and s respectively, be finite non-empty sets of nonsensitive and sensitive values, respectively. A row is a pair (s, r ) ∈ S × R. There might be more than one sensitive and nonsensitive characteristic, so s and r can be thought of as vectors.
A group-based anonymization algorithm A is an algorithm that takes a multiset of rows as input and yields an obfuscated table as output, according to the scheme multiset of rows −→ cleartext table −→ obfuscated table. Formally, fix N ≥ 1. Given a multiset of N rows, d = {|(s 1 , r 1 ), . . . , (s N , r N )|}, A will first arrange d into a sequence of groups, t = g 1 , . . . , g k , the cleartext table. Each group in turn is a sequence of n i rows,
where n i can vary from group to group. Note that both the number of groups, k ≥ 1, and the number of rows in each group, n i , depend in general on the original multiset d as well as on properties of the considered algorithm -such as ensuring k-anonymity and -diversity (see below). The obfuscated table is then obtained as a sequence t * = g * 1 , . . . , g * k , where the obfuscation of each group g i is a pair g * i = (m i , l i ). Here, each m i = s i,1 , . . . , s i,n i is the sequence of sensitive values occurring in g i ; each l i , called generalized nonsensitive value, is one of the following:
Note that the generalized nonsensitive values in vertical schemes include all and only the values, with multiplicities, found in the corresponding original group. On the other hand, generalized nonsensitive values in horizontal schemes may include additional values, thus generating a superset. What values enter the superset depends on the adopted technique, e.g. micro-aggregation, generalization or suppression; in any case this makes the rows in each group indistinguishable when projected onto the nonsensitive attributes. For example, each of 45501, 45502 is generalized to the superset 4550 * = {45500, 45501, . . ., 45509} in the first group of Table I(b) . Sometimes it will be notationally convenient to ignore the group structure of t altogether, and regard the cleartext table t simply as a sequence of rows, (s 1 ,
An instance of horizontal schemes is k-anonymity [46] : in a k-anonymous table, each group consists of at least k≥ 1 rows, where the different nonsensitive values appearing within each group have been generalized so as to make them indistinguishable. In the most general case, different occurrences of the same nonsensitive value might be generalized in different ways, depending on their position (index) within the table t: this is the case of local recoding. Alternatively, each occurrence of a nonsensitive value is generalized in the same way, independently of its position: this is the case of global recoding. Further conditions may be imposed on the resulting anonymized table, such as -diversity, requiring that at least ≥ 1 distinct values of the sensitive attribute appear in each group. An instance of vertical schemes is Anatomy [49] : within each group, the link between the sensitive and nonsensitive values is hidden by randomly permuting one of the two parts, for example the nonsensitive one. As a consequence, an anatomized table may be seen as consisting of two subtables: a sensitive and a nonsensitive one. Table I (c) shows  an example of anatomized table: in the nonsensitive sub-table, the reference to the corresponding sensitive values is lost; only the multiset of nonsensitive values appears for each group.
Remark 1 (disjointness): Some anonymization schemes enforce the following disjointness property on the obfuscated table t * :
Any two generalized nonsensitive values in t * are disjoint: i = j implies l i ∩ l j = ∅. We need not assume this property in our treatment -although assuming it may be computationally useful in practice (see Section III).
For ease of reference, we provide a summary of the notation that will be used throughout the paper in Table II .
III. A UNIFIED PROBABILISTIC MODEL
We provide a unified probabilistic model for reasoning on group-based schemes. We first introduce the random variables of the model together with their joint density function. On top of these variables, we then define the probability distributions on S × R that formalize the learner and the attacker knowledge, given the obfuscated table.
A. Random Variables
The model consists of the following random variables.
• , taking values in the set of full support probability distributions D over S × R, is the joint probability distribution of the sensitive and nonsensitive attributes in the population.
The number of groups k is not fixed, but depends on the anonymization scheme and the specific tuples composing T . • T * = G * 1 , . . . , G * k , taking values in the set of obfuscated tables T * . We assume that the above three random variables form a Markov chain:
In other words, uncertainty on T is driven by , and T * solely depends on the table T and the underlying obfuscation algorithm. As a result, T * ⊥ ⊥ | T . Equivalently, the joint probability density function f of these variables can be factorized as follows, where π, t, t * range over D, T and T * , respectively:
Additionally, we shall assume the following:
Here, π S are the parameters of a full support categorical distribution over S, and, for each s ∈ S, π R|s are the parameters of a full support categorical distribution over R.
We also posit that the π S and the π R|s 's are chosen independently, according to Dirichlet distributions of hyperparameters α = (α 1 , . . . , α |S| ) and β s = (β s 1 , . . . , β s |R| ), respectively. In other words
The hyperparameters α and β may incorporate prior (background) knowledge on the population, if this is available. Otherwise, a uniformative prior can be chosen setting α i = β s j = 1 for each i, s, j . When r ∈ R is a tuple of attributes, we shall assume conditional independence of those attributes given s, so that the joint probability of r |s can be determined by factorization.
Instances of the above model can be obtained by specifying an anonymization mechanism A. In particular, the distribution f (t * |t) only depends on the obfuscation algorithm that is adopted, say obf(t). In the important special case obf(t) acts as a deterministic function on tables, f (t * |t) = 1 if and only if obf(t) = t * , otherwise f (t * |t) = 0.
B. Learner and Attacker Knowledge
We shall denote by p L the probability distribution over S × R that can be learned given the anonymized table t * . This distribution we take to be the average of f (s, r |π) with respect to the density f ( = π|T * = t * ). Formally, for each (s, r ) ∈ S × R:
Of course, we can condition p L on any given r and obtain the conditional probability p L (s|r, t * ). Equivalently, we can compute
In particular, one can read off this distribution on a victim's nonsensitive attribute, say r v , and obtain the corresponding distribution on S.
We shall assume the attacker knows the values of T * = t * and the nonsensitive value r v of a target individual, the victim; moreover the attacker knows the victim is an individual in the table. Accordingly, in what follows we fix once and for all t * and r v : these are the values observed by the attacker. Given knowledge of a victim's nonsensitive attribute r v and knowledge that the victim is actually in the table T , we can define the attacker's distribution on S as follows.
Let us introduce in the above model a new random variable V , identifying the index of the victim within the cleartext table T . We posit that V is uniformly distributed on {1, . . . , N}, and independent from , T, T * . Recalling that each row (S j , R j ) is identified within T by a unique index j , we can define the attacker's probability distribution on S, after seeing t * and r v , as follows, where it is assumed that
The following crucial lemma provides us with a characterization of the above probability distribution that is only based on a selection of the marginals R j given t * . This will be the basis for actually computing p A (s|r v , t * ). Note that, on the right-hand side, only those rows whose sensitive value -known from t * -is s contribute to the summation. A proof of the lemma is reported in Appendix A.
Note that the disjointness of generalized nonsensitive values of the groups can make the computation of (8) more efficient, restricting the summation on the right-hand side to a unique group.
Example 1: In order to illustrate the difference between the learner's and the attacker's inference, we reconsider the toy example in the Introduction. Let t * be the 2-anonymous, 2-diverse Table I(b). Assume the attacker's victim is the first individual of the original dataset, who is from Malaysia(= M) and lives in the ZIP code 45501 area, hence Table III shows the belief probabilities of the learner, p L (s|r v , t * ), and of the attacker, p A (s|r v , t * ), for the victim's disease s. We also include the random worlds model probabilities, p RW (s|r v , t * ), which are just proportional to the frequency of each sensitive value within the victim's group. Note that the learner and the attacker distributions have the same mode, but the attacker is more confident about his prediction of the victim's disease. The random worlds model produces a multi-modal solution.
As to the computation of the probabilities in Table III , a routine application of the equations (2) - (8) shows that p L and p A reduce to the expressions (9) and (10) below, given in terms of the model's density (2) . The crucial point here is that the adversary knows the group his victim is in, i.e. the first two lines of t * in the example. Below, s ∈ S; for j = 1, 2, s j denotes the sensitive value of the j -th row, while t is a cleartext table, from which t − j is obtained by removing (s j , r v ). It is assumed that the obfuscation algorithm A is deterministic, so that f (t * |t) ∈ {0, 1}.
Unfortunately, the analytic computation of the above integrals, even for the considered toy example, is a daunting task. For instance, the summation in (9) has as many terms as t * -compatible tables t, that is 6.4 × 10 5 for Example 1although the resulting expression can be somewhat simplified using the independence assumption (4) . Accordingly, the figures in Table III have been computed resorting to simulation techniques, see Section V. An alternative, more intuitive description of the inference process is as follows. The learner and the attacker first learn the parameters π given t * , that is they evaluate f (π Dis |t * ), f (π ZIP|s |t * ) and f (π Nat|s |t * ), for all s ∈ S. Due to the uncertainty on the ZIP code and/or Nationality, learning π takes the form of a mixture (this is akin to learning with soft evidence, see Corradi et al. [11] ). After that, the learner, ignoring the victim is in the table, predicts the probability of r v , p L (r v |s, t * ), for all s, by using a mixture of Multinomial-Dirichlet. The attacker, on the other hand, while still basing his prediction p A (r v |s, t * ) on the parameter learning outlined above, restricts his attention to the first two lines of t * , thus realizing that s ∈ {Heart, Flu}. Then, by Bayes theorem, and adopting the relative frequencies of the diseases in t * as an approximation of f (s|t * ), the posterior probability of the diseases for the victim can be computed.
Remark 2 (attacker's inference and forensic identification):
The attacker's inference is strongly reminiscent of two famous settings in forensic science: the Island Problem (IP) and the The Data Base Search Problem (DBS), see e.g. [1] , [14] and more recently [45] . In an island with N inhabitants a crime is committed; a characteristic of the criminal (e.g. a DNA trait) is found on the crime scene. It is known that the island's inhabitants posses this characteristic independently with probability p. It is assumed the existence of exactly one culprit C in the island. In IP, one island's inhabitant I , the suspect, is found to have the given characteristic, while the others are not tested. An investigator is interested in the probability that I = C.
When we cast this scenario in our framework, the individuals in the table play the role of the inhabitants (including the culprit), while r v plays the role of the characteristic found on the crime scene, matching that of the suspect. In other words -perhaps ironically -our framework's victim plays here the role of the suspect S, while our attacker is essentially the investigator. Letting S = {0, 1} (innocent/guilty) and R = {0, 1} (characteristic absent/present), the investigator's information is then summarized by an obfuscated horizontal table t * of N rows with as many groups, where exactly one row, say the j -th, has S j = 1 and R * j = R j = 1 (the culprit), while for i = j, S i = 0 and R * i = * (N − 1 innocent inhabitants). Recalling that the variable V in our framework represents the suspect's index within the table, the probability that I = C is
Then applying (8), we find
By taking suitable prior hyperparameters, f (R i = j = 1|t * ) can be made arbitrarily close to p. For ease of comparison with the classical IP and DBS settings, rather than relying on a learning procedure, we just assume here f (R i = 1|t * ) = p for i = j , so that (11) simplifies to
which is the classical result known from the literature. In DBS, the indicted exhibiting r v is found after testing 1 ≤ k < N individuals that do not exhibit r v . This means the table t * consists now of k rows (s, r ) = (0, 0) (the k innocent, tested inhabitants not exhibiting r v ), one row (s, r ) = (1, 1) (the culprit) and N −1−k rows (s, r * ) = (0, * ) (the N −1−k innocent, non-tested inhabitants). Accordingly, (11) becomes (letting j = k + 1, and possibly after rearranging indices), (13) , as shown at the bottom of this page. Letting f (R i = 1|t * ) = p for i > k + 1, equation (13) becomes
which again is the classical result known from the literature. Finally note that our methodology also covers the possibility to learn about the probability of the characteristic, f (R i = 1|t * ), but here we have only stressed how the attacker strategy solves the IP and DBS forensic problems. Uncertainty about population parameters and identification has been considered elsewhere by one of us [6] .
We now briefly discuss an extension of our framework to the more general case where the attacker has only partial information about his victim's nonsensitive attributes. For a typical application, think of a dataset where R and S are individuals' genetic profiles and diseases, respectively, with an adversary knowing only a partial DNA profile of his victim; e.g. only the alleles at a few loci. Formally, fix a nonempty set Y and let g : R → Y be a (typically non-injective) function, modeling the attacker's observation of the victim's nonsensitive attribute. With the above introduced notation, consider the random variable Y = g(R V ). It is natural to extend definition (7) as follows, where g(
It is a simple matter to check that (8) becomes the following, where g −1 (y) ⊆ R denotes the counter-image of y according to g:
Also note that one has f (R
. An extension to the case of partial and noisy observations can be modeled similarly, by letting Y = g(R V , E), where E is a random variable representing an independent source of noise. We leave the details of this extension for future work.
IV. MEASURES OF PRIVACY THREAT AND UTILITY
We are now set to define the measures of privacy threat and utility we are after. We will do so from the point of view of a person or entity, the evaluator, who: (a) has got a copy of the cleartext table t, and can build an obfuscated version t * of it; (b) must decide whether to release t * or not, weighing the privacy threats and the utility implied by this act. The evaluator clearly distinguishes the position of the learner from that of the attacker. The learner is interested in learning from t * the characteristics of the general population, via p L . The attacker is interested in learning from t * the sensitive
value of a target individual, the victim, via p A . The last probability distribution is derived by exploiting the additional piece of information that the victim is an individual known to be in the original table, of whom the attacker gets to know the nonsensitive values. As pointed out in [34] , information about the victim's nonsensitive attributes can be easily gathered from other sources such as personal blogs and social networks. These assumptions about the attacker's knowledge allow a comparison between the risks of a sensitive attribute disclosure for an individual who is part of the table and for individuals who are not. The evaluator adopts the following relative, or differential, point of view: a situation where, for some individual, p A conveys much more information than that conveyed by p L (learner's legitimate inference on general population), must be deemed as a privacy threat. Generally speaking, the evaluator should refrain from publishing t * if, for some individual, the level of relative privacy threat exceeds a predefined threshold. Concerning the definition of the level of threat, the evaluator adopts the following Bayesian decision-theoretic point of view. Whatever distribution p is adopted to guess the victim's sensitive value, the attacker is faced with some utility function. Here, we consider a simple 0-1 utility function for the attacker, yielding 1 if the sensitive attribute is guessed correctly and 0 otherwise. The resulting attacker's expected utility is maximized by the Bayes act, i.e. by choosing s = argmax s ∈S p(s ), and equals p(s). The above discussion leads to the following definitions. Note that we consider threat measures both for individual rows and for the overall table. For each threatened row, the relative threat index Ti says how many times the probability of correctly guessing the secret is increased by the attacker's activity i.e. by exploiting the knowledge of the victim's presence in the table. At a global, table-wise level, the evaluator also considers the fraction GT A of rows threatened by the attacker.
Definition 1 (privacy threat): We define the following privacy threat measures.
• Let q be a full support distribution on S and (s, r ) be a row in t. We say (s, r ) is threatened under q if q(s) = max s q(s ), and that its threat level under q is q(s). • For a row (s, r ) in t that is threatened by p A (·|r, t * ), its relative threat level is
• Let N A (t, t * ) be the number of rows (s, r ) in t threatened by p A (·|r, t * ). The global threat level GT A (t, t * ) is the fraction of rows that are threatened, that is
Similarly, we denote by GT L (t, t * ) the fraction of rows (s, r ) in t that are threatened under p L (·|r, t * ). • As a measure of how better the attacker performs than learner at a global level, we introduce relative global threat:
Remark 3 (setting a threshold for Ti): A difficult issue is how to set an acceptable threshold for the relative threat level
Ti. This is conceptually very similar to the question of how to set the level of in differential privacy: its proponents have always maintained that the setting of is a policy question, not a technical one. Much depends on the application at hand. For instance, when the US Census Bureau adopted differential privacy, this task was delegated to a committee (the Data Stewardship Executive Policy committee, DSEP); details on the operations of this committee can be found in [19, Sect.3.1] . We think that similar considerations apply when setting the threshold of Ti. For instance, an evaluator might consider the distribution of the Ti values in the dataset (see Fig. 3a-3h in Section VI) and then choose a percentile as a cutoff.
The evaluator is also interested in the potential utility conveyed by an anonymized table for a learner. Note that the learner's utility is distinct from the attacker's one. Indeed, the learner's interest is to make inferences that are as close as possible to the ones that could be done using the cleartext table. Accordingly, obfuscated tables that are faithful to the original table are the most useful. This leads us to compare two distributions on the population: the distribution learned from the anonymized table, p L , and the ideal (I) distribution, p I , one can learn from the cleartext table t. The latter is formally defined as the expectation 2 of f (s, r |π) under the posterior density f (π|t). Explicitly, for each (s, r )
Note that the posterior density f (π|t) is in turn a Dirichlet density (see next section) and therefore a simple closed form of the above expression exists, based on the frequencies of the pairs (s, r ) in t. In particular, recalling the α s , β s r notation for the prior hyperparameters introduced in Section III, let α 0 = s α s and β s 0 = r β s r , and γ s (t) and δ s r (t) denote the frequency counts of s and (s, r ), respectively, in t. Then we have
. (20) The comparison between p L and p I can be based on some form of distance between distributions. One possibility is to rely on total variation (aka statistical) distance. Recall that, for discrete distributions q, q defined on the same space X , the total variation distance is defined as
Note that TV(q, q ) ∈ [0, 1]. Note that this is a quite conservative notion of diversity since it based on the event that shows the largest difference between distributions.
Definition 2 (faithfulness):
The relative faithfulness level of t * w.r.t. t is defined as
Remark 4: In practice, the total variation of two highdimensional distributions might be very hard to compute. Pragmatically, we note that for M large enough, TV(q, q ) =
where the x i are drawn i.i.d. according to q(x). Then a proxy to total variation is the empirical total variation defined below, where (s i , t i ), for i = 1, . . . , M, are generated i.i.d. according to p I (·, ·| t):
Remark 5 (ideal knowledge vs. attacker's knowledge): The following scenario is meant to further clarify the extra power afforded to the attacker, by the mere knowledge that his victim is in the table. Consider a trivial anonymization mechanism that simply releases the cleartext table, that is t * = t. As p L = p I in this case, it would be tempting to conclude that the attacker cannot do better than the learner, hence there is no relative risk involved. However, this conclusion is wrong: for instance, p I (·|r v , t) can fail to predict the vicitim's correct sensitive value if this value is rare, as we show below.
For the sake of simplicity, consider the case where the observed victim's nonsensitive attribute r v occurs just once in t in a row (s 0 , r v ). Also assume a noninformative Dirichlet prior, that is, in the notation of Section III, set the hyperparameters to α s = β s r = 1 for each s ∈ S, r ∈ R. Then, simple calculations based on (20) and the attacker's distribution characterization (8) , show the following. Here for each s ∈ S, γ s = γ s (t) denotes the frequency count of s in t, and c a suitable normalizing constant:
As far as the target individual (s 0 , r v ) ∈ t is concerned, we see that while p A predicts s 0 with certainty, predictions based on p L = p I will be blatantly wrong, if there are values s = s 0 that occur very frequently in t, while s 0 is rare, and N is large compared to |R|. To make an extreme numeric case, consider |S| = 2, |R| = 1000 and γ s 0 = 1 in a table t of N = 10 6 rows: plugging these values in (22) 
V. LEARNING FROM THE OBFUSCATED TABLE BY MCMC
Estimating the privacy threat and faithfulness measures defined in the previous section, for specific tables t and t * , implies being able to compute the distributions (5), (6) and (8) . Unfortunately, these distributions, unlike (19) , are not available in closed form, since f ( = π| T * = t * ) = f (π|t * ) cannot be derived analytically. Indeed, in order to do so, one should integrate f (π, t|t * ) with respect to the density f (t|t * ), which appears not to be feasible.
To circumvent this difficulty, we will introduce a Gibbs sampler, defining a Markov chain (X i ) i≥0 , with X i = ( i , T i ), converging to the density
(note that the sensitive values s j in T are in fact fixed and known, given t * ). General results (see e.g. [41] ) ensure that, if 0 , 1 , . . . are the samples drawn from the -marginal of such a chain, then for each (s, r )
almost surely as M −→ +∞. Therefore, by selecting an appropriately large M, one can build approximations of p L (s, r |t * ) and p L (s|r, t * ) using the arithmetical means on the left-hand side of (23) and (24), respectively. Moreover, for each index 1 ≤ j ≤ N, using samples drawn from the R j -marginals of the same chain, one can build an estimate of f (R j = r j | t * ). Consequently, using (8) (resp. (15) , in the case of partial observation) one can estimate p A (s|r v , t * ) (resp. p A (s|y v , t * )) for any given r v (resp. y v ).
In the rest of the section, we will first introduce the MCMC for this problem and then show its convergence. We will then discuss details of the sampling procedures for each of the two possible schemes, horizontal and vertical.
A. Definition and Convergence of the Gibbs Sampler
Simply stated, our problem is sampling from the marginals of the following target density function, where t * = g * 1 , . . . , g * k and t = g 1 , . . . , g k (note that the number of groups k is known and fixed, given t * ).
f (π, t|t * ).
Note that the r j 's of interest, for 1 ≤ j ≤ N, are the elements of the groups g i 's, for 1 ≤ i ≤ k. The Gibbs scheme allows for some freedom as to the blocking of variables. Here we consider k + 1 blocks, coinciding with π and g 1 , . . . , g k . This is natural as, in the considered schemes,
and (R j , S j ) occurring in distinct groups. Formally, let x 0 = π 0 , t 0 (with t 0 = g 0 1 , . . . , g 0 k ) denote any initial state satisfying f (π 0 , t 0 |t * ) > 0. Given a state at step h, x h = π h , t h (t h = g h 1 , . . . , g h k ), one lets x h+1 = π h+1 , t h+1 , where t h+1 = g h+1 1 , . . . , g h+1 k and π h+1 is drawn from f (π|t h , t * )
Running this chain presupposes we know how to sample from the full conditional distributions on the right-hand side of (26) and (27) . In particular, there are several possible approaches to sample from g. In this subsection we provide a general discussion about convergence, postponing the details of sampling from the full conditionals to the next subsection. Let us denote by t −i = g 1 , . . . , g i−1 , g i+1 , . . . , g k the table obtained by removing the i -th group g i from t. The following relations for the full conditionals of interest can be readily checked, relying on the conditional independencies of the model (2) and (4) (we presuppose that in each case the conditioning event has nonzero probability)
As we shall see, each of the above two relations enables sampling from the densities on the left-hand side. Indeed, (28) is a posterior Dirichlet distribution, from which effective sampling can be easily performed (see next subsection). A straightforward implementation of (29) in a Acceptance-Rejection (AR) sampling perspective is as follows: draw g according to f (g|π) and accept it with probability f (t * |g, t −i ) = f (t * |t).
Here, f (t * |t) is just the probability that the obfuscation algorithm returns t * as output when given t = g, t −i as input. Actually, to make sampling from the RHS of (29) effective, further assumptions will be introduced (see next subsection). Note that, since the sensitive values are fixed in t and known from the given t * , sampling g in (29) is actually equivalent to sampling the nonsensitive values of the group. In addition to (29) , to simplify our discussion about convergence, we shall henceforth assume that, for each group index 1 ≤ i ≤ k, the set of instances of the i -th group that are compatible with t * does not depend on the rest of the table, t −i . That is, we assume that for each i (1 ≤ i ≤ k):
For instance, (30) holds true if the anonymization algorithm ensures t * is independent from t i−1 given a i -th group g: t * ⊥ ⊥ t −i | g.
Let x = (π, g 1 , . . . , g k ) denote a generic state of this Markov chain. Under the assumption (30) , the support of the target density f (x|t * ) is the product space
By this, we mean that {x : f (x|t * ) > 0 } = X . This is a consequence of: (a) the fact that Dirichlet only considers full support distributions; and (b) equation (29) , taking into account the assumption (30) . Let X 0 , X 1 , . . . denote the Markov chain defined by the sampler over X and denote by κ(·|·) its conditional kernel density over X . Slightly abusing notation, let us still indicate by f (·|t * ) the probability distribution over X induced by the density f (x|t * ). Convergence in distribution follows from the following proposition, which is an instance of general results -see e.g. the discussion following Corollary 1 of [41] .
Proposition 1 (convergence): Assume (30) . For each (measurable) set A ⊆ X such that f (A|t * ) > 0 and each x 0 ∈ X , we have κ(X 1 ∈ A|X 0 = x 0 ) > 0. As a consequence, the Markov chain (X i ) i≥0 is irreducible and aperiodic, and its stationary density is f (x|t * ) in (25) .
B. Sampling From the Full Conditionals
Let us consider (28) first. It is a standard fact that the posterior of the Dirichlet distribution f (π|t), given the N i.i.d. observations t drawn from the categorical distribution f (·|π), is still a Dirichlet, where the hyperparameters have been updated as follows. Denote by γ (t) = (γ 1 , . . . , γ |S| ) the vector of the frequency counts γ i of each s i in t. Similarly, given s, denote by δ s (t) = (δ s 1 , . . . , δ s |R| ) the vector of the frequency counts δ i of the pairs (r i , s), for each r i , in t. Then, for each π = (π S , π R|S ), we have f(π|t) = Dir(π S | α+γ (t))· s∈S Dir(π R|s | β s + δ s (t)). (32) Let us now discuss (29) . In what follows, for the sake of notation we shall write a generic i -th group as g i = (s 1 , r 1 ), . . . , (s n , r n ) (thus avoiding double subscripts), and let g * i = (m i , l i ) denote the corresponding obfuscated group in t * . As already observed, given an obfuscated i -th group g * i = (l i , m i ), when sampling a i -th group g from (29), one actually needs to generate only the nonsensitive values of g, which are constrained by l i , as the sensitive ones are already fixed by the sequence m i . In what follows, to make sampling from (29) effective, will shall work under the following assumptions, which are stronger than (30) . (a) Deterministic obfuscation function: for each t and t * , f (t * |t) is either 0 or 1. (b) For each 1 ≤ i ≤ k, letting g * i = (l i , m i ), with m i = s 1 , . . . , s n , the i -th obfuscated group in t * , the following holds true: Horizontal schemes G i ={g = (s 1 , r 1 ), . . . , (s n , r n ) : r ∈l i for 1 ≤ ≤ n } (33) Vertical schemes
for r i 1 , . . . , r i n a permutation of l i }. (34) Assumption (a) is realistic in practice. In horizontal schemes, assumption (b) makes the considered sets G i 's possibly larger than the real ones, that is l i ⊃ {r 1 , . . . , r n }. This happens, for instance, if in certain groups the ZIP code is constrained to just, say, two values, while the generalized code "5013*" allows for all values in the set {50130, . . . , 50139}. We will not attempt here a formal analysis of this assumption. In some cases, such as in schemes based on global recoding, this assumption is realistic. Otherwise, we only note that the support X of the resulting Markov chain may be (slightly) larger than the one that would be obtained not assuming (33) or (34) . Heuristically, this leads one to sampling from a more dispersed density than the target one. At least, the resulting distributions can be taken to represent a lower bound of what the attacker can actually learn. Under assumptions (a) and (b) above, for each 1 ≤ i ≤ k, it holds that g ∈ G i if and only if f (t * |g, t −i ) = 1. Therefore sampling according to the right-hand side of (29) reduces to the following:
We discuss now how to implement (35) effectively. This will achieve sampling from the full conditionals (29) without resorting to a presumably inefficient AR method. We deal with the two cases, horizontal and vertical, separately. a) Horizontal schemes: In order to generate g = (r 1 , s 1 ), . . . , (r n , s n ) ∈ G i , for each = 1, .., n, we draw r ∈ l i with probability ∝ f (r |s , π). Explicitly, (29) now becomes
thus satisfying (35) . Note that this is equivalent to sampling each row independently. The sampling process of f (g|π, t −i , t * ) for horizontal schemes across all the groups of the table is illustrated graphically in Fig. 1 . b) Vertical schemes: Let l i = {|r 1 , . . . , r n |}. We have that g ∈ G i if and only if g = (s 1 , r i 1 ), . . . , (s n , r i n ), for some permutation (r i ) 1≤≤n of r 1 , . . . , r n . Here, sampling the nonsensitive values of g row by row would involve to gradually reduce the sample space. A sampling procedure along these lines is possible, but nontrivial, see Appendix B.
We discuss here a more straightforward sampling procedure, based on generating g i ∈ G i in a single shot. We adopt a single-iteration Metropolis within Gibbs scheme. Essentially, this consists in running a Metropolis method that targets the distribution ∝ f (g|π) with support G i , for one iteration. Specifically, let us write the current value of the i -th group in the Gibbs Markov chain as g h i . Following Casella and Robert [40, Ch.10] , this step consists in drawing g ∈ G i according to a proposal distribution J (g|g h i ) and accepting it, that is letting
while keeping g h+1 i = g h i with probability 1 − . The resulting MCMC method is still theoretically sound: see Casella As to the proposal distribution J (g|g h i ), a possibility is generating g ∈ G i via a pure random permutation of the n nonsensitive values in l i ; or just to swap the nonsensitive values of two randomly chosen positions in g h i . In both cases, the proposal is symmetric, and (37) simplifies accordingly as follows, where r 1 , . . . , r n is the sequence of sensitive values in the poposed g:
.
VI. EXPERIMENTS
We have put a proof-of-concept implementation 3 of our methodology at work on a subset of the Adult dataset extracted by Barry Becker from the 1994 US Census database and available from the UCI machine learning repository [47] . This is a common benchmark for experiments on anonymization [38] . In particular, we have focused on the subset of 5692 rows also considered by the authors of [38] , with the following categorical attributes: sex, age, race, marital status, education, native country, workclass, salary class, occupation, with occupation (14 values) considered as the only sensitive attribute. We will discuss implementation and results details separately for vertical and horizontal schemes. We will then briefly discuss convergence issues of the employed MCMC method.
A. Horizontal Schemes: k-Anonymity
Using the ARX anonymization tool [37] we obtained two different k-anonymous versions of the considered dataset, enjoying respectively k-anonymity and -diversity 4 for k = = 4 and k = = 6. The average size of the groups was respectively of 38 rows (k = = 4) and of 355 rows (k = = 6).
The results we have obtained are summarized in Table IV . For reference, we include the following information in the last two lines: baseline accuracy, the fraction of rows correctly classified using the empirical distribution obtained from the frequencies of the sensitive values in the anonymized table -i.e., the fraction of the most frequent sensitive value; and ideal accuracy, the fraction of tuples threatened under p I . As a further element of comparison, we also consider an attacker whose reasoning is based on the random worlds models, and include in the table GT RW , the fraction of rows correctly classified assuming all tables compatible with t * equally likely. Like in [25] , we compute ABS A and ABS RW , the absolute error under the distribution derived under p A and under the random worlds distribution p RW , respectively. ABS
be either of p A (·) or p RW (·). Note that, since the considered anonymized tables do not enjoy disjointness between groups (see Remark 1), also in the random worlds perspective the probability of each sensitive attribute may well be ≥ 1/. In our experiments, when = 4 the attacker outperforms random worlds classification, while when a more powerful obfuscation is adopted the two results are quite similar.
The remaining rows in Table IV consider the privacy threats and faithfulness measures introduced in Section IV. As a general comment, small variations of and/or k do not produce dramatic changes. The faithfulness level is stable, but does not reach a satisfactory level. The attacker is anyway in a position to correctly classify the sensitive attribute of individuals in the table ≈ 2.3 − 2.5% more often than the learner. We found the maximum value of Ti A for the threatened rows is about 13.8, meaning the attacker can be up to ≈14 times more confident than the learner about the guessed value.
A more informative summary of our analysis is provided by the scatter plots and histograms of Figure 2 . The scatter plots are obtained from the threat levels under p L and under p A . The number of rows (s, r ) in which p A (s|r, t * ) ≥ p L (s|r, t * ) roughly equals those in which p A (s|r, t * ) ≤ p L (s|r, t * ), although globally the attacker has a slight advantage in terms of number of threatened rows. In Figure 2 we also report the empirical distribution log 2 Ti A for tuples threatened under p A and under p L . We also have evidence of positive skewness, as shown by the value of γ (the third standardized moments of the empirical distributions). Recalling that log 2 Ti A = 1 means p A (s|r, t * ) = 2 p L (s|r, t * ), the histograms show that p A (s|r, t * ) is often more than twice p L (s|r, t * ) leading to a log 2 Ti A ≥ 1. In particular, when k = = 4, log 2 Ti A is at least 1 for ≈ 6% of the individuals threatened under p A , meaning ≈ 0.6% of the whole table. Conversely, log 2 Ti A is close to 0 for most of the rows in which p A (s|r, t * ) ≤ p L (s|r, t * ).
B. Vertical Schemes: Anatomy
Using a freely available anonymization tool [22] , we have obtained two anatomized versions of the considered dataset, with groups of size = 4 and = 6, respectively. The resulting tables also enjoy -diversity. The results we have obtained are summarized in Table V . Concerning the random worlds approach, we note the following. Anatomy partitions the tables in groups all of size . Therefore, although disjointness is not satisfied, just as in the horizontal case, the sensitive attribute frequencies equal 1/ in each group. This implies that the probability of a sensitive value depends on how many groups contain the victim's nonsensitive attributes and on their frequencies in each group, leading often to multimodal distributions. We assume that a guess may be obtained randomly choosing between the equally likely sensitive attributes. Accordingly, the fractions of threatened rows, GT RW , are averaged over 500 different sampling. Here, it is apparent that the our attacker is able to classify better than the random worlds scenario. We note that, as increases from 4 to 6, the fraction of rows threatened under the distributions derived by the learner (GT L ) and by the attacker (GT A ) decreases significantly. Moreover, as grows both the relative threat RGT A and the faithfulness level RF decrease, which implies a trade-off between privacy and the utility conveyed by the table.
Again, for a more informative summary of our analysis, we look at scatter plots and histograms, displayed in Figure 3 , where we compare p A and p L on threatened rows. It is apparent here that the attacker is more confident than the learner in the majority of the cases, even when focusing on the rows threatened under p L . This is in contrast with the horizontal case, where the attacker exhibits smaller threat (Figure 2, (d) and (h)).
As far as the histograms are concerned, an even greater skewness than the horizontal case is evident here. In particular, the attacker can be up to ≈ 287 times more confident then the learner, being the maximum 
C. Discussion
Comparing the horizontal and the vertical cases for the considered dataset, the following considerations are in order.
• In the horizontal case, we have a situation of low faithfulness and low privacy threat, irrespective of the value of k and . Indeed, in both cases the average group size is well above k, and this has a negative effect on the inference capabilities of both the learner and the attacker. The slight numerical differences observed between the cases k = = 4 and k = = 6 are basically an artifact of the anonymization tool. Yet, in relative terms, one can observe a significant increase in the number of tuples threatened by the attacker, over the learner. • In the vertical case, one obtains a greater faithfulness at the price of a greater privacy threat. This difference from the horizontal case is partly explained by the smaller group size, which now coincides with . Now moving from = 4 to = 6 has a tangible negative impact on the inference capabilities of both the learner and the attacker. In relative terms, one can observe an even more marked increase of the number of tuples threatened by the attacker, over the learner. The above considerations partly depend on both the original dataset and the details of the employed anonymization tool.
D. Assessing MCMC Convergence
For each of the considered anonymized datasets, we ran a MCMC as introduced in Section V for M = 100, 000 runs. The convergence of each chain to the stationary distribution was assessed via a methodology based on comparing sub-sequences of the sample sequences with one another. More precisely, as for the population parameters distribution (32), we used the method proposed by Geweke [21] . The Geweke proposal is based on an adapted two-samples test on the means in sub-sequences of the chain.
After a burn-in of 50,000 iterations, we compared the last 25,000 samples against 5 blocks of of 5,000 consecutive samples each, taken starting from the 50,000-th iteration. We found that all the distributions π R|S produced a test statistic within two standard deviations from zero, thus providing evidence of convergence.
As for the distribution of the cleartext table, f (t|π, t * ), we used a test specifically designed for categorical distributions by Deonovich and Smith, called Weiß procedure [15] . The approach is based on a χ 2 test adjusted for the autocorrelation induced by the chain. The test is based on partitioning the whole sample sequence into sub-sequences, and then testing the homogeneity between the empirical distribution of each sub-sequence and the empirical distribution of the whole chain. After a burn-in of 50,000 observations, we compared 5 sub-sequences of 10,000 consecutive samples each. For the vertical scheme, we assessed the convergence for each row of the table, thereby demonstrating the stationary of f (t|π, t * ).
For the horizontal scheme, some of the rows did not exhibit evidence of convergence. However, we found that, starting with several independent chains, very similar results in terms of the proposed assessment measures were obtained.
In the vertical case, within the Metropolis step both the pure random permutation and the swap group generation strategies (Section V-B) were experimented. The obtained results are consistent; however, the pure random permutation strategy shows a much higher rate of rejection, suggesting that the swap strategy should be preferred.
VII. CONCLUSION
We have put forward a notion of relative privacy threat that applies to group-based anonymization schemes. Our proposal is based on a rigorous characterization of the learner's and of the attacker's inference, in a unified Bayesian model of group-based schemes. A related MCMC algorithm for posterior parameters estimation has also been introduced. Experiments conducted on the well-known Adult dataset [47] have been illustrated.
Our analysis emphasizes the risks posed by the mere fact that an attacker can look up a released anonymized table. This prompts an obvious alternative: release the parameters of the posterior distribution learned from the cleartext table ( p I , in our notation). This may not always be possible, or be a good idea, for several reasons. First, certain organizations must release datasets as part of their mission, e.g. census bureaus. Second, especially in the case of high-dimensional data, the computation of the posterior is feasible only assuming suitable conditional independencies, whereby potentially important correlations are lost; see [10] and references therein. Third, parameters release itself is not exempt from risks for privacy. In particular, although differentially private release of the parameters is possible [16] , it seems that quite strong priors are necessary to obtain acceptable guarantees; see [50, Ch.6] and references therein. In conclusion, further research is called for in order to understand under what circumstances data and/or parameters release can be done safely.
APPENDIX A PROOF OF LEMMA 1
We first characterize the probability f (V = j |R V = r v , t * ), for an arbitrary j ∈ {1, . . . , N}. Bayes theorem yields
where (38) follows from f (V = j |t * ) = f (V = j ) = 1/N (independence of V ), and (39) follows because, as easily checked, for any fixed j , independence of R j and V is preserved by conditioning on t * . Now we have, for every s ∈ S p A (s|r v , t * ) 
∝ j : s j =s f (R j = r v |t * ).
where (41) and (42) follow from the fact that, for s j = s, f (S j = s, t * ) = 0, while for s j = s obviously f (S j = s|V = j, R j = r v , t * ) = 1. Finally, (43) follows from (39) . Note that in (43) each term on the RHS actually is the joint probability f (R j = r v , S j = s|t * ), being s j = s embedded in the range of the summation.
APPENDIX B AN ALTERNATIVE GROUP SAMPLING METHOD FOR VERTICAL SCHEMES
We consider the following method for sampling g ∈ G i . Draw n values r i , = 1, . . . , n, as follows:
1. draw r i 1 from l i according to a distribution ∝ f (r |s 1 , π); 2. draw r i 2 from l i \ {| r i 1 |} according to a distribution ∝ f (r |s 2 , π); … n. draw r i n from l i \ {| r i 1 , . . . , r i n−1 |} according to a distribution ∝ f (r |s n , π).
For a multiset l , let σ (l |s , π)
= r in l f (r |s , π) denote the probability of extracting some element appearing in l (disregarding multiplicities) according to f (·|s , π). Using this notation, the probability of returning exactly the sequence r i 1 , . . . , r i n , hence g = (s 1 , r i 1 ), . . . , (s n , r i n ) ∈ G i , as a result of the above n drawings, can be written as θ(g|π, t * ) = f (r i 1 |s 1 , π) σ (l i |s 1 , π) · f (r i 2 |s 2 , π) σ (l i \ {| r i 1 |}|s 2 , π)
· · · f (r i n |s n , π) f (r i n |s n , π)
= n =1 f (r i |s , π) ν(g|π)
where we denote by ν(g|π) the denominator of the expression on the RHS of = above. The sampling process of θ(g|π, t * ) for vertical schemes across all the groups of the table is illustrated in Fig. 4 . We note that θ(g|π, t * ) is dependent on the chosen ordering of the sensitive values s 1 , . . . , s n , which may invalidate condition (35) . A possible solution could be to sweep the order of sampling according to the Random Sweep Gibbs sampler scheme originally proposed by [20] and further developed by [29] .
