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ABSTRACT
The performance of electronic analog-to-digital converters (ADCs) at high sampling rates is
fundamentally limited by the timing jitter of electronic clocks. To circumvent this limitation, one method
is to exploit the orders-of-magnitude lower timing jitter of mode-locked lasers and implement optical
sampling as a front-end for electronic ADCs. The optical-sampling, wavelength-demultiplexing approach
to A/D conversion, which is explored in this thesis, offers key benefits such as ease of scalability to
higher aggregate sampling rates via passive wavelength-division demultiplexing (WDM) filters and
potential for full integration via silicon photonics platform for chip-scale signal processing applications.
This thesis will first cover the design issues for each stage in the optically-sampled, wavelength-
demultiplexed photonic ADC architecture, followed by experimental results from two system
demonstrations. Digitization of a 41-GHz signal with 7.0 effective bits at a sampling rate of 2 GSa/s was
demonstrated with a discrete-component photonic ADC, which corresponds to 15 fs of jitter, a 4-5 times
improvement over state-of-the-art electronic ADCs. On the way towards an integrated photonic ADC, a
silicon chip with core photonic components was fabricated and used to digitize a 10-GHz signal with 3.5
effective bits. Drop-port transmission measurements of an integrated 20-channel WDM filter bank are
included to show potential for high sampling rate operation with 10 effective bits.
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1 Introduction to Photonic Analog-to-Digital Converters (ADCs)
1.1 Motivation
The purpose of analog-to-digital converters (ADCs) is to provide a seamless conversion between
the analog and digital world. Most signals in nature exist in analog form; they are continuous-time and
continuous-level. Before these signals can be processed using today's CPUs, which are ubiquitous and
possess remarkable digital processing power, they must be converted to digital form using ADCs.
Advancements in ADC performance unfortunately have been progressing much slower than those for
CPUs [1]. This disparity prevents the full potential of digital processing from being realized. It is,
therefore, of the utmost importance to adopt new approaches for developing ADCs so that orders-of-
magnitude in improvement can be made to close the gap between ADCs and digital processors.
ADC applications can be categorized based upon the following requirements: 1) resolution,
which is measured in effective number of bits (ENOB), and 2) sampling rate, which is specified in units
of samples per second (Sa/s). Figure 1-1 depicts the general placement of common ADC applications
with respect to these parameters [2]. For example, consumer products such as ADCs for high-quality
recordings in the music industry require very high resolution and low sampling rate. Satellite
communication, on the other hand, requires accurate conversion of ultra-wideband signals with low
resolution. Applications in between such as radar and electronic warfare (EW) systems require a balance
of high resolution and sampling rate. As higher-performance ADCs are demanded, each category will
need to shift outwards to higher resolution and/or sampling rates. This however cannot be easily achieved
through purely electronic means.
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Figure 1-1 Generalized ADC applications based upon their demands for sampling
rate and resolution, which is measured by ENOB [2].
The most pressing limitation today in electronic ADCs is the timing jitter of electronic sampling
clocks. Timing jitter is undesirable variations in the sampling clock signal which limits the ability of
ADCs to sample at precisely defined times. Figure 1-2 shows ENOB as a function of the analog input
frequency for high-performance electronic ADCs, as reviewed by Walden [1]. Each data point represents
an ADC that has been demonstrated experimentally. The blue circles correspond to the ADCs from
Walden's survey as of late 2007, and the dark blue circles correspond to high-performance ADCs that
have been demonstrated since. The dashed lines represent constant values of aperture jitter, as indicated
next to the lines together with the year when the corresponding jitter value was achieved. The best
electronic ADCs deliver jitter levels of 60-80 fs in the 100-400 MHz frequency range. At the current rate
of improvement in electronic jitter, it will take nearly a decade before an order-of-magnitude decrease in
jitter or increase in 1.8 ENOB will be realized, which is rather too slow.
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Figure 1-2 "Walden plot" showing ENOB of existing ADCs as a function of
analog input frequency [1].
Photonic ADCs operating with very low timing jitter are envisioned to bring ADC performance to
new levels, as indicated by the arrow labeled "Photonic ADCs". Photonic clock sources such as mode-
locked lasers can be used to overcome the electronic jitter barrier since they exhibit timing jitter orders-
of-magnitude lower. Some high-performance wideband photonic ADCs are indicated with orange stars;
the large star corresponds to one of the photonic ADCs demonstrated in this thesis.
1.2 Timing Jitter of Sampling Clocks
The purpose of the sampling clock is to trigger the ADC to sample the incoming signal at
precisely defined times. For uniform time sampling, the ideal clock signal should be a repetitive signal
with a fixed repetition period. Each period should contain a distinct feature that the ADC can detect as
the trigger, such as a zero-crossing for a sinusoidal signal. In reality, however, slow drifts in the
repetition period and noise in the clock signal will cause uncertainty in trigger arrival times from their
ideal time positions. Timing jitter can be defined as the RMS value of this uncertainty [3] and is a figure
of merit for the quality of the clock source. For a given dt of clock jitter, a possible dv of error in the
sampled signal can result (see Figure 1-3). This error worsens as the input signal frequency increases.
High quality clocks with very low timing jitter are therefore critical for high-speed ADC performance.
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Figure 1-3 Clock timing jitter dt leads to higher sampling error dv for input
signals with higher frequencies [4].
The sampling clocks used in electronic ADCs are derived from microwave sources, such as RF
oscillators. These oscillators generate a sinusoidal clock signal whose zero-crossings serve as the triggers
for the ADC (see Figure 1-4). The timing jitter, as defined by the standard deviation of these zero-
crossings from their ideal positions, can be obtained experimentally by integrating the oscillator's single-
sideband phase noise over some measurement frequency range. The fundamental limit for electronic
timing jitter is determined by the laws of thermodynamics; phase noise originates from additive noise
generated from losses in the resonator cavity and active elements, which under thermal equilibrium, is
equivalent to the thermal white noise [5]. The timing jitter At,1 can be derived from the diffusion law [6]
and shown to scale with the measurement time TM [7]:
1 kT
Atrf T0 o de-TM (1.1)
Emode Tc
where To is the period of the microwave signal, Em, is the intracavity energy stored in the resonator
mode, kT is the thermal energy, and re is the cavity decay time for the energy stored in the passive lossy
resonator. Although RF oscillators with 0.1-10 ps timing jitter are commercially available today,
practical limitations hinder further improvements in timing jitter. Since the fundamental source of phase
noise is rooted in thermal noise, strict requirements exist for the operation temperature of the oscillator.
Temperature cooling can be used to improve the oscillator performance, but this approach can be cost-
expensive and impractical since many ADCs are required to operate at room temperature. Also, although
state-of-the-art microwave sources with sub-10 fs timing jitter exist, they are expensive and rack-sized,
which render them difficult to scale down for chip-scale signal processing applications.
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Figure 1-4 Timing jitter illustration for two different clock sources: (a) sinusoidal
voltage signal from a microwave oscillator and (b) optical pulse train from a
mode-locked laser [7].
An attractive solution that may overcome these limitations is to use photonic clock sources, such
as mode-locked lasers. The optical pulse train generated from a mode-locked laser can be used as the
clock signal (see Figure 1-4). The pulse positions are analogous to the zero-crossings in microwave
sources; timing jitter is defined as the standard deviation of the pulse centers from their ideal time
positions. In contrast to thermal noise for microwave sources, the fundamental source that causes timing
jitter for ultrashort laser pulses is spontaneous emission noise [8]. The timing jitter of mode-locked lasers
At,,, can be similarly derived with laser parameters [7]:
1 hv
MItm ~ T -T (1.2)
Epss reFpulse IcM
where r is the pulse duration, Epse is the intracavity pulse energy, re is the cavity decay time, hv is the
photon energy, and Tm is the measurement time. Comparing (1.1) to (1.2), the mode-locked laser may
appear to be at a disadvantage because the photon energy at 1550 nm is a factor of 30 larger than the
thermal energy at room temperature. However, the greater advantage arises from the scaling between the
ultrashort pulse durations of mode-locked lasers and the repetition period of microwave sources; 10-100
fs pulse durations generated from mode-locked lasers are 103 to 104 times lower than the 100-ps repetition
period of typical 10-GHz microwave sources. Assuming that all other parameters are comparable, mode-
locked lasers clearly have orders-of-magnitude lower timing jitter than their microwave counterparts. The
optical pulse train can therefore be used for high-accuracy optical sampling. Additional advantages of
mode-locked lasers include lower cost and size; these lasers can easily be built to the size of a shoe-box
[9] or even be integrated onto a chip [10].
Low timing jitter has been experimentally verified for various state-of-the-art, passively mode-
locked lasers. Timing jitter measurements for these low jitter levels require high-accuracy optical
techniques such as balanced optical cross-correlation [7]; balanced detection cancels the effects of laser
intensity noise, and cross-correlation in the optical domain offers higher sensitivity and detection range.
Cox et al. have characterized a standard fiber laser up to the Nyquist frequency and extracted a timing
jitter of 2.6 fs [11]. An integrated mode-locked laser with a 400 MHz repetition rate, developed by Byun
et al., exhibited 24 fs of timing jitter [10]. Benedick et al. developed a solid-state laser with 10-as jitter,
which is the lowest jitter or phase noise ever observed in any oscillator [12]. To eliminate low frequency
drifts in the repetition rate, additional phase-locking can be implemented to lock the laser to long-term
stable frequency references or high-Q cavities [7]. For the photonic ADC, however, this is unnecessary
because the drift can be measured and compensated during post-processing. This significant jitter
reduction from microwave to optical sources, along with the rapid progress in electronic-photonic
integration via silicon photonics, gives confidence that ADC performance can be improved beyond the
0.1-fs boundary as indicated in Figure 1-2. This would revolutionize processing of signals potentially up
to THz bandwidths with more than 10 ENOB.
1.3 Major Classes of Photonic ADCs
Photonic ADCs being actively pursued today are vast and varied. Despite the use of optics, most
photonic ADCs conform to the black-box model of an electronic ADC where the input and output signals
are electrical [13]. Optics are used to replace the sampling and/or quantization stages in A/D conversion.
In the sampling stage, the input analog voltage signal is sampled at precisely defined times to produce a
set of analog values. In the quantization stage, the analog values are converted to digital values. Three
classes of photonic ADCs can be defined with respect to the implementation of these two stages: 1)
photonic sampling with electronic quantization, 2) electronic sampling with photonic quantization, and 3)
photonic sampling and quantization. The fourth class of photonic ADCs called photonic-assisted ADCs
uses optics to improve upon limitations in electronic ADCs, but the sampling and quantization are still
performed electrically. These main classes of photonic ADCs along with their sub-classes, as shown in
Figure 1-5, are covered more in-depth in an excellent review by Valley [13].
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Figure 1-5 Four major classes of photonic ADCs defined by the electrical or
optical implementation of the sampling and quantization stages in A/D
conversion; sub-classes are also detailed [13]
Since the inception of photonic ADCs in the 1970s [14]-[16], remarkable progress has been made
in this area of research, especially in the past decade. In the category of photonic-assisted ADCs,
considerable work has been made on time-stretched photonic ADCs [17]. The premise of the time-stretch
approach is to apply significant dispersion on chirped optical pulses to temporally stretch a segment of a
wideband input signal so that it can be digitized using slower commercial electronic ADCs [17], [18].
With this approach, a single-trace digitization of a 95-GHz tone has been achieved with an astonishing
sampling rate of 10 TSa/s and 4.5 ENOB [19]. Extensive calibration and distortion correction algorithms
have also been developed to advance these photonic ADCs towards continuous-time operation;
approximately 7 effective bits for a 10-GHz input signal bandwidth was reported by both groups of
Valley and Jalali [20], [21] as well as 2.5 bits for a 35-GHz input sampled at 150 GSa/s [22].
Notable advancements have also been made in developing various photonic quantizers and fully-
optical ADCs. Stigwall et al. demonstrated optical quantizers based on spatial interferometry with 3.6
bits for a 1.25-GHz input signal sampled at 40 GSa/s [23]. Wu et al. similarly achieve 3.45 bits for a 2.5-
GHz sampled at 40 GSa/s but used a quantization scheme based on polarization state interference [24].
Jarrahi et al. developed an integrated optical spatial quantizer that achieved 3 bits for an 18-GHz signal
[25]. Miyoshi et al. demonstrated an optical quantizer and encoder based on time-interleaved, nonlinear
Sagnac loop mirrors that produced 3.75 bits with a sampling rate of 160 GSa/s for a pseudorandom bit
sequence at a 10-Gb/s bit rate [26]. Many promising schemes have been proposed, and effort is in
progress to improve the accuracy of these photonic quantizers beyond 3-4 bits.
The photonic ADCs demonstrated in this thesis are classified under the second class of photonic
ADCs, which employ photonic sampling and electronic quantization. The idea of optical sampling
originates from the works of Taylor et al. [27]. The wavelength-demultiplexing scheme, which is the
approach adopted in this thesis, was proposed and developed by the group of Esman [28], [29] as well as
the group of Yariv [30]. The time-demultiplexing approach [31] was adopted by Juodawlkis et al. [32],
who analyzed the performance of optically-demultiplexed ADCs and developed calibration techniques
which helped to demonstrate 9.8 ENOB for a 733-MHz signal sampled at 505 MSa/s in an 8-channel
system in a work by Williamson et al. [33].
1.4 Time-Interleaved Optical Sampling
The optically-sampled, wavelength-demultiplexed photonic ADC demonstrated in this thesis is
based on time-interleaved optical sampling, which can be derived from the basic analog optical link (see
Figure 1-6). A mode-locked laser generates an optical pulse train that is used to sample the analog
electrical signal. In the electro-optic modulator where optical sampling is performed, the electrical signal
modulates the amplitude of the pulse train so that the pulse amplitudes represent the sampled voltages.
The sampled pulse train then proceeds to photodetection, where it is converted to an electrical signal and
digitized using an electronic ADC. Sampling accuracy is dependent on both the laser timing jitter and
pulse width; the timing jitter determines the error in sampling times while the pulse width determines the
length of input signal sampled per pulse. Mode-locked lasers show great promise in delivering high
sampling accuracy due to their extremely low timing jitter and ultrashort pulse widths.
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Figure 1-6 Basic analog optical link that illustrates the working principle of an
photonic-sampled, electronic-quantized ADC [13]
If the repetition rate frep of the optical pulse train is too fast for a single electronic ADC to
process, a demultiplexing scheme can-be adopted to divide the sampled pulse train into N number of
slower pulse trains with repetition rate f,,/N so that each can be independently detected and quantized.
The outputs of the N channels are then interleaved during post-processing to construct the desired digital
output. If this time-interleaving is performed perfectly, the aggregate resolution achieved with N number
of ADCs will be the same as the native resolution of a single ADC.
The two standard demultiplexing schemes are time-division and wavelength-division
demultiplexing. For time-division demultiplexing, as adopted by Juodawlkis et al. [32], active electro-
optical switches are used to route each pulse to their designated channels for detection. The disadvantage
of this scheme is that increasing the number of channels increases the complexity and timing precision
required of the driving electronics. To avoid dependencies on electronics, the wavelength-division
demultiplexing scheme is favored; optical bandpass filters are used to passively demultiplex the channels
based on pulse wavelength. This scheme requires the additional implementation of a wavelength-to-time
mapping so that sampling times in the modulator will correspond to specific channel wavelengths (e.g. for
two wavelength channel operation, the pulses in the sampling pulse train must alternate in wavelengths).
Fortunately, this mapping can also be obtained passively. The wavelength-demultiplexed scheme shows
great promise since the system can be easily scaled to higher numbers of channels as well as be fully
integrated for compact, chip-scale applications.
1.5 Thesis Outline
The main focus of this thesis is the experimental demonstration of an optically-sampled, wavelength-
demultiplexed photonic ADC system. This thesis is divided into three main sections:
Chapter 2 is dedicated to understanding the practical design issues of the optically-sampled, wavelength-
demultiplexed photonic ADC. Basic tools for evaluating ADC performance are first presented, followed
by an in-depth discussion about the design trade-offs for alternative implementations of each stage in the
photonic ADC.
Chapter 3 presents the experimental results obtained from the system demonstrations of two different
photonic ADC set-ups: the commercial off-the-shelf (COTS) ADC and the electronic photonic integrated
circuit (EPIC) ADC. Multiple configurations of the ADC systems are explored; two different laser
sources with repetition rates 200 MHz and 1 GHz are used to demonstrate both single- and dual-
wavelength channel operation.
Chapter 4 covers the transmission measurements of an integrated 20-channel filter bank that was
developed for the next generation of EPIC ADC chips. The theory of integrated microring-resonator
filters is first briefly discussed, followed by the experimental methods and results.
2 Photonic ADC System Design
The first section in this chapter will review the basic metrics used for evaluating ADC
performance, such as calculating ENOB and understanding the frequency spectra of the digitized signal.
The rest of the chapter is dedicated to the design of the optically-sampled, wavelength-demultiplexed
ADC system; the working principle of the system will first be overviewed, followed by a detailed
discussion of design considerations for each stage in the system.
2.1 Performance Metrics
An important figure of merit for ADC performance is the effective number of bits (ENOB),
which measures the true resolution of an ADC. Consider the following fundamental limit for the
resolution of an ideal ADC [2]: The first stage in A/D conversion is to sample the input voltage v(t) at
some time to, which can be assumed to be error-free. The second stage is to quantize the sampled voltage
v(to). For an ideal b-bit ADC, the input full-scale voltage range is divided into 2b quantization levels,
where the step size of each level is called the least significant bit (LSB). The sampled voltage is then
compared with these levels and assigned to the one that it best matches. An inherent error exists in this
quantization because the sampled voltage may not be exactly equal to the quantization level; the largest
error, for example, would be t±L/2[SB if the sampled voltage was in between two adjacent levels.
This quantization error is the fundamental limit for an ideal ADC. If the input signal was treated
as a random variable, this error can be modeled as an approximate white noise source called quantization
noise [2]. For a sinusoidal input, the theoretical maximum signal-to-quantization-noise ratio (SQNR)
expressed in units of decibels can be solved from the ideal number of bits b:
SQNR[dB] = 6.02 -b + 1.76 (2.1)
In practice, however, real ADCs have other additional sources of noise, such as thermal and shot noise,
that can also degrade the noise floor using the additive white noise approximation. Equation (2.1) can be
adapted for a real ADC:
SNR[dB] = 6.02 -berf + 1.76 (2.2)
where SNR is the measured signal-to-noise ratio and bff is the calculated ENOB. An important
distinction exists between these two equations; although an ADC can claim to have b-bits, the system
noise may be significant enough that it limits the actual number of useable quantization levels and lowers
the effective resolution of the ADC. ENOB is therefore the desired figure of merit for evaluating ADC
performance.
Most ADC performance metrics, including SNR, involve analyzing the digitized signal in the
frequency domain. Assume again that the input signal is a sinusoid with frequency fo. The Fourier
spectrum can, in general, resemble the one depicted in Figure 2-1. The desired output is the signal at the
fundamental frequency fo. Nonidealities in the ADC may generate output frequencies that are absent at
the input; for example, harmonics of the fundamental tone can be generated (2fo, 3fo, and 4fo) as well as
other coherent spurs unrelated to the fundamental (f"). Lastly, the ADC will exhibit some white noise
floor, which ideally should be as close to the quantization noise floor as possible.
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Figure 2-1 Example Fourier spectra of a digitized output from an ADC for a
single-tone input of frequencyfo.
When assessing ADC performance, several metrics can be extracted from such a plot. Relevant metrics
that are used in this thesis are explained below [34]:
SNR [dB] = 10log10 (signal (2.3)( Pnoise)
oo Signal to Noise Ratio (SNR) - SNR is the ratio of the power in the fundamental tone fo to the total
power of uncorrelated noise and non-harmonic spurs in the frequency range from DC to the Nyquist
frequency. Here, uncorrelated noise is considered to be the white noise floor and the non-harmonic
spur atf".
SINAD [dB] = 10log10 ( signal (2.4)(harmonics + noise)
ao Signal-to-Noise-and-Distortion (SINAD) - SINAD is the ratio of the power in the fundamental tone
to the total power of all other spectral components, including harmonics, from DC to the Nyquist
frequency. Compared to SNR, SINAD is a better measure of the overall ADC performance because it
includes all uncorrelated and correlated noise.
THD [dBc] = 101og 10  Pharmonics (2.5)
Psignal )
oo Total Harmonic Distortion (THD) - THD is the ratio of the total power of all harmonics to the power
in the fundamental tone. In this example, the harmonics are the 2 nd, 3 rd, and 4*. Higher harmonics
are usually buried below the noise floor (e.g. the 4h harmonic), so they can be ignored in the THD
calculation.
SFDR [dBc] = 101og 10 m (2.6)
( signal)
oo Spur-Free Dynamic Range (SFDR) - SFDR is the ratio of the power in the largest spur to the power
in the fundamental tone. A spur can be either a harmonic or non-harmonic.
Since all four quantities above measure some form of SNR (i.e. ratio of signal power to some
quantity of noise), they can replace SNR in (2.2) to solve for some number of effective bits. For SFDR
and THD, the noise is correlated so the 1.76 term should be omitted from the calculation [2]. In this
thesis, the usage of ENOB will refer specifically to the effective bits calculated from SINAD, unless
otherwise noted. Now that the basic tools for evaluating ADC performance have been established, the
rest of this chapter will discuss the design of the photonic ADC system.
2.2 Overview of the Optically-Sampled Wavelength-Demultiplexed ADC System
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Figure 2-2 General schematic of an optically-sampled, wavelength-demultiplexed
photonic ADC system with four wavelength channels (N=4).
The photonic ADC explored in this thesis is based on the optical-sampling, wavelength-
demultiplexing scheme (see Figure 2-2). A mode-locked laser first produces a train of broadband optical
pulses that are separated by the repetition period T. The pulse train then propagates through an
interleaver, where N unique wavelength bands are extracted and delayed with respect to each other to
produce an aggregate pulse train with repetition period TIN. This creates the wavelength-to-time mapping
that is necessary for the wavelength-demultiplexing scheme. The pulse train then proceeds to a Mach-
Zehnder (MZ) modulator for electro-optical sampling; the input RF signal modulates the pulse train so
that the pulse amplitudes represent the sampled voltages. Wavelength-division multiplexing (WDM)
filters are then used to separate the aggregate pulse train back into the N pulse trains of unique
wavelengths with fundamental repetition period T. Each channel then proceeds to photodetection and
quantization using an electronic ADC. Both complementary outputs of the modulator are detected to
enable a more robust method for linearizing the modulator transfer function during post-processing. This
system employs synchronous peak sampling, meaning that the electronic ADCs are triggered to sample
the peak voltages of the pulses. A clock circuit, which derives its signal from the laser source, is used to
synchronize the ADCs. Once the channels are digitized, the data is time-interleaved offline on a
computer to construct the digitized version of the original input RF signal.
Two versions of this photonic ADC system are demonstrated in this thesis. The first system is
referred to as the commercial off-the-shelf (COTS) ADC. The COTS system uses only commercially
available components to demonstrate what can readily be achieved to date. One major advantages of this
photonic ADC architecture is that it can be fully integrated; the second system is an integrated version
called the electronic photonic integrated circuit (EPIC) ADC. As part of an on-going research effort at
MIT, an EPIC ADC chip with the core ADC functionalities have been fabricated. The chip is an optical-
in, electrical-out device that effectively replaces the modulator, WDM filter banks, and photodetectors in
the COTS ADC system. In the future, all components in the ADC system, as indicated by the dashed box
in Figure 2-2, would be fully-integrated onto the same chip.
2.3 Design Considerations
Different design approaches exist for implementing each stage in the optically-sampled,
wavelength-demultiplexed photonic ADC system. The following section will explore these alternatives
and assess their advantages and disadvantages. When relevant, system parameters derived from the
photonic ADC demonstrated in this thesis will be used to provide appropriate numerical comparisons.
2.3.1 Wavelength-to-Time Mapping
The basic functionality of this photonic ADC system depends on the wavelength-to-time
mapping, which maps sampling times in the modulator to N wavelength channels in the demultiplexer so
that the sampled signal can be divided into N slower ones. The interleaver mentioned earlier is only one
of many examples of how to achieve such a mapping. The general concept is to use chromatic dispersion
to temporally spread the spectral components of an optical pulse to span the laser repetition period. The
initial broadband sech2-shaped pulses from the mode-locked laser can be interpreted as a superposition of
sub-pulses of different wavelength bands within the laser bandwidth. When a pulse propagates through a
dispersive element, the sub-pulses will travel at different group velocities. A specific length of
propagation can be chosen such that the sub-pulses on opposite ends of the laser spectrum will become
separated by the laser repetition period; the intermediate sub-pulses will span the time intervals in-
between.
For simplicity, the induced dispersion should create a linear mapping between the time and
frequency domains so that uniform sampling in the time domain yields wavelength channels with uniform
spacing. The temporal spreading Ar of the pulse obeys the following equation [35]:
AT = L -k2 A = L -DAA (2.7)
where L is the propagation length, k2 is the group velocity delay (GVD) parameter, D is the dispersion
parameter, and Aao and AM are the pulse bandwidth in units of frequency and wavelength, respectively.
This equation is an approximation that holds true only if the dispersion parameter D is constant across the
laser bandwidth (i.e. zero dispersion slope). Either expressions can be used to calculate the pulse
stretching; the dispersion parameter is the conventionally used by the fiber optics community, whereas the
GVD parameter is used by the ultrafast community. The two parameters are related by:
2rtc
D1c2 (2.8)
To determine the channel spacing and required dispersion length for the linear mapping, the subpulses
must subdivide the laser repetition period into uniformally-spaced sampling times:
L -DAigl = -, for i = 1,2, ... N - 1 (2.9)
N
where AAii, 1 is the wavelength spacing between adjacent channels i and i+1, TR is the laser repetition
period, and N is the number of channels.
In general, the wavelength-to-time mapping does not need to be linear. The dispersion parameter,
especially for exotic dispersive devices, is typically not constant over the entire bandwidth of
femtosecond-class pulses. The previous approximation for the dispersion parameter therefore no longer
holds true. The group delay must be evaluated at each specific wavelength:
A-r = L v(2) s()(2.10)
1 1
where v,(L) is the group velocity at wavelength 1. Again, a set of wavelength channels can be chosen
using this general relation to yield uniform time sampling:
L - -, or i = 1,2, ... N - 1 (2.11)
vg(Ain) (Ad) N
Figure 2-3 shows how uniform time sampling translates to channel wavelength spacings for both linear
and nonlinear mappings. The linear mapping is ideal because the laser bandwidth can be fully utilized for
maximum channel capacity; the nonlinear mapping wastes laser bandwidth where the channels are spaced
further apart. Although most dispersive elements cannot provide constant dispersion across the entire
laser bandwidth, it may suffice to use dispersion with a very weak dispersion slope.
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Figure 2-3 Wavelength-to-time mapping for the (a) linear and (b) nonlinear case
with uniform sampling in the time domain
In addition to constant dispersion, it is important that the dispersive element have minimal
nonlinearity to prevent spectral components from interacting and disrupting the pulse spectrum.
Typically, sub-picosecond-class optical pulses from the laser source are sent directly into the dispersive
element; their high peak optical intensities cannot be ignored since they may excite nonlinear optical
processes. Some common X(I and X (3 nonlinear processes that may be of concern are self-phase
modulation, sum/difference frequency generation, and four wave mixing. Strong self-phase modulation
will produce an unmanageable chirp that will disrupt the desired wavelength-to-time mapping as well as
cause spectral broadening and strong oscillations in the frequency spectrum. Frequency conversion
processes such as sum/difference frequency generation and four wave mixing may generate unwanted
optical frequencies at the expense of losing optical power in the desired wavlength channels.
The two main design approaches for implementing the wavelength-to-time mapping are: 1) the
continuous dispersion approach and 2) the discrete dispersion approach. The continuous dispersion
approach uses a single dispersive element to provide chromatic dispersion throughout the entire laser
bandwidth, whereas the discrete dispersion approach uses discrete components to induce timing delays
between select sub-pulse wavelength bands. The advantages and disadvantages of each approach will be
discussed with respect to both the COTS and EPIC ADC systems.
Continuous Dispersion Approach
For the COTS system, a simple dispersive fiber, such as single mode fiber (SMF-28), can be used
to achieve the wavelength-to-time mapping. Each pulse from the mode-locked laser passes through a
spool of SMF-28, where it gets temporally stretched to span the laser repetition period. Assume a length
of non-dispersion-shifted SMF-28 fiber with a dispersion parameter D = +18 ps/nnrkm. For a 1-GHz
laser operating at 1550 nm with 10-nm 3-dB bandwidth, the required length of fiber is 5.55 km. Since the
optical loss in single-mode fiber is very low (0.22 dB/km), this length of fiber is reasonable. Care must
be taken to ensure that fiber nonlinearity is not an issue. Assuming that the silica fiber has a mode area of
85 pm 2 and a nonlinear index of n2 = 2.7 x 10~16 cm 2/W and that the average laser output power is +10
dBm, the maximum self-frequency shift due to self-phase modulation is approximately 4% of the original
center frequency, which is relatively small. SMF-28 can therefore be a simple practical solution. Figure
2-4 depicts an example of how an optical pulse is temporally stretched to span a 1-ns laser repetition
period using SMF-28 to achieve a linear wavelength-to-time mapping for six channels. Nonlinearity is
assumed to be zero so that the frequency spectrum of the original pulse remains unchanged.
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Figure 2-4 (a) Schematic for pulse stretching through a dispersive fiber (SMF-
28). (b) Fourier spectrum of the pulse and six wavelength channels. Time-domain
profile of the pulse and wavelength channels (c) at the input and (d) at the output
of the dispersive fiber
Besides SMF-28, many alternative fiber solutions with higher dispersion parameters can be used
to minimize the required fiber length. Conventional dispersion compensation fibers can achieve
dispersion of -100 ps r1n [36]. More exotic fibers such as highly-dispersive nhotonic crystals fibers
and dual-asymmetric-core dispersion-compensating fibers have been shown to have -600 and -1800
ps/nm-km of dispersion, respectively [37], [38]. The orders-of-magnitude increase in dispersion will
decrease the required propagation length accordingly, which may minimize the total nonlinearity acquired
in the fiber.
For the integrated EPIC system, however, there is a lack of integrated devices that can provide
high chromatic dispersion for large bandwidths in such a compact space. Material dispersion from
common materials used in silicon photonics cannot provide the necessary dispersion. Research efforts are
focused at engineering devices with high waveguide dispersion. Zhang et al. have proposed highly-
dispersive cascaded slot waveguides on a silicon-on-insulator platform with -31300 ps/nm-km of
dispersion with less than 1% variation over a 147-nm bandwidth [39]. If this device is used in the EPIC
ADC, only a length of 2.5 mm would be required, which is practical. Nonlinear effects still need to be
considered. Another candidate for low-loss, highly-dispersive optical devices are silicon nanowires, as
suggested by Jalali [40].
For the photonic ADCs demonstrated in this thesis, a dispersive fiber was originally attempted to
achieve the wavelength-to-time mapping, but there was some unexpected time evolution in the power
spectral density of the output pulses. Fiber nonlinearity was suspected to be the source of the problem.
For the practicality of building the first demonstration of a working photonic ADC, the continuous
dispersion approach was abandoned for the discrete dispersion approach.
Discrete Dispersion Approach
Since only wavelength channels require dispersion, it is unnecessary to provide dispersion across
the entire laser bandwidth. The alternative approach, which is adopted in this thesis, is to implement a
pulse train interleaver, which uses discrete components to select N wavelength channels and time-
interleave them to create an aggregate sampling train with N times the fundamental repetition rate. The
required components for the interleaver are a matching pair of demultiplexer and multiplexer, variable
optical delay lines (ODLs), and variable optical attenuators (VOAs). The schematic of a pulse train
interleaver for four channels is shown in Figure 2-5. First, the demultiplexer filters N wavelengths
channels. Variable ODLs are then used to set the relative timing delays between the channels to achieve
equal time intervals At=T,,,N. The delays are referenced to a channel with zero timing delay. VOAs,
which are optional, can be used to compensate for amplitude mismatches due to the laser spectrum shape
or component insertion losses; this additional capability, which is absent in the continuous dispersion
approach, can help with initial system calibration. Once the channels are properly amplitude-adjusted and
time-interleaved, they are recombined using the multiplexer to create an aggregate pulse train of
repetition rate Nfrep.
Figure 2-5 Schematic of the pulse train interleaver for four channels with an
automatic feedback loop to maintain a uniform-amplitude, time-interleaved pulse
train at the modulator input. MLL, mode-locked laser, (DE)MUX,
(de)multiplexer; Td, variable optical delay line; VOA, variable optical attenuator,
PD, photodetector
An advantage of this discrete approach over the continuous approach is the ability to have
automatic feedback to stabilize the wavelength-to-time mapping. Using voltage-controlled ODLs and
VOAs, an electrical feedback loop can be implemented to automatically correct for deviations from an
ideal time-interleaved pulse train. The first stage of the feedback loop is to monitor the output of the
multiplexer in the RF domain using a photodetector and RF spectrum analyzer. Assuming N channels
and a repetition rate fp, a perfectly-interleaved pulse train will exhibit RF tones only at frequencies
m-Nfp, where m is a positive integer; intermediate RF tones at frequencies [1,2,...,N-]fp+m-Nfep are
suppressed. Drifts in a real system will, however, give rise to these intermediate RF tones. Signal
processing can provide electrical feedback to tune the ODLs and VOAs to minimize these tones and
recover the ideal time-interleaved pulse train. This self-calibration can be robust and will guarantee that a
uniform pulse train is always present at the modulator input.
Another advantage of the discrete approach is greater flexibility in setting the channel center
wavelengths and bandwidths. The wavelength-to-time mapping is achieved in two independent stages: 1)
channel filtering with the demultiplexer and 2) dispersion with delay lines. With this extra degree of
freedom, the channel bandwidths can be made larger to utilize more laser bandwidth, yielding higher
optical power. Moreover, unlike the continuous approach, chromatic dispersion is not induced within the
channel bandwidth. The pulses are closer to being transform-limited, which means that shorter pulse
widths and higher peak powers can be achieved. The discrete approach therefore may be advantageous
depending on the relative speed of the detection electronics (see section 2.3.6).
This interleaver approach can also be adopted for the integrated ADC. Integrated demultiplexers
[41], [42] and VOAs [43], [44] with low insertion losses can already be achieved with current
technologies, but compact low-loss ODLs must still be developed. The current obstacle from realizing
ODLs with silicon waveguides is high optical loss. For a 1-GHz laser and refractive index of 3.5 for
silicon, the maximum delay length needed is 8.3 cm. Since the optical loss in silicon waveguides is 2.5
dB/cm [45], the total loss would be approximately 21 dB, which is unacceptable.
2.3.2 Modulator Linearization
Linearizing the Mach-Zehnder (MZ) modulator transfer function is necessary to increase the
dynamic range of the photonic ADC. The operating principle of the modulator is based on an
interferometer with a nonlinear sinusoidal transfer function. The transfer function, which will be derived
in this section, is [32], [46]:
Tuz= -1+ sin 7r + 6 (2.12)2 Vr
where TMz is the transmission of the modulator, V,, is the input RF signal, V, is the x-phase-shift voltage,
and 0 is the deviation from the quadrature bias point. Under typical operation, a DC voltage is applied to
first bias the modulator at the quadrature point (9 = 0) to maximize the output of the fundamental
modulation frequency.
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Figure 2-6 Mach-Zehnder modulator transfer function biased at quadrature [46]
For small modulation depths (i.e. small RF drive voltages), the transfer function is approximately linear,
so digital post-processing to correct for nonlinearities in the transfer function is unnecessary. Small
modulation depths, however, do not fully utilize the input optical power. Ideally, the modulator should
modulate the entire optical input, which for the photonic ADC is the input pulse peak power. A 100%
modulation depth corresponds to an input RF voltage swing of V, peak-to-peak. For such large
modulation depths, the curvature of the transfer function becomes no longer negligible. Higher-order odd
harmonics of the fundamental tone are excited. Figure 2-7 illustrates how a sinusoidal input of frequency
f becomes distorted at the output due to higher-order odd harmonics. The output voltage signal Vwc is
obtained by detecting the modulated optical signal and measuring the pulse peak powers with an
electronic ADC. The purpose of linearization is to invert the MZ interferometer transfer function to
recover the original single-tone RF input.
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Figure 2-7 Time-domain trace and Fourier spectrum of the (a) input signal and
(b) detected output signal with odd-harmonic distortion from a dual-output
Mach-Zehnder modulator with 100% modulation depth.
The method adopted in this thesis for linearizing the MZ modulator involves detecting both
complementary outputs from the modulator [47]. As will be shown in the following derivation, this
method is an improvement over single-output intensity detection because it is immune to pulse-to-pulse
amplitude variations from the laser source.
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Figure 2-8 General schematic for electro-optic sampling using a Mach-Zehnder
modulator with complementary outputs
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The phase evolution of the input optical electric field through the MZ modulator is shown in
Figure 2-9. Phase changes acquired from linear propagation are ignored. At the modulator input, the
input signal with field amplitude EO is split into two paths using a 3-dB directional coupler. These
couplers are ideal optical beam splitters so the outputs are at phase quadrature [48]; an input signal that
exits the coupler in the same waveguide will experience a zero phase shift while signal that exits on the
opposite waveguide will experience a 7r/2 phase shift. Each arm is then phase modulated with a highly
linear electro-optic phase modulator; #1 and #52 are the phase-shifts induced by the phase modulators in
the top and bottom waveguides, respectively. Lastly, the electric fields propagate through another 3-dB
directional coupler to generate the complementary outputs of the modulator.
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Figure 2-9 Phase evolution of electric fields in a Mach-Zehnder modulator
The total electric fields at the two modulator outputs are:
Etop = $(eidi - ej2)
(2.13)EO
Ebot = i (ei01 + ej0z
To gain more physical understanding of these equations, they can be expressed as:
Etop = iEOsin(A#)ejO_ (2.14)
Ebot = -iEocos(AP)ejl'
where
21+02
2
2
Both output fields have a residual phase modulation term ejO which can lead to undesirable chirp. To
eliminate this chirp, the modulator should be operated in push-pull configuration such that the phase
shifts in the top and bottom arms have equal amplitude and opposite signs (i.e. #1 = -02). Moreover, to
bias the modulator at quadrature, the differential phase shift should be 7r/2 when no input voltage is
applied. This results in:
= + G+ V) 
(2.15)
02 = - + V)
where v is the input RF signal. The coefficient that converts the applied voltage into phase, which will be
introduced in (2.23), is ignored for now. Substituting this in, the simplified total electric fields are:
Etop = iEnsin (T+ v)
Ebot = -iEocos + v)
The corresponding powers of these electric fields are:
IEtop|2 = IEo12Si2 (+V)
(2.17)
|Ebot| 2 = |EOJI2cos2  +
Using trigonometric identities, they can be expressed as:
21E0 |12|EtOP i = 2 (1 + sin(2v))
2 (2.18)
|Ebot|2 = 2(1 - sin(2v))
These equations represent the nonlinear transfer function of the MZ modulator, which was stated in an
alternate form in (2.12).
In the ADC system, the optical signal proceeds to photodetection and electronic quantization.
The optical power for each pulse incident on the photodetector can be approximated by the pulse energy
Ej, divided by the pulse width rp,,. The responsivity R of the photodetector converts this optical power
to photocurrent, which is then converted to a voltage across a 50-92 resistor. The voltage is amplified
with gain G to match the ADC full-scale voltage. The detected voltage VAc is, therefore, directly
proportional to the optical pulse power:
VADC - G -R - )Epse) (50fl  (2.19)
\LIpulse/
These proportionality constants can be grouped into K and K2 for each output.
VAADC Co (2.20)
VB,ADC OC K2 Ebot
To linearize the MZ modulator using complementary outputs, we are interested in computing:
VAADC - VBADC AK + (K1 + K2)sin(2v)
VAADC + VBADC (K1 + K2) + AKsin(2v)
An important criterion is that the gain must be precisely matched for both paths (AK = 0). This can be
implemented in the actual system using variable attenuators or compensated for digitally during post-
processing. If this condition is met, the expression simplifies to:
VA ADC - VB ADC = sin(2v) (2.22)
VAADC + VBADC
The LHS represents experimental data acquired from the electronic ADCs. The RHS represents the MZ
modulator transfer function. Equation (2.22) is inverted during digital post-processing to obtain the
original input voltage signal. The appropriate proportionality constants for the input-voltage-to-phase
conversion are now defined:
v~)= Vn(t)
+ 0in(t 0 (2.23)
where V, is the input RF signal, V, is the modulator's half-wave voltage and 0 is the phase deviation of
modulator from the quadrature bias point. For complementary output detection, the linearization scheme
is:
V, 1. __VAADC ~~ VBADC
Vin(t) = -[sin' (VA-sDC + VB-DC 0 (2.24)1( [2 \VAADC + VBADC, ]
For comparison, the linearization scheme for single-output intensity detection is:
Vnf(to) = r- sin-1  2  -1) 01 (2.25)
Evidently, linearization for complementary outputs does not depend on the pulse energy, so this method is
impervious to pulse-to-pulse amplitude variations from the laser source.
This linearization method has some limitations depending on the quality of the MZ modulator.
This method only linearizes the interferometer transfer function, not the response of the phase modulators
in the modulator arms. A highly-linear electro-optic material for the phase modulator is required. The
LiNbO 3 modulator used in the COTS system fulfills this requirement. For the EPIC system, the silicon
modulators do not have as linear of a response as LiNbO3, so they may limit system performance.
2.3.3 Channel Filter Bandwidth
In section 2.3.1, requirements on setting the center wavelengths for the N channels were
discussed. This section will cover additional design considerations concerning the channel filter shape
and its impact on ADC performance. Three possible fundamental limits that determine the allowable
bandwidths and shape for the channel filters are: 1) pulse-to-pulse crosstalk, 2) signal-to-noise ratio after
photodetection, and 3) channel crosstalk.
Pulse-to-Pulse Crosstalk
One limit to the minimum allowable filter bandwidth is pulse-to-pulse crosstalk within a
wavelength channel. Recall that in optical sampling, the pulse amplitudes represent the sampled voltages.
Pulse-to-pulse crosstalk occurs when the leading or trailing edge of one pulse overlaps with the center of
its neighboring pulses. If this overlap contributes appreciable power, it is considered noise and will
degrade the accuracy of the sampled signal. Assuming transform-limited pulses where the pulse width is
inversely proportional to the bandwidth, the filter bandwidth cannot be made arbitrarily small; there is a
limit beyond which the pulse widths are wide enough that pulse-to-pulse crosstalk will degrade the ADC
resolution.
The effect of pulse-to-pulse crosstalk can be analyzed in the time domain using the signal-to-
noise ratio approach. Assume two transform-limited sech 2-shape pulses with the following temporal
profile:
P(t) = Posech2 ( (2.26)(1.76T FW HM)
where Po is the peak optical power and rFWHM is the full-width half-maximum pulse width. Pulse-to-pulse
crosstalk is a function of both the laser repetition rate and channel filter bandwidth; pulse centers are
temporally separated by the laser repetition period ifrep and temporal pulse widths are determined from
the filter bandwidth Afa,, using the time-bandwidth product TBP. The pulse amplitudes are assumed to
correspond to the ADC full-scale voltage to calculate the maximum crosstalk possible. For synchronous
peak sampling, the 'noise' is the overlap of the trailing edge of the first pulse at the center of the second
pulse. The expression for SNR is:
1
SNR [dB] = -10log 1 0 sech2 frep (2.27)
1.76- - B\Vlchan/)
As determined by (2.2), the SNR must be high enough to achieve the desired ENOB. In other words, the
noise contribution must be less than the least significant bit. To achieve 10 ENOB, the SNR must be
larger than 31 dB in the optical domain or 62 dB in the RF domain. Note that if there are two neighboring
pulses, the SNR requirement needs to be increased by another 3 dB.
Besides the channel filter, other components in the subsequent optical detection link can further
limit the pulse bandwidth and exacerbate the problem of pulse-to-pulse crosstalk. These components may
be the photodetector, the RF amplifiers, or the electronic ADC. For the photonic ADCs demonstrated in
this thesis, the maximum bandwidth is limited by the 3-GHz analog bandwidth of the electronic ADC,
which corresponds to an approximate 24-pm optical bandwidth; this was based on conservative estimates
where the 6-dB point in the RF power spectrum, which is equivalent to optical bandwidth, was assumed
to be the same as the 3-dB point [49]. Also, pulse detection with a real photodetector will result in an
asymmetric non-transform-limited pulse profile as defined by the impulse response of the photodetector
and will contribute additional crosstalk noise. This effect will be ignored in the analysis here because the
temporal response differs between various photodetectors but should not be ignored in the real system.
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Figure 2-10 Contour plot showing the minimum filter bandwidth for a given
repetition rate before the ENOB is limited by pulse-to-pulse crosstalk. Repetition
rates of 200 MHz, 1 GHz, and 5 GHz are shown, along with the line representing
9.1 ENOB.
Figure 2-10 is a contour plot that shows the minimum channel filter bandwidth necessary for a
given repetition rate before pulse-to-pulse crosstalk begins to limit the ENOB. The maximum bandwidth
limit is set by the 3-GHz ADC bandwidth. Three relevant repetition rates are chosen to illustrate the
impact of various bandwidth limits. For the lasers used in this thesis, which have repetition rates of 200
MHz and 1 GHz, 9.1 ENOB can be achieved if the channel filter bandwidths are set larger than 1.1 and
5.6 pm, respectively. For a 5-GHz repetition rate, however, it is impossible to achieve 9.1 ENOB because
the required bandwidth is greater than the ADC bandwidth limit. The upper limit for ENOB is
determined by where the contour line for a particular repetition rate intersects the ADC bandwidth limit,
which is 7.4 ENOB for a 5-GHz source.
Electrical Signal-to-Noise Ratio at Photodetection
Besides pulse-to-pulse crosstalk, a more realistic limitation for the minimum channel filter
bandwidth is having adequate signal power compared to noise generated at photodetection. Two main
sources of noise are shot noise and thermal noise. The following analysis will calculate the theoretical
minimum filter bandwidth necessary to achieve ENOB that is either thermal-noise or shot-noise limited.
A few assumptions are made for these calculations. First, the sampling pulse train can be perfectly
modulated with a 100% modulation depth by a single-tone RF signal; this is equivalent to assuming that
the modulator can be perfectly linearized. Second, transform-limited pulses are maintained throughout
the system despite actual spectral shaping effects from bandwidth-limiting components. The relevant
components listed in order of decreasing bandwidths are the laser source, the channel filter, and the
electronic ADC. Lastly, the discrete dispersion approach and synchronous peak sampling are used.
The SNR calculation can be derived in terms of electrical current. The 'signal' is the sinusoidal
signal swept out by the peak powers of the modulated pulse train. The maximum peak photocurrent can
be found using the following equation:
Ipeak,channeI = R - Ppeak,channel 1 7 bandwidth (2.28)
where Ipca,,,, is the peak photocurrent, R is the responsivity of the photodetector, Pp,,ch,,,l,,, is the peak
optical power of the modulated pulse train for a given wavelength channel, and th.,, is the fractional
power remaining after bandwidth-limiting effects due to the ADC input bandwidth. Plugging in the
appropriate definitions, the expression becomes:
Ipeak,channel = R -Pag,channel ( ) L C (2.29)
Tchannel) 14channel
'pek~ctainel 
. Tre . AfAD (2.30)
Ipeak,channei = R -Pavgchanne TBP AC
where Pavg,c,aj is the average channel power, T,,p is the repetition period of the laser, reh,,,, is the
transform-limited channel pulse width, AfAc is the ADC input bandwidth, Afeh,,,,, is the channel filter
bandwidth, and TBP is the time-bandwidth product for sech 2-shape pulses. The signal is computed using
the RMS value.
I =me  )(2.31)
Note that the peak photocurrent is the peak-to-peak swing of the signal. The noise currents due to thermal
noise and shot noise can be determined from the following:
. 4kg T AIf-A DC
in,thennal = (50fl) (2.32)(50n1)
in,shot - 2 qIavgl1fADC
where kBT is the thermal energy, q is the electron charge, and I, is the average photocurrent. For thermal
noise, the output resistor is assumed to be 50 Ohms for now. For shot noise, the average photocurrent is
the photocurrent generated at photodetection, which is prior to bandwidth-limiting effects from the ADC.
Iavg = R - Pavg,channe I
ENOB can be calculated from SNR using the following:
SNR = 20log1 0 (L-2) = 6.02 -ENOB + 1.76
in
(2.34)
(2.35)
Thermal-noise and shot-noise limited ADC performance is plotted in Figure 2-11 with respect to average
channel power present at the modulator input. Repetition rates of 200 MHz and 1 GHz are chosen as
examples. The curves for these two repetition rates are vertically-shifted from each other because the
lower repetition rate will yield higher peak powers, or signal power, for the same average power. For
average optical power less than 2 dBm, the ENOB is limited by thermal noise, whereas for higher optical
power, the limit is set by shot noise. The upper limit for the x-axis is set at +16 dBm because it is the
typical saturation power for an Erbium-doped fiber pre-amplifier, which is used in the photonic ADC
demonstration to boost the optical signal prior to the modulator.
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Figure 2-11 Thermal-noise (solid) and shot-noise (dash) limited ENOB vs.
average channel power for the 200-MHz and 1-GHz repetition rate laser sources
(2-33)
In a practical system, non-idealities will cause the system to deviate from the initial assumptions
and degrade the ENOB from these theoretical limits. For example, the insertion loss from components
will lower the input average channel power; 6-dB loss from the modulator and WDM filters is not
unreasonable. Linearization of the modulator will be imperfect. The noise figure of the RF amplifiers
and noise pick-up in the post-detection electronics will degrade the SNR. On the contrary, one
modification that can rather improve the ENOB is using a transimpedance amplifier immediately
following photodetection. The large negative feedback resistor in the transimpedance amplifier will
replace the 50-2 output resistor of the photodetector and lower the effective thermal noise as seen from
the electronic ADC [50].
The average channel power is a function of three parameters that are each limited by physical
design constraints. The three parameters are: the laser average output power Pavgiaser and its associated
optical bandwidth Afaser and the channel filter bandwidth Afc,,,,,. Their relationship is as follows:
Pavg,channel = Pavgjaser (2.36)kAfraser
In a practical system, the laser source has a maximum limit to the average optical power per bandwidth it
can generate. Assuming these two parameters are fixed, the average channel power is directly
proportional to the channel filter bandwidth; the x-axis in Figure 2-11 can be replaced by the channel
filter bandwidth to calculate the required channel filter bandwidth to achieve a particular ENOB. For
example, the 1-GHz laser typically operates at 1570 nm with a 13-nm 3-dB bandwidth and +10 dBm
average output power. For 9.1 ENOB, the required average channel power is -5 dBm, which corresponds
to a filter bandwidth of 0.411 nm. This is, however, not possible in the real ADC system because the
ADC limits the maximum bandwidth to 24 pm; for this bandwidth limit, only an average channel power
of -17 dBm can be realized, which corresponds to 4.9 ENOB limited by thermal noise. To achieve the
desired 9.1 ENOB, additional system modifications are necessary. One solution is to use an EDFA to
selectively boost the average channel power. Another solution is to implement a transimpedance
amplifier to raise the thermal noise limit. Overall, the requirement for filter bandwidth due to SNR at
photodetection is much stricter than that for pulse-to-pulse crosstalk. It is worthwhile to mention again
that the above analysis only applies to the discrete dispersion approach because it is assumed that the
pulse peak power is a function of filter bandwidth. This is not true for the continuous approach where
increasing the filter bandwidth will increase the average channel power but not the pulse peak power.
Channel Crosstalk
The maximum channel filter bandwidth is determined by channel crosstalk. Channel crosstalk is
similar to pulse-to-pulse crosstalk in that neighboring pulses overlap and degrade the accuracy of the
ADC, but the difference is that pulse-to-pulse crosstalk occurs in the time domain while channel crosstalk
occurs in the frequency domain. Channel crosstalk is a function of the channel spacing and the filter
shape, particularly the roll-off at the adjacent channels. Adjacent channel isolation must yield a SNR that
is high enough to achieve the desired ENOB; for example, 10 ENOB requires a SNR of 31 dB, but since
there are two adjacent channels, 34-dB adjacent channel isolation is necessary (see Figure 2-12). These
requirements for adjacent channel isolation apply regardless of whether the wavelength-to-time mapping
is linear or nonlinear or whether the continuous or discrete dispersion approach is used. Note also that
crosstalk will determine the minimum allowed channel spacing, which consequently determines the total
number of channels that can exist within a given laser bandwidth.
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Figure 2-12 Transmission spectra for a six-channel wavelength demultiplexer
with second-order Chebyshev filters. The required minimum channel crosstalk is
34 dB to achieve 10 ENOB.
Regarding the filter shape for photonic ADC applications, the filters may fall under two
categories of filter design: Butterworth and Chebyshev filters. For ideal passband characteristics, the
filters should take the form of Butterworth filters; the passband is maximally flat to provide constant
sensitivity across the entire bandwidth. The main drawback for using a Butterworth filter design is that
the roll-off, which is important for adjacent channel isolation, is not as steep as other filters of the same
order, such as Chebyshev filters. With its steeper roll-off, Chebyshev filters can achieve the required
adjacent channel isolation with smaller channel spacing but at the expense of ripples in the passband.
These ripples can be tolerable as long as they do not degrade the pulse envelope, particularly the peak
power, too significantly. The integrated microring resonators designed for the EPIC ADC are second-
order Chebyshev filters with ripple less than 1 dB [51].
An additional design consideration is the free spectral range (FSR) of the channel filters, if
applicable. First, if the laser bandwidth is much larger than the FSR, the filter will transmit not only
frequency coi, which is the desired ie channel, but also frequencies co, + n-FSR, where n is a non-zero
integer. These additional spectral components are a form of channel crosstalk and will degrade the
ENOB. An additional optical bandpass filter must be used to ensure that only the desired N wavelength
channels are supported in the ADC system (see Figure 2-13). Second, the FSR cannot be too small to
cause the adjacent FSR modes to overlap with the original set of N wavelength channels; the FSR for the
filters must be larger than the total optical bandwidth occupied by the N channels (i.e. FSR > N-Aco,).
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Figure 2-13 Bandpass filter required to allow only the desired N=4 wavelength
channels within one FSR to be supported in the ADC.
2.3.4 Single-ended vs. Balance Detection
The straightforward method for detecting the demultiplexed channels is direct detection, but there
is an inherent limitation that prevents the detected voltage signal from reaching the ADC full-scale
voltage. Direct detection is performed by detecting the optical signal with a single-input photodetector
and amplifying the voltage to match the ADC full-scale voltage, which is 1 V peak-to-peak centered
about 0 V (see Figure 2-14). The issue with direct detection is that it only produces positive voltage
swings. Since the post-detection electronics are AC-coupled, meaning that the mean value of the voltage
signal is shifted to 0 V, direct detection can only reach half the full-scale voltage; this effective loss of 3
dB in voltage is equal to 6 dB in power, which is 1 ENOB unutilized.
A solution that enables full utilization of the full-scale voltage range is balanced detection. In
balanced detection, a complementary pair of optical pulses is detected on two separate photodiodes (i.e.
one pulse per detector). The detected voltage signal from one photodetector is subtracted from the other
to create an output voltage signal that can swing to both positive and negative voltages. This receiver can
also be reconfigured to add the voltage signals together to measure the original pulse amplitude before the
pulse was split into a complementary pair. If both types of these balanced receivers are used, the
modulator can be readily linearized since VA-VB and VA+VB are acquired directly. The sum and difference
operations can be implemented using differential and sum transimpedance amplifiers since they would
suppress thermal noise in the photodetection as well as provide amplification necessary in the post-
detection electronics. Note that the sum configuration will experience the same limitations as direct
detection, but this is tolerable because measuring the original pulse amplitude is not as critical as
measuring the modulated signal.
a) Direct Detection
A(to ADC)
b) Balanced Detection
EAV
50:50
50'50VI
.A- A+ B 0
Figure 2-14 (a) Direct detection using a photodetector vs. (b) balanced detection
using balanced receivers in differential and sum configurations. Voltage swings
for the detected signals are shown after AC-coupled amplification to maximize
the use of the ADC full-scale voltage range.
Full utilization of the full-scale voltage with balanced detection comes at the expense of increased
system complexity. Assuming that the photonic ADC has N wavelength channels and that both
complementary outputs of the modulator are detected, direct detection would require 2N post-detection
RF links. For balanced detection, additional 50:50 couplers are required at each of the demultiplexer
outputs to generate 4N optical signals, which are to be detected on 2N RF links. Gain matching between
channels becomes more difficult with this increased number of channels. Optical power loss is
fortunately minimal when switching from single-ended to balanced detection because the signal only
suffers from insertion loss of the 50:50 couplers, which is typically less than 1 dB. The couplers may
appear to decrease the optical power incident on each photodetector, but the output peak-to-peak voltage
is the same as that for single-ended detection, except that the signal is now centered about 0 V.
If a laser source with very low pulse-to-pulse amplitude variation is used, as is the case for the
system demonstrations in this thesis, detection using the sum configuration may be obviated to greatly
simplify the system complexity. Instead, an empirical fit for the near-constant pulse amplitude can be
found during post-processing for modulator linearization. Since the couplers are no longer needed, 3 dB
more signal power is available for photodetection. Moreover, only a single electronic link is needed for a
single wavelength channel, which would make the system simpler than direct detection where two
electronic links are necessary.
2.3.5 Single-ended vs. Differential Signaling
When using RF amplifiers to amplify the voltage to match the ADC full-scale voltage range,
there are two techniques for transporting the RF signal: single-ended and differential signaling. Single-
ended signaling may be more prevalent and easier to implement, but for low noise applications such as
this photonic ADC, differential signaling is ultimately necessary since it offers higher noise immunity.
In single-ended signaling, which is the case for standard RF coaxial cables, the signal is
maintained between a single conductor and ground. External noise can accumulate in the wire from: 1)
differences in ground voltage levels between active components (i.e. earth or ground loops) and 2)
induction pick-up in the cables [52], [53]. For the photonic ADCs in this thesis, all the post-detection
electronics besides the electronic ADC use single-ended signaling; a balun is used to convert the single-
ended output signal from the last amplifier stage to match the differential ADC input. Since the RF link
consists of multiple active RF components, cables, and power supplies, the possibility for noise
accumulation is high.
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Figure 2-15 (a) Single-ended vs. (b) fully differential signaling for the RF link in
the photonic ADC. Fully differential signaling should be implemented in the
post-detection electronics because of higher noise immunity due to common-
mode noise rejection
A solution to increase the system immunity against noise accumulation is differential signaling
[52], [53]. In differential signaling, the signal is maintained rather between two conductors carrying
complementary signals that are 7r-phase shifted with respect to each other (i.e. V2= 12V,, and V1= -WV~ig).
If external noise is induced, it tends to appear on both wires as common-mode noise, which propagates
rather in phase (i.e. V2= WVi,+V,, and V, = - Vig+V,,). The original signal can still be recovered by
taking difference between the signals at the receiver (i.e. V2-V = Vsig). This so-called common-mode
rejection makes differential signals resistant to electromagnetic interference. With the current single-
ended set-up, the balun is used too far downstream in the detection link to exploit the benefit of common-
mode noise rejection; any noise acquired prior to the balun is indistinguishable from the signal itself and
cannot be eliminated. To minimize noise in the photonic ADC, all post-detection electronics should be
fully-differential; the photodetector should output a differential signal that is maintained through the
differential amplifiers to the differential ADC input (see Figure 2-15). Differential signaling is ideal, but
for building the first COTS ADC system, single-ended amplifiers were used because they are more
practical in terms of difficulty, cost, and availability. Moreover, only recently have high-speed fully-
differential photoreceivers been made commercially available. Future improvements for both the COTS
and EPIC ADC should employ differential signaling.
2.3.6 Synchronous Peak Sampling vs. Integrator
Following the post-detection electronics, the pulses are sampled and quantized using electronic
ADCs. There are two methods for electronic sampling of these pulses: synchronous peak sampling,
which quantizes the pulse peak power, and the integrator method, which quantizes the pulse energy.
For synchronous peak sampling, which is the method adopted in this thesis, the electronic ADCs
are triggered to sample a single point along the temporal profile of each pulse (e.g. pulse peaks). To
implement this, a clock distribution circuit, which derives its clock signal from the laser source, first
triggers the ADCs to sample simultaneously. Delay lines in each wavelength channel are then adjusted to
synchronize pulse arrival times at the ADCs so that the pulse peaks are sampled. Since the pulse widths
are very broad (i.e. >100 ps due to the 3-GHz ADC bandwidth) relative to the electronic ADC aperture
jitter (i.e. 0.2 ps), negligible sampling error due to aperture jitter from the electronic ADC should result.
The alternative to peak sampling is using an integrator. An integrator integrates the photocurrent
of the detected pulse and outputs a fixed voltage that is directly related to the pulse energy. Since this
voltage is held constant during quantization, the aperture jitter requirement for the electronic ADC is
more relaxed than that for peak sampling. The sensitivity of the integrator approach is much higher
because the entire pulse energy is measured rather than just the peak voltage, yielding higher ENOB. A
difficulty in implementing an integrator is achieving the necessary charge/discharge time for high
sampling rates. Juodawlkis et al. have demonstrated an integrator for a laser repetition rate of 63 MHz; a
0.4-ns reset time constant was obtained with a 12-pF capacitor and an assumed 33- equivalent resistance
[32]. If this integrator is adapted to operate for a 1-GHz laser repetition rate, the time constant must
improve by a factor of 16. Difficulties arise when trying to scale the capacitor or resistance because: 1)
further reduction in capacitance would render it comparable to PCB board capacitances and 2) reduction
in resistance would increase the thermal noise. Building an integrator that fits these specifications is not
impossible but would require considerable effort and proper designing.
Relative Detection Speeds for Time-Convolution
Depending on the speed of the detection electronics with respect to the optical pulse width, the
output voltage signal can take on different forms. The photodetection process in the time-domain is the
convolution of the pulse temporal profile with the impulse response of the photodetector and post-
detection electronics. Care needs to be taken to understand how this convolution affects the pulse
presented to the electronic ADC and assess if any additional sampling error could result.
Consider the situation where a transform-limited pulse samples a linear voltage signal applied to
the modulator. This is appropriate if the sampling pulse width is much smaller than the period of a
sinusoidal voltage signal. The output temporal pulse profile p,(t) can be expressed as:
Pont(t) = piJ(t)vi(t) (2.37)
r dvifl(t)I 1
Pout(t)~ pin(t) [vin(0) + dt t (2.38)
where pi,(t) is the input temporal profile for a transform-limited sech2-shaped pulse centered at time t=O
and vs.(t) is the input RF signal. The proportionality constant that converts the input voltage signal to
relative modulator transmission is ignored for simplicity. During photodetection, the photodetector
frequency response and the pulse spectrum are multiplied together, which is equivalent to time-
convolution of the photodetector impulse response h(t) and the temporal pulse profile. The voltage output
VADC(t) is:
VADC(t) = pout (T - t)h(T)dr (2.39)
In the ideal scenario, the photodetector and detection electronics should be sufficiently faster than
the optical pulse such that the impulse response can be modeled as a delta function. The voltage sampled
by the electronic ADC would directly represent the original sampled voltage from the modulator. To
illustrate this, let us consider three particular sampling points in a single-tone input signal: a) positive
slew rate, b) "DC", and c) negative slew rate. This covers the range of all possible slopes in the input
signal. Assume that the pulse width is much smaller than the period of the input signal so that the signal
length sampled can be approximated as linear (see Figure 2-16). The absolute magnitude of the input
signal at the center of each sampling point is normalized to 1 to focus on the effects of the varying slopes.
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Figure 2-16 Rate of change for three critical sampling points in a single-tone RF
input signal: a) positive slew rate, b) DC, and c) negative slew rate
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Figure 2-17 Detected voltage pulse profiles for the three different sampling
points (see Figure 2-16) for when detection electronics are much faster than
pulses. Electronic ADCs sample at a 5-ps timing offset, which is where all three
curves intersect.
When the pulses are modulated with these linear signals, the pulse peaks are shifted in the time
domain (Figure 2-17). Since the detection electronics are assumed to be fast enough, the pulse profiles
are maintained throughout detection. The electronic ADCs are aligned to sample the pulses at a fixed
relative time offset, which is 5 ps for this example. Note that the absolute peak is not sampled for the
positive and negative slew rates because the original sampled voltage is located at the 5-ps time offset.
Since the three curves intersect at the same point (i.e. same timing offset), the original voltage can be
measured directly for all possible slopes.
The real ADC system is, however, opposite from this ideal case; the 3-GHz bandwidth of the
electronic ADCs is more than an order-of-magnitude slower than the typical 125-GHz bandwidth of the
optical pulses. Assume that the detection electronics can be collectively modeled as a 3-GHz
photodetector, where the impulse response is an exponentially decaying response with decay time r = RC
[54]. In (2.39), the pulse is now treated as a near delta function. The detected output is therefore
dominated by the photodetector response and will resemble the following:
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Figure 2-18 Detected voltage pulse profiles for the three different sampling
points (refer to Figure 2-16) for when detection electronics are much slower than
pulses. Inset shows a close-up of the pulse peaks.
Due to the convolution integral, each point in the voltage output will contains some averaging
effects from the pulse width and detector response. Consider first the simple case where the input signal
is a DC voltage. Since the voltage is constant (i.e. the time-derivative in (2.38) is zero), the sampled
voltage vi,(O) can be taken out in front of the convolution integral:
vADc(t) = vin(0) f pin(t - )h(t)dt (2.40)
Since all points along the output voltage signal are directly related of the sampled voltage, electronic
quantization is straightforward. This case is represented by the green curve. The only source in sampling
error is therefore due to the aperture jitter of the electronic ADC, which must be small enough to yield an
error smaller than the least significant bit. Since the pulse peaks are relatively flat and the electronic
ADC used in this thesis has 0.2-ps of aperture jitter, accurate sampling can be achieved.
For the general case where the voltage signal is varying linearly with time, the detected pulse
profile will change relative to the DC case depending on the rate of change of the voltage signal. The
curves for positive and negative slew rate are depicted in red and blue, respectively. Despite these
changes, all three curves were found numerically to still intersect at the same timing offset for all input
signal frequencies (i.e. assuming the linear approximation holds true). Assuming zero aperture jitter, the
same voltage can be theoretically sampled for all possible slopes; this means that no additional sampling
error is incurred from using slow detection electronics. If finite aperture jitter is considered, some
sampling error is introduced based on the deviation from the intersection point. This deviation is a
function of the slew rate, or analog input frequency.
Aperture Jitter vs. Pulsewidth
Another design consideration is the effect of pulse width on ADC accuracy. Consider an optical
pulse train with peak power P,,,m, that is modulated by a sinusoidal input of frequency co, with 100%
modulation depth. Assume for simplicity again that the modulator response can be perfectly linearized.
The envelope of the modulated pulse train is:
P(t) = 2 [1 + sin(wrt)] (2.41)
For b-bits of resolution, the output signal range is divided into 2b quantization level. The minimum
timing resolution necessary to resolve a single quantization level is determined by where the driving
signal has the steepest slope (i.e. slew rate). For a sinusoidal input, the maximum slew rate is the first
derivative of the driving signal evaluated when the phase argument is zero:
- Ory cos(Wr t) ~ wrf (2.42)
Al quadrature
With the quantization level defined as AP= P,,J2, the equation can be solved for the minimum timing
resolution, Atma:
1
Atmin ~ 2b-1r (2.43)
In literature, this universal expression is commonly known as aperture jitter and applies to all
types of ADCs. It states that the sampling precision cannot deviate more than this timing resolution for a
given number of bits and input RF signal frequency. In optical sampling, this requirement is satisfied by
the jitter of the optical pulses, but there is an open question about what requirements apply for the pulse
width. In the most conservative interpretation, the minimum pulse width should be set equal to this
minimum timing resolution. This can be best understood using the integrator approach: if the pulse was
wider than the minimum timing resolution, the pulse energy will contain energy contributions that belong
to neighboring quantization levels, thus degrading the ENOB. Similar reasoning can be applied for
synchronous peak sampling. This conservative interpretation of Eq. (2.43) however leads to unrealistic
requirements for the ADC system. For example, to digitize a 40-GHz input RF signal with 7-bits
resolution, which is shown in this thesis, the required minimum pulse width needs to be 62 fs. Such a
pulse would require an optical bandwidth of 41 nm, which is unrealistic for this photonic ADC approach.
The interpretation of (2.43) adopted our work is that the pulse width is allowed to be larger than
this minimum timing resolution. The upper limit on pulse width is that it has to be much smaller than the
period of the input signal such that the signal can be linearized about the sampling point. Detailed
analysis and simulation should be pursued to understand more clearly the effects of pulse width.
2.3.7 Effective Analog Input Bandwidth
The input analog bandwidth of the photonic ADC system is theoretically limited by the
bandwidth of the electro-optic sampling modulator, not the input analog bandwidth of the electronic ADC
[55]. This is because once the signal is sampled by the optical pulse train, the post-detection electronics
are only required to maintain the pulse amplitudes or energies, which can be achieved with lower-
bandwidth electronics; the pulse waveform may be reshaped due to bandwidth-limiting effects, but the
sampled information is still recoverable. The input bandwidth for the ADC is set by the bandwidth of the
MZ modulator, which determines how fast the input signal can modulate the sampling pulse train. The
COTS ADC system can achieve a maximum analog input bandwidth of 40 GHz by using a 40-GHz
LiNbO 3 MZ modulator. Moreover, the modulator functions as a frequency down-converter; input
frequencies higher than the Nyquist frequency, as defined by half the laser repetition rate, will be aliased
down to baseband. The ADC thus can perform sub-sampling of ultra-wideband signals but may require
additional information to accurately digitize the signal.
3 Photonic ADC System Demonstration
This chapter presents the system demonstration of two photonic ADCs that use the optical-
sampling, wavelength-demultiplexing approach discussed in the previous chapter. The first system is the
commercial off-the-shelf (COTS) ADC, which was built using discrete, commercially-available
components to demonstrate the best high-speed, high-resolution ADC performance that can be readily
achieved to date. The second system is an electronic photonic integrated circuit (EPIC) version of the
same ADC architecture where the core components, specifically the modulator, wavelength
demultiplexer, and photodetectors, are integrated onto a silicon chip using the silicon photonics platform.
Both ADC systems are operated at four different sampling rates, as determined by the laser source and the
number of wavelength channels. These sampling rates specified in units of samples per second (Sa/s) are:
a) 200 MSa/s: Single-wavelength channel operation with the 200 MHz laser
b) 400 MSa/s: Dual-wavelength channel operation with the 200 MHz laser
c) 1 GSa/s: Single-wavelength channel operation with the 1 GHz laser
d) 2 GSa/s: Dual-wavelength channel operation with the 1 GHz laser
The experimental results are presented and analyzed with respect to the performance metrics introduced
in Section 2.1.
3.1 Commercial Off-The-Shelf (COTS) ADC
3.1.1 Experimental Set-up
The generalized schematic for the COTS ADC system testbed for dual-wavelength operation is
depicted in Figure 3-1. The following will discuss the implementation of each stage in the ADC
architecture. For each sampling rate, particular stages may have been implemented differently.
Schematics of the exact system configuration for all sampling rates are provided in the Appendix.
Laser Source
Two mode-locked lasers with different repetition rates were used to demonstrate four sampling
rates. The first laser source was a soliton mode-locked Er-doped fiber ring laser that produced -150 fs
pulses with a 200-MHz fundamental repetition rate [56]. The saturable absorber was based on additive
pulse modelocking which relied on nonlinear polarization rotation in the fiber due to the Kerr
nonlinearity. The laser operated at 1558 nm with a 15 nm 3-dB bandwidth and 25 mW average output
power. The integrated timing jitter for the free-running laser, extracted from a single-sideband phase
noise measurement, was determined to be about 18 fs within the [1 kHz, 10 MHz] frequency interval.
The purpose of this laser source was to first demonstrate the full functionality of the COTS testbed and to
benchmark the ADC performance at low sampling rates. For higher sampling rates, a short linear-cavity
laser with a 1.048 GHz fundamental repetition rate was used. The laser was a soliton mode-locked Er-
doped fiber laser that self-started with a semiconductor saturable Bragg reflector [9]. For the COTS
testbed where the wavelength demultiplexers operated at C-band (approximately 1550-1562 nm), the
laser was adjusted to operate at 1564 nm with a 9 nm 3-dB bandwidth and 10 mW average output power.
The integrated timing jitter for the free-running laser was determined to be about 13.8 fs within the [10
kHz, 10 MHz] frequency interval and 10.8 fs within the [100 kHz, 10 MHz] interval [9].
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Figure 3-1 Schematic of the COTS ADC testbed for typical dual-wavelength
operation. Exact implementation varied for different sampling rates. MLL,
mode-locked laser; DEMUX/MUX, wavelength demultiplexer; PC, polarization
controller; Td, optical delay line; VOA, variable optical attenuator; EDFA, Er-
doped fiber amplifier; MOD, electro-optic modulator; SYN, RF synthesizer;
AMP, RF amplifier; BPF, bandpass filter; DC, DC supply; PD, photodetector;
LPF, low-pass filter; BAL, balun; PD/TA, photodetector with transimpedance
amplifier; CLK DISTR, clock distribution board; PS, phase shifter; ADC,
electronic ADC.
Pulse Train Interleaver
The pulse train interleaver was implemented using a matched pair of 1:8 thin-film wavelength
demultiplexers (JDSU, DWM-2F8DS) with 200-GHz channel spacing and 150-GHz bandwidth, variable
delay lines (Santec, ODL-330), variable optical attenuators (AFOP VOA-1132-OP100), and polarization
controllers.
oo For single-channel measurements, the channel wavelength was designated to be 191.9 THz (1562.23
nm) for consistency. Since interleaving was unnecessary, the optical delay line and attenuator were
removed to minimize insertion loss. The polarization controller was necessary to maximize the
optical signal in polarization-dependent stages following the interleaver.
o For dual-channel measurements, the two designated channels were 191.9 THz (1562.23 nm) and
192.1 THz (1560.6 nm), which corresponded to channels #1 and #3 in the demultiplexer, respectively.
Channel #2 was avoided to ensure that the adjacent channel isolation does not limit the system ENOB
to below 9.1 bits, which is the resolution of the electronic ADCs; the demultiplexer has a specified 30
dB of adjacent channel isolation, which yields approximately 9.5 ENOB, versus a more reassuring 50
dB of non-adjacent channel isolation. A single pair of variable optical attenuator and optical delay
line was used to perform pulse train interleaving. Proper interleaving was verified by monitoring the
output of the interleaver on a photodetector. A sampling oscilloscope was first used to coarsely time-
interleave the pulse trains. Fine tuning was then performed by manually adjusting the variable
attenuator and delay line to minimize the 200-MHz or 1-GHz RF tone on a RF spectrum analyzer,
depending on the laser source. Typically, greater than 80 dB suppression could be achieved, which
corresponds with good accuracy to a uniform-amplitude, time-interleaved pulse train. Polarization
controllers are needed in both channels to optimize the gain for each channel in the following EDFA.
Optical Sampling and Wavelength-Demultiplexing
After filtering out most of the original laser bandwidth in the wavelength demultiplexer, a
commercial EDFA preamplifier (MPB R35/130) with 40-dB gain was used to boost the optical power of
the pulse train. Typically, the maximum optical power is limited by the +16 dBm EDFA saturation
power. A variable optical attenuator (HP8156A) was used to control the optical power incident on the
modulator. It also served as a safety precaution to prevent damage to the photodetectors since the mode-
locked laser might Q-switch or the EDFA might spike in optical power when powered on. For optical
sampling, two modulators were used:
oo For the lower three sampling rates (i.e. 200 MSa/s, 400 MSa/s, and 1 GSa/s), a 20-GHz dual-output
LiNbO3 Mach-Zehnder modulator (EOspace AX-1x2-0k5-20-PFU-SFU-UL-S) was used. A 10-GHz
test RF signal was generated with a single-tone RF synthesizer (HP83712A), amplified with an RF
amplifier (SHF 100 CP), and passed through a 10-GHz RF bandpass filter (K&L 5C52-10000/T300-
0/0) which rejected unwanted frequencies from the input signal.
oo For the fastest sampling rate (i.e. 2 GSa/s), a 40-GHz dual-output LiNbO3 Mach-Zehnder modulator
(EOSpace AZ-1x2-AV5-40-PFA-SFA) was used to demonstrate high-bandwidth ADC performance.
The 40-GHz test RF signal required higher-frequency driving electronics, such as a high-frequency
signal generator (Anritsu 69077B), RF amplifier (SHF 803), and RF bandpass filter (Wiltron W-band
BPF, 33-50 GHz).
Following optical sampling in the modulator, demultiplexing of both complementary outputs from the
modulator was performed with the same 1:8 thin-film wavelength demultiplexers (JDSU, DWM-2F8DS)
as those used in the pulse train interleaver.
Photodetection and Quantization
When possible, balanced detection was performed with balanced 40-GHz photoreceivers (U2T
Photonics, BPRV2125). The only exception was for dual-channel operation with the 200-MHz laser
where home-built single-ended photodetectors were used since only one balanced photoreceiver was
available at the time. Regardless of how the photodetection was performed, the same post-detection
electronics were used to amplify the detected pulses to the 1.0 V full-scale voltage range of the following
ADCs. The post-detection electronic link, which used AC-coupled, singled-ended RF signaling,
consisted of a 3-GHz Gaussian low-pass filter (Picosecond 5915), a DC block, a low-noise preamplifier
(H2 Com 24471, 19-dB gain), another DC block, a power amplifier (Hittite 641, 13-dB gain), and a
balun. The differential ADCs (National Semiconductor, ADC1OD1000) used for quantization has two
differential input channels operating at approximately 9.1 ENOB and are preconfigured on an evaluation
board with a Virtex 5 FPGA. The resulting digitized data sets from the FPGA were post-processed
offline on a computer. For the dual-channel measurement with the 200-MHz laser, a different ADC
(Innovative, X5-G12) was used since the National ADCs were under repair to enable simultaneous dual-
channel data acquisition.
Clocking Circuit
The ADCs were synchronously clocked with an RF signal regenerated from the laser source using
an amplified photodiode (JDSU, ERM568 JMX), RF bandpass filters (K&L), and clock distribution
circuit (National Semiconductor, LMKO1000). An additional RF amplifier (Analog, ADL5541/42Z) was
necessary to amplify the clock signal to acceptable voltage levels for the ADCs. RF delay lines (Sage,
6705K) were used to precisely align the modulated optical pulse train with the ADC sampling clock. For
the 200-MHz laser, the fundamental repetition rate was too slow to serve as a sampling clock for the
ADCs; instead, the 3rd harmonic RF tone at 600 MHz was selected using two bandpass filters. Since this
lead to an oversampling of the pulse train, only the data points that correspond to the pulse peaks were
selected, which is 1 out of every 3 sample points. For the 1-GHz laser, the detected pulse train could
directly be used as the sampling clock, so the bandpass filters are omitted.
3.1.2 Measurement Results
A single RF tone was applied as the input analog test signal to evaluate the performance of the
COTS ADC testbed. The resulting data sets generated from the electronic ADCs were digitally post-
processed offline on a computer to obtain the optimal ADC performance. The three main digital post-
processing steps are as follows:
oo Raw Data: Only a Blackman windowing function was applied to the raw data to improve the
dynamic range in the Fourier spectra. No additional digital processing was performed.
oo Linearization: Proper linearization using complementary outputs from the modulator could not be
performed because limited resources prevented balanced detection in the sum configuration; the
sum is necessary to cancel out the pulse-to-pulse amplitude variations from the laser source (refer
to (2.24)). Fortunately, the amplitude variations in the laser sources used in this thesis are
extremely low. Linearization can be performed using the single-output intensity detection
method as stated in (2.25) with good accuracy. Starting with the measured data Vc, the gain
and offset parameters C, and C2 are optimized using the following equation to yield a linearized
output V,, with minimal harmonic distortions [47], [57].
Vm = sin-' (c+ C2  (3.1)
The validity of this linearization is based on the assumption that all components downstream from
the modulator behaves linearly so that harmonic distortions are attributed only to the sinusoidal
transfer function of the modulator. The wavelength demultiplexer and post-detection electronics
have been experimentally verified to be linear for typical pulse powers. However, the linearity of
the photodetector is still assumed. This assumption needs to reconsidered in the future because
typical peak pulse powers may be too high; assuming a transform-limited pulse with 150-GHz
bandwidth and a -10 dBm of average power incident on the photodetectors, the peak optical
power is about +17 dBm, which is usually enough to witness nonlinearities in telecom-grade
photodetectors. Another assumption is that the phase modulator in the MZ modulator is highly
linear so that they do not contribute to harmonic distortion. This assumption is valid for the
lithium niobate modulator used in the COTS testbed, but may not be for the integrated silicon
modulator.
oo Time-Interleaving: Despite careful adjustment of the timing delay between channels in the pulse
train interleaver, residual timing mismatch was still observed; this mismatch was digitally
compensated by finding numerically the amount of timing offset necessary to minimize the
spurious frequency components in the interleaved data. Priority was given first to minimize the
fundamental interleaved spur, followed by the higher order interleaving spurs. In addition to the
timing mismatch, the gain and offset mismatch between the two channels were digitally
compensated as well. The gain mismatch was found from the condition that the peak-to-peak
amplitude in both channels must be the same. The offset mismatch was found by minimizing the
interleaving spurs.
Note that the data processing described above changes only harmonic distortions, not the noise floor. In
this section, the experimental results for each sampling rate are presented. The Fourier spectra of the raw
unprocessed data are first shown, followed by those obtained after linearization and time-interleaving, if
applicable. In an associated table, performance metrics such as SNR, SFDR, THD, SINAD and their
respective calculated number of bits are listed.
1x200 MSa/s Sampling Rate (Refer to Figure 3-2 and Table 3-1)
The input analog test signal was a single RF tone at 10.025 GHz. Since the laser repetition rate
was 200 MHz, the test signal was aliased down to the fundamental tone at 25 MHz. The second and third
harmonics are also aliased and labeled HD2 and HD3, respectively. Balanced photodetection was used to
measure a single wavelength channel, so both complementary outputs of the modulator were captured in a
single data set. The digitized signal contains 8192 sample points. The modulator was properly biased
near the quadrature point because the second harmonic is minimal. The modulation depth was
approximately 86%, as determined from the third harmonic distortion relative to the fundamental tone.
Although the SNR yielded 7.8 bits for the raw data, third harmonic distortion limited the SFDR and THD
to 4.4 bits, which resulted in 4.1 ENOB as calculated from SINAD. Linearization was successfully
performed to improve the third harmonic by 21 dB, which increased the bits calculated from SFDR and
THD to equal that from SNR. The final result yielded 7.03 ENOB.
2x200 MSa/s Sampling Rate (Refer to Figure 3-3 and Table 3-2)
The input RF signal was again at 10.025 GHz and aliased down to 25 MHz in each individual
channel. Since the National ADC board was not configured properly at the time for simultaneous dual-
channel sampling, the Innovative ADC board was used instead. Each channel was captured with 16384
sample points. The modulation depth was approximately 68%. Linearization successfully improved the
SFDR by 20-22 dB in both channels so that the resulting 6.0-6.1 ENOB is limited rather by the SNR.
Since both channels were detected using single-ended photodetectors, only half the full-scale voltage
could be reached. The SNR limit is therefore 1 bit lower than what could have been achieved with
differential detection. Interleaving was successful because the resultant 6.0 ENOB is the same as that for
the individual channels.
1x1 GSa/s Sampling Rate (Refer to Figure 3-4 and Table 3-3)
The input RF signal at 10.090 GHz was aliased down to 390 MHz with a 1.048-GHz laser
repetition rate. Each channel was captured with 4096 data points. Balanced photodetection captured both
complementary modulator outputs for a single wavelength channel in a single data set. The modulation
depth was approximately 65%. Without post-processing, the ADC performance is again limited by the
third harmonic distortion. Although linearization successfully improved the SFDR and THD by 12-13 dB
to 7.6 and 7.4 bits, respectively, they are still worse than the SNR limit (7.7b). The resulting ENOB is
6.9, which is close to the 7.0 bits achieved with the 1x200 MSa/s sampling rate.
2x1 GSa/s Sampling Rate (Refer to Figure 3-5 and Table 3-4)
To demonstrate the best ADC performance, the high-bandwidth 40-GHz modulator was used
with the fastest sampling rate at 2 GSa/s [58]. The input RF test signal at 40.99 GHz was aliased down to
118 MHz in each individual channel. Each channel was captured with 4096 data points. Balanced
detection was performed for both wavelength channels. The optical power incident on each photodetector
was about -9 dBm. The modulation depth was approximately 23%, which is much lower than that for the
previous three sampling rates. Regardless of the slight improvement in harmonic distortion from
linearization, the ADC performance was limited ultimately by SNR. Time-interleaving successfully
maintained the ENOB for each channel to achieve the final interleaved result of 6.96 ENOB. Although
the original harmonic distortions were further decreased during interleaving, interleaved spurs generated
negated this improvement.
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Figure 3-2 Fourier spectra for the (a) raw unprocessed data and (b) linearized
data acquired with the COTS ADC testbed using the 200 MHz laser source for a
200 MSa/s sampling rate. HD2, second harmonic distortion; HD3, third
harmonic distortion.
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Raw Data 48.7 (7.8b) 26.4 (4.4b) 26.4 (4.4b) 26.3 (4.08b)
Linearized 48.0 (7.7b) 47.2 (7.8b) 46.3 (7.7b) 44.1 (7.03b)
Table 3-1 Performance metrics extracted from the Fourier Spectra in Figure 3-2
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Figure 3-3 Fourier spectra for the (a) raw unprocessed data, (b) linearized data,
and (c) interleaved data acquired with the COTS ADC testbed using the 200
MHz laser source for an aggregate 2x200 MSa/s sampling rate. HD2, second
harmonic distortion; HD3, third harmonic distortion.
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Ch1 - Raw 39.1 (6.2b) 30.8 (5.1b) 30.8 (5.1b) 30.2 (4.72b)
Ch1 - Linearized 38.4 (6.1b) 50.3 (8.4b) 48.6 (8.1b) 38.0 (6.01b)
Ch2 - Raw 39.0 (6.2b) 31.1 (5.2b) 31.1 (5.2b) 30.5 (4.77b)
Ch2 - Linearized 38.5 (6.1b) 53.6 (8.9b) 49.0 (8.1b) 38.2 (6.05b)
Interleaved 38.4 (6.1b) 51.4 (8.5b) 48.8 (8.1b) 38.0 (6.03b)
Table 3-2 Performance metrics extracted from the Fourier Spectra in Figure 3-3
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Figure 3-4 Fourier spectra for the (a) raw unprocessed data and (b) linearized
data acquired with the COTS ADC testbed using the 1 GHz laser source for a 1
GSa/s sampling rate. HD2, second harmonic distortion; HD3, third harmonic
distortion.
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Raw Data 47.4 (7.6b) 32.6 (5.4b) 32.6 (5.4b) 32.5(5.10b)
Linearized 48.2 (7.7b) 45.7 (7.6b) 44.7 (7.4b) 43.1(6.87b)
Table 3-3 Performance metrics extracted from the Fourier Spectra in Figure 3-4
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Figure 3-5 Fourier spectra for the (a) raw unprocessed data, (b) linearized data,
and (c) interleaved data acquired with the COTS ADC testbed using the 1 GHz
laser source for an aggregate 2x1 GSa/s sampling rate. HD2, second harmonic
distortion; HD3, third harmonic distortion. [58]
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Chl - Raw 44.8 (7.2b) 45.2 (7.5b) 45.2 (7.5b) 42.0 (6.68b)
Chl - Linearized 45.3 (7.2b) 51.1 (8.5b) 49.5 (8.2b) 43.9 (7.00b)
Ch2 - Raw 45.1 (7.2b) 47.3 (7.9b) 47.3 (7.9b) 43.0 (6.85b)
Ch2 - Linearized 46.0 (7.4b) 48.8 (8.1b) 47.4 (7.9b) 43.6 (6.95b)
Interleaved 45.5 (7.3b) 52.1 (8.7b) 48.3 (8.0b) 43.7 (6.96b)
Table 3-4 Performance metrics extracted from the Fourier Spectra in Figure 3-5
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3.2 Electronic Photonic Integrated Circuit (EPIC) ADC
In a move towards a fully-integrated photonic ADC, a chip with core ADC components has been
fabricated on a silicon photonics platform. The chip includes the modulator, a matched pair of 3-channel
filter banks, and photodetectors; the remaining components, such as the laser source, pulse train
interleaver and post-detection electronics, are still performed off-chip. The chip was designed and
fabricated by other members of the joint integrated ADC project (see collaborators). A photograph of the
photonic ADC chip is shown in Figure 3-6. The integrated photonic ADC chip was fabricated on a
Unibond silicon-on-insulator material with a 3.0 pm buried oxide using conventional 248-nm optical
lithography. The chip was overcladded with a 1.5-pm-thick PECVD-deposited oxynitride layer. The
components integrated on the chip are as follows:
oo A fiber-to-chip coupler was used to couple the optical pulses from the pulse train interleaver into a
silicon waveguide on the chip. The coupler is a 200-pm-long inverse adiabatic silicon taper made
inside a fiber-matched oxynitride rib waveguide [59]. The rib was made directly on top of the
overcladding and is 3.0 pm wide by 2.0 pm tall. The measured coupling loss is about 2.0 dB.
oo The Mach-Zehnder modulator was implemented using diode-based phase modulators operated in
push-pull configuration [60]. The modulators were 500-ocm-long reversely-biased carrier-depletion
silicon diodes. The reverse-bias design was selected to achieve improved sensitivity at the expense of
bandwidth compared to previous designs. A microheater was fabricated on top of one of the
modulator arms to bias the modulator at quadrature via thermal tuning. VL of each of the two diodes
was 1.2 V-cm, and the 3-dB bandwidth of the modulator was about 12 GHz. The insertion loss was
approximately 3 dB.
oo A matched pair of 3-channel filter banks was implemented using second-order microring-resonator
filters for wavelength demultiplexing following the modulator. The silicon bus waveguides are
210 nm tall and 360 nm wide. The ring waveguides are 210 nm tall and 450 nrn wide and has a
2.32 ocm center radius. The coupling gap between the bus and the ring is 225 nm for a 3.9% power
coupling coefficient, and the gap between the two rings is 505 nm for 0.043% coupling. Due to the
waveguide thickness, an additional photoresist reflow step was necessary to create smoother sidewalls
for less scattering. Microheaters fabricated on top of each ring were used for thermal tuning to
compensate for fabrication variations and place the ring resonances at desired wavelengths. The
titanium microheaters were located 1.1 pm above the waveguides in the overcladding layer; the
titanium wires are 500 nm wide and 100 mn thick.
oo All-silicon photodetectors with absorption at 1.55 ocm were developed by introducing defects into the
silicon lattice [61]; ion implantation was used to damage the silicon lattice and create light-absorbing
mid-gap states. The 500-ocm-long photodiodes had a responsivity of 0.1 A/W and a 3-dB bandwidth
of about 3 GHz, which is enough for detecting 1-GHz pulse trains without significant pulse-to-pulse
crosstalk.
Figure 3-6 Photograph of the EPIC ADC chip with three core ADC components,
i.e. the modulator, two matched three-channel filter banks, and photodetectors.
The integrated photonic ADC chip was packaged to allow for compatible testing with the COTS
testbed. As shown in Figure 3-7, the chip is placed at one edge of the package so that light can be edge-
coupled into the chip from a lensed fiber. The chip is connected to the input and output electrical ports
using a standard printed circuit board. The package supplies DC contact pins to control the microheaters
for the filters and MZ modulator. For RF signaling, the packaging has 9 ports accessible using K-type
connectors. One port is used to drive the modulator with the input analog test signal. The remaining 8
ports are for the photodiode outputs; each of the two filter banks has 4 outputs: 3 outputs for 3 wavelength
channels and 1 output for off-resonance light. The RF waveguides that connect the contact pads to the K-
type connectors are in a Ground-Signal-Ground (G-S-G) co-planar configuration.
Figure 3-7 Photograph of the packaged photonic ADC chip with three
wavelength channels. Input light is edge coupled into the ADC chip (left). The
ring and bias heater controls are controlled with DC voltage supplies. The input
RF signal is applied to the modulator input port. The detected signal from the
photodetector output ports proceed to post-detection electronics.
3.2.1 Experimental Set-up
The EPIC ADC testbed closely follows that for the COTS ADC since the packaged ADC chip
effectively replaces the modulator, filter banks, and photodetectors. However, due to a change in
operating channel wavelengths, notable modifications to the testbed are required. The resonant
wavelengths of the integrated 3-channel demultiplexer are unfortunately now located in the L-band,
particularly 1573-1577 nm, which is out of range for the laser sources and wavelength demultiplexers
used in the COTS testbed.
oo Laser Source: The 200-MHz laser source, which has an optical bandwidth in the 1551-1565 nm
range, exhibits appreciable roll-off in its power spectrum at the desired channel wavelengths. Since
the center wavelength of the 200-MHz laser could not be easily adjusted, a commercial L-band EDFA
with 35-dB gain and +23 dBm saturation power (Amonics) was used to amplify the longer
wavelength portion of the laser spectrum to sufficient power levels prior to coupling onto the chip.
For the 1-GHz laser, the center wavelength could be adjusted for longer wavelength operation; the
laser was shifted out to 1572 nm with a 13-nm 3-dB bandwidth and 10-mW average output power.
The optical losses on the integrated chip, however, still necessitated the need of an EDFA. For the 2
GSa/s sampling rate, the L-band EDFA was unfortunately unavailable for use; instead, a home-built
L-band EDFA preamplifier and SCOWA power amplifier [62] were used to boost the optical signal
prior to on-chip coupling.
oo Pulse train interleaver: Since the C-band demultiplexers in the pulse train interleaver do not match
the integrated demultiplexer in wavelength channels, they could not be used. Ideally, a pair of L-band
demultiplexers should be purchased to replace the C-band demultiplexers. However, for time
expediency, an alternative interleaver was built using existing laboratory resources. The interleaver
consisted of 3-dB fiber optic couplers (Gould Optics), polarization controllers, tunable bandpass
filters (Koshin Kogaku, 1954/1955) with 1-nm 3-dB bandwidth, and a pair of optical delay line
(Santec, ODL-330) and variable optical attenuator (AFOP VOA-1132-OP100). The tunable filters
which are based on angle tuning allowed for dynamic adjustment to match the integrated ring filters.
Using 3-dB couplers is clearly an inefficient design because there is an unnecessary 6 dB of optical
loss, which results in about 2 effective bits unutilized.
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Figure 3-8 Schematic of the EPIC ADC testbed for typical dual-wavelength
operation. Exact implementation varied for different sampling rates. MLL,
mode-locked laser, 3dB, 50:50 coupler ; PC, polarization controller; BPF,
bandpass filter; Td, optical delay line; VOA, variable optical attenuator; EDFA,
Erbium-doped fiber amplifier; SYN, RF synthesizer; AMP, RF amplifier; DC,
DC supply; LPF, low-pass filter; BAL, balun; PD/TIA, photodetector with
transimpedance amplifier; CLK DISTR, clock distribution board; PS, phase
shifter; ADC, electronic ADC
Aside from the modifications due to channel wavelengths, additional features of the EPIC ADC testbed
should be noted:
oo Electro-optic sampling: First, for consistency with the COTS testbed, the input test signal is chosen to
be -10 GHz. Second, the packaged ADC chip exhibits strong RF coupling between the RF input port
and the photodetector RF output at around 1-2.5GHz; the RF signal is suspected to bypass modulator
and couple directly through the substrate to the photodetector RF output. Fortunately, the frequency
of the input test signal is sufficiently far from this parasitic coupling that the photodetected signal
should be a result of the test signal properly driving the modulator.
oo Wavelength demultiplexing: Despite initial concerns for thermal drift in the ring resonator filters due
to an open-face packaging of the ADC chip, the thermal stability of filters was verified to shift only
-0.02 nm over 17 hours.
oo Photodetection: Balanced photodetection could not be performed because the photodetectors were
fabricated as single-ended detectors.
3.2.2 Measurement Results
The same data processing steps as those for the COTS testbed were applied for the EPIC testbed
(see beginning of section 3.1.2). For the EPIC testbed, however, significant low-frequency noise was
observed in the Fourier spectra of the data sets. This noise was suspected to be pick-up noise from the
packaging of the photonic ADC chip. In the following figures, the frequency ranges that contain the low-
frequency noise are shaded and ignored when calculating the ADC performance metrics. Also, the
maximum output signal from the top and bottom filter banks occurred for different polarization states of
the light coupled onto the chip. Polarization was set to simultaneously maximize the output signal from
all ports. Strangely, the quadrature bias points for the complementary modulator outputs occurred for
slightly different heater biases. This effect is unaddressed in this thesis but will need to be investigated in
the future. For the following data sets, the modulator was biased such that the second harmonic
distortions are minimal for both outputs.
1x200 MSa/s Sampling Rate
For single-wavelength channel operation, the signal was detected using the through ports to avoid
unnecessary drop loss from the filters; the tunable filter in the pulse train interleaver was tuned to -1575
nm to avoid the drop filter resonances. The photodetectors were reverse biased at 8 V. The input analog
test signal at 10.026 GHz was aliased down to the fundamental tone at 25 MHz with a 200-MHz laser
repetition rate. The second and third harmonics are also aliased and labeled HD2 and HD3, respectively.
Each channel contains 4096 sample points. Best attempts were made to bias the modulator at quadrature,
but the second harmonic was still much larger than that from the COTS testbed results. This may be
because the silicon-diode phase modulators are not as highly linear as those made with LiNbO 3 or the
silicon detector is operated in the nonlinear regime, so they further contribute to harmonic distortion.
Linearization for the top channel was more successful than the bottom channel; THD for the top channel
was improved by 12 dB to yield a SNR-limited 6.34 ENOB, while hardly any improvement was made for
the bottom channel.
2x200 MSa/s Sampling Rate
For dual-wavelength channel operation, the tunable filters in the pulse train interleaver were set to
1576.0 and 1577.5 nm, which correspond to the drop-ports #2 and #1 in the bottom filter bank,
respectively. The input test signal at 10.026 GHz was aliased down to 25 MHz in each individual
channel. Each channel was captured with 4096 sample points. Linearization successfully suppressed the
harmonic distortions to levels comparable to the noise floor. Overall, the ADC performance is SNR-
limited due to low optical power. In addition to the drop loss from the filters, the signal may have
suffered from loss due to ring resonance misalignment as well as nonlinear losses due to two-photon
absorption in the ring waveguide. The interleaved result achieved 4.07 ENOB.
lxI GSa/s Sampling Rate
The input test signal at 10.026 GHz was aliased down to 454 MHz with a 1.048-GHz laser
repetition rate. Each channel was captured with 4096 sample points. The testbed configuration closely
follows that for the 1x200 MSa/s sampling rate; the filter in the interleaver was tuned for operation at
-1575 nm and signal was measured using the through ports. The photodetector were reverse biased at 8
V. During the limited time frame that the L-band EDFA was available, the 1-GHz laser was operating
with some unresolved issues such as laser instabilities and back reflections; the data set was captured
quickly without fully optimizing the testbed. Linearization was unsuccessful for both channels since
taking the arcsine of the data did not produce any SFDR improvement. This indicates that the
nonlinearity of the system comes not from the sinusoidal nonlinearity of the MZ interferometer, but from
other sources (presumably, from the nonlinearity of the silicon modulator). The 4.7 ENOB achieved for
one channel was limited by harmonic distortion. The ENOB for the other channel was lower because the
signal experienced more optical loss on chip, which lowered the SNR.
2x1 GSa/s Sampling Rate
Since the commercial L-band EDFA was unavailable for this data set, a home-built L-band
EDFA and SCOWA power amplifier were used instead to boost the optical power prior to coupling onto
the chip. The optical power in each wavelength channel prior to optical amplification was -12 dBm.
After the L-band EDFA, the ASE peak power relative to the signal power was -30 dBc. Unfortunately,
no optical filter was readily available for use to filter out the ASE noise. The two amplifiers were
optimized to maximize the signal power as well as the signal-to-ASE-noise ratio. The average optical
power prior to coupling onto the chip was 10-13 dBm.
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Figure 3-9 Fourier spectra for the (a) raw unprocessed data and (b) linearized
data acquired with the EPIC ADC testbed using the 200 MHz laser source for a
200 MSa/s sampling rate. HD2, second harmonic distortion; HD3, third
harmonic distortion. Frequency ranges excluded in the performance calculations
are shaded.
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Top - Raw 42.4 (6.7b) 35.8 (6.0b) 31.8 (5.3b) 31.4 (4.93b)
Top - Linearized 41.9 (6.7b) 46.1 (7.7b) 44.2 (7.3b) 39.9 (6.34b)
Bottom - Raw 42.3 (6.7b) 31.6 (5.2b) 29.1 (4.8b) 28.9 (4.51b)
Bottom - Linearized 41.6 (6.6b) 31.6 (5.3b) 30.9 (5.1b) 30.5 (4.78b)
Table 3-5 Performance metrics extracted from the Fourier Spectra in Figure 3-9.
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Figure 3-10 Fourier spectra for the (a) raw unprocessed data, (b) linearized data,
and (c) interleaved data acquired with the EPIC ADC testbed using the 200 MHz
laser source for an aggregate 2x200 MSa/s sampling rate. HD2, second harmonic
distortion; HD3, third harmonic distortion. Frequency ranges excluded in the
performance calculations are shaded.
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Chl - Raw 29.0 (4.5b) 28.4 (4.7b) 28.4 (4.7b) 25.7 (3.97b)
Chl - Linearized 27.6 (4.3b) Inf (Infb) Inf (Infb) 27.6 (4.28b)
Ch2 - Raw 26.0 (4.0b) 30.5 (5.1b) 30.5 (5.1b) 24.7 (3.8 1b)
Ch2 - Linearized 25.7 (4.0b) Inf (Infb) Inf (Infb) 25.7 (3.97b)
Interleaved 26.5 (4.1b) 39.0 (6.5b) 39.0 (6.5b) 26.3 (4.07b)
Table 3-6 Performance metrics extracted from the Fourier Spectra in Figure 3-10.
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Figure 3-11 Fourier spectra for the (a) raw unprocessed data and (b) linearized
data acquired with the EPIC ADC testbed using the 1 GHz laser source for a 1
GSa/s sampling rate. HD2, second harmonic distortion; HD3, third harmonic
distortion. Frequency ranges excluded in the performance calculations are
shaded.
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Top - Raw 37.9 (6.0b) 31.0 (5.2b) 31.0 (5.2b) 30.2 (4.73b)
Top - Linearized 38.4 (6.1b) 30.9 (5.1b) 30.9 (5.1b) 30.2 (4.73b)
Bottom - Raw 30.8 (4.8b) 29.2 (4.9b) 28.6 (4.8b) 26.6 (4.12b)
Bottom - Linearized 30.8 (4.8b) 29.3 (4.9b) 28.7 (4.8b) 26.6 (4.13b)
Table 3-7 Performance metrics extracted from the Fourier Spectra in Figure 3-11
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Figure 3-12 Fourier spectra for the (a) raw unprocessed data, (b) linearized data,
and (c) interleaved data acquired with the EPIC ADC testbed using the 1 GHz
laser source for an aggregate 2x1 GSa/s sampling rate. HD2, second harmonic
distortion; HD3, third harmonic distortion. Frequency ranges excluded in the
performance calculations are shaded. [63]
SNR SFDR THD SINAD
dB (bits) dB (bits) dB (bits) dB (ENOB)
Chl -Raw 21.6 (3.3b) 37.5 (6.2b) 32.0 (5.3b) 21.2 (3.23b)
Chl -Linearized 21.6 (3.3b) 37.5 (6.2b) 32.0 (5.3b) 21.2 (3.23b)
Ch2 - Raw 25.0 (3.9b) 40.0 (6.6b) 36.7 (6.1b) 24.7 (3.8 1b)
Ch2 -Linearized 25.0 (3.9b) 40.0 (6.6b) 36.7 (6.1b) 24.7 (3.81b)
Interleaved 22.7 (3.5b) 38.5 (6.4b) 38.5 (6.4b) 22.6 (3.46b)
Table 3-8 Perfonnance metrics extracted from the Fourier Spectra in Figure 3-12
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The EPIC ADC chip was configured for dual-wavelength channel operation through drop-port #3
(1572.92 nm) in the top filter bank and drop-port #1 (1577.35 nm) in the bottom filter bank. The usual
bottom drop-port #2 was not used because the photodetector was damaged from excessive reverse
biasing. Also, the DC heater connections in the packaged ADC chip were damaged and could not be used
reliably. Fortunately, the untuned resonances for the coupled ring resonators in the selected channels
were close enough that sufficient optical power was still dropped through the filters. To compensate for
this lower filter transmission, the photodetectors were biased harder at 11.6 V for an average photocurrent
of 16-20 pA diode current, and a third RF amplifier (Hittite 641, 13-dB gain) was inserted in the post-
detection electronics for a total of 40-dB RF gain. For this amount of RF gain, the noise floor observed in
the digitized data was verified to be thermal noise at the input to the post-detection electronics.
Unlike the previous three sampling rates, the input RF signal was at 10.425 GHz, which was
aliased down to 55 MHz. The 10-GHz RF bandpass filter in the signal generation electronics was
removed since this drive frequency was out-of-band. Each channel was captured with 4096 sample
points. Linearization again was unsuccessful, indicating that the nonlinearity of the system comes not
from the sinusoidal nonlinearity of the MZ interferometer, but from other sources. The system is
ultimately limited by both the signal and noise components in SNR. The signal loss on the chip is much
higher than for the previous three sampling rates and the noise floor was degraded due to additional RF
amplification. Since 3.5 ENOB [63] can be achieved with these non-optimal chip operating conditions,
the ENOB is expected to increase by a few bits if the chip was repaired back to full functionality.
3.3 Summary
The results from both the COTS and EPIC ADC systems are summarized in Table 3-9. For the
COTS ADC testbed, 7.0 effective bits can be consistently achieved. 6.0 bits was achieved with the 2x200
MSa/s sampling rate only because differential detection could not be performed; the additional bit is
expected to be recoverable. Linearization was successfully performed for all sampling rates; the resultant
ENOB was limited primarily by SNR. In particular, the limitation was due to the noise component, not
the signal power. The signal power was sufficient to reach full-scale voltage; it was kept 1 dB below full-
scale to prevent signal clipping and damage to the ADC. The COTS testbed was unable to achieve the
9.1 ENOB limit of the electronic ADCs because the post-detection electronics and optical signal-
dependent noise generated at photodetection degraded the ADC noise floor by 13 dB, which is about 2
bits. Future work would be to improve the post-detection electronics to minimize this noise floor
degradation. This would involve using a transimpedance amplifier immediately following the
photodetector and implementing fully-differential signaling.
200 MSa/s 2 x 200 MSa/s 1 GSa/s 2 x 1 GSa/s
COTS SNR =48dB (7.7b) SNR =38dB (6.1b) SNR =48dB (7.7b) SNR =46dB (7.3b)
SFDR =47dB (7.8b) SFDR =51dB (8.5b) SFDR = 46dB (7.6b) SFDR =52dB (8.7b)
SINAD =44dB (7.0b) SINAD =38dB (6.0b) SINAD = 43dB (6.9b) ENOB =44dB (7.0b)
EPIC SNR =42dB (6.7b) SNR = 38dB (6.0b)
SFDR =46d B (7.6b) SFDR = 31dB (5.2b)
SINAD = 7dB(.b SINAD = 30d B (4.7b)
Table 3-9 Summary of performance results in terms of effective bits for the
COTS and EPIC ADC testbed for four sampling rates.
For the EPIC ADC testbed, the system was rather limited by the signal component in the SNR.
Compared with the COTS ADC, the silicon chip suffers additional optical losses from fiber-to-chip
coupling, silicon waveguide absorption, filter drop loss, filter resonance misalignment, and low
photodetector responsivity. This was particularly true for the 2x1 GSa/s sampling rate where the
packaging showed signs of damage. Single-channel operation naturally had higher SNR than dual-
wavelength operation because the through ports of the filter banks were used instead of the drop ports.
Linearization had limited success since additional sources of harmonic distortion besides the MZ
interferometer transfer function, such as silicon modulators and photodetectors, were suspected to be
present on the silicon chip. Immediate future work on the EPIC testbed would be to increase the optical
signal power on the chip. This can be done by shifting the wavelength channels in the integrated
demultiplexer down to C-band where more signal power can be generated with commercial components.
Also, the silicon modulator should be further optimized and characterized to understand the additional
sources of harmonic distortions. Post-processing algorithms to correct for these distortions may be
possible.
4 Integrated 20-Channel Filter Bank
Part of the integrated photonic ADC project has been in developing a matched pair of 20-channel
WDM filter banks for optical demultiplexing. Fabricated at MIT Lincoln Laboratory, these filter banks
consist of second-order microring-resonator filters made from high-index contrast waveguides via silicon
photonics platform. This chapter will first review the basics of integrated microring-resonator filters and
then present the drop-port transmission measurements of a matched pair of integrated 20-channel filter
banks.
4.1 Overview of Microring-Resonator Filters
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Figure 4-1 Schematic of a ring resonator filter
The microring resonator, which was first proposed back in 1969 [64], can serve as a compact
wavelength-selective filter on the integrated silicon photonics platform. The principle of operation for
such a resonator is based on constructive wave interference after one round-trip length of propagation. In
contrast to Fabry-Perot resonators where the supported modes create a standing wave pattern in the
optical cavity, the microring resonator supports modes that are travelling-wave in nature. Despite this
difference, the resonator modes must satisfy the following round-trip phase condition [35]:
k - neg L = m - 27 (4.1)
where k is the wavenumber, nff is the effective refractive index of the waveguide, L is the roundtrip
length and m is an integer. For a circular ring waveguide, which is the adopted geometry for our
integrated filter banks, the resonant frequenciesfm are:
C C
A == (4.2)
nef- L nef- 2 R (42)
where L is equal to the circumference of the ring (2nR) and c is the speed of light. The frequency spacing
between these modes is known as the free spectral range (FSR).
To implement this resonator as a wavelength-selective filter, straight waveguides are placed in
close proximity to the ring resonator to couple light in and out. Assuming unidirectional wave
propagation in the input waveguide (see Figure 4-1), the input wave is evanescently coupled into the
resonator and propagates in a counterclockwise direction. Only on-resonance wavelengths will be
supported in the ring resonator and will be coupled to drop port. Off-resonance wavelengths will
continue propagating in the input waveguide toward the through port. To create a demultiplexer with
multiple wavelength channels, rings with various resonant wavelengths can be coupled to the same input
waveguide. The dropped signal from each ring filter will have its own dedicated output waveguide. The
ease of scalability to larger number of wavelength channels is an advantage for developing a 20-channel
filter bank.
Although the inherent filter shape for a single ring resonator is Lorentzian, multiple rings can be
cascaded to achieve various optical filter designs, such as n*-order Butterworth and Chebyshev filters
[42]. Analogous to microwave filter design, the ring-coupling coefficients are specifically chosen to
manipulate the pole locations of each resonator. For this ADC application where adjacent channel
isolation is critical, the filter shape is designed to be a second-order Chebyshev filters using two coupled
rings since they exhibit steeper roll-off than Butterworth filters. For more detailed analysis and modeling
of the microring-based filter designs, one can use coupled-mode theory (CMT) and finite-difference time-
domain (FDTD) simulations [42]. The general schematic of a 3-channel demultiplexer with second-order
microring-resonator filters, as shown in Figure 4-2, can be extended to 20 channels and duplicated to
create a matched pair of 20-channel filter banks.
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Figure 4-2 General schematic for a three-channel integrated wavelength
demultiplexer with second-order microring-resonator filters for each channel.
4.2 Design and Fabrication
For the next generation of integrated photonic ADCs, two nominally-identical 20-channel filters
banks with two coupled rings per channel [65] were designed and fabricated by members of the joint
integrated ADC project (see collaborators). The target parameters for the 20-channel filter bank are: 1)
25-GHz channel bandwidths, 2) 80-GHz channel spacing, which would require a FSR greater than 1.6
THz, and 3) 34-dB adjacent channel isolation for 10 ENOB. The 20-channel filter bank is still in many
ways similar to the 3-channel filter bank from the EPIC ADC system demonstration (except for slight
ring filter design changes):
oo The filter banks were developed using the silicon photonics platform with high-index contrast
waveguides since it allows for much smaller waveguide cross-sections and smaller bend radii, which
is necessary to achieve the large FSR required. The silicon waveguides were fabricated using
conventional optical lithography on Unibond silicon-on-insulator material with a 3.0 pm buried
oxide. The refractive index of the crystalline silicon core and oxynitride overcladding are 3.48 and
1.55, respectively. The input and output waveguides are 114 nm thick by 495 nm wide. The ring
waveguides are 114 nm thick by 600 nm wide with a radius of 6.735 ocm. The radius here was chosen
to decrease the FSR from 5 THz in the 3-channel filter bank to 2 THz since the former was
unnecessarily large and difficult to work with. Also, the height of the waveguides is a factor of 2
thinner than before, so the additional photoresist reflow step to create smoother sidewalls for less
scattering was omitted.
oo The second-order Chebyshev filter shape was achieved with proper design of the two coupled ring
resonators. Ring-bus coupling gap was 300 nm for 4.7% power coupling, and the ring-ring gap was
620 nm for 0.068% power coupling.
oo Titanium microheaters were fabricated on top of each ring to allow for post-fabrication tuning of the
resonant wavelengths. This is necessary because fabrication tolerances make it impossible to
fabricate all 80 rings with exact dimensions to achieve the resonant wavelengths required for ADC
operation. The microheater tunes the resonant frequency by increasing the temperature of the ring
waveguide, which causes an increase in the refractive index of silicon [66] (dn/dT > 0) and the radius
of the resonator ring. According to (4.2), a decrease in FSR is equivalent to an increase in the
resonant wavelengths. The microheaters are titanium wires 500 nm wide by 300 nm thick fabricated
1.2 pm above the silicon ring waveguides in the middle of the overcladding.
oo To couple light in and out of the silicon waveguides, a reverse adiabatic taper was made inside a
fiber-matched 3.0 x 2.0 pm oxynitride rib waveguide fabricated directly into the overcladding [59].
A photograph of the matched pair of 20-channel filter banks fabricated on a silicon chip is shown in
Figure 4-3. Each bank is intended to demultiplex one of the two complementary outputs from the MZ
modulator. The Ti microheaters on top of each ring resonator are controlled by a DC voltage supply
connected to the heater contact pads, which are not shown. In a fully-integrated ADC, each drop-port
waveguide proceeds to detection using integrated Si or Ge photodetectors.
Figure 4-3 Photograph of two matched 20-channel filter banks fabricated on a
silicon chip. Inset shows titanium microheaters, silicon microring resonators and
waveguides from wavelength channel #10 in both top and bottom banks.
4.3 Drop Port Transmission Measurement
The rest of this chapter will cover the drop-port transmission measurements for each of the 20
channels in both top and bottom filter banks. The experimental set-up and procedure will first be
covered, followed by the measurement results.
4.3.1 Experimental Set-up
The drop-port transmission spectrum for each channel in the matched pair of 20-channel filter
banks was measured individually. The measurement set-up is depicted in Figure 4-4. A tunable,
continuous-wave laser source (Santec TSL210) with 1 pm resolution supplied -5 dBm of optical power
to the filter bank chip. This power level provided enough dynamic range to measure the adjacent channel
isolation but was low enough to avoid nonlinearities in the ring resonators. An isolator was necessary to
prevent back reflections from the fiber-to-chip interface which may cause instabilities in the laser source.
The polarization controller was used to optimize the fiber-to-chip coupling for one channel but was left
fixed for the other channels. For the channel under test, the ring filters were thermally tuned to place the
channel resonance at its proper location in a pre-determined wavelength grid (see Figure 4-5); the
microheaters were driven by DC voltage supplies (Keithley 237 High Voltage Supply) that were
connected to the heater contact pads using electrical probes. The output from the drop-port waveguide
was coupled off the chip using a 40x microscope objective (Newport). An infrared camera was used to
first coarsely align the microscope objective to the drop port. A mirror was then switched into place to
redirect the output light to a photodetector (Epitaxx ETC-3000T5) for measurement. Fine alignment was
performed by maximizing the photocurrent. The automated measurement time for each trace was two
minutes so thermal drifts were not observed. The measured output was normalized to the light in the
through port when the two ring resonators were tuned off-resonance. The peak transmission of each
channel defined here is known conventionally as the channel drop loss.
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Figure 4-4 Schematic of the experimental set-up for drop-port transmission
measurements. ISO, optical isolator; PC, polarization controller; OBJ,
microscope objective; MIR, mirror; PD, photodetector
Slight modifications to the experimental set-up were required to address a couple of non-
idealities. First, the ground contact for the microheaters could not be directly accessed with electrical
probes. Since all the heaters are tied to the same floating ground on the chip, the contact pad for an
unused heater was used as an effective sink to ground. The power consumption of this additional heater
was accounted for when calculating the total power consumption. Second, input light that was not
coupled into the waveguide was transported in the cladding layer to the output edge of the chip and
presented itself as background scattered light, which limited the dynamic range of the measurement. To
minimize this background light as well as light from neighboring waveguides, a 200-pm pinhole was
placed in front of the photodetector as an additional aperture stop. Since this was still insufficient for
some channels, a 100-nm by 100-pm layer of titanium was deposited onto the cladding layer over the
drop-port waveguides to couple the light out of the cladding layer and into the Ti where it gets absorbed.
Considering the waveguide dimensions relative to the thickness of the overcladding, the Ti layer should
not significantly affect the guided light in the Si waveguides.
4.3.2 Measurement Results
To operate the filter bank with the desired 80-GHz channel spacing, the target resonant
wavelengths for each channel were first determined. The resonances for all 80 rings without thermal
tuning are shown in Figure 4-5a. Since thermal tuning can only shift resonant wavelengths to longer
wavelengths, the nearest possible arrangement of target wavelengths is determined by the most limiting
channel, which is channel #18. The projected target wavelengths for 80.6 GHz channel spacing are
depicted by the dashed line. Figure 4-5b shows the resonant wavelengths of the channel filters after
thermal tuning using the microheaters. The resonant frequencies for each ring had to be adjusted by an
average of 230 GHz. Since the total power required to tune all 80 rings was approximately 340 mW, the
thermal tuning efficiency was 54 GHz/mW. The error in the resonant wavelength from the target is on
average 0.7 GHz (5.7 pm). The required total optical bandwidth for all 20-channels is about 13 nm,
which is within the bandwidth of mode-locked laser sources used in the photonic ADC. The FSR was not
measured but is expected to be approximately 2 THz, which is greater than the required 1.6 THz.
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Figure 4-5 (a) Untuned resonant wavelengths for each ring in a matched pair of
20-channel filter banks; 2 rings per channel per filter bank. Target wavelengths
with 80.6 GHz channel spacing are shown with the dashed line. The top and
bottom filter banks are shown in red and blue, respectively. (b) Final resonant
wavelengths for each channel after thermal tuning with Ti microheaters.
The drop-port transmission spectra for all 20-channels in the complementary filters banks are
plotted in Figure 4-6, where the bottom filter bank (blue) is overlaid with the top filter bank (red).
Because the data from the two filter banks are well-matched, the data from the top bank is largely hidden
behind the data from the bottom bank. An additional measurement with a larger wavelength sweep for
channel #2 is shown in Figure 4-7 to better show the passband characteristics as well as the roll-off
behavior. Using the passband ripple and the 3-dB bandwidth as fitting parameters, an approximate
second-order Chebyshev fit was applied to the bottom channel, which is in good agreement.
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Figure 4-6 Drop-port transmission spectra for all 20 channels in the matched pair
of filter banks after thermal tuning. The top and bottom filter banks are shown in
red and blue, respectively.
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Figure 4-8 (a) Peak drop-port transmission, (b) 3-dB bandwidth, and (c)
extinction ratio for each channel in a matched pair of 20-channel filter banks, as
extracted from the transmission spectra in Figure 4-6.
Important filter parameters such as peak transmission, 3-dB bandwidth, and extinction ratio are
shown in Figure 4-8. The average peak transmission was 1.7 dB with individual channels ranging from
1.1 to 2.8 dB. This variation is likely due to fiber-to-chip coupling loss variations, such as changes in
fiber alignment and laser polarization, since individual channel measurements were performed over the
course of 15 hours. Another source of variation could be due to errors in measuring the off-resonance
light in the through port, which was used to normalize the drop-port transmission spectra; untuned
resonances from neighboring channels may drop some power from the through port and cause the
measured off-resonance light to be lower than it should be. The 3-dB bandwidth for the channel filters
range from 21 to 26 GHz, which agrees well with the original 25-GHz design. Since the exact
bandwidths are not critical for the ADC application, the 5 GHz variation in bandwidth is tolerable. The
photonic ADC however depends heavily on the adjacent channel isolation, or extinction ratio measured at
the center wavelength for each channel. The extinction ratio is shown to be 32-36 dB, which barely meets
the 34 dB requirement for 10 ENOB. The positive correlation between the extinction ratio and 3-dB
bandwidth is logical because a wider bandwidth will cause more spectral overlap with neighboring
channels, which would decrease the extinction ratio at the adjacent channels. This filter bank
demonstrates that the required wavelength demultiplexer for a photonic ADC sampling at tens of GSa/s
with 10 ENOB is currently available.
5 Conclusion and Future Work
This thesis experimentally demonstrates the potential of the optical-sampling, wavelength-
demultiplexing approach to analog-to-digital conversion with two photonic ADC testbeds. A discrete-
component photonic ADC was built to sample a 41-GHz RF signal with a record 7.0 effective bits and
52 dBc SFDR. To demonstrate the feasibility of a practical photonic ADC, an integrated photonic ADC
with a modulator, filters, and photodetectors fabricated on a single silicon chip was used to sample a 10-
GHz signal with 3.5 effective bits. In both experiments, two 1.05 GSa/s channels were interleaved to
obtain an aggregate sampling rate of 2.1 GSa/s; higher sampling rates can be achieved by increasing the
channel count. With only two channels, these results already demonstrate that this photonic approach to
analog-to-digital conversion can successfully overcome the electronic jitter bottleneck today; the
performance of the COTS ADC system corresponds to 15 fs of aperture jitter, which is a 4-5 times
improvement over state-of-the-art electronic ADCs.
Many aspects of the two ADC systems can be further improved upon to increase ADC
performance. For the COTS ADC, the system performance was limited by noise floor degradations in the
post-detection electronics. Future work would involve implementing a transimpedance amplifier
immediately following the photodetector and full-differential signaling. System parameters can be
optimized to ensure that the photodetectors are operating in the linear regime. An electrical feedback
loop can be implemented to stabilize the interleaved pulse train prior to the modulator. For the EPIC
ADC, the system performance was limited by low optical signal and unknown sources of harmonic
distortion. Immediate improvement can be demonstrated by using the 20-channel integrated filter bank;
the channel wavelengths are located in the C-band where more optical signal power is available. The
silicon modulator should be further optimized and characterized to understand the sources of harmonic
distortions. Concerns of two-photon absorption in the ring resonators due to high optical peak powers
need to be investigated. For the long-term goal of full-integration for the EPIC ADC, developing highly-
dispersive components is imperative for an integrated pulse train interleaver. As part of the joint
integrated ADC project, the next batch of EPIC ADC chips which have been fabricated show potential for
sampling at tens of GSa/s with 10 ENOB.
Appendix: Testbed Configurations
The testbed configurations for each of the four sampling rates are provided here. The schematics for the
COTS ADC testbed are provided first, followed by those for the EPIC ADC testbed. The specific
components used are mentioned in Chapter 3.
COTS ADC Testbed Set-uip
o 1x200 MSa/s sampling rate
10.025GHz
o 2x200 MSa/s sampling rate
10.025 GHz
PD/TIA BPF BPF AMP PS
AMP PSPD/TIA BPF BPF
EPIC ADC Testbed Set-up
o 1x200 MSa/s sampling rate
10.026GHz
National
SYN AMP BPF Semiconductor
DC IrAn 1
PD/TIA
cK2x200 MSa/s sampling rate
10.026 GHz
SYN AMP BPFSeiodcr
3 B BPF 3dB C,
200 MHz PAMAPQA1.ED VOAI A-
BPF*
EPIC ADC chip X
60MHz 600 MHz
PD/TIA BPF BPF AMP PS
cK1x1 GSa/s sampling rate
10.026GHz
SYN AMP BPFSeiodcr
1 GHz
BD FP EDFAP A
EPIC ADCchip
PD/TIA AMP PS
oc2x1 GSa/s sampling rate
10.425GHz
1SYN AMP BPFSeiodcr
3B BPF 3dB
F1 GHz X FAPAPA
VOA A
BPF Home-built SCOWA
L-EDFAEPC oiA 2
PD/TIA AMP PS
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