This paper is concerned with the study of the number of critical periods of perturbed isochronous centers. More concretely, if X 0 is a vector field having an isochronous center of period T 0 at the point p and X is an analytic perturbation of X 0 such that the point p is a center for X then, for a suitable parameterization ξ of the periodic orbits surrounding p, their periods can be written as T (ξ, ) = T 0 + T 1 (ξ ) + T 2 (ξ ) 2 + · · · . Firstly we give formulas for the first functions T l (ξ ) that can be used for quite general vector fields. Afterwards we apply them to study how many critical periods appear when we perturb the rigid quadratic isochronous centerẋ = −y + xy,ẏ = x + y 2 inside the class of centers of the quadratic systems or of polynomial vector fields of a fixed degree.
Introduction
Consider a planar autonomous vector field X having a center p. Let V be the period annulus of p, i.e. the neighborhood of p foliated by the periodic orbits of X around it. The set of periodic orbits in V can be parameterized by an analytic curve Γ := {γ (ξ) ∈ V | 0 < ξ ∈ I, γ (0) = p}, 1 2 (x 2 + y 2 ), and the method relies on the decomposition of 1-form associated to the relative cohomology of the perturbed Hamiltonian. By exploiting the Lie symmetries of a planar vector field having an isochronous center, a formula for the first coefficient in for the expansion of T (ξ, ) at = 0, is derived in [14] . This last result is extended in [16] . In the recent preprint [7] , the authors studied the critical periods for system (1.2), provided that (P 0 (x, y), Q 0 (x, y)) = (−y, x).
Firstly, in this article we give an explicit formula of T (ξ, ) for some planar integrable (Hamiltonian or non-Hamiltonian) vector fields of the form (1.2). To do this, we take the transformation to polar coordinates x = r cos θ, y = r sin θ, and in these coordinates system (1.2) writes as, T l (ξ ) l , (1.6) be the period of the closed orbit of system (1.2) with this initial condition. We remark that sometimes, and for the sake of shortness, we omit the dependence of r l (θ, ξ ) with respect to ξ .
Definition. Given a system of the form (1.2), write its period function as in (1.6) and assume that T 1 (ξ ) ≡ T 2 (ξ ) ≡ · · · ≡ T l−1 (ξ ) ≡ 0 and T l (ξ ) ≡ 0. When the equation T l (ξ ) = 0 for ξ ∈ I has exactly k zeros, all of them being simple, we will say that for system (1.2), k critical periods bifurcate, up to l-th order in , from the periodic orbits of the isochronous center.
The above definition has sense because, from the Implicit function theorem, the equation ∂T (ξ, )/∂ξ = 0 has exactly k solutions ξ = ξ i ( ), i = 1, 2, . . . , k, tending to these simple zeros when goes to zero. Moreover these solutions correspond with critical periods of system (1.2) .
Inspired by the ideas of [7] , in Section 2 we prove the following result which provides a recursive way for obtaining the functions T l (ξ ). Proposition A. Assume that for any small , system (1.2) has a center at the origin and that the periodic orbits of (1.2) =0 surrounding the origin never cut the set {(r, θ ) | B 0 (r, θ ) = 0}. Let T (ξ, ) be the period of the closed orbit of system (1.2) with the initial condition r(0, , ξ) = ξ and write it as in (1.6). Then
,
where r l (θ ), l = 1, 2, . . . , satisfy
and for the sake of shortness, we have omitted in the above functions the dependence with respect to r, θ and ξ .
Remark. The property that the periodic orbits of (1.2) =0 surrounding the origin never cut the set {(r, θ ) | B 0 (r, θ ) = 0} holds for instance when this vector field is the sum of a linear plus a homogeneous vector field, see for instance [8] . Hence, in particular our result can be applied to the perturbations of all quadratic isochronous centers or all cubic isochronous systems with homogeneous non-linearities. These cubic systems are classified in [20] .
The following corollary follows directly from Proposition A. It is important for our analysis in the last two sections.
Corollary B.
Assume that for any small , system (1.2) has a center at the origin. If B 0 (r, θ ) ≡ 1, then T 0 = 2π and
where r 0 (0) = ξ , r 1 (0) = r 1 (2π) = 0, and
In Sections 3 and 4, we specialize our discussions to the perturbation of a quadratic isochronous center. To formulate our results, we recall that any quadratic system with an isochronous center can be transformed by a linear change of coordinates into the dehomogenized Loud's system [5, 17] ,
where the pair (D, F ) is given by (0, 1), (−1/2, 2), (0, 1/4) or (−1/2, 1/2). For quadratic isochronous centers under quadratic perturbations, we recall that Chicone and Jacobs in [5] studied the local bifurcation of critical points of period function at the origin, and that a formula for T 1 (ξ ) has been obtained in [16] for some particular perturbations. In this paper, we focus on the quadratic isochronous system (1.7) with (D, F ) = (0, 1), i.e.,
which has an unique isochronous center at the origin and satisfiesθ = B 0 (r, θ ) ≡ 1. The planar systems satisfyingθ ≡ 1 are called rigid systems and have been studied in the literature, see for instance [9, 15] .
The outer bound of its period annulus is the invariant parabola with equation y 2 + 2x − 1 = 0. The periodic solution through the point (ξ, 0) for 0 < ξ < 1/2 is
One of the main results of this paper is the following: Notice that the above results reinforce Chicone's Conjecture and the bifurcation diagram given in [19] around the point (D, F ) = (0, 1). This is because our results imply that near these parameters, and over any analytic curve in the (D, F )-plane, parameterized by , at most one critical period bifurcates from the periodic orbits of the unperturbed rigid isochronous center. Result (ii) but only until first order in was already proved in [14, 16] .
Finally, in Section 4, we consider a similar problem that in the above theorem but under perturbations of degree n. We prove Theorem D. Assume that for any small enough, the origin oḟ 
Remark. (i) It is clear that the set of systems under the hypotheses of Theorem D is not empty.
For instance it suffices to take a l,2k = 0, b l,2k+1 = 0, k = 0, 1, . . . , and then the origin is a reversible center.
(ii) We think that the upper bound given in (iii) of Theorem D is not sharp. Nevertheless our approach does not allow us to improve it, see the remark at the end of the paper.
Proof of Proposition A
In this section, we prove Proposition A. It follows from (1.4) and the hypotheses of the theorem that
Substituting (1.5) into the above equation, we have
. . , follows. Hence the proof of Proposition A is finished.
Proof of Theorem C
In this section, we consider the period function for system (1.10). To prove Theorem C, we start giving some preliminary results. (ii) For l and k integer numbers, define
Proof. (i) Since the integrand is an odd function of θ the result follows.
where
By (3.4), we know that
The integrals (3.3) can be computed by Residue Theorem. For instance,
has at most one critical point in the interval (0, 1) and it exists if and only if λ(μ + 2λ) < 0.
Proof. By direct computation,
Therefore, this ordered list of coefficients change their signs at most twice. By Descartes rule, 1 (ω) has at most two positive zeros, taking into account their multiplicities. On the other hand, we note that if λ = 0 and ω is a non-zero root of 1 (ω), then so is 1/ω. Indeed this is not a casuality, see Lemma 4.4. This implies that 1 (ω) has at most one zero in the open unit interval and that when it exists it is simple.
has an unique zero in (0, 1) if and only if λ(μ + 2λ) < 0 as we wanted to show. 2
From now on, we prove Theorem C. Let
being α l mk and β l mk real constants. In polar coordinates, system (1.10) writes as (1.3) with It follows from
We note that ξ cos θ
Proposition 3.3.
(i) Let T (ξ, ) as in (1.6) the period function of system (1.10). Then From Lemma 3.2 the function T 1 (ω) has at most one critical point in (0, 1). Since
one gets the result (ii). 2
To compute T 2 (ξ ), we first give the following lemma.
Lemma 3.4. Under the notations of Proposition
Hence, r 1 (θ ) has the form
Substituting (3.13) into (3.12), one gets
By direct computations, 
Proof. If T 1 (ξ ) ≡ 0, then it follows from Lemma 3.4 that 
It follows from Lemmas 3.5 and 3.4 that 
Let T (ξ, ) be its associated period function and let T l (ξ ) be the first non-vanishing coefficient of its Taylor expansion in , i.e. T (ξ, )
Proof. We will prove by induction that: 
(3.14)
For k = 1, 2 the result follows from Proposition 3.3 and the proof of Proposition 3.6.
Suppose that the result holds for k = l − 1. Then we have Therefore,
One obtains (3.14) and the proof of the proposition by the same arguments that in the proof Proposition 3.3. 2
Proof of Theorem C. Theorem C follows from Propositions 3.3, 3.6 and 3.7. 2
Proof of Theorem D
In this section, we study the period function for system (1.11). Recall that for this system T 0 = 2π . 
Proof of Theorem D(i)
i.e. system (0, 0) is an isochronous center of (1.11). In this case it writes aṡ
and we prove in the sequel that it can be reduced to (1.8) by linear changes of coordinates. The substitution
transforms system (4.1) into the following Bautin's forṁ
By applying the change of variables
and replacing (u, v) with (x, y), system (4.2) is converted into (1.8). 2
Proof of Theorem D(ii)
. If n = 3, then by Corollary B and Lemma 3.1,
By direct computations By symmetry, we know that the origin is a center. A direct computation shows
which implies T 1 (x) has two zeros at ω = 1/2 and ω = 1/3 in the interval (0, 1). Hence, the period function of system (4.4) has two critical points for small , and our upper bound is sharp. Therefore, Corollary B implies that
be the period function of system (1.11). Then
Proof. It follows from (4.6) and L'Hôpital's rule that
Taking the change (3.10) in T 1 (ξ ), we get
where I l,k is defined in (3.2) . In this section we will denote by K all the constants that we do not need to determine. Notice that its value can vary from one expression to another. 
Lemma 4.2. The following equalities hold:
where z 1 and z 2 are given in expression (3.4). It follows from (3.3) that 
We get by Residue Theorem that
Then (4.9) follows from (4.13) and the above formula.
. We have obtained I l,k for these cases in (4.8).
If l + 2k 3, l + 2s 3, then
By the same arguments, one gets I 1,k and I 2,k .
If l 3, k 1, then l + 2s 3, l + 2k 3. The equality (4.11) follows from (4.12) and the formula J l,s,k for l 3. 2 Proposition 4.3. The function T 1 (ω), given in (4.7), can be expressed as
where P k (ω) denotes a polynomial of degree k.
Proof. It follows from (4.7), Lemmas 4.2 and 3.1 that Remark. Notice that to get an optimal bound for the number of zeros of the derivative of the function T 1 (w) given above we have to control how many of the zeros of the polynomial P 8[(n+1)/2]+2 (ω) are inside of the interval (0, 1). Indeed the proof of the Theorem D(iii) shows that at most 4[(n + 1)/2] + 1 are inside it, but we do not know how the control the number of complex roots that it can have. As we can see in the example (4.4), these complex roots sometimes exist. Hence this is the main problem to be overcome to improve the upper bound for the number of critical periods that we give in Theorem D(iii).
