Abstract. We consider an inviscid fluid, initially at rest inside a wedge, bounded by one free surface and one solid surface. When t = 0, we allow the contact angle to change discontinuously, which leads the free surface to recoil under the action of surface tension. As noted by Keller and Miksis [SIAM J. Appl. Math., 43 (1983), pp. 268-277], a similarity scaling is available, with lengths scaling like t 2/3 . We consider the situation when the wedge is slender, with angle 1, and the contact angle changes from to λ . The leading order asymptotic problem for λ = O(1), a pair of nonlinear ordinary differential equations, was considered by King [Quart. J. Mech. Appl. Math., 44 (1991), pp. 173-192], numerically for λ = O(1) and asymptotically for |λ − 1| 1. In this paper, we begin by considering this system when 1 λ −1 , and use Kuzmak's method to construct the asymptotic solution. When λ = O( −1 ), the slope of the free surface becomes of O(1), and it is no longer possible to reduce the problem to ordinary differential equations alone. However, we can approach this problem in a similar manner, even though the underlying oscillator is the solution of a nonlinear boundary value problem for Laplace's equation, and construct an asymptotic solution. In fact, the solution takes the form of a modulated set of waves on fluid of finite depth, with the underlying analytical solution given by Kinnersley [J. Fluid Mech., 77 (1976), pp. 229-241]. The case λ = 90 • is the solution for the inviscid recoil of a wedge of fluid with two free surfaces and semiangle 1, which was discussed by Billingham and King [J. Fluid Mech., 533 (2005), pp. 193-221]. We also show that no non-self-intersecting solution is available for λ > 90 • as → 0, and compare our asymptotic solutions with numerical, boundary integral solutions of the full, nonlinear free boundary problem.
Introduction.
In this paper, we study the response of a wedge of inviscid fluid, initially at rest, bounded by a free surface and a solid surface, to a discontinuous change in the contact angle that it makes with the solid surface. Such a change could be brought about by, for example, an abrupt change in temperature or chemical composition. For a viscous fluid, modelling the motion of this contact line is complicated by the force singularity at the contact line associated with the no slip boundary condition (Dussan and Davis (1974) ). Although it is possible to make progress by modifying the no slip boundary condition (Cox (1986) ), some unresolved issues remain (see Shikhmurzaev (1997) for a review). However, at sufficiently large times, the solution is likely to asymptote to the inviscid similarity form discussed in this paper, as has been demonstrated in comparable problems (see, for example, Billingham (1999) , Billingham and King (2005) ).
Inviscid, surface tension-driven flow in a fluid wedge was first studied by Keller and Miksis (1983) , who noted that a similarity solution, with lengths scaling like t 2/3 , is available. These scalings have since been used by many other authors to study related problems, for example, Lawrie (1990) , Lawrie and King (1994) , King (1991) , Billingham and King (1995) , King, Billingham, and Popple (1999) , Decent and King (2001) , Vanden-Broeck (2000, 2002) , and Sierou and Lister (2004) . Such flows are also relevant to situations where bodies of fluid rupture and recoil under the action of surface tension. Indeed, for a contact angle of 90
• , by symmetry, the problem that we study here is equivalent to the recoil of a wedge of fluid with two free surfaces.
We begin our analysis in section 2, where we derive the nonlinear free boundary problem that governs similarity solutions of the initial value problem. In section 3, we discuss the one-dimensional approximation to the solution that is possible when the new contact angle is sufficiently small. This was first studied by King (1991) . We show that if the new contact angle is small, but much larger than the wedge angle, it is possible to construct a solution using Kuzmak's method. The free surface is then a slowly varying nonlinear oscillator. In section 4, we consider the solution when the new contact angle is of O(1). In this case, we can still use Kuzmak's method to solve the problem, but the underlying nonlinear oscillator is the solution of a two-dimensional, nonlinear free boundary problem. We are able to make progress because this free boundary problem has a family of analytical solutions, which was first studied in the context of capillary waves on fluid of finite depth by Kinnersley (1976) . We also show that, for sufficiently small, non-self-intersecting solutions exist only if the contact angle is less than 90
• . In section 5, we make a comparison between the asymptotic solution and numerical solutions of the full problem obtained using the boundary integral method.
Similarity solution of the initial value problem.
We consider the twodimensional flow of an inviscid fluid, initially at rest inside a wedge of angle , as shown in Figure 2 .1. The fluid is bounded by a solid surface at y = 0, while its other surface is free and subject to a constant, uniform surface tension, σ. We denote by D the domain that contains the fluid. Since the flow is initially irrotational, it remains irrotational, and we can describe the flow using a velocity potential φ, with the fluid velocity given by u = ∇φ. The potential satisfies Laplace's equation at y = y s (x, t). There is no geometrical lengthscale in this problem, and the only dimensional quantities involved are ρ and σ. As noted by Keller and Miksis (1983) , dimensional analysis shows that we can define the independent similarity variables
and look for a solution of the form
In terms of these similarity variables, the initial value problem (2.1)-(2.6) becomes the boundary value problem
where a prime denotes d/dx andx c is a constant to be determined.
3. The one-dimensional slender wedge limit, 1, λ = O(1). King (1991) showed that an appropriate scaling in the limit of a slender wedge, 1, with a small change in the contact angle, λ = O(1), is
In terms of these variables, (2.10)-(2.16) become
We make the expansions
and substitute into (3.2)-(3.8). King (1991) showed that Φ 0 ≡ Φ 0 (ξ) and
. The leading order problem is then a nonlinear boundary value problem for Φ 0 (ξ) and Y 0 (ξ). In order to formulate this problem on a known domain, we defineξ = ξ − ξ c , and the resulting coupled, nonlinear ordinary differential equations are (3.10) to be solved forξ > 0 subject to (3.12) where a prime now denotes d/dξ. King (1991) examined the far field solution of (3.9) and (3.10) and showed that (3.13) and, to satisfy (3.12), C = 1. The far field solution therefore consists of decaying capillary waves. King (1991) demonstrated that there is a weak nonuniformity in the far field solution when ηξ 1/2 = O( −1 ) and the flow becomes two-dimensional. Rescaling into a region withξ, η = O( −2/3 ) then completes the solution structure. We will not consider the detailed structure of the two-dimensional flow here but refer the interested reader to King (1991) .
Numerical solution.
We can solve (3.9) and (3.10) subject to (3.11) and (3.12) numerically using the MATLAB routine bvp4c, which uses an adaptive gridding method. Since we know that Φ 0 = 0, Y 0 =ξ, and ξ c = 0 when λ = 1, it is straightforward to use continuation to find the solution for λ > 1. However, we did find it convenient to first make the transformation
, which leaves (3.9)-(3.12) unchanged, except that the first relation in (3.12) becomes Y 0 − λ −1 (ξ + ξ c ) → 0 asξ → ∞. This allowed us to find a numerical solution up to λ ≈ 105, a somewhat larger value than was possible for the system in its original form. Note that it is tempting to suggest that, when λ 1, we simply need to look for a solution with Y 0 → 0 asξ → ∞. However, the far field behavior, (3.13), shows that no such solution exists, since we cannot take C = 0. Figure 3 .1 shows the solution for various values of λ. As λ increases, both the amplitude and the frequency of the oscillations of the free surface increase, as does the size of the potential, Φ 0 . Figure 3 .2 shows the numerical solution for λ = 100, along with the asymptotic solution for its envelope, which we will determine in section 3.2. Figure 3 .3 shows the numerically calculated behavior of the position of the contact line, ξ c , as a function of λ. Also shown is the asymptotic behavior for |λ − 1| 1, ξ c ∼ 0.80755(λ − 1), determined by King (1991) , and the asymptotic behavior for λ 1, which we shall determine in section 3.2.
3.2. Asymptotic solution for λ 1. The numerical solutions presented above suggest that the asymptotic solution for λ 1 takes the form of a large amplitude oscillation of the free surface, varying slowly over a long lengthscale. This suggests that we can find the solution using Kuzmak's method (see, for example, Bourland and Haberman (1988) , and King, Billingham, and Otto (2003) ), which is a version of the method of multiple scales that works for nonlinear oscillators.
By looking for an asymptotic balance, we find that appropriate scaled variables are where X = λ −1ξ is a slow space variable and ψ = λθ(X) + p(X) is a fast space variable, with θ(0) = p(0) = 0. Note that
where ω(X) ≡ θ (X) = O(1) is the frequency of the underlying oscillatory solution, which we will choose so that the solution has unit period in terms of the fast variable, ψ. The function p(X) = O(1) is the phase. In terms of these variables, (3.9)-(3.12) become
to be solved forξ > 0, X > 0 subject tō
We now expand
As we shall see, we can find the leading order solution up to some unknown functions of X by solving the equations at leading order but must consider secularity conditions for the equations at O(λ −1 ) to determine the slow time behavior of the leading order solution, with the exception of the phase, p(X). In order to determine the slow drift in the phase, we would have to solve at O(λ −1 ) and determine a secularity condition from the equations at O(λ −2 ). This proves to be intractable, and we will not address this issue here. The strategy for finding p(X) is described in King, Billingham, and Otto (2003) for a simple model problem.
3.2.1. Solution at leading order. At leading order, (3.15) and (3.16) give
We can integrate (3.19) once to give
where d 0 (X) is to be determined. As we shall see,Ȳ 0 is a periodic function of ψ, whose period we normalize to unity by an appropriate choice of ω(X). In order that Φ 0 remains bounded as ψ → ∞ (the secularity condition), we must choosê (3.22) where an overbar indicates the mean value over the unit period of the oscillation,
Now that we have an expression forΦ 0 , we can substitute this into (3.20) to give
We can integrate this equation once and write the result as
It is clear from the form of (3.25) thatȲ 0 is an oscillatory function of ψ and varies betweenȲ − andȲ + >Ȳ − . In fact, we can integrate (3.25) and write the solution for the first half-period of the oscillation in implicit form as (see Byrd and Friedman (1954) (3.27) where E is the incomplete elliptic integral of the second kind, and E is the complete elliptic integral of the second kind. We can now choose ω(X) so that the period of this oscillation is unity, which gives
where R ≡Ȳ − /Ȳ + . We also note that, now that we knowȲ 0 , exact integral formulas given in Byrd and Friedman (1954) show that
where K is the complete elliptic integral of the first kind.
Note that, for a given value of the slow time variable, X,Ȳ 0 is an even, periodic function with unit period andȲ 0ψ = 0 at ψ = 0. At first sight, this makes it impossible to satisfy the leading order initial condition, given by (3.17) asȲ 0 = 0, ω(0)Ȳ 0ψ = 1 at ψ = X = 0. However, this is only the case if d 0 (0) > 0. We can see from (3.24) that if d 0 (0) = 0,Ȳ 0 is quadratic in ψ, and we can satisfy these initial conditions. A closer examination of the behavior as X → 0 leads to the conditions
We should also consider what happens as X → ∞. Since (3.18) shows thatȲ 0 ∼ X +ξ c0 , we must haveȲ + ∼Ȳ − ∼ X +ξ c0 . Then (3.26) and (3.28) show that
3/2 /9π and hence that
This is consistent with (3.13) and shows that we should find
We will confirm this later.
Secularity conditions at
, (3.16) again leads to an equation that we can integrate once, to find that
where d 1 (X) is a function of integration and
In order thatΦ 1 remains bounded as ψ → ∞, we require
, after using (3.34) to eliminateΦ 1 , gives
SinceȲ 1 =Ȳ 0ψ is a solution of this equation, the secularity condition is that the integral over one period ofȲ 0ψ times the right-hand side should be zero. Taking into account the parity of the various terms on the right-hand side, this means that
After integration by parts, making use of (3.35), we find that
Now, making use of (3.22), (3.26), (3.28), (3.35), (3.38), and (3.39), we find, after considerable manipulation, that we can obtain ordinary differential equations forΦ, R, and
Note that, although (3.42) is not coupled to (3.40) and (3.41), it is convenient to consider all three equations together. Equations (3.40)-(3.42) are to be solved subject to
It is now helpful to make this system autonomous by the transformation
which gives
AsR → 1 andΦ → 0, the linearized equations forR andΦ are
First, we note that this means that R = O((ξ c0 + X)
−5/2 ) for X 1, consistent with (3.33). Second, the point (0, 1) in the (Φ,R)-phase plane is a stable node, and locally all solutions haveΦ = O(e −3s/2 ) as s → ∞, with the exception of the solution associated with the eigenvector in theR-direction. Condition (3.49) shows that this is the solution we require. It is straightforward to determine this solution numerically and find where the solution meets theΦ-axis. We used the routine ode45 in MATLAB, which is an implementation of the fifth order Runge-Kutta method with adaptive stepping. We obtainΦ(0) ≈ −0.1939. If we then defined 0 =ξ c0d0 , we find thatd 0 also satisfies (3.47) and that
It is again straightforward to solve numerically forR,Φ, andd 0 subject to (3.48) and (3.50), integrating forward untild 0 is large, and then determine from the behavior of d 0 as s → ∞ thatξ c0 ≈ 0.8231 from (3.50) when s 1. . Figure 3 .5 shows a direct comparison of the numerical and asymptotic solutions for λ = 100. The agreement is good in terms of the amplitude, as we would expect from the results shown in Figure 3 .2, but we can see a slow drift of the phase as ξ increases. This is because we have taken p(X) = 0 in the definition of the fast space variable. As discussed earlier, to determine p(X) we would need to solve completely at O(λ −1 ) and examine the secularity condition at O(λ −2 ), which is not tractable. 4. The fully nonlinear slender wedge limit, 1, λ = O( −1 ). We expect the asymptotic solution that we constructed in the previous section to remain valid for λ = o( −1 ). When λ = O( −1 ), the slope of the free surface is λ = O(1) at the contact line, so we would not expect to be able to reduce the problem to a set of ordinary differential equations. We defineλ = λ = O(1) for 1. The scaled variables (3.1) and (3.14) then suggest that we define new scaled variables
Apart from the large shift of the origin, the spatial scalings are those given by King (1991) for the far field of the problem with λ = O(1). Indeed, we can think of λ = O( −1 ) as the limit in which the two-dimensional flow in the far field becomes comparable with the one-dimensional flow in the near field and the new scalings (4.1) emerge.
4.1. The underlying periodic solution. Although we will be using Kuzmak's method to solve the problem in terms of the variables (4.1) for 1, it will make things clearer if we study the underlying periodic solution first. For the moment, we assume that Φ 0 is a constant, but we will see later that it is a function of the slow variable.
At leading order, a solution of wavelength L in theξ-direction satisfies where P is an arbitrary constant (later, a function of the slow variable), (4.2)-(4.5) become .9) is the equation for no flux through the free surface. We have therefore reduced the system to that of periodic capillary waves on a finite layer of fluid with wavespeed c. A similar approach was used by Billingham and King (2005) for the related problem of flow external to a thin, wedge-shaped void, although the resulting equations had no solution. We have more success here, since there exists a remarkable analytical solution describing capillary waves on fluid of finite depth first elucidated by Kinnersley (1976) , building on the work of Crapper (1957) , and put into a more systematic framework using complex variable theory by Crowdy (1999). As we shall see when we use Kuzmak's method, the solution of the fully nonlinear wedge problem can therefore be described in terms of capillary waves on fluid of finite depth, modulated in wavelength and amplitude on a long lengthscale.
Case I described by Kinnersley (1976) is the solution of relevance to us. The detailed investigation of this case given in Kinnersley (1976) spares us a lot of hard work, since each of the three limiting cases that he studied is one that we need to understand for our purposes. The solution is given implicitly in terms of Jacobian elliptic functions as
2 ) snB cdB, and B and k parameterize the solution. Note that we have adopted the convention used by Kinnersley (1976) 
, and similarly for the other Jacobian elliptic functions, and
It is a feature of the solution that each streamline represents a possible position of the free surface. We will take the free surface to be given by the streamline with ψ = B. At the solid surface,η = 0, we have ψ = 0. This solution has period 4K(k) in terms of φ, which gives the wavelength as
We also note that the peak-to-trough amplitude of the solution is a = 4k snB sdB c 2 , (4.13) and the height of the wave, given by the depth of water at the trough, is 
Limiting cases.
We need to understand the behavior of the solution in each of the three limits k → 0, k → 1, and B → 0. Fortunately, these are precisely the limits studied by Kinnersley (1976) , so we will briefly summarize his results here.
4.2.1. The linear capillary wave limit, k → 0. As k → 0 with B = O(1), the solution takes the form of small amplitude capillary waves. The free surface is given by
This form of the solution will appear in the far field when we use Kumak's method.
4.2.2.
The "string of beads" limit, k → 1. As k → 1, the solution takes the form of a sequence of "beads" of fluid bounded by segments of ellipses, as shown in Figure 4 .1(b), connected by small inner "neck" regions, with size of O ((1 − k) 2 ), as shown in Figure 4 .1(c). We will not repeat the analysis of these two regions presented by Kinnersley (1976) , but note that, at leading order, the free surface in the outer region (the "beads") is given by
This form of solution allows us to satisfy the contact angle boundary condition when we use Kuzmak's method. In particular, the free surface makes an angle 2B with theξ-axis, and a non-self-intersecting solution exists only for B ≤ π/4, with the free surface becoming semicircular when B = π/4. This is a point of some significance, to which we shall return later.
The shallow water limit,
and the free surface is given bỹ
We can see that, although a and h tend to zero as
, so that the slope is finite. This is the limit corresponding to shallow water theory. More importantly for us, this is the limit in which we should recover the solution (3.27) for λ = O(1) that we constructed in section 3, which takes the form of a single equation. This suggests that we should be able to reduce (4.15) and (4.16) to the same form. We can do this using a Landen transformation, as suggested by Crowdy (1999) . The identities
which follow from the Landen transformation (see Byrd and Friedman (1954) ), show that
This allows us to eliminate φ and obtaiñ
are the maximum and minimum values ofỸ . Finally, the addition formula (117.0.1) in Byrd and Friedman (1954) shows that
This has the same form as (3.27), the solution for λ = O(1), with the minus sign arising because we have taken φ < 0 here.
Solution using Kuzmak's method.
We define slow and fast space variables as
We have used x and y to tidy up our notation, and these should not be confused with the original variables x and y. We seek a solution of the form
where we have dropped the tildes from the spatial variables, again for notational convenience. In terms of these variables, (2.10)-(2.16) become, after first using (4.1), (4.20) where ω(X) ≡ θ (X), subject to
where P (X) appears in the transformation (4.6). At leading order, we obtain equations governing the underlying periodic solution that we discussed in the previous section, but here x is scaled with ω. The solution is and B(X) and k(X) vary on the slow lengthscale. We have also used (4.6) so that (4.25) In order that this solution has unit wavelength, we choose
In order to satisfy the contact angle condition, the solution must take the "string of beads" form discussed in section 4.2.2 so that (4.27) In the far field, the amplitude of the disturbance of the free surface must decay to zero; thus we need the linear capillary wave form of the solution, discussed in section 4.2.1, so that .28) 4.3.1. Secularity conditions. We now have the functional form of the leading order solution but still need to find the ordinary differential equations that determine Φ 0 (X), k(X), B(X), and the eigenvalue, ξ c0 . This is the same situation that arose in section 3, and we proceed in the same manner to determine secularity conditions. Now,Φ 1 must be periodic and not grow linearly with x. SinceΦ 1 changes by −4K(k)/A over a period, (4.25) shows that the first secularity condition is 1 ω
From the definitions of c(X) and ω(X), this gives the ordinary differential equation
In the limit B → 0, we can show that (4.29) reduces to (3.40) by using a Gauss transformation (Byrd and Friedman (1954) ).
In order to obtain the two remaining secularity conditions, we need to consider the problem at O( ). Over one wavelength of the leading order solution, the field equation and boundary conditions can be written in the form
wherex ≡ x/ω, n is the outward unit normal at the boundary, and s measures arc length along the free surface. The forcing functions F , f , and g are, recalling the definition (4.25) ofΦ 1 ,
where D is the domain of solution and ∂D its boundary. Using (4.30)-(4.33) and integrating by parts twice, we arrive at
where l is the length of the free surface. One obvious solution of the unforced problem is G = 1, H = 0, which gives
Another solution, as we would expect since these equations govern the correction to the leading order solution, is G = ∂Φ 1 /∂x, H = ∂Y 1 /∂x, which gives
As we shall see, (4.37) and (4.38) provide us with the two remaining ordinary differential equations for k(X) and B(X).
If we substitute (4.34) and (4.35) into (4.37) and use the fact thatΦ 1 is odd and Y 1 even inx, noting that we are able to reduce the double integral to a surface integral, we arrive at
This is consistent with the solution that we constructed in section 3, since, using the current notation, d 0 ≡ −ωY 1 ∂Φ 1 /∂x, which we recall is a function of X alone for λ 1, so that (4.39) is equivalent to (3.35).
Similarly, (4.38) leads to
We can show that this is consistent with (3.38) by first noting that when B 1 (which corresponds toλ 1),
From the definition of d 0 , we find that
and combining these equations gives
Equation (3.22) then gives us (3.38), as required. In order to determine k and B from (4.39) and (4.40), we need to use the solution (4.23) and (4.24) forΦ 1 and Y 1 . The resulting integrals can be evaluated only numerically. We must also be very careful in evaluating the derivatives, since (4.23) and (4.24) give x and y as functions ofΦ and Ψ. For example, after integrating (4.39) by parts and noting that φ = −4K(k) at x = 1 and φ = 0 at x = 0, we can write
where x 1 (φ, X) is the value of x on the free surface and the subscripts to the derivative indicate the variable to be held constant. We then use
to write the derivatives in a form for which we can use (4.23) and (4.24), and rewrite the X-derivatives using
noting that
In this way, we can write (4.39) as a linear equation in k and B . A similar but algebraically more complicated procedure reduces (4.40) to a linear equation, and we can thereby extract k and B . We used Mathematica to determine the integrands and simplify them as far as possible. It is worth noting that Mathematica is not very good at simplifying expressions involving Jacobian elliptic functions. We found that an effective strategy was to delete the definitions of all the Jacobian elliptic functions except sn and cn, and teach Mathematica that sn 2 (u; k) + cn 2 (u; k) ≡ 1. Once the integrands had been simplified, we then replaced obvious expressions (e.g., 1 − k 2 sn 2 (u; k) = dn(u; k)), and cut and pasted the integrands, which run to several printed pages, into MATLAB. In this way, we could write a routine to evaluate Φ 0 , k , and B as functions of Φ 0 , k, B, and X, using quadl and dblquad to evaluate the necessary single and double integrals. Note that our knowledge of the asymptotic behavior of (4.39) and (4.40) as B → 0 proved invaluable in debugging the code.
In order to find the solution, we must solve a nonlinear eigenvalue problem, with Φ 0 (0) and ξ c0 the two eigenvalues. In this case, there is no convenient transformation that will make the equations autonomous. We solve the three ordinary differential equations for Φ 0 , k, and B with the MATLAB routine ode45. The initial conditions are given by (4.27), and the conditions (4.28) must be satisfied as X → ∞. We find that the solution automatically satisfies k → 0 as X → ∞. However, there is a problem when k 1, since both (4.39) and (4.40) give the leading order equation (4.41) with the equation for k given by the O(k 2 ) correction. This means that our method of calculating k becomes very inaccurate when k is small. However, when k 1, the solution takes the form of small amplitude capillary waves on a flat free surface. We do not, therefore, need to calculate the amplitude of these waves, for which we would need to know k, in order to determine whether the solution satisfies (4.28). We simply need to solve (4.29) and (4.41) once k becomes sufficiently small (we used k < 10 −3 ).
We determined the eigenvalues Φ 0 (0) and ξ c0 using a shooting method and Newtonian iteration, which typically converged after one cycle, calculating the Jacobian by finite differences. We used the asymptotic solution (4.42) as the initial guess forλ 1, and then continuation for larger values ofλ, scaling the previous values withλ 4/3 andλ 2/3 , respectively, to improve the rate of convergence. (1), as calculated using Kuzmak's method described above, and forλ 1, as given by (4.42). We can see that there is little difference between these two curves and that they are in excellent agreement with each other for contact angles less than about 30
• .
Boundary integral solutions.
We would now like to compare the asymptotic solution that we have constructed forλ = O(1) and 1 with the solution of the full problem. In order to solve the full nonlinear boundary value problem given by (2.10)-(2.16) numerically, we use the boundary integral method.
Numerical method.
The approach that we have used is a development of the method described in Billingham and King (2005) , and we refer the interested reader to this paper for full details. The free surface was discretized using straight line elements and lies at (x, y) = (X(s), Y (s)), where s is arc length. For the boundary integral equation, the potential,φ, was assumed to vary linearly along each element, and the integral along each element then calculated analytically. The arc length equation, X 2 s + Y 2 s = 1, was evaluated on each element using central differences. Derivatives in the dynamic boundary condition (2.11) were evaluated using a fourpoint finite difference approximation. The resulting system of nonlinear algebraic equations was solved using Newton's method and continuation, reusing the Jacobian as often as possible. We started with =λ, for which the solution is Y = X tan , φ = 0, and gradually decreased , using the known solution as the initial estimate of the new solution.
In contrast to the method used by Billingham and King (2005) , we have introduced two new features. First, we have been able to calculate the Jacobian used in Newton's method analytically, which speeds up our calculations to the point where the LU decomposition of the Jacobian is the most costly step of the algorithm. Second, we used adaptive gridding, increasing the density of grid points close to the high curvature, "neck" regions of the solution. For each new value of , we changed the length of the element at the first five local minima of the free surface to be small enough to resolve the local curvature, and allowed the element length to grow slowly with distance from each "neck," up to a maximum of 0.01. For s > 10, we allowed the length of the elements to gradually increase to 0.25, and extended the domain of solution to s = 15.
In this manner we were able to compute solutions until the maximum curvature was about 200. We were unable to resolve more highly curved solutions with the computing resources available to us. However, we note from our asymptotic solution that for 1 − k 1, the "neck" region (see Figure 4 .1) has size of O((1 − k) 2 ) and therefore curvature of O ((1−k) −2 ). At the first "neck," 1−k = O( ) for 1, so that the curvature is of O( −2 ) and therefore, in terms of the original variable, which we use to calculate the numerical solution, the curvature is of O( −8/3 ). The minimum element length must therefore scale with 8/3 as → 0. Moreover, as decreases, the number of "necks" at which the curvature is high and scales in the same manner is of O( −1 ). That we struggle to resolve this highly multiscale solution numerically is therefore not surprising and suggests that our asymptotic method is the correct way to attack the problem. Figure 5 .1 shows the position of the free surface and the potential at the free surface forλ = 45
Comparison of numerical and asymptotic solutions.
• and = 0.0105. This is the smallest value of for which we could obtain a numerical solution. Recall that the leading order asymptotic solution forφ, shown here, is a smoothly increasing function; the oscillatory part is given by the next term in the asymptotic expansion. We note that the agreement between the asymptotic prediction and numerical calculation of the position of the tip of the wedge and the free surface and potential close to the tip is not perfect, although the period and amplitude are reasonably well predicted. Figure 5 .2 shows the same functions forλ = 90
• . Since this corresponds to the case of a recoiling wedge with two free surfaces, we have also plotted the reflection of y in the x-axis. It is easy to see that the region next to the tip is approximately circular and that successive "beads" are approximately elliptical, as predicted. However, the disagreement between numerical and asymptotic solutions is more marked in this case, although, again, the amplitude and period of the oscillations are reasonably well predicted.
We can go some way to explaining this discrepancy by noting that is unlikely to be small enough to produce good agreement. Note, in particular, that the oscillations in the potential at the free surface shown in Figure 5 .2 are of an amplitude comparable to the mean value-an indication that the asymptotic form has yet to be reached. However, there is a very curious feature of these solutions that is rather harder to explain. 
of forλ = 45
• and 90
• . Although X(0) appears to asymptote to a multiple of −1/3 as expected, it is the leading order estimate that comes from the asymptotic analysis presented in section 3, valid forλ 1, namely 0.8231λ 2/3 −1/3 , that is in best agreement with the numerical solution. As we can see from Figure 4 .2, the leading order estimate of the coefficient valid forλ = O(1) is slightly larger than 0.8231λ 2/3 . This is all the more puzzling because the asymptotic solution forλ 1, although we have not shown it here, bears no resemblance to the numerical solution, except that the position of its tip accurately predicts the numerically calculated position. If our numerical solution of the full problem is correct and there is some error in our asymptotic analysis whenλ = O(1), it is hard to see how the correct asymptotic position of the tip of the wedge could be of the similarity form, scaling withλ, for allλ ≤ 90
• . Conversely, it is hard to see how an error in our implementation of the numerical solution of the full problem could result in this similarity form for the position of the tip of the wedge. For the moment, our best explanation is that, for smaller than we can at present access numerically, the numerical solution will start to approach the asymptotic solution, although we cannot say that this is a fully satisfactory explanation.
Finally, we note that another prediction of our analysis is that there is no asymptotic solution for anyλ > 90
• for sufficiently small . This can be confirmed by solving the full problem numerically for a moderately small value of . "beads" approach each other and meet whenλ =λ c ≈ 119.3
• , so that the free surface becomes self-intersecting. This raises the interesting question of what happens in the initial value problem whenλ >λ c , since no self-similar solution is available. The likely answer is that the problem can be regularized by the inclusion of the effect of viscosity at small times, and that a sequence of pinch-off events will occur as the flow develops. A similar problem is investigated in Billingham and King (2005) , where the arguments that lead to this conclusion are presented.
6. Conclusions. In this paper, we have shown how Kuzmak's method can be used to analyze the response of a slender wedge of inviscid fluid to an abrupt change in contact angle. When the contact angle is of O(1), although the underlying nonlinear oscillator is a nonlinear free boundary problem, we found that we could still make analytical progress. There are two related problems that may be amenable to this type of analysis.
First, the axisymmetric recoil of a slender cone of inviscid fluid bears many resemblances to the equivalent two-dimensional problem. However, there are two important differences. The first is that in the two-dimensional problem, the contact angle is a natural continuation parameter to move from a simple known solution to the required solution. No such parameter exists for the axisymmetric problem, since there is no equivalent of the moving contact line problem. The second difference is that, as far as we know, there is no axisymmetric equivalent of Kinnersley's analytical solution for the underlying nonlinear oscillator. The solution of the underlying axisymmetric nonlinear problem would therefore have to be obtained numerically, along with all of the derivatives required for the secularity conditions. Although these solutions can be determined using the boundary integral method, this significantly increases the computational complexity of the problem. Some progress on the axisymmetric problem has been made using a one-dimensional approximation (Decent and King (2001) ).
Second, it would be of interest to study the two-fluid version of the two-dimensional problem. In common with the axisymmetric problem, there is the difficulty that, again as far as we know, there exists no two-fluid version of Kinnersley's analytical solution. Moreover, it is not obvious how to modify the asymptotic scalings used here to accomodate the presence of an outer fluid. The two-fluid problem can be thought of as a combination of a recoiling slender void, described by Billingham and King (2005) , and the problem we have studied here. Both the axisymmetric and two-fluid problems represent significant challenges in asymptotic analysis.
