Abstract-As online service providers utilize cloud comput ing to host their services, they are challenged by evaluating the quality of experience and designing redirection strategies in this complicated environment. We propose a hierarchical modeling approach that can easily combine all components of this environment. Identifying interactions among the components is the key to construct such models. In this particular environment, we first construct four sub-models: an outbound bandwidth model, a cloud computing availability model, a latency model and a cloud computing response time model. Then we use a redirection strategy graph to glue them together. We also introduce an all-in-one barometer to ease the evaluation. The numeric results show that our model serves as a very useful analytical tool for online service providers to evaluate cloud computing providers and design redirection strategies.
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I. INTRODUCTION
Increasingly, online service providers (OSPs) offload the task of maintaining and managing underlying infrastructures to cloud computing, such as Amazon EC2 and Rackspace Cloudservers TM. Providing such infrastructures is known as infrastructure as a service (laaS). The users are served by the OSP who in turn is the customer of the cloud computing service provider (CSP) [2] . Quality of Experience (QoE) is critical for service providers since their revenue depends on it. Being able to receive service and the time needed to wait comprises QoE for online service users. asps desire to be able to predict the QoE of their users. The service performance described in a service level agreement (SLA) includes response time, utilization, throughput, and availability, just to name a few. However, these aspects consist of a promised service level that is delivered from CSP to aSp. None of these aspects is suitable to be used as a direct barometer of QoE of the online service. Note the response time in a cloud, however, does not necessarily correlate to QoE since 1) the response time experienced by users is the summation of Internet de lay and the response time in the cloud, 2) the redirection functionality, which will be discussed later in Section I-C, further complicates the QoE. In addition, it is desirable for asps to be able to evaluate the QoE by a single metric which comprehensively addresses the service delivered by CSP, the Internet's conditions, and redirection strategies.
The main scope of the paper is how to evaluate QoE (as perceived by asps for their users) in a cloud computing environment where asps are the customers of the cloud com puting service providers, CSPs. As it turns out, it is extremely hard to build a monolithic model for this purpose; furthermore, such a model becomes intractable even for a small problem.
The main contribution of our work is a unique and non standard hierarchical model to analytically evaluate QoE that solves an otherwise intractable model. In addition, our model includes failure/repair as well as contention for resources (performability), response time distribution, and retry attempts.
aur model provides flexibility to allow arbitrary changes or to add model components. Tackling each small piece (sub-model) of the model separately is much easier without ignoring the interactions among sub-models.
In related work, Garfinkel conducted a number of ex periments to evaluate the Amazon's Grid Computing services [7] . Li et. a1. benchmarked different cloud serives [13] . A number of cloud computing hardware reliability issues are identified for future research in [18] . Kalyanakrishnan et. a1.
used collected data to study the host reliability from the perspective of the users [10] . Bodik et. al. discussed the affect of turning machines on and off on reliability in [4] .
The goal of our work is different. We present a model that helps asps analytically evaluate the QoE of their users and provides design insights, such as the selection of cloud computing, and redirection strategies. The contributions of this paper are as follows: 1) We identify various causes of user request failures in this environment; 2) We use a single metric with a secondary metric as supplement to evaluate QoE; and 3) We propose a hierarchical model for this environment.
To our knowledge, this is the first effort to construct such a hierarchical model to analytically evaluate QoE for this environment.
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The performance of most online services have constraints on latency, such as VoIP, video streaming, podcast and search.
For most online services, the outbound traffic to the data center (the service traffic) is dominant compared with inbound traffic (the request traffic) [20] . Thus, we concentrate mainly on the outbound bandwidth and SLAs usually bound on the latency from the data center to the users. Ty pically, when a user requests service, the OSP serves from the cloud then delivers to the user via Internet. If a QoE is within the bound of the SLA between users and the service provider (that is, the user request is accepted and served within the promised latency in SLA), the request is deemed as a success. In this particular environment, there are four causes that can possibly make the request unsuccessful:
1) All virtual machines (VMs) assigned to the service fail in the data center of cloud computing provider.
2) If the service requires a constant bit rate (CBR) and the outbound bandwidth allocated to this service is used up, the data center will not be able to serve any more users. This is a classic circuit switch style loss model. The loss model affects the success probability by directly adding one more possibility of rejecting a request for service. If the service shares the bandwidth instead, a processor sharing (PS) model should be adopted. Therefore, latency perceived by users is a monotonically increasing function of the number of users sharing the link. The PS model affects the success probability by introducing more user experienced latency.
3) The buffer spaces allocated to the OSP are used up. 4) A user request, though being accepted, cannot be served within promised latency. Based on the observation of a congested system, it is likely to become worse. In such a situation, a user should be pre-maturely directed to the next available data center with service replication when the waiting time exceeds a certain threshold.
We can categorize the causes of failure into two causes: one is "hard" rejection failure, the other one is latency-unsatisfactory ("soft") failure. The redirection strategy graph that will be discussed in Section II-E is the glue to combine these two kinds of failures into the all-in-one barometer: success prob ability. In the case that the success probabilities are the same or very close, the average time to complete is used to measure the QoE. Thus, we use the average time to complete as a secondary performance metric here.
B. Cloud Computing Availability
Cloud computing availability is comprehensively decided by the reliability of all the elements in the data center owned by the CSP. In a data center, the causes of failure span software related errors (including online service software, cloud computing level management software), configuration faults, human and networking related errors, and hardware errors (in decreasing order in terms of percentage) [3] . On the other hand, the nature of large scale server clusters in a data center causes the mean time between failure (MTBF) to be much less than that of a single server. In an example given in [3] , it was pointed out that a cluster of 10,000 servers sees approximately 100,000 times less MTBF than a single server does. A mega data center has on the order of tens of thousands or more severs and a micro data center has on the order of thousands of servers [8] . Thus, hardware failure is the norm rather than an exception [3] . Unavailability caused by these failures degrades QoE. Therefore, it is indispensable to use redundancy to improve availability of cloud services.
We are interested in the relationship between the number of redundant VMs and availability. To model availability, we first need to fit failure and repair characteristics to distributions in such large scale computer clusters and then apply model ing techniques. However, this requires considering complex combinations of heterogeneous components, complicated soft wares, and onerous data mining. Recently, Vishwannath and Nagappan took the first step to characterize and understand cloud computing hardware faults that cause server failure [18] ; rather, developing reliability/availaibility models for the whole data center and its servers remains an ongoing effort [18] and is outside the scope of our work. Instead, we will use a simplified availability model and a number of empirical assumptions to illustrate our idea. In this paper, we consider the failure of service regardless of causes.
Another significant difference between a server cluster (cloud computing) and a single server is the ubiquitous de pendency in server clusters. Because of this dependency, a server that is down can bring the entire cluster down. We will take this factor into consideration in our model. The OSPs usually use more VMs than necessary to prevent single-point of-failure. Thus, we use redundancy to improve availability in this paper.
C. Redirection as an Enabling Mechanism
Serving users from a nearby data center can significantly reduce the latency. Therefore, the cloud provider desires to replicate the service across multiple geographically dispersed data centers. User requests can be directed to any one of these data centers as needed using parallel serving techniques e.g., DNS redirection. This idea has been commonly used in Content Distribution Networks (CDNs) [11] . OSPs also need Message [1] . We assume that the service provider has done a similar study so that the data center location and required resource have been determined. Note that the overhead of redirection itself is not considered in this paper since it is negligible compared with gains of using it, which will be discussed in III-C.
The rest of the paper is organized as follows. In Section II, we present the details of the hierarchical analytical model.
Numeric results are presented in Section III. The paper then ends with a conclusion and future work.
II. THE HIERARCHICAL MODEL
We assume that an OSP wants to migrate its service into cloud computing. The OSP asks the CSP to replicate their services across multiple geographically dispersed data centers. Which user should request service from which data center is decided by the redirection strategies of the OSp. User requests can be directed to any one of these data centers as needed using parallel serving techniques e.g., location based DNS redirection. The OSP also wants to use more VMs than necessary to prevent the single-point-of-failure, that is, to improve availability. We present below the modeling approaches for each subsystem. At the end of this section, we summarize our approach and its limitations.
A. Cloud Computing Availability Model
We assume that data center j has Mj VMs. For brevity, we will discuss the availability model by dropping the sub script j for now, thus denoting the number of serving nodes as M. We assume that the time to failure of a VM is exponentially distributed with rate --y and the repair time of each serving node is also exponentially distributed with rate T. Denote the ratio of failure rate and repair rate by f2 = --y j T.
Let c be the coverage probability that a VM going down does not bring all other VMs in the data center down. Let 1fka) denote the steady state probability when this data center has k VMs assigned to the service are in operation. The Markov chain of this availability model and the equilibrium equations, which are omitted here, are described in [17] . The cloud computing availability, A is the probability that at least one VM in the data center is in service. The unavailability of the cloud computing, denoted by 1f6a) is the complementary part of A. That is, 1f6a) = 1 -A.
B. Outbound Bandwidth Loss/PS Model
Let binary variable a indicate either for loss model (a = 1) or PS model (a = 0) is used for outbound bandwidth.
We show the loss model in detail then briefly discuss the PS model. We then show how these models can be plugged in the redirection strategy graph. The idea of the redirection strategy graph is originated from the user behavior graph [5] , [19] .
We denote the bandwidth of the bottleneck link by X.
We assume that users demand the same CBR; that is, we consider the homogeneous case. For the homogeneous case where the demanded bandwidth of each request is fixed at Y, the effective bandwidth of the outbound bandwidth allocated to this service has the capacity of H = l X jY J. We assume that the arrival process of the user requests is Poisson with rate A and the time to transmit the content is exponentially distributed with rate fL. The system then becomes the classical Erlang loss model. Note that the arrival processes and content size distribu tions are dependent on the types of services; see, for example, [6] . The techniques to calculate the blocking probability of the loss model with different traffic characteristics, i.e., the heterogeneous case, are well known. We use the simplest model here for the purpose of illustration as part of the overall hierarchical model. Specifically, in the homogeneous case, the probability of outbound bandwidth being used is given by .
can be extended to the case when user demanded CBR requests have different bandwidth requirements (the heterogeneous case) by using the Kaufman-Roberts formula [12] , [15] . If the PS model is used, instead of blocking probability, we need to calculate the transmission latency that will be fed into the latency model.
C. Cloud Computing Response Time Model
We use the same assumptions that we made in Sec tion II-B. That is, the data size is exponentially distributed and the user request arrival process is Poisson with rate A.
We assume that the processing speed of all serving nodes is constant. Thus, the service time of a server site, that is the ratio of data size and processing speed, follows the exponential distribution. The justifications of these assumptions have been discussed in Section II-B. The effective rate of arrivals, A', to the service is given by:
(1)
Let v be the service rate of a data center. We model a server site as an M j M j m j K system, where m is the number of VMs assigned to the service provider and K is the configured capacity for the service provider; this means that b = K -m is the waiting room capacity (buffer size).
Solving for the steady state probability, The probability of all configured capacity used up is: C = 7r�). The cumulative distribution function (CDF) of the re sponse time of MIMlmlK system is given by [9] : Waiting for a certain long time indicates a highly crowded system and users are more likely to wait for even longer time according to queueing observations. In order to optimize QoE, the OSP needs to prematurely terminate such requests and redirect users to other available replications. This way, the users are more likely to get better QoE. So an OSP can define a latency threshold, Tth, as the maximum time that the OSP allows users waiting for the service from one data center. The probability that this bound is satisfied is F (R) (Tth -tc), where F (R) is given by (3).
E. Redirection Strategy Model
We are now ready to present the success probability without considering redirection strategies. Let N data centers have replicated services. We will now put the subscript j back to refer to data center j, and use the subscript k to indicate VM k at a data center. Let qj be the probability that a user request is accepted by data center j (j � N). F j ( : ) (Tth -tc)
becomes the probability that the threshold is satisfied with k VMs assigned to the service at data center j.
We denote the four events that can cause the user requests to be denied by: 1) <]h, all assigned VMs fail. 2) <1>2, the outbound bandwidth of the data center is used up. 3) <1>3, the buffer assigned for the service in the data center is full. 4) <1> 4 , user experienced latency exceeds the threshold. Therefore, the possibility of a user request being denied by the data center j is the summation of the following:
1) The probability that all assigned VMs fail:
2) The probability that at least a VM of data center j is available but the outbound bandwidth is used up:P( -,<1>1' <1>2) = (1 -7r]�» ) . ii· Bj .
3) The probability that at least a VM of data center j is available and the outbound bandwidth is sufficient, but the assigned buffer is full:P( -,<1>1 . -,<1>2 . <1>3) = 2:::1 7r;�)' (1-ii· Bj)· Cj i ' Note that we use subscript i in Cj i to indicate that Cj i is subject to the number of available VMs i.
4)
The probability that at least a VM of data center j is available and the outbound bandwidth is sufficient and the assigned buffer is not full, but the user experienced latency exceeds the threshold: P( -,<1>1' -,<1>2' -,<1>3 . <1> 4 ) = 2:�i 1 7r;�) .
(1-ii· Bj) . (1 -Cj i ) . (1-Fji R) (Tth -£)).
Note that Fjf ) is also subject to the number of available VMs at site j.
The probability of an unsuccessful request to data center j, 1 -qj, is then equal to:
The OSP can implement any redirection functionality. There fore, the OSP can utilize redirection strategies to increase success probability. In this paper, we discuss three strategies for illustration: 1) Retry: retry probability, denoted by r, is an adjustable parameter to fine-tune this strategy. 2) Limited Try (LT) strategy, denoted by a binary variable t: t = 1 means a user is allowed to try N number of server sites, whilst t = 0 means a user can try any number of server sites. The promised QoE decides how to apply these strategies.
Such as the product of the number of maximum number of tries and the time threshold (without considering retry probability) should be bounded by the user tolerable latency.
Optimizing the redirection strategies is out of the scope of this paper. We use the redirection strategy graph to model these strategies. As shown in Fig. 1 , an OSP sends a user request to the data center (replicated service) 0 with probability qo of success and probability 1 -qo of failure. If the user is not successfully served, the OSP then redirects the request to data center 1 with probability ql of success and so forth, until reaching the maximum number of data centers (if LT strategy is on). Then, the request can be redirected to the data centers that have been visited with the probability of r . (1 -q j) for j = 0,1"" ,N, where (1-q j) is given by (4).
This redirection strategy graph is a discrete time Markov chain (DTMC) with two absorbing states, Sand F. The transition probability matrix, P, of the redirection strategy graph is given by (5) , where q j is given by (4) . In a compact form, matrix, P, in (5) can be partitioned so that:
where Q is an N by N matrix, 1 is a 2 by 2 identity matrix and C is an N by 2 rectangular matrix, where 2 indicates the number of absorbing states in the chain with N + 2 states.
For an absorbing DTMC with 2 states, the expected number of visits Vk to state k before absorption (entering failure or success states) can be computed by solving the
following system of linear equations [17] : k=0,1,···,N-1, (7) where s A, is the probability that a user tries to connect from node k and q�k is the transition probability from state i to state k. W here
The average time for a request being accepted or denied is therefore given by:
-",N-l ( -) t = L.,;i=O V; tTi + tci , (8) where t ; i is the average response time of the service at data center i and tci is the rest latency component. Finally, let A = [ ak l h l be the matrix that ak 1 h is the probability that a user request starting at data center k l ends at absorbing state k2. It can be shown that A = (I -Q) -l C [14] . Then, the element (1,1) of A gives us the result for the user request failure probability.
F Summary and Limitations
We have presented a hierarchical approach to model the environment that cloud computing hosts services for OSPs.
Redirection strategies are the key to improve QoE. With this model, we can further calculate the success probability and average time to complete. This model is built from the bottom up. As shown in 
III. NUMERIC RESULTS
In this section, we present a set of numeric results derived from our model to understand the different implications in this environment. This model is implemented in the SHARPE packa g e [16] .
A. Unavailability of Cloud Computing
We consider the unavailability of the cloud computin g by considerin g both the covera g e probability (c) and the number of VMs (M). Fi g . 3 presents the optimum number of VMs in terms of unavailability for various values of c when (! is fixed at 1/5000. The unavailability decreases at first, but increases when we continue to increase VMs. We can obtain the optimum number of VMs in terms of unavailability. The optimum is subject to covera g e probability. Note that the optimum does not necessarily g ive the best experience for the users because more VMs always reduce the response time althou g h the availability may decrease. As the covera g e probability approaches 1, which means any VM down does not mean all VMs down, the optimal number of VMs conver g es to 3. We vary the ratio of failure rate and repair rate ((!) from 1/5000 to 1/50000. It is not a surprise that the unavailability increases as (! increases. We find that the basic pattern of unavailability remains the same, while the optimum is subject to (!.
B. Cloud Computing Configurations
Next, we study how cloud computin g confi g urations (the number of VMs, the buffer size, and the covera g e probability)
in data centers of CSP affect QoE. We use a hypothetical environment to illustrate how to use our model. For the same reason, we do not g ive units for the parameters. We assume that the latency of tc is evenly incremented from the nearest data center (replicated service) to the furthest. Let � represent this order. The parameters we used are g iven in Table I .
We find that the covera g e probability within our con sidered ran g e has no si g nificant impact on the user perceived performance. So we only present the results g iven c = 0.9999. very small values of repair-to-failure rate ratio, the VMs are hi g hly reliable. Note that we earlier observed that the optimum number of VMs in this scenario is the optimal for the cloud computin g availability, but not for QoE. If we enlar g e the buffer size, the success probability is improved at first but g oes down after a turnin g point. The turnin g point increases as the number of VMs increases. As the buffer size is enlar g ed, acceptance probability of user requests become hi g her. But due to added con g estion, the response time is more likely to exceed the threshold.
C. Redirection Strategies
To study how redirection strate g ies affect the QoE, we consider the same setup g iven in Section III-B, except that the number of VMs and buffer size (M = 3, b = 2) are g iven while retry probability and the maximum number of allowed tries are variables. We consider normal and heavy traffic load cases. Fi g . 6, Fi g . 7, and Fi g . 8 are for the normal traffic load case where A = 10. Fi g . 9, Fi g . 10, and Fi g . 11 are for the heavy traffic load case where A = 20. Since OSPs need to g uarantee more than 99% success probability in most cases, our study focuses on the ran g e above 99%. We observed that increasin g the maximum number of tries (N) always results in improvin g the success probability and the avera g e time to complete and it becomes mar g inal after either the maximum number of tries or the retry probability reached a certain bi g number.
Note that for the avera g e completion time, it is only true when the success probability is hi g h. W hen the suc cess probability is low, increasin g N increases the avera g e time to complete. Because when the success probability is low, more user requests are likely to be rejected. Increasin g N does improve the success rate but prolon g s the time to complete on avera g e. It is reversed until N reaches a certain number, which causes the success probability to reach a certain level. Increasin g retrial probability improves success probability while prolon g in g the avera g e time to complete, which is more si g nificant at a hi g h retry probability and a low maximum number of tries. Settin g Tth hi g her (i.e., at Tth = 3 and Tth = 5) yields a better performance than Tth = 1; the performance difference is more si g nificant at a low retry probability and low maximum number of tries for the normal traffic load. In addition, we observed that the improvement of performance from Tth = 3 to Tth = 5 is not si g nificant in both scenarios. We noticed that the success probability conver g es to 1 as the retry probability approaches 1 for the hi g h traffic load case and the price paid for that is the si g nificant increase of the avera g e time to complete.
On the other hand, for the normal traffic load case, the retry probability need not be high to achieve a high level of success probability. By comparing these figures, we need to choose from increasing the maximum number of trials (N), increasing retry probability (r) or increasing Tth to guarantee the success probability when the traffic load increases.
being aware of the location of users. We still focus on the range that the success probabilities are above 99%. We follow the set up in Section III-B and we set the number of VMs and buffer size (1\{ = 4, b = 3). We compare the redirection strategy that has guided hunting with that which has not. Fig. 12 shows that the success probabilities with guided hunting and without We use the following example to show the importance of guided hunting are the same while the guided hunting mode shows its advantage in the average completion time. Increasing II increases the average completion time and does not affect the success probability. Increasing the arrival rate degrades both aspects of the user perceived performance. While these observations are not surprising, we show how our model can quantify the benefits using a better strategy which of course costs something else, such as, collecting and updating the priori information in the guided hunting strategy. 
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