Quantitative KAM normal forms and sharp measure estimates by Koudjinan, Comlan Edmond
Università degli Studi Roma Tre
Dipartimento di Matematica e Fisica
XXXI Cycle
Doctoral Thesis in Mathematics
Quantitative KAM normal forms and sharp
measure estimates
Candidate
Comlan Edmond Koudjinan
Supervisor
Prof. Luigi Chierchia
Coordinator
Prof. Angelo Felice Lopez
May 1, 2019
ar
X
iv
:1
90
4.
13
06
2v
1 
 [m
ath
.D
S]
  3
0 A
pr
 20
19
Abstract
It is widespread since the beginning of KAM Theory that, under “sufficiently small”
perturbation, of size , apart a set of measureOp?q, all the KAMTori of a non–degenerate
integrable Hamiltonian system persist up to a small deformation. However, no explicit,
self–contained proof of this fact exists so far. In the present Thesis, we give a detailed
proof of how to get rid of a logarithmic correction (due to a Fourier cut–off) in Arnold’s
scheme and then use it to prove an explicit and “sharp” Theorem of integrability on
Cantor–type set. In particular, we give an explicit proof of the above–mentioned measure
estimate on the measure of persistent primary KAM tori. We also prove three quantitative
KAM normal forms following closely the original ideas of the pioneers Kolmogorov, Arnold
and Moser, computing explicitly all the KAM constants involved and fix some “physical
dimension” issues by means of appropriate rescalings. Finally, we compare those three
quantitative KAM normal forms on a simple mechanical system.
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Notational conventions
• e denotes the Neper’s number i.e. expp1q
• N “ t1, 2, 3, ¨ ¨ ¨ u and N0 “ t1, 2, 3, ¨ ¨ ¨ u
• R and C are respectively the set of real and complex numbers
• ν! “ ν1! ¨ ¨ ¨ νd! and |ν|1 “ ν1 ` ¨ ¨ ¨ ` νd, for any ν “ pν1, ¨ ¨ ¨ , νdq P Nd0
• yβ “ yβ11 ¨ ¨ ¨ yβdd for any y, β P Rd
• |py1, ¨ ¨ ¨ , ydq| “ maxt|y1|, ¨ ¨ ¨ , |yd|u and |py1, ¨ ¨ ¨ , ydq|2 “
a
y21 ` ¨ ¨ ¨ ` y2d
• px1, ¨ ¨ ¨ , xdq ¨ py1, ¨ ¨ ¨ , ydq “ xpx1, ¨ ¨ ¨ , xdq , py1, ¨ ¨ ¨ , ydqy “ x1y1 ` ¨ ¨ ¨ ` xdyd
• dist denotes the distance function
• A denotes the closure of A
• BA denotes the “boundary” of A
• conv pAq denotes the convex–hall of A
• CnpA,Bq (resp. Cnc pA,Bq) denote respectively the set of functions of class Cn (resp.
Cn with compact supports) from A into B
• meas d denotes the d–dimensional Lebesgue–measure
• dom pfq denotes the domain of f
• supp pfq denotes the support of f
• Brppq (resp. Drppq) denotes the ball centered at p with radius r in Rd (resp. in Cd)
• BrpAq (resp. DrpAq) denotes the r–neighborhood of A in Rd (resp. in Cd)
• ∆τα denotes the set of pα, τq–Diophantine vectors
• Tds denotes the strip of width s around Td in Cd
• xfy denotes the average of f on Td
• fν “ Bνyf “ BνfByν “ B
|ν|1f
Byν11 ¨¨¨Byνdd
denotes derivative of order ν of f
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• IsopVq denotes the set of isomorphisms from V onto itself
• Mn,mpCdq the set of n–by–m matrices with entries in Cd and SnpCdq ĂMnpCdq :“
Mn,npCdq the set of symmetric square matrices of order n
• Adj pAq denotes the adjoint of A
• detpAq denotes the determinant of A
• AT denotes the transposed of A
• NM and TM are respectively the normal and tangent bundle of the manifold M
• ΓpMq denotes the space of smooth vector field on M
• FpMq denotes the space of smooth functions on M
• minfoc pMq denotes the minimal focal distance of the manifold M
4
1 | Introduction
In the solar system framework, Celestical Mechanics, a branch of astronomy, consists
ultimately in the study of the n–body problem. The n–body problem is the dynamical
system that governs the motion of n planets interacting according to Newton’s gravitation
law. A holy–grail question in Celestical Mechanics was and remains the stability of the
solar system, i.e. whether the current configuration of the planets will stay unchanged
forever under their interaction, or whether some planets will be kicked out of the system or
have their trajectories be drastically affected to eventually collapse and give rise to unpre-
dictable behaviors. Across the history of Mathematics, most of the great figures devoted
some part of their works to this question. Laplace (1773), Lagrange (1776), Poisson
(1809), and Dirichlet (1858) used series expansion techniques to study the question of
stability of the solar system and claimed all to have proved it. Then Bruns (1887) proved
that, from quantitative point of view, the only method which could solve the n–body
problem is the series expansions. But, the works of Haretu (1878) and Poincaré (1892)
(see [Poi99]) show that all those series expansion techniques fail as the series expansions
they use diverge (see [Dug57, Mou02, Mos73, Dum14, AMM78] for more historical details).
A new viewpoint is thus undeniably needed to overcome this embarrassing fact. The
change of paradigm was made by Poincaré. Indeed, Poincaré introduced a completely
revolutionary qualitative approach to Mechanics (see [Poi90, Poi99]). The point is that,
for question such as stability, one needs to study the entire phase portrait, and in partic-
ular the asymptotic time behavior of the solutions.
The phase portrait is the family of solutions curves, which fill up the entire phase space.
The phase space is a symplectic manifold (a differentiable manifold together with a sym-
plectic structure). Dynamical system is then just given by a Hamiltonian vector field;
this is the Mathematical model for the global study in Mechanics that Poincaré gave in
his qualitative theory. With his new geometrical methods, Poincaré discovered the non-
integrability of the three body problem. In fact, the small divisor problem was well–known
to Poincaré, who was aware that, because of this problem, nearly–integrable Hamiltonian
systems are, in general, not integrable (analytically). Poincaré and his successors then
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speculate that most of the classical systems were chaotic, and ergodic. There were even
a gaped proof of the ergocity of a generic Hamiltonian system by E. Fermi in the 1920’
(see [Fer23a, Fer23b, Fer23c, Fer24]). This ergodic hypothesis was accepted by many,
including some of the brightest mind of those times, till the discoveries by Kolmogorov
and his followers.
At the 1954 International Congress of Mathematician in Amsterdam, against any expec-
tation, Kolmogorov (see [Kol54a, Kol54b]) presented a four–pages note where he sketched
the proof of the persistence of the majority of tori for a nearly–integrable Hamiltonian
system. Then, his former student Arnol’d (see [Arn63a, Arn63c]) completed the proof in
the analytic category, and Moser (see [Mos62, Mos66b, Mos66a]) in the smooth category,
whence the acronym KAM Theory.
The object of KAM Theory is the construction of quasiperiodic trajectories, which are sets
of perpetual stability, in Hamiltonian dynamics. A KAM scheme is essentially based on
the Newcomb idea of successive constructions of change of variable through a Newton–
like method. Those successive changes of variables are carried out to eliminate, in a
super–exponentianlly increasing manner, the fast phase variables. A KAM scheme of
course encounters the small divisor problem that Poincaré faced. Netherless, the super–
exponentianlly decay make the whole scheme converge.
Formally, one is given a symplectic manifold pM,$q, a (smooth) Hamiltonian H : T ˚M Ñ
R. To the Hamiltonian H, is associated a (unique!) smooth vector field, the Hamiltonian
vector field, say XH , given by the equation
$pXH , ¨q “ ´dH .
The smooth vector field XH then generates a flow, say φtH , by the relation
d
dt
φtH “ XH ˝ φtH . (1.0.1)
In particular, ifM “ RdˆTd and $ “ dy1^dx1`¨ ¨ ¨`dyd^dxd, then XH “ p´BxH, ByHq
and, therefore, the equation (1.0.1) reads#
9y “ ´BxH
9x “ ByH , φ
t
H “ pyptq, xptqq . (1.0.2)
Then, to construct quasi–periodic trajectories for the Hamiltonian system (1.0.1), one
looks for a change of variable φ1 : py1, x1q ÞÑ py, xq “ φ1py1, x1q, with the following properties
paq φ preserves the Hamiltonian structure of (1.0.1). More precisely, φ preserves the
symplectic form i.e. φ˚$ “ $ ;
6
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pbq φ conjugates φtH to a linear flow:
φ´1 ˝ φtH ˝ φpy, xq “ py, ωt` xq , with ω :“ ByHpy, xq . (1.0.3)
However, one does not solve directly (1.0.3). Instead, one conjugates the Hamiltonian
itself i.e. construct φ in such away that
H ˝ φpy1, x1q “ H˚py1q , (1.0.4)
as the latter is much easier to carry out than the former. Once (1.0.4) holds, by the
property paq, (1.0.3) follows (see for instance [MZ05] for details).
The numerical property of the frequency or winding number ω plays a crucial role in
the construction of the invariant tori. The most common assumption is the Diophantine
property. A vector ω P Rd is said pα, τq–Diophantine if
|ω ¨ k| ě α|k|τ1 , @ k P Z
dzt0u, (1.0.5)
where |k|1 “ |k1| ` ¨ ¨ ¨ ` |kd|.
Facts Let
∆τα :“
"
ω P Rd : |ω ¨ k| ě α|k|τ1 , @k P Z
dzt0u
*
,
and
∆τ :“
ď
αą0
∆τα ,
be the set of all pα, τq–Diophantine vectors. Thus
piq If τ ă d´ 1, then ∆τ “ H (see [Cas57]);
piiq If τ “ d´1, then the set ∆τ has zero Lebesgue–measure, but is of Hausdorff dimen-
sion d. In particular, the intersection of ∆τ with any open set has the cardinality of
R (see [Sch66, Sch69]);
piiiq If τ ą d´ 1, then the Lebesgue–measure of Rdz∆τ is zero. In fact,
meas pBRp0qz∆ταq ď
¨˝ ÿ
kPZdzt0u
2d
?
d
|k|τ`11
‚˛Rd´1 α , @ R,α ą 0. (1.0.6)
As soon as the existence of invariant tori is established, one can speak of Kolmogorov
sets, which turn out to be very big. A Kolmogorov set associated to a Hamiltonian H
7
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is an union of its invariant maximal KAM tori. A maximal KAM torus for H is an
embedded, Lagrangian, Kronecker torus with Diophantine frequency ω. A Kronecker
torus with frequency ω is an embedded torus on which the H–flow is conjugated to the
linear flow
Rˆ Td Q pt, xq ÞÑ x` ωt .
In this thesis, we are mainly concerned with “sharp” measure estimates of Kolmogorov
sets, with emphasize on the dependence of those measure estimates upon the geometry of
the domain.
Moser introduced in [Mos67] the original idea of parametrizing a non–degenerate quasi–
integrable Hamiltonian by the frequency vectors and then apply the KAM technics (see
also [Pös01, Pös82]). In [Pös01], the author made a short discussion of the measure of
the complement of Kolmogorov set. Then, very recently, Biasco and Chierchia [BC18],
give a detailed proof of the measure estimate result in [Pös01] and show how this measure
estimate depends upon the domain. We revisit the paper [Pös01] in this thesis and
our computation in particular fixes a small gap in the statement of [Pös01] (see §4. of
Remark 2.1.5 below).
Arnold’s scheme [Arn63a, Arn63b] can be summarized as follows. Let K and P be real–
analytic in D0 :“ Dr0py0q ˆ Tds0 , with K integrable and such that
Kypy0q “: ω P ∆τα and detKyypy0q ‰ 0,
with α ą 0 and τ ą d ´ 1. Thus, the torus Tω,0 :“ ty0u ˆ Td is a KAM torus for K on
which its flow φtK is linear:
φtKpy0, xq “ py0, ωt` xq.
Then, the idea of Arnold is to construct a near–to–identity symplectic change of variables
φ1 : D1 :“ Dr1py1q ˆ Tds1 Ñ D0 ,
with D1 Ă D0 such that #
H1 :“ H ˝ φ1 “ K1 ` ε2P1 ,
ByK1py1q “ ω, det B2yK1py1q ‰ 0 .
(1.0.7)
And for ε small enough, one can iterate the process and build a sequence of symplectic
transformations (j ě 1)
φj : Dj :“ Drjpyjq ˆ Tdsj Ñ Dj´1 , Dj Ă Dj´1 ,
8
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and satisfying #
Hj :“ H ˝ φj “ K1 ` ε2jPj ,
ByKjpyjq “ ω, det B2yKjpyjq ‰ 0 .
(1.0.8)
In performing this construction, one is first attempt to solve the linear PDE
ByKjpyq ¨ Bxgj ` Pjpy, xq “ function of y exclusively, (1.0.9)
where gj is a generating function for φj. But (1.0.9) does not admit solution, because of
small divisor problem (see [Chi12] for more discussion). The key idea of Arnold is then to
solve only a truncated version of (1.0.9), with the order of truncation large enough so that
the error one commits by solving approximately (1.0.9) is of order the square of the size of
the perturbation. The truncation is the origin of the logarithmic correction in the small-
ness condition required in order to iterate infinitely many times the Arnold process. In
particular, the Lebesgue–measure estimate of the complementary of the Kolmogorov set
one gets from Arnold’s scheme is Op?ε plog ε´1q3pτ`1q{4q. This estimate is not the optimal
one, which is Op?εq (see for instance [BC18], where the constant in front of ?ε in the
optimal measure estimate is computed explicitly and the proof uses the KAM Theorem à
la Moser). The task of getting rid of the logarithmic correction in the Arnold’s scheme is
not obvious. The first paper in this direction is the sketchy 7–pages paper [Nei81], where
Neishtadt outlines how to overcome the logarithmic correction. The approach we adopt
here is essentially equivalent to the one in [Nei81] though conceptually different. Indeed,
in our scheme we fix the frequencies of the tori we build up from the beginning once for
all. Instead, in [Nei81] as well as in the original paper by Arnold [Arn63b], the tori as
well as their respective frequencies are constructed iteratively.
Moreover, in our approach, we focus on the smallest possible α i.e. the situations where the
square–root of the sizes of the perturbations are proportional to the Diophantine constant
α of the frequency of the tori. We then discuss the measure estimate of the Kolmogorov
set we build up. The sharpness of the measure of the Kolmogorov set is in fact intimately
related to the power of the Diophantine constant α in the smallness condition under
which one performs the KAM scheme. Recently, Villanueva [Vil08] revisited the classical
Kolmogorov scheme and succeed to cut down the power of α in the smallness condition,
from 4 to the optimal which is 2; but with no measure estimate of Kolmogorov set
discussion. See also [Vil18] where he got the exponent 2 for α in the smallness condition,
in the framework of exact symplectic maps in Euclidean spaces of even dimensions.
9
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1.1 Main results
As a basic rule in this thesis, we compute explicitly all the KAM constants. Investigat-
ing the explicit dependence of the “KAM constants” upon the parameters in a quasi–
integrable Hamiltonian system is of great interest, not only in view of its applications
(for instance to the n–body problem [CC06], to geodesic flows on surfaces, etc ) but also
for the discussion of explicit measure estimates of Kolmogorov sets. The content of this
thesis can be described very roughly as follows:
piq We prove three quantitative KAM normal forms following closely the original ideas
of the pioneers Kolmogorov, Arnold and Moser. We compute in particular explicitly
all the KAM constants in them and fix physical dimension issues by rescaling
conveniently various quantities. Then, we compare those three quantitative KAM
normal forms on a simple mechanical system.
piiq We give detailed proof of how to get rid of the logarithmic correction in the Arnold’s
scheme and then use it to prove an explicit and “sharp” Theorem of integrability
on Cantor–type set.
piiiq We prove three types of sharp measure estimate of Kolmogorov sets. In the first
one, we adopt the global approach which consists in constructing the Kolmogorov set
in a given bounded domain and then estimate its measure. In the two others, we slice
the domain into relatively small cubes with equilength sides. In each of those cubes,
we construct a Kolmogorov set associated to the restriction of the Hamiltonian to
such a cube and estimate its measure. Then, we sum up the local Kolmogorov sets
constructed.
One of the local approaches follows the idea in [BC18] and recover its result.
In the second local approach, we introduce a geometric integer constant of a set
which is the minimal number of cubes one needs to cover the set by cubes with the
same side–length, centered on the set and with total “volume” not exceeding some
fixed amount. This third approach is somehow more intrinsic.
piqMore precisely, we prove in Theorem 2.1.1 (following Kolmogorov’s proof in [Kol54a],
scheme to which a complete proof was given in [Chi08, Chi12]) that for any small enough
perturbation of a non–degenerate Kolmogorov normal form, there exists a symplectic
change of variables such that in the new variables, the Hamiltonian reduced to a Kol-
mogorov normal form.
We prove in Theorem 2.1.2 (following Arnold [Arn63a] and basing on [Chi08, Chi12])
that, under a sufficiently small perturbation, with size say ε, of a non–degenerate inte-
10
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grable Hamiltonian system, the majority ( 1´Op?ε plog ε´1q3ν{4q of the total Lebesgue–
measure) of the invariant, Lagrangian, Kronecker tori with Diophantine frequencies of the
integrable system persist, being only slightly deformed.
In Theorem 2.1.4, we prove (following Moser[Mos67] and basing on [Pös01]) that on a
bounded domain, the totality of the invariant maximal KAM tori of the linear normal
form, whose frequencies are far enough from the boudary persist under any small enough
perturbation. These tori are just a little bit deformed and persist as invariant maximal
KAM tori, not of the perturbed Hamiltonian itself, but of the perturbed Hamiltonian plus
a small shift of the frequency.
In Chapter 3, we compare the explicit KAM mormal forms on a simple mechanical
Hamiltonian and compute the numerical values of the thresholds within these Theorems
in a concrete case.
In Theorem 4.2.1, we prove an explicit Theorem of integrability on a Cantor–like
set. Namely, for any given sufficiently small perturbation of a non–degenerate integrable
Hamiltonian on a bounded domain, we construct a C8–symplectomorphism which con-
jugates the perturbed Hamiltonian to an integrable Hamiltonian on a Cantor–like set.
The Cantor–like set is equipotent to the set of phase points which are at some minimal
distance from the boundary and such that their image by the Jacobian of the unperturbed
part are Diophantine vectors, with fixed Diophantine parameters. Moreover, the ratio of
their respective Lebesgue–measures minus 1 is small with the size of the perturbation.
piiq In Theorem 5.2.1, we prove a refinement of the Arnold’s Theorem by overcoming the
logarithmic correction looming from the original scheme. Indeed, we prove that, for any
small enough perturbation of a non–degenerate integrable Hamiltonian system, most of
(1´Op?εq of the total Lebesgue–measure, where ε is the size of the perturbation) of the
invariant maximal KAM tori of the integrable system persist, up to a small deformation.
To do so, we isolate the smallness parameter ε from the super–exponential parameter
so that, and this is the whole point, as soon as ε is chosen conveniently to perform the
scheme one time, one can iterate infinitely many times without any other requirement
and, in particular, ε “disappears” once for all from the second step on.
In Theorem 6.2.1, we prove an explicit, intrinsic and sharp integrability Theorem on
a Cantor–like set. Namely, given any small enough, real–analytic perturbation of a non–
degenerate integrable Hamiltonian on a bounded domain, we build-up a transformation,
C8 in the Whitney sense and symplectic. Actually, the two Cantor–like sets are lipeo-
11
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morphic1. In those new variables, the nearly–integrable Hamiltonian becomes integrable
on a Cantor–like set. The Cantor-like set is equipotent to the set of phase points which
are far enough from the boundary and which images through the Jacobian of the un-
perturbed part are pα, τq–Diophantine, for some α ą 0 and τ a number larger than the
half–dimension minus one. In particular, we get a family of invariant maximal KAM torus
which complement has a Lebesgue–measure bounded from above by a constant propor-
tional to α.
piiiq The novel part of the present thesis consists mainly in Part II and, in particular and
more interestingly, the various “sharp” and geometric measure estimates of the unstable
sets within a Hamiltonian system we provide.
1.1.1 Measure estimate I
Then, we derive in Theorem 6.2.2 the following. Let D Ă Rd be a non–empty bounded
domain with smooth boundary BD and a small enough α ą 0, depending on the geometry
of the hypersurface BD . Let H be a sufficiently small perturbation, of order Opα2q, of a
non–degenerate integrable Hamiltonian K. Then, the set I left out of the H– invariant
maximal KAM tori is bounded in measure by
meas pI q ď p3piqd T032dσ0
ˆ
2 Hd´1pBDq α ` Cpd, σ0,T0,RBDq α2 ` meas pDδzDδ,αq
˙
(1.1.1)
“ Opαq , (1.1.2)
where2 Hd´1 denotes the pd ´ 1q–dimensional Hausdorff measure (or equivalently, the
pd´1q–surface area), RBD denotes the curvature tensor of BD , σ0 is the loss of analyticity,
T0 is the norm of the inverse of the Hessian Kyy of the unperturbed part,
δ :“ αT032dσ0 ,
Dδ :“ ty P D : dist py, BDq ě δu ,
Dδ,α :“ ty P Dδ : Kypyq P ∆ταu ,
Cpd, σ0,T0,RBDq :“ T016dσ0
r d´12 sÿ
j“1
k2jpRBDq
1 ¨ 3 ¨ ¨ ¨ p2j ` 1q δ
2j´1 ,
1i.e. there exists a bijective Lipschitz continuous function from one onto the other.
2See Appendix F for the definitions.
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with k2jpRBDq, the p2jq–th integrated mean curvature of BD in Rd.
Remark 1.1.1 (i) The first two terms of the r.h.s. of (1.1.1) arise from the estimation of the
δ–strip around BD , DzDδ, out of which we construct the family of invariant KAM tori. Notice
that the last term meas pDδzDδ,αq is of order Opαq by (1.0.6), whence (1.1.2) holds.
(ii) The estimate (1.1.1) might be seen as a “sharp” version of the measure estimate of the
invariant set in the Two–scale KAM Theorem of [CP10].
The following is proven in Theorem 6.4.2. Let H “ Kpyq ` ε P py, xq be a perturbation
of a non–degenerate integrable Hamiltonian K, where D a non–empty, bounded subset of
Rd and K,P two real analytic function on DˆTd with bounded extension to Dr0pDqˆTds0 ,
for some r0 ą 0 and 0 ă s ď 1. We prove that, for a sufficiently small ε (with explicit
upper–bound), one can construct by “localization” argument a family of H–invariant
maximal KAM torus, say K , which complement has a Lebesgue–measure of order Opαq
and estimated in two ways as follows.
1.1.2 Measure estimate II
More specifically, we show one hand that the Kolmogorov set K is bounded in measure
from above (in the spirit of [BC18]) by
meas
`pDˆ TdqzK ˘ ď C p1 p diamD` `qd α ,
with C a positive universal constant depending only upon the dimension d and τ ,
p1 :“ ϑ η
2 T
σ0 r0
,
` :“ r026dη2 ,
η :“ TK ě 1 ,
ϑ :“ K
d
%
ě 1 ,
% :“ inf
yPD | detKyypyq| ą 0 ,
0 ă σ0 ă 25´2τ d s0 ,
T :“ sup
yPD
}Kyypyq´1} ,
K :“ }Kyy}r0,D .
13
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This provides an alternative proof to the result in [BC18] (alternative in the sense that the
proof in [BC18] is based upon Moser’s idea while here, we use Arnold’s scheme) and our
proof is somehow more complete as we compute explicitly all the constants while [BC18]
refers to [Pös01], where the constants are left implicit.
1.1.3 Measure estimate III
On the other hand, in a more intrinsic way, we build up (under the same basic assumptions
as above) a family K of H– invariant maximal KAM torus such that
meas
`pDˆ TdqzK ˘ ď C 1 ϑ T
σ0
n
1
d
D meas pDq
d´1
d α ,
with σ0, ϑ, T as in §1.1.2, C a positive universal constant depending only upon the
dimension d and τ , and nD P N a “covering number” of D defined morally as follows.
Given R ą 0, define the set CR of coverings of D by cubes as follows: F P CR if and only
if there exists nF P N and nF cubes, say Fi, 1 ď i ď nF , of equal side–length 2R, centered
at a point yi P D and such that
F “  Fi : 1 ď i ď nF( and D Ă nFď
i“1
Fi .
Then define
R :“
"
R ą 0 : CR ‰ H and inf
FPCR
nF p2Rqd ď 2d meas pDq
*
and
nD :“ min
RPR min
"
nF : F P CR and nFRd ď meas pDq
*
.
Remark 1.1.2 In the above definition of “covering number”, one could replace the coefficient
2d in front of meas pDq in the definition of R by κ ą 1, leading to
Rκ :“
"
R ą 0 : CR ‰ H and inf
FPCR
nFR
d ď 2´dκ ¨ meas pDq
*
and
nD,κ :“ min
RPRmin
"
nF : F P CR and nFRd ď 2´dκ ¨ meas pDq
*
.
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1.2 Notations and set up
Fix3 d P Nzt1u. Let Ω Ă Rd be non-empty and bounded domain with piecewise smooth
boundary and Td :“ Rd{2piZd, the d–dimensional torus.
Given h, r, s, α, ε0, τ ą 0, n, p P N, y0 P Cd and a non-empty A Ă Cd, A1 Ă Rd, we define
the following. Let4
∆τα :“
"
ω P Rd : |ω ¨ k| ě α|k|τ1 , @ 0 ­“ k P Z
d
*
, (1.2.1)
be the set of pα, τq–Diophantine numbers, where |k|1 :“
dÿ
j“1
|kj| is the 1–norm on5 Cd and
Ωα :“
"
ω P ΩX∆τα : dist pω, BΩq :“ min
ω˚PBΩ
|ω ´ ω˚| ě α
*
,
where | ¨ | is some norm on Cd; everywhere in this thesis, we shall use
|x| :“ max
1ďjďd |xj|,
the sup–norm on Cd, except in §2.1.4 where we shall use | ¨ | “ | ¨ |1. Let6
J :“
ˆ
0 ´1d
1d 0
˙
,
pDdrpy0q :“  y P Cd : |y ´ y0|1 ă r( ,
Ddrpy0q :“
 
y P Cd : |y ´ y0| ă r
(
,
DdrpAq :“
ď
y0PA
Ddrpy0q ,
Bdr pA1q :“ Rd XDdrpA1q ,
Tds :“
 
x P Cd : | Im x| ă s( {2piZd ,
Ddr,spy0q :“
 
y P Cd : |y ´ y0| ă r
(ˆ Tds ,
Ddr,s :“ Ddr,sp0q ,
Ωα,h :“
ď
ωPΩα
Dhpwq ,
Wr,s,ε0 :“ Ddrs,s ˆ tε P C : |ε| ă ε0u ,
3For us, N :“ t1, ¨ ¨ ¨ u, N0 :“ t0, 1, ¨ ¨ ¨ u.
4As usual ω ¨ k :“ ω1k1 ` ¨ ¨ ¨ ` ωdkd.
5And in general on Cd as well as on all its subsets (Rn, Zn, Nn, etc).
6We shall nevertheless drop the dimension d as it is fixed once for all, and write Brpy0q instead of
Bdr py0q, etc .
15
Comlan E. Koudjinan
where 1d :“ diag p1q is the unit matrice of order d.
CdˆCd will be equipped with the canonical symplectic form $ :“ dy^ dx “ dy1^ dx1`
¨ ¨ ¨ ` dyd ^ dxd.
Given a linear operator L : pV1, } ¨ }q Ñ pV2, } ¨ }q, its “operator–norm” is given by
}L} :“ sup
xPV1zt0u
}Lx}
}x} , so that }Lx} ď }L} }x} for any x P V1.
Let Ar,spy0q (resp. Br,spy0q, Ar,s,h,d, Br,s,ε0) be the set of real–analytic functions f onpDrpy0qˆTds (resp.Dr,sˆΩα,h, Wr,s,ε0) with finite norm ~f~r,s,y0 (resp. }f}r,s,y0 , }f}r,s,h,d, }f}r,s,ε0),
defined below. Let
A0r,spy0q :“
"
f P Ar,spy0q : xfy :“ 1p2piqd
ż
Td
fpy, xq dx “ 0, @y P pDrpy0q* ,
A0r,s,h,d and B0r,s,ε0 are defined analogously. Given ω P Rd and f P Ar,spy0q
ŤAr,s,h,dŤBr,s,ε0 ,
we define
Dωf :“ ω ¨ fx “
dÿ
j“1
ωjfxj ,
write7
f “
ÿ
kPZd
fk e
ik¨x “
ÿ
kPZd,lPNd
fl,k e
ik¨xpy ´ y0ql,
where fk :“ 1p2piqd
ż
Td
fpxq e´ik¨x dx “:
ÿ
lPNd
fl,k py ´ y0ql, k P Zd, define
Tκf :“
ÿ
|k|1ďκ
fk e
ik¨x, κ P N
and define on Ar,spy0q (resp. Br,spy0q, Ar,s,h,d, Br,s,ε0), the norms8
~f~r,s,y0 :“
ÿ
k,lPZd
|fl,k|1 es|k|1r|l|1
˜
resp. } ¨ }r,s,y0 :“ sup
Dr,spy0q
|f |,
} ¨ }r,s,h,d :“ sup
Dr,sˆΩα,h
|f |, } ¨ }r,s,ε0 :“ sup
Wr,s,ε0
|f |
¸
.
7As usual, py ´ y0ql :“
dź
j“1
pyj ´ y0jqlj . Here, and henceforth, e :“ expp1q denotes the Neper number
and i a complex–square–root of ´1: i2 “ ´1.
8Notice that the above definitions apply also to vector–valued real analytic functions i.e. f :“
pf1, ¨ ¨ ¨ , fnq with tfjunj“1 Ă Ar,spy0q, etc.
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Moreover, for a matrix–valued periodic functions Lpy, xq, we define9
~L~r,s,y0 :“ sup|a|1“1~Lp¨, ¨qa~r,s,y0 .
and for a given f P Ar,s,y0 , the Fourier’s norm of the 3–tensor B3xf is given by
B3xfr,s,y0 :“ sup|b|1“|c|1“1
dÿ
j“1
 dÿ
k,l“1
B3f
BxjBxkBxl blck

r,s,y0
.
Given a map ϕ : A Ă Cn Ñ Cp, its Lipschitz constant is defined by
}ϕ}L,A :“ sup
x,yPA,x‰y
|ϕpxq ´ ϕpyq|
|x´ y| ď 8.
1.3 General remarks
1. We have chosen the norms for simplicity but any others10 “algebra norms” maybe
be used.
2. As we are going to compare the four theorems on a concrete Hamiltonian and since
we use two different norms, we need a kind of equivalence between them. Indeed,
we have, for any r ą 0, 0 ă σ ă s
}f}r,s´σ,y0 ď ~f~r,s´σ,y0 “
ÿ
n,mPZd
|fm,n|1 eps´σq|n|1r|m|1
ď
ÿ
n,mPZd
d}f}r,s,y0
r|m|1
e´s|n|1 eps´σq|n|1r|m|1
“ d}f}r,s,y0
ÿ
nPZd
e´σ|n|1
“ d}f}r,s,y0
˜ÿ
kPZ
e´σ|k|
¸d
“ d}f}r,s,y0
ˆ
1` 2
e´σ ´ 1
˙d
“ d}f}r,s,y0 tanhd
´σ
2
¯
.
9With an analogous definitions with the other norms. For instance, }L}r,s,y0 :“ sup|a|“1 }Lp¨, ¨qa}r,s,y0 .
10An algebra norm is a norm satisfying }x ¨ y} ď }x}}y}, for any x and y.
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3. Through the present thesis, we shall denote by C (resp. c), at any place (with index
or not), a constant depending (eventually) only on d, τ and ν¯ (see below) and greater
(resp. less) or equal than 1 i.e. C “ Cpd, τ, ν¯q ě 1 (resp. c “ cpd, τ, ν¯q ď 1).
18
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2 | Quantitative KAM normal forms
2.1 Statement of the explicit KAM normal forms
theorems
2.1.1 Kolmogorov’s normal form
2.1.1.1 Assumptions
Let α, r, ε0 ą 0, τ ě d´ 1, 0 ă 2σ ă s ď 1 and
s˚ :“ s´ 2σ.
Let’s consider a hamiltonian H P Br,s,ε0 such that Kpy, xq :“ Hpy, x; 0q has the form11
K “ K` ω ¨ y `Qpy, xq with Q “ Op|y|2q, K P R, and (2.1.1)
ω P ∆τα i.e. ω is pα, τq–diophantine. (2.1.2)
Furthermore, assume that K in (2.1.1) is non–degenerate in the sense that12
det
@B2yQp0, ¨qD ‰ 0 .
Write
H “: K ` εP
and set
M :“ }P }r,s,ε0 , T :“
@B2yQp0, ¨qD´1.
11As usual, ω ¨ y “ ω1y1 ` ¨ ¨ ¨ ` ωdyd; Q “ Op|y|2q means that Bmy Qp0, xq “ 0 for all m P Nd with
|m|1 ď 1, where Bmy “ B
|m|1
Bym11 ¨¨¨Bymdd
and |m|1 “ m1 ` ¨ ¨ ¨ `md.
12x¨y being the average over Td.
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Finally define
E :“ 2pE :“ 2 max `r|ω|, }Q}r,s,ε0 , |ω|2}T }˘ ,
W :“ diag p|ω|1d, rσ|ω|1dq,
r˚ :“ rps´ 2σq,
B˚ :“ Br˚p0q,
C0 “ 2d`1´2τ
a
Γp2τ ` 1q ,
C1 :“ 2 ¨ 3τC0,
C2 :“ 2dC1 ` 2´pτ`1q,
C3 :“ dC2 ` 2´pτ`2q,
C4 :“ C2 ` 2´2C1,
C5 :“ 3τdC0
`
2dC4 ` 2´pτ`3q
˘
,
C6 :“ 2´pτ`2qC4 ` C5,
C7 :“ 32dC5 ` 81 ¨ 2
´pτ`3qd3C4 ` 9 ¨ 2´p2τ`5qd2,
C8 :“ 18C7,
C9 :“ 9d2C26 ` 3 ¨ 2´p2τ`5qdC6,
ν¯ :“ 4τ ` 10,
ν :“ 4τ ` 12,
C¯ :“ max `2´p2τ`5qC8,C9˘ ,rC :“ d `3dC¯` 2´p2τ`6qC7˘ ,
C7 “ C7pd, τq :“ 9d ¨ 2
4τ`23
5
`
3dC¯` 2´p2τ`6qC7
˘
,
c “ cpd, τq :“ 1C7 ,pC :“ 6d5 `3dC¯` 2´p2τ`6qC7˘ ,
C “ Cpd, τq :“
pC
3C¯
,
L¯ :“ C¯E7σ´ν¯r´7α´4|ω|´3M,
L˜ :“ rCE8σ´νr´8α´4|ω|´4M,
L :“ 65r
´2|ω|´2L˜E2 “ C73 ¨ 2ν
pE10σ´νr´10α´4|ω|´6M,
21
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2.1.1.2 Statement of the KAM Theorem
Theorem 2.1.1 (Komogorov [Kol54a], pg. 52) Under the assumptions in §2.1.1.1,
the following hold. There exists a real–analytic symplectomorphism φ˚ : B˚ ˆ Td intoÝÑ
Brp0q ˆ Td, depending analytically also on ε P p´ε˚, ε˚q, with
ε˚ :“ min
´
ε0, c pE´9σ4τ`13r10α4|ω|6M´1¯ ,
such that φ˚|ε“0 is the identity map and, for any |ε| ă ε˚,
H ˝ φ˚py1, x1q “ K˚py1, x1; εq :“ K˚pεq ` ω ¨ y1 `Q˚py1, x1; εq, with Q˚ “ Op|y1|2q
and
CE3
r3|ω|3σ2 }Wpφ˚ ´ idq}r˚,s˚,ε˚ , |K´K˚|ε˚ , }Q´Q˚}r˚,s˚,ε˚ , |ω|
2}T ´ T˚} ď |ε|L3σ .
(2.1.3)
2.1.2 KAM Theorem après Arnold
2.1.2.1 Assumptions
Let α, r0 ą 0, τ ě d ´ 1, 0 ă 2σ0 ă s0 ď 1, y0 P Rd and consider the Hamiltonian
parametrized by ε P R
Hpy, x; εq :“ Kpyq ` εP py, xq,
with
K,P P Br0,s0py0q .
such that
ω :“ Kypy0q P ∆τα , detKyypy0q ­“ 0. (2.1.4)
Set
T :“ Kyypy0q´1, M0 :“ }P }r0,s0,y0 , K0 :“ }Kyy}r0,y0 , T0 :“ }T } .
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Finally, for a given ε ­“ 0, define13
W0 :“ diag
ˆ
max
"
K0
α
,
1
r0
*
1d,1d
˙
,
η0 :“ T0K0 ,
ν :“ τ ` 1 ,
C0 :“ 4
?
2
ˆ
3
2
˙2ν`d ż
Rd
`|y|ν1 ` d|y|2ν1 ˘ e´|y|1dy ,
C1 :“ 2
ˆ
3
2
˙ν`d ż
Rd
|y|ν1 e´|y|1dy ,
C2 :“ d438pd´1q ,
C3 :“ d2C21 ` 6dC1 ` 1 ,
C4 :“ max tC0, C3u ,
C5 :“ 22pν`dq`11325´2d2 ,
C6 :“ max
 
32d , 10´νC7
(
,
C7 :“ maxtC2 , C4u ,
C8 :“ 3 ¨ 5ν C6 ,
C9 :“ 3 ¨ 5
2ν`1?2
8 C6 ,
C10 :“ max
#
1 ,
ˆ
3d ¨ 25´d
5
˙ 1
4
+
,
C11 :“ C
2
5C9C10
3 ,
s˚ :“ s0 ´ 2σ0 ,
p1 :“ C8 η0 σ´p3ν`2d`1q0 max
"
1, α
r0K0
*
,
p2 :“ C11 η
17
4
0 σ
´p4ν`2dq
0 ,
ε7 :“ min
#
e´1 , exp
˜
´σ05
ˆ
12
?
2
5
αT0
r0
˙ 1
ν
¸+
,
µ0 :“ K0|ε|M0
α2
.
13Notice that
ż
Rd
|y|τ1 e´|y|1dy ě
ż
t|yj |ě1:j“1,¨¨¨ ,du
|y|τ1 e´|y|1dy ě dτ
˜ż
t|y1|ě1u
e´|y1|dy1
¸d
“
“ dτ `2 e´1˘d ě dd´1 `2 e´1˘d “ d d2´1 ´2?d e´1¯d ą 1 because τ ě d´ 1 ě 1. Thus, C0 ą 1 and C1 ą 1.
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2.1.2.2 Statement of the KAM Theorem
Theorem 2.1.2 (Arnold [Arn63a]) Under the assumptions in §2.1.2.1, the following
hold. For any given ε satisfying$’’&’’%
µ0 ď ε7 ,
p1 ¨max
!
1 , p2 µ0
`
log µ´10
˘2ν) ¨ µ0 `log µ´10 ˘ν ă 1 , (2.1.5)
there exist y˚ P Br0py0q and an embedding φ˚ : Td Ñ Dr0,s0py0q, real–analytic on Tds˚ and
close to the trivial embedding
φ0 : x P Td Ñ py˚, xq P Dr0,s0py0q,
such that the d–torus
Tω,ε :“ φ˚
`
Td
˘
(2.1.6)
is a non-degenrate invariant Kronecker torus for H i.e.
φtH ˝ φ˚pxq “ φ˚px` ωtq. (2.1.7)
Moreover,
|W0pφ˚ ´ idq| ď σd`10 , (2.1.8)
uniformly on ty˚u ˆ Tds˚ .
Remark 2.1.3 It is not difficult to see that Theorem 2.1.2 is stronger than Theorem 2.1.1.
Indeed, let the assumptions in §2.1.1.1 hold. Then, Taylor’s expansion yields Hpy, xq “ K7pyq`
P 7py, xq, where
K7pyq :“ K` ω ¨ y ` 12pT
´1yq ¨ y ,
P 7py, xq :“ 12
`pB2yQp0, xq ´ T´1qy˘ ¨ y ` 3 ÿ
|β|1“3
yβ
ż 1
0
p1´ tq2
β! B
β
yQpty, xq dt` εP py, xq .
Thus,
K7yp0q “ ω P ∆τα , detK7yyp0q “ detT´1 ­“ 0 and }P 7}r,s,ε0 “ Opr2q `Opεq .
Consequently, by choosing r proportional to
?
ε, one can apply Theorem 2.1.2 and recover
Theorem 2.1.1.
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2.1.3 KAM Theorem après J. Moser (following J. Pöschel)
2.1.3.1 Assumptions
Let r, h ą 0, 0 ă s ď 1 and consider the hamiltonian parametrized by ω
Hpy, x, ωq :“ NpI, ωq ` P py, x, ωq where Npy, ωq :“ K0pωq ` ω ¨ y, with K0, P P Ar,s,h,d ,
and XH and XN the hamiltonian vector fields associate to H and N respectively with
respect to the canonical symplectic form $. Let φtH and φtN be the hamiltonian flow
associate to H and N respectively. We have then, φtNpy, xq “ py, x` ω ¨ tq. Let14
α ą 0, ν ą ν¯ “ τ ` 1 ą d,  :“ }P }r,s,h,d , β :“ 1´ ν ´ ν¯
νν¯
,
c¯ :“ min
ˆ
1, ν ´ ν¯
νν¯
e
˙
, B :“ Brp0q , W :“ diag
`
r´11d, 20s´11d
˘
,
ĂW :“ diag `20´ν¯αsν¯r´11d, 20´ταsτ1d,1d˘ ,
14Notice that one could use any 1 ą β ě 1´ 1ν¯ ` 1ν .
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and define15
C0 :“ 2d`1´2τ
a
Γp2τ ` 1q ,
C1 :“ 4 e3 ,
C2 :“
d´1ÿ
j“0
pd´ 1q!
pd´ 1´ jq!pd´ 1qj`1 ,
C3 :“ 4pd` 1qC0 ,
C4 :“ 16pd` 1qC0 ,
C5 :“ 16p6C1 ` 1qC3 ,
C6 :“ 2dC5
8ÿ
j“0
2´2ν¯
´p 32qj´j´1¯´j,
C7 :“ 36dpd` 1qp6C1 ` 1q exp
˜
36dpd` 1qp6C1 ` 1q
C6
8ÿ
j“0
2´ν¯
´
2p 32qj´j´2
¯¸
,
C8 :“ C7
8ÿ
j“0
2´ν¯
´
2p 32qj´j´2
¯
´j
,
C9 :“ max
ˆ
1, 6C1 ` 12C0
˙
,
C10 :“ 9 ¨ 4ν¯
`
max
 
48dpd` 1q2C0, 4dpd` 1qC2
(˘2
,
C11 :“ exp
˜
1
2
˜ˆ
2ν¯
c¯
˙1{β
` 120
¸¸
,
C12 :“
ˆ
2
c¯
˙ν ´
2 e 140C6
¯ν{ν¯
,
C13 :“ exp
˜
1
2
˜ˆ
C0
6C1 ` 1
˙1{ν¯
` 120
¸¸
15Γpzq :“ ş80 tz´1 e´tdt, Re z ą 0 is the Euler’s gamma function. Notice that if τ ě d ´ 1 then
C0 ě 2d`1´2τ
a
4r2τs´3 ¨ 6 ě ?3, where r2τ s denotes the integer part of 2τ .
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and16
C “ Cpd, τq :“ e 140C6,
C˚ “ C˚pd, τq :“ max pC6C9, C8q ,
c “ cpd, τ, ν¯q :“ 20´ν min
˜
1
4ν¯C10
,
20ν e 140
C11
,
e
1
40
C12
,
20ν
C13
¸
.
(2.1.9)
Finally, let
Φ0 : px, ωq P Td ˆ Rd ÞÑ p0, xq P B ˆ Td,
be the trivial embedding.
2.1.3.2 Statement of the KAM Theorem
Theorem 2.1.4 (Pöschel [Pös01]) Let H, Φ0, , ν, ν¯, C, C˚ and c as in §2.1.3.1 and
assume that
ε :“ 
αr
ď csν and Cε ď h
α
ď 12κν¯0 , (2.1.10)
where
κ0 :“
„
´40 log ε´ 1
s

.
Then, there exist a Lipeomorphism ϕ : Ω Ñ Ω close to the identity and a Lipschitz contin-
uous family of real analytic Lagrangian torus embeddings Φ: Td ˆ Ω Ñ B ˆ Td closed to
the trivial embedding Φ0 such that the following hold. For any ω P Ωα, ΦpTd, ωq is a La-
grangian submanifold and an invariant Kronecker torus for H|ϕpωq with H|ϕpωqpy, x, ωq :“
Hpy, x, ϕpωqq, i.e.
φtH|ϕpωq ˝ Φpx, ωq “ Φpx` ωt;ωq, @x P Td. (2.1.11)
Moreover, ΦpTd, ωq is a Lagrangian submanifold and the maps x ÞÑ Φpx, ωq is real analytic
on Tds
2
for each given ω P Ω and one has uniformly on Tds
2
ˆ Ω and Ω respectively, the
following estimates17
}W pΦ´ Φ0q} , h }W pΦ´ Φ0q}L,Rd ď C˚
}P }r,s,h
rh
, (2.1.12)
}ϕ´ id} , h }ϕ´ id}L,Ω ď C˚
}P }r,s,h
r
. (2.1.13)
16Notice that C12 ą C6. Moreover, if ε ă e 140 minp20νC´111 , C´112 qσν then κν¯0σν¯0 e´κ0σ0 ď ε ă 1{p2C6κν¯0q
and therefore κ0σ ą d´ 1; compare Appendix A, with ϑ “ 12 and ε replaced by Θ e
1
40 .
17Here and in §2.3.3 as well, we shall denote by }f}L,A, the uniform Lipschitz’ semi-norm of the
function f w.r.t the ω–argument (parameter) varying in the set A.
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Remark 2.1.5
1. If one chooses h “ Cr , then the assumption (2.1.10) in Theorem 2.1.4 reduced to
 ď crαsν .
2. Notice that we have some freedom in the choice of C6. Indeed, one just needs to chose
C6 ą C52C0 log 2
8ÿ
j“0
2´ν¯p2µj´j´2q . (2.1.14)
3. To be precise, in Theorem 2.1.4,
Φ: t0u ˆ Td ˆ Ω Ñ B ˆ Td.
4. Notice that the ν in Theorem 2.1.4 is larger than the ν “ τ`1 Pöschel uses in Theorem A
and B in [Pös01]. In fact the Theorem A and B are not valid for ν “ τ ` 1. Indeed18,
assuming the contrary, then for any ε “ αr ď γsν , there would exists κ0 P N such that
κν0σ
ν e´κ0σ ď ε ď 12κν0
, with σ “ s20 . (2.1.15)
But then19, e´κ0σ ď ε i.e. κ0σ ě log ε´1. Hence, we would have, if we take ε “ γsν in
particular, for any 0 ă s ď 1,
1
2
sν
20ν
(2.1.15)ě εκν0σν ě ε
`
log ε´1
˘ν “ γsν `logpγsνq´1˘ν
i.e.
1 ě 2 ¨ 20νγ `logpγsνq´1˘ν , @ 0 ă s ď 1; contradiction.
2.1.4 KAM Theorem après Salamon–Zehnder
2.1.4.1 Assumptions
Let
0 ă sˆ ă s ď s¯ ď 1, σ :“ s´ sˆ2 , r, α, E, Ej,k ě 0, τ ě d´ 1,
where j, k P N. Let’s consider a hamiltonian H P Ar,s¯py0q, for some y0 P Rd and a pair of
real–analytic functions pu, vq on Tds such thatpHyyq´1r,s¯,y0 ď E, BjxBkyHr,s¯,y0 ď Ej,k ,
18We are using here the same notations as in [Pös01].
19Because κ0σ ě 1.
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for any j, k P N and
~u~s ď U, ~v~s ď V and ρ :“ ~v ´ y0~s ă r,
for some
0 ď U ď s¯´ s and V ą 0,
M :“ 1d ` uθ, and H0yypθq :“ Hyy pvpθq, θ ` upθqq
are invertible for each given θ P Td and, defining20,
T :“M´1H0yyM´T ,
xT y is invertible. Let ω P ∆τα and define f and g by"
ω `Dωu´Hypv, id` uq “ f
Dωv `Hxpv, id` uq “ g (2.1.16)
Futhermore, assume that
~M~s ď M,
M´1
s
ď M, ~vθ~s ď rV , ~f~s ď F, ~g~s ď G, |xT y´1| ď rT ,
for some rV , F,G ě 0 and M, M, rT ą 0. Finally, define
pV :“ maxtrV , r ´ ρu,
A1 :“ |ω| , A2 :“ max tA1 , E1,1u ,
A3 :“ max
 
E2,1 , EE1,2A2 , E2E0,3A22
(
,
A4 :“ max
 
E3,0 , EE2,1A2 , E2E1,2A21
(
,
A5 :“ max tA4 , EA1A2u , A6 :“ max
!
A5 , pV A3) ,
A7 :“ max
!
EE0,2 , E0,2 rT) ¨max  α´2E0,2A6 , α´1A3( ,
A8 :“ ps´ sˆq2τ max
"
1 , EA2
r ´ ρ , E0,2
rT , E1,2 rT , EE0,3A2 rT* ,
A9 :“ max tA7 , A8u ,
A˚ :“ max
!
EE0,2 , E0,2 rT) ¨max !α´1F , α´2E0,2pV F , α´2E0,2G) .
20A´T stands for the transpose of the inverse of A: A´T :“ `A´1˘T .
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2.1.4.2 Statement of the KAM Theorem
Theorem 2.1.6 (Celletti–Chierchia [CC97]) Under the assumptions in §2.1.4.1, the
following holds. There exists a polynomial Ξ in ps, σq satisfying
5
4 ď Ξpa, bq ď 21` 88a ď 109, @ 0 ă a ď 1, @ 0 ă b ă
1
2 , (2.1.17)
such that, if
A˚A9M7M
9ps´ sˆq´2p2τ`1q28τ`13τ !4 Ξps, σq ď 1 , (2.1.18)
then there exists pu˜, v˜q, real–analytic on Tdsˆ, A˚–close to pu, vq and solving"
ω `Dωu˜´Hypv˜, id` u˜q “ 0
Dωv˜ `Hxpv˜, id` u˜q “ 0 (2.1.19)
Futhermore, xu˜y “ xuy and the solution pu˜, v˜q is uniquely determined in the A˚–neighborhood
of pu, vq by the condition xu˜y “ xuy.
For a proof, see [CC97].
Remark 2.1.7 Notice that instead of the bound rV on vθ used in [CC97] to define the param-
eters, here we use pV . The point is that, with this change, one is then allowed to chose rV “ 0
when v is constant.
2.2 Some preliminary facts
As we are going to use the same idea as in [Chi90] to extend maps obtained through the
KAM step in the proof of Theorem 2.1.4, we will need a cut–off function.
Lemma 2.2.1 (Cut–Off) Then, for any n P N, there exists a constant Cn ą 0 such that
for any given R ą 0 and a non–empty ∆ Ă Rd, there exists χ P CpCdq X C8pRdq with
0 ď χ ď 1, suppχ Ă ∆R :“
ď
ωP∆
DRpωq, χ ” 1 on ∆R
2
and for any m P Nd with |m|1 ď n,
}Bmω χ}0 def“ sup
Rd
}Bmω χ} ď Cn p|m|1 ` 2q!R|m|1 . (2.2.1)
Proof Let a, b ą 0 such that 0 ă a ď 14 and 12 ` a ď b ď 1´ a. Consider
χ1 : t P R ÞÑ χ1ptq “
#
e
´ 11´t2 if |t| ă 1
0 if |t| ě 1 , χdpωq :“ R
´dNa
dź
j“1
χ1
´ ωj
aR
¯
, with
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Na :“
ˆ
a
ż
R
χ1ptqdt
˙´d
.
Define21
χpωq :“
ż
Rd
χ∆bRpyqχdpω ´ yqdy.
Thus, χ P CpCdq X C8pRdq and
• suppχ Ă ∆R. Indeed, for any ω P Rd, χpωq ą 0 implies that χ∆bRpyq ą 0 and
χdpω ´ yq ą 0 for a.e. y P Rd (with respect to the Lebesgue measure on Rd); which
implies in particular that there exist y0 P Rd and ω˚ P ∆ such that |y0 ´ ω˚| ă bR
and |ω ´ y0| ă aR, so that |ω ´ ω˚| ă pa` bqR ď R i.e. suppχ Ă ∆R.
• χ ” 1 on ∆R
2
. Indeed, let ω P ∆R
2
i.e. |ω´ ω˚| ă R2 , for some ω˚ P ∆. Then, for any
y P Rd,
|ω ´ y| ă aR ùñ |y ´ ω˚| ď |y ´ ω| ` |ω ´ ω˚| ă pa` 12qR ď bR ùñ y P ∆bR.
Hence,
1 ě χpωq ě
ż
BdaRpωq
χdpω ´ yqdy “ Na
ˆ
a
ż
R
χ1ptqdt
˙d
“ 1.
Moreover, for any ω P ∆R and for any n P N, we have22
Bnω1χpωq “
ż
Rd
χ∆bRpyqBnω1χdpω ´ yqdy “
ż
BdaRpωq
χ∆bRpyqBnω1χdpω ´ yqdy
“
ż
BdaRpωq
Bnω1χdpω ´ yqdy “ R´dNa
ż
Rd
Bnω1χ1
´ω1 ´ y1
aR
¯ dź
j“2
χ1
´ωj ´ yj
aR
¯
dy
“ R´dNa
ˆ
paRq´n`1
ż
R
dnχ1ptq
dtn
dt
˙ˆ
aR
ż
R
χ1ptqdt
˙d´1
“
ˆ
paRq´n
ż
R
dnχ1ptq
dtn
dt
˙ˆż
R
χ1ptqdt
˙´1 ˆ
aR
ż
R
χ1ptqdt
˙d
R´dNa
“ paRq´n
ˆż
R
χ1ptqdt
˙´1 ż
R
dnχ1
dtn
ptqdt.
21χ∆bR denotes the characteristic function of the set ∆bR, i.e. χ∆bR ” 1 on ∆bR and χ∆bR ” 0 on
Rdz∆bR.
22In fact, one checks easily that for any m P Nd , }Bmω χ}0 ď }B|m|1ω1 χ}0 “ ¨ ¨ ¨ “ }B|m|1ωd χ}0.
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One checks easily that for any t P R and n P N,
dnχ1
dtn
ptq “ Pnptqp1´ t2q2nχ1ptq,
with P0 :“ 1, P1ptq :“ ´2t and for any n ě 1
Pn`1 :“ p´2` 4np1´ t2qqtPnptq ` p1´ t2q2dPn
dt
ptq,
and one has, for any n ě 1,
degpPnq “ 3n´ 2.
The existence of the sequence pCnqn then follows easily and in particular, by choosing
a “ 14 and, then, b “ 34 , we can take23
C1 :“ 2 e
2
3!a
ż
R
ˇˇˇˇ
dχ1
dt
ˇˇˇˇ
ptqdt “ 4 e3 (2.2.2)
and
2 e2
4!a2
ż
R
ˇˇˇˇ
d2χ1
dt2
ˇˇˇˇ
ptqdt ď 4 e
2
3 ¨ 8
ż 1
0
1
p1´ tq4 e
´ 12p1´tqdt
“ 32 e
2
3
ż 8
1
s4 e´
s
2ds “ 832 e
3
2
3 “: C2.
The following lemma establishes a bound on the Lipschitz constant of a map obtained as
the composition of infinetly many Lipschitz maps and will be used to prove the Lipschitz
continuity of the map in Theorem 2.1.4, obtained through the infinite iterative KAM
scheme.
Lemma 2.2.2 Let pX , } ¨ }q be a real or complex normed vector space, Lj : X Ñ X be a
sequence of invertible linear operators and pgjqjě0 be a sequence of Lipschitz continuous
maps from X to itself. Define
lj :“ }Ljpgj ´ idqL´10 }L,X , G0 :“ id, Gj`1 :“ g0 ˝ ¨ ¨ ¨ ˝ gj,
Lj :“ }L0pGj ´ idqL´10 }L,X and assume that
23We have 12 e2 ď
ż
R
χ1ptqdt ď 2
?
6
7 .
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δ :“ sup
jě0
}LjL´1j`1} ă 8 and
8ÿ
j“0
δjlk ď 12 . (2.2.3)
Then pGjqjě0 is a sequence of Lipschitz continuous maps and for any j ě 0,
}L0pGj`1 ´ idqL´10 }L,X ď 2
jÿ
k“0
δklk. (2.2.4)
Proof For any j ě 0, we have
Lj`1 “
››L0pGj ´ idqL´10  `L0L´11 ˘ ¨ ¨ ¨ `Lj´1L´1j ˘Ljpgj ´ idqL´10 ` id( `
` `L0L´11 ˘ ¨ ¨ ¨ `Lj´1L´1j ˘Ljpgj ´ idqL´10 ››L,X
ď p1` δjljqLj ` δjlj.
Hence, we get, inductively, that for any j ě 0, Lj`1 ď Lj ` 2δjlj ď 2
jÿ
k“0
δklk.
We recall the very famous Cauchy estimate used to control the derivatives of an
analytic function.
Lemma 2.2.3 (Cauchy’s estimate) Let p P N, f P Ar,s,h,d. Then, for any multi–index
pl, kq P Nd ˆ Nd with |l|1 ` |k|1 ď p and for any 0 ă r1 ă r, 0 ă s1 ă s,24
}BlyBkxf}r1,s1,h,n ď p! }f}r,s,h,npr ´ r1q|l|1ps´ s1q|k|1 .
In the next lemma, we recall some properties of the Fourier’s coefficients of an analytic
function.
Lemma 2.2.4 Let κ P N, f P Ar,s,h,d, 0 ă σ ă s with κ ą d´1σ . Then
piq |fkpy, ωq| ď e´|k|1s}f}r,s,h,d , @ k P Zd, y P Drp0q, ω P Ωα,h,
piiq }f ´ Tκf}r,s´σ,h,d ď 4dC2κd e´κσ}f}r,s,h,d.
Proof
piq Let k P Zd, y P Drp0q, ω P Ωα,h. Then
fkpy, ωq “ 1p2piqd
ż
Td
fpy, x, ωq e´ik¨x dx.
24As usual, Bly :“ B
|l|1
Byl11 ¨¨¨Byldd
, @ y P Rd, l P Zd.
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But, for any given β P Rd such that |β| ă s, by periodicity of v in each argument
and Cauchy’s theorem, we get
fkpy, ωq “ 1p2piqd
ż
Td
fpy, x´ iβ, ωq e´ik¨px´iβq dx.
Now, we choose β :“ ps´ σq p sign pk1q, ¨ ¨ ¨ , sign pkdqq with 0 ă σ ă s. Thus, we get
|fkpy, ωq| ď e´|k|1ps´σq}f}r,s,h,d ,
and letting σ Ñ 0`, we get the desired inequality.
piiq We have
}f ´ Tκf}r,s´σ,h,d ď }f}r,s,h,d
ÿ
|k|1ąκ
e´|k|1σ
“ }f}r,s,h,d
8ÿ
l“κ`1
ÿ
kPZd|k|1“l
e´|k|1σ
ď }f}r,s,h,d
8ÿ
l“κ`1
4dld´1 e´lσ
ď }f}r,s,h,d
ż 8
κ
4dtd´1 e´tσ dt
ď 4dκd e´κσ}f}r,s,h,d
ż 8
0
pt` 1qd´1 e´tpd´1q dt
“ 4dC2κd e´κσ}f}r,s,h,d.
In the following lemma, we recall some facts about the homological equation.
Lemma 2.2.5 ([CC95]) Let p P N, ω P ∆τα and f P A0r,s,h,d. Then, for any 0 ă σ ă s,
the equation
Dωg “ f
has a unique solution in A0r,s´σ,h,d and there exist constants B¯p “ B¯ppd, τq ě 1 and
kp “ kppd, τq ě 1 such that for any multi–index k P Nd with |k|1 ď p
}Bkωg}r,s´σ,h,d ď B¯p }f}r,s,h,dα σ
´kp .
In particular, one can take B¯1 “ C0 (see [Rüs75, CC95]).
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Now, we recall the classical implicit function theorem, in a quantitative framework.
Lemma 2.2.6 (Implicit Function Theorem I[Chi12]) Let r, s ą 0, n,m P N, py0, x0q P
Cn ˆ Cm and 25
F : py, xq P Dnr py0q ˆDms px0q Ă Cn`m ÞÑ F py, xq P Cn
be continuous with continuous Jacobian matrix Fy. Assume that Fypy0, x0q is invertible
with inverse T :“ Fypy0, x0q´1 such that
sup
Dnr py0qˆDms px0q
}1n ´ TFypy, xq} ď c ă 1 and sup
Dms px0q
|F py0, ¨q| ď p1´ cqr}T } . (2.2.5)
Then, there exists a unique continuous function g : Dms px0q Ñ Dnr py0q such that the fol-
lowing are equivalent
piq py, xq P Dnr py0q ˆDms px0q and F py, xq “ 0;
piiq x P Dms px0q and y “ gpxq.
Moreover, g satisfies
sup
Dms px0q
|g ´ y0| ď }T }1´ c supDms px0q
|F py0, ¨q|. (2.2.6)
Finally, we recall some inversion function theorems.
Taking n “ m, c “ c1 “ 12 and F py, xq “ fpyq ´ x in Lemma 2.2.6, for a given f P
C1pDnr py0q,Cnq, then the following holds.
Lemma 2.2.7 (Inversion Function Theorem I) Let f : Dnr py0q Ñ Cn be a C1 func-
tion with invertible Jacobian fypy0q and assume that
sup
Dnr py0q
}1n ´ Tfy} ď 12 , T :“ fypy0q
´1.
Then, there exists a unique C1 function
g : Dns px0q Ñ Dnr py0q, x0 :“ fpy0q, s :“ r2}T } ,
such that
f ˝ gpxq “ x, g ˝ fpyq “ y, @ x P Dns px0q, @ y P g pDns px0qq .
Moreover,
sup
Dns px0q
}gx} ď 2}T } . (2.2.7)
25Let us point out that any other norm (different!) may be used on Cn, Cm and Cn`m.
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Remark 2.2.8 piq Notice that in Lemmata 2.2.6 and 2.2.7 if, in addition, F is periodic in
x (resp. analytic, real on reals) then so is g.
piiq Notice that Lemmata 2.2.6 and 2.2.7 still hold if, everywhere therein, open balls are
replaced by closed balls or complex–balls by real–balls.
Another consequence of the Implicit Function Theorem is the following version of Inversion
Function Theorem.
Lemma 2.2.9 (Inversion Function Theorem II [Pös01]) Assume that f is a real
analytic function from Ωα,h into Cd such that
}f ´ id} ď δ ď h4 .
Then f has a real analytic inverse g defined on Ωα,h4 and on which it satisfies
}g ´ id}, h4 }Dg ´ Id} ď δ.
Remark 2.2.10 Notice that, all the Lemmata above are valid if one replace pAr,s,h,d, }¨}r,s,h,dq
by pBr,s,ρ0 , } ¨ }r,s,ρ0q or pBr,spy0q, } ¨ }r,s,y0q.
2.3 Proofs
2.3.1 Proof of Theorem 2.1.1
The proof is essentially the one in [Chi08] though one needs to re–scale various quantities;
therefore we shall skip some details. First of all, notice that K,P P Bs,ε0 . For simplicity,
sometimes, the explicit dependence on r or ε0, ε˚ will not be denoted in the norm } ¨ }r,s,ε0
or in the B–spaces, etc, as r, ε0 and ε˚ will not be changed during the iteration. We begin
by describing completely one step of the scheme, namely the KAM step, which will be
then iterated infinitely many time to compute the symplectic change of variable.
KAM step Kolmogorov’s idea is to construct a near–to–the–identity symplectic trans-
formation φ1, such that
H1 :“ H ˝ φ1 “ K1 ` ε2P1 , K1 “ K˚1 ` ω ¨ y1 `Q1py1, x1q , Q1 “ Op|y1|2q ; (2.3.1)
if this is achieved, the Hamiltonian K1 has the same basic properties of K (the linear
part in y is the same and, being φ1 close to the identity, K1 is non–degenerate) and the
procedure can be iterated.
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For, Kolmogorov considers the generating function of φ1 of the form26
gpy1, xq :“ y1 ¨ x` ε`b ¨ x` spxq ` y1 ¨ apxq˘ , (2.3.2)
where, s and a are (respectively, scalar and vector–valued, ε–dependent) real–analytic
functions on Td with zero average and b P Rd. Define27
u0 “ u0pxq :“ b` sx , A “ Apxq :“ ax and u “ upy1, xq :“ u0 ` Ay1 .
Then φ1 is implicitely defined by$&% y “ y
1 ` εupy1, xq :“ y1 ` εpu0pxq ` Apxqy1q
x1 “ x` εapxq .
Moreover, for ε small, x P Td Ñ x ` εapxq P Td defines a diffeomorphism of Td with
inverse
x “ ϕpx1q :“ x1 ` εrϕpx1; εq ,
for a suitable real–analytic function rϕ. Thus φ1 is explicitly given by
φ1 : py1, x1q Ñ
$&% y “ y
1 ` ε u`y1, ϕpx1q˘
x “ ϕpx1q .
(2.3.3)
To determine b, s and a, observe that by Taylor’s formula
Hpy1`ε u, xq “ K`ω ¨y1`Qpy1, xq`ε
”
ω ¨u`Qypy1, xq ¨u`P py1, xq
ı
`ε2P 1py1, xq (2.3.4)
where P 1 :“ P 1py1, x; εq :“ P p1q ` P p2q with$’’&’’%
P p1q :“ 1
ε2 rQpy1 ` εu, xq ´Qpy1, xq ´ εQypy1, xq ¨ us “
ż 1
0
p1´ tqQyypy1 ` tεu, xqu ¨ u dt
P p2q :“ 1
ε
rP py1 ` εu, xq ´ P py1, xqs “
ż 1
0
Pypy1 ` tεu, xq ¨ u dt .
(2.3.5)
26Compare [DS01, AKN06] for generalities on symplectic transformations and their generating func-
tions. For simplicity, we do not report in the notation the dependence of various functions on ε, but, in
fact, P “ P py, x; εq, s “ spx; εq, a “ apx; εq, etc.
27As usual, we denote sx “ Bxs “ psx1 , ..., sxdq and ax denotes the matrix paxqij :“ BajBxi ; as above, we
often do not report in the notation the dependence upon ε (but u0, A and u do depend also on ε).
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Note that
Qypy1, xq ¨ paxy1q “: Qp1qpy1, xq “ Op|y1|2q , (2.3.6)
and that (again by Taylor’s formula)$’’’’&’’’’%
Qypy1, xq ¨ u0 “ Qyyp0, xqy1 ¨ u0 `Qp2qpy1, xq , Qp2q :“
ż 1
0
p1´ tqQyyypty1, xqy1 ¨ y1 ¨ u0 dt
P py1, xq “ P p0, xq ` Pyp0, xq ¨ y1 `Qp3qpy1, xq , Qp3q :“
ż 1
0
p1´ tqPyypty1, xq y1 ¨ y1 dt .
(2.3.7)
Thus, since28 ω ¨ u “ ω ¨ b`Dωs`Dωa ¨ y1, we find
Hpy1 ` εu, xq “ K` ω ¨ y1 `Qpy1, xq ` εQ1py1, xq ` εF 1py1, xq ` ε2P 1py1, xq (2.3.8)
with P 1 as in (2.3.4)–(2.3.5) and$’&’%
Q1py1, xq :“ Qp1q `Qp2q `Qp3q “ Op|y1|2q
F 1py1, xq :“ ω ¨ b`Dωs` P p0, xq `
!
Dωa`Qyyp0, xqb`Qyyp0, xqsx ` Pyp0, y1q
)
¨ y1
(2.3.9)
By Lemma 2.2.5, there exist a unique constant b and unique functions s and a (with zero
average) such that F 1 is constant. In fact, if$’’’&’’’%
s :“ ´D´1ω
´
P p0, xq ´ P0p0q
¯
“ ´řnPZd
n‰0
Pnp0q
iω ¨ n e
in¨x
b :“ ´xQyyp0, ¨qy´1
´
xQyyp0, ¨qsxy ` xPyp0, ¨qy
¯
a :“ ´D´1ω
´
Qyyp0, xqpb` sxq ` Pyp0, xq
¯
then F 1 “ ω ¨ b`P0p0q. Thus, with this determination of g in (2.3.2), recalling (2.3.3), we
find that (2.3.1) holds with$’’&’’%
K1 :“ K` εrK , rK :“ ω ¨ b` P0p0q
Q1py1, x1q :“ Qpy1, x1q ` ε rQpy1, x1q , rQ :“ ż 1
0
Qxpy1, x1 ` tεαpx1qq ¨ α dt `Q1py1, ϕpx1qq
P1py1, x1q :“ P 1py1, ϕpx1qq .
Clearly, for ε small enough
@B2y1Q1p0, ¨qD is invertible and, if T :“ xQyyp0, ¨qy´1, we may
write
T1 :“
@B2y1Q1p0, ¨qD´1 “: T ` εrT . (2.3.10)
28Recall that ω ¨ sx “ Dωs and ω ¨ paxy1q “ pDωaq ¨ y1.
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Next, we provide the KAM step with carefull estimates. Actually, we shall do the estimates
in term of a lower bound of |ω| instead of |ω|, so that, by taking this lower bound equal
to |ω|, we shall get the estimates in Theorem 2.1.129. Thus, we fix, for the remainder of
the proof,
0 ă ω ď |ω| . (2.3.11)
Recall the definition in §2.1.1; in particular30
r|ω| , }Q}s,ε0 , |ω|2}T } ă E . (2.3.12)
Finally, fix31
0 ă σ ă s2 and define s¯ :“ s´
2
3σ , s
1 :“ s´ σ .
Lemma 2.3.1 Then32
ω}sx}s¯, ω|b|, |rK|, rσω}a}s¯, rω}ax}s¯, ω}u0}s¯, ω}u}s¯, }Q1}s¯, r2σ2}B2y1Q1p0, ¨q}0 ď L¯ (2.3.13)
Furthermore, if ε˚ ď ε0 satisfies
ε˚ r´1σ´1ω´1L¯ ď σ3 , (2.3.14)
then
}P 1}s¯ ď r´1σ´1ω´1L¯M . (2.3.15)
and the following hold. For |ε| ă ε˚, the map ψεpxq :“ x ` εapxq has an analytic inverse
ϕpx1q “ x1 ` εrϕpx1; εq such that, for all |ε| ă ε˚,
}rϕ}s1,ε˚ ď r´1σ´1ω´1L¯ and , @ |ε| ă ε˚ , ϕ “ id` εrϕ : Tds1 Ñ Tds¯ ; (2.3.16)
for any py1, x, εq P Ws¯,ε˚, |y1 ` εupy1, xq| ă rs; the map φ1 is a symplectic diffeomorphism
and
φ1 “
`
y1 ` εupy1, ϕpx1qq, ϕpx1q˘ : Ws1,ε˚ Ñ Drs ˆ Tds, and }W φ˜}s1,ε˚ ď L¯ , (2.3.17)
29The point is that, if we replace |ω| by ω everywhere in §2.1.1, except in the expressions of E and pE,
then, Theorem 2.1.1 holds for any ω such that |ω| ě ω.
30 The notation in Eq. (2.3.12) means that each term on the l.h.s. is bounded by the r.h.s.
31The parameter s1 will be the size of the domain of analyticity of the new symplectic variables py1, x1q,
domain on which we shall bound the Hamiltonian H1 “ H ˝φ1, while s¯ is an intermediate domain where
we shall bound various functions of y1 and x. Note that σ ă 12 .32Here } ¨ }s¯ “ } ¨ }s¯,ε0 .
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where φ˜ is defined by the relation φ1 “: id` εφ˜.
Finally, if 33
ε˚
L
E ď
σ
3 , (2.3.18)
then $&% |
rK| , } rQ}s1,ε˚ , |ω|2}rT } , }W φ˜}s1,ε˚ ď L
}P1}s1,ε˚ ď LME .
(2.3.19)
Proof We begin by estimating }sx}s¯. Actually these estimate will be given on a larger
intermediate domain, namely, Ws´σ3 ,ε0 , allowing to give the remaining bounds on the
smaller domain Ws¯,ε0 . Let fpxq :“ P p0, xq ´ xP p0, ¨qy. By definition of } ¨ }s and M , it
follows that }f}s ď }P p0, xq}s ` }xP p0, ¨qy} ď 2M . By Lemma 2.2.5 with p “ 1 and
s1 “ s´ σ3 , one gets
}sx}s´σ3 ď C0
2M
α
3τσ´τ “ C1σ´τα´1M ď L¯,
so that
ω}sx} ď 2´p3τ`10qC1E7σ´ν¯r´7α´4ω´3M ď L¯
Next, we estimate b. By definitions and Lemma 2.2.3, we have34
|b| ď }T }
˜
max
1ďlďd
dÿ
j“1
}Qylyj}s´σ}sxj}s´σ3 ` max1ďjďd }Pyj}s´σ
¸
ď ω´2E `2dEr´2σ´2C1σ´τα´1M `Mr´1σ´1˘
ď `2dC1E` στ`1rα˘ω´2Eσ´pτ`2qr´2α´1M
ď `2dC1 ` 2´pτ`1q˘ω´2E2σ´pτ`2qr´2α´1M
“ C2E2σ´pτ`2qr´2α´1ω´2M,
so that
ω|b| ď 2´p3τ`8qC2E7σ´ν¯r´7α´4ω´3M ď L¯
33Notice that L ě pr´1|ω|´1Eq2L˜ ě L˜ ě r´1σ´1|ω|´1L¯C ě L¯ since r|ω| ď E, so that (2.3.18) implies
(2.3.14).
34Remember that σ ă 1{2, }T } ď |ω|´2E ď ω´2E and rα ď r|ω| ď E.
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Next, we estimate rK. We have
|rK| ď d|ω| ¨ |b| ` }P }s
ď dωC2E2σ´pτ`2qr´2α´1ω´2M `M
ď pdω´1C2E2 ` στ`2r2αqσ´pτ`2qr´2α´1M
ď pdω´1C2E2 ` 2´pτ`2qω´1r2|ω|2qσ´pτ`2qr´2α´1M
“ C3E2σ´pτ`2qr´2α´1ω´1M
ď 2´p3τ`8qC3E7σ´ν¯r´7α´4ω´2M ď L¯.
Next, we estimate u0. We have
}u0}s¯ ď |b| ` }sx}s´σ3 ď C2E2σ´pτ`2qr´2α´1ω´2M ` C1σ´τα´1M
ď pC2E2ω´2 ` C1r2σ2qσ´pτ`2qr´2α´1M
ď pC2E2ω´2 ` 2´2C1r2|ω|2ω´2qσ´pτ`2qr´2α´1M
ď pC2 ` 2´2C1qE2σ´pτ`2qr´2α´1ω´2M
“ C4E2σ´pτ`2qr´2α´1ω´2M,
so that
ω}u0}s¯ ď 2´p3τ`8qC4E7σ´ν¯r´7α´4ω´3M ď L¯
Next, we estimate a and ax. Let fpxq :“ Qyyp0, xqpb`sxq`Pyp0, xq. Then, by Lemma 2.2.32.2.5,
we have
}f}s´σ3 ď max1ďlďd
dÿ
j“1
}Qylyj}s´σ
`|bj| ` }sxj}s´σ3 ˘` max1ďjďd }Pyj}s´σ
ď max
1ďlďd
dÿ
j“1
}Qylyj}s´σ
`|b| ` }sx}s´σ3 ˘` max1ďjďd }Pyj}s´σ
ď 2dEσ´2r´2 ¨ C4E2σ´pτ`2qr´2α´1ω´2M ` σ´1r´1M
ď `2dC4E3ω´2 ` στ`3r3α˘σ´pτ`4qr´4α´1M
ď `2dC4E3ω´2 ` στ`3r3|ω|3ω´2˘σ´pτ`4qr´4α´1M
ď `2dC4 ` 2´pτ`3q˘E3σ´pτ`4qr´4α´1ω´2M
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Thus, by Lemma 2.2.5, we obtain35
}a}s¯, }ax}s¯ ď dC0 }f}s´
σ
3
α
3τσ´τ
ď 3τdC0
`
2dC4 ` 2´pτ`3q
˘
E3σ´p2τ`4qr´4α´2ω´2M
“ C5E3σ´p2τ`4qr´4α´2ω´2M,
so that
rσω}a}s¯, rω}ax}s¯ ď 2´p2τ`6qC5E7σ´ν¯r´7α´4ω´3M ď L¯
Next, we estimate u. We have
}u}s¯ ď }u0}s¯ ` }Ay1}s¯ ď }u0}s¯ ` max1ďlďd
dÿ
j“1
}Alj}s¯rs¯
ď C4E2σ´pτ`2qr´2α´1ω´2M ` dC5
d
E3σ´p2τ`4qr´3α´2ω´2M
ď p2´pτ`2qC4rα ` C5EqE2σ´p2τ`4qr´3α´2ω´2M
ď p2´pτ`2qC4 ` C5qE3σ´p2τ`4qr´3α´2ω´2M
“ C6E3σ´p2τ`4qr´3α´2ω´2M,
so that
ω}u}s¯ ď 2´p2τ`6qC6E7σ´ν¯r´7α´4ω´3M ď L¯
Next, we estimate Q1. To do this, we need to estimate Qp1q, Qp2q and Qp3q. By definitions
and Lemma 2.2.3, we have
}Qp1q}s¯ ď
ÿ
1ďl,jďd
}Qyl}s¯}Alj}s¯rs¯
ď d2E32σ
´1r´1 ¨ C5
d
E3σ´p2τ`4qr´3α´2ω´2M
“ 32dC5E
4σ´p2τ`5qr´4α´2ω´2M
35The factor d comes from the fact }ax}s¯ “ }A}s¯ ď max
1ďlďd
dÿ
j“1
}Alj}s¯.
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}Qp2q}s¯ ď
ż 1
0
p1´ tq
ÿ
1ďj,l,kďd
}Qyjylyk}s¯}y1j}s¯}y1l}s¯}pu0qk}s¯dt
ď d
3
2 6E
27
8 σ
´3r´3 ¨ r2s¯2 ¨ C4E2σ´pτ`2qr´2α´1ω´2M
“ 81d
3C4
8 E
3σ´pτ`5qr´3α´1ω´2M
ď 81d
3C4
8 E
4σ´pτ`5qr´4α´2ω´2M
ď 81 ¨ 2´pτ`3qd3C4E4σ´p2τ`5qr´4α´2ω´2M
and
}Qp3q}s¯ ď
ż 1
0
p1´ tq
ÿ
1ďj,lďd
}Pylyj}s¯}y1j}s¯}y1l}s¯dt
ď d
2
2 2M
9
4σ
´2r´2 ¨ r2s¯2
ď 9d
2
4 σ
´2M
Thus
}Q1}s¯ ď }Qp1q}s¯ ` }Qp2q}s¯ ` }Qp3q}s¯ ď C7E4σ´p2τ`5qr´4α´2ω´2M,
so that
}Q1}s¯ ď 2´p2τ`5qC7E7σ´ν¯r´7α´4ω´3M ď L¯.
Finally, we estimate B2y1Q1p0, ¨q. We have, once again by Lemma 2.2.3,
}B2y1Q1p0, ¨q}0 ď }B2y1Q1p0, ¨q}s´σ ď 2C7E4σ´p2τ`5qr´4α´2ω´2M ¨9σ´2r´2 “ C8E4σ´p2τ`7qr´6α´2M,
so that
r2σ2}B2y1Q1p0, ¨q}0 ď 2´p2τ`5qC8E7σ´ν¯r´7α´4ω´3M ď L¯.
Now, under the assumption (2.3.14), we prove (2.3.15). For py1, x; εq P Ws¯,ε0 and 0 ď t ď 1,
by (2.3.13) one has
|y1 ` tεupxq| ď rs¯` ε}u}s¯ ď rs¯` ε˚ω´1L¯ ď rs¯` rσ3 “ rs´ r
σ
3 ă rs, (2.3.20)
so that
}P p1q}s¯ ď
ż 1
0
p1´ tq
ÿ
1ďj,lďd
}Qylyj}s´σ3 }uj}s¯}ul}s¯dt
ď d
2
2 2E ¨ 9σ
´2r´2 ¨ `C6E3σ´p2τ`4qr´3α´2ω´2M˘2
“ 9d2C26E7σ´p4τ`10qr´8α´4ω´4M2
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and
}P p2q}s¯ ď
ż 1
0
ÿ
1ďjďd
}Pyj}s´σ3 }uj}s¯dt
ď dM ¨ 3σ´1r´1 ¨ C6E3σ´p2τ`4qr´3α´2ω´2M
“ 3dC6E3σ´p2τ`5qr´4α´2ω´2M2
ď 3 ¨ 2´p2τ`5qdC6E3ω´2r4α2|ω|2σ´p4τ`10qr´8α´4ω´2M2
ď 3 ¨ 2´p2τ`5qdC6E7σ´p4τ`10qr´8α´4ω´4M2.
Thus
}P 1}s¯ ď }P p1q}s¯ ` }P p2q}s¯ ď C9E7σ´p4τ`10qr´8α´4ω´4M2 ď r´1σ´1ω´1L¯M.
Next, we show how (2.3.14) implies the existence of the inverse of ψε satisfying (2.3.16).
The defining relation ψε ˝ ϕ “ id implies that rϕpx1q “ ´apx1 ` εrϕpx1qq, where rϕpx1q is
short for rϕpx1; εq and such relation is a fixed point equation for the non–linear operator
f : uÑ fpvq :“ ´apid`εvq. To find a fixed point for this equation one can use a standard
contraction Lemma (see [KF99]). Let Y denote the closed ball (with respect to the sup–
norm) of continuos functions v : Tds1 ˆ t|ε| ă ε˚u Ñ Cd such that }v}s1,ε˚ ď r´1σ´1ω´1L¯.
By (2.3.14), | Im px1 ` εvpx1qq| ă s1 ` ε˚r´1σ´1ω´1L¯ ă s1 ` σ3 “ s¯, for any v P Y , and any
x1 P Tds1 ; thus, }fpvq}r,s1,ε˚ ď }a}s¯ ď r´1σ´1ω´1L¯ by (2.3.13), so that f : Y Ñ Y ; notice
that, in particular, this means that f sends x–periodic functions into x–periodic functions.
Moreover, (2.3.14) implies also that f is a contraction: if v1, v2 P Y , then, by the mean
value theorem and (2.3.13), |fpv1q´ fpv2q| ď }ax}s¯ |ε| |v1´ v2| ď r´1σ´1ω´1L¯|ε| |v1´ v2|,
so that, by taking the sup–norm, one has }fpv1q ´ fpv2q}s1 ď ε˚r´1σ´1ω´1L¯}v1 ´ v2}s1 ă
1
6}v1 ´ v2}s1 showing that f is a contraction. Thus, there exists a unique rϕ P Y such that
fprϕq “ rϕ. Furthermore, recalling that the fixed point is achieved as the uniform limit
limnÑ8 fnp0q (0 P Y ) and since fp0q “ ´a is analytic, so is fnp0q for any n and, hence, by
Weierstrass Theorem on the uniform limit of analytic function, the limit rϕ itself is analytic.
In conclusion, ϕ P Bs1,ε˚ and (2.3.16) holds. Next, (2.3.16) and (2.3.20) imply (2.3.17) and
therefore, φ1 defines a symplectic diffeomorphism36 satisfying (2.3.17) and the fourth
inequality in the first line of (2.3.19). It remains to show the other estimates in (2.3.19).
Since L ě L¯, the bound on | rE| follows (2.3.13). By (2.3.15), (2.3.17) and (2.3.20), one
has }P1}s1,ε˚ ď }P 1}s¯,ε˚ ď r´1σ´1ω´1L¯M ď LM{E. Now, by Cauchy estimates, (2.3.13),
36Notice, in particular that the matrix 1d`εax is, for any x P Tds¯ , invertible with inverse 1d`εSpx; εq;
in fact, since }εax}s¯ ă ε˚L{E ď σ{3 ď 1{6 the matrix 1d ` εax is invertible with inverse given by the
“Neumann series” p1d`εaxq´1 “ 1d`ř8k“1p´1qkpεaxqk “: 1d`εSpx; εq, so that }S}s¯,ε˚ ď p}ax}s¯,ε˚q{p1´
|ε|}ax}s¯,ε˚q ă 65r´1σ´1ω´1L¯.
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(2.3.14) and (2.3.17), it follows that
} rQ}s1,ε˚ ď ż 1
0
dÿ
j“1
}Qxj}s¯}rϕj}s1dt` }Q1}s¯
ď dE32σ
´1r´1σ´1ω´1L¯` }Q1}s¯
ď 32dC¯E
8σ´pν¯`2qr´8α´4ω´4M ` C7E4σ´p2τ`5qr´4α´2ω´2M
ď
ˆ
3
2dC¯E
4ω´2 ` 2´p2τ`7qr4α2C7
˙
E4σ´pν¯`2qr´8α´4ω´2M
ď
ˆ
3
2dC¯ω
´2 ` 2´p2τ`7qC7ω´2
˙
E8σ´pν¯`2qr´8α´4ω´2M
“
rC
2dE
8σ´pν¯`2qr´8α´4M ď rL
and37
}B2y1 rQp0, ¨q}0,ε˚ ď max1ďlďd dÿ
j“1
} rQy1
l
y1j}s1´σ,ε˚
ď 2d
rC
2dE
8σ´pν¯`2qr´8α´4M ¨ σ´2r´2
“ rCE8σ´pν¯`2qr´10α´4M “ r´2rL.
so that38
} rQ}s1,ε˚ , 65ω´2E2 }B2y1 rQp0, ¨q}0,ε˚ ď 6r´2ω´2rLE2{5 “ L , (2.3.21)
Thus, @B2y1Q1p0, ¨qD “ @B2yQp0, ¨qD` εAB2y1 rQp0, ¨qE “ T´1 ´1d ` εTAB2y1 rQp0, ¨qE¯
“: T´1p1d ` εRq , (2.3.22)
and, in view of (2.3.12) and (2.3.21), we have
}R} ď }T }
›››AB2y1 rQp0, ¨qE›››
ď ω´2E}B2y1 rQp0, ¨q}0,ε˚ ď 5L6E
37Recall that 0 ă 2σ ă s so that s1 ´ σ “ s´ 2σ ą 0.
38It is only here that a constant L ą r´1σ´1|ω|´1L¯E is needed; the (irrelevant) factor 6ω´2E2{5 has
been introduced for later convenience.
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Therefore, by (2.3.18), ε˚}R} ď σ{3 ď 1{6 ă 1, implying that p1` εRq is invertible and
p1d ` εRq´1 “ 1d `
8ÿ
k“1
p´1qkεkRk “: 1` εD
with }D} ď }R}{p1´ |ε| }R}q ă L{E. In conclusion, by (2.3.22), and the estimate on }D},
T1 “ p1`εRq´1T “ T`εDT “: T`εrT , |ω|2}rT } ď }D} |ω|2}T } ď }D}E ď LE E “ L ,
proving last estimate in (2.3.19) and, hence, Lemma 2.3.1.
Next Lemma shows that, for |ε| small enough, Kolmogorov’s construction can be iterated
and convergence proved.
Lemma 2.3.2 Fix 0 ă s˚ ă s and, for j ě 0, let39$’&’%
s0 :“ s
σ0 :“ s´ s˚2
$’&’%
σj :“ σ02j
sj`1 :“ sj ´ σj “ s˚ ` σ02j
.
Let also H0 :“ H, K0 :“ K, Q0 :“ Q, K0 :“ K, P0 :“ P , with W, pC, rC, E, L and ν as
in §2.1.1 and assume that ε˚ ď ε0 satisfies
ε˚ e˚ d˚ }P }s,ε0 ď 1 where e˚ :“ 3pCσ´pν`1q0 E9r´10α´4ω´6 , d˚ :“ 2ν`1 . (2.3.23)
Then, one can construct a sequence of symplectic transformations
φj : Wrsj ,sj ,ε˚ Ñ Drsj´1 ˆ Tdsj´1 , (2.3.24)
so that
Hj :“ Hj´1 ˝ φj “: Kj ` ε2jPj , (2.3.25)
converges uniformly to a Kolmogorov’s normal form. More precisely, ε2jPj, Φj :“ φ1 ˝
φ2 ˝ ¨ ¨ ¨ ˝φj, Kj, Kj, Qj converge uniformly on Ws˚,ε˚ to, respectively, 0, φ˚, K˚, K˚, Q˚,
which are real–analytic on Ws˚,ε˚ and H ˝ φ˚ “ K˚ “ K˚ ` ω ¨ y `Q˚ with Q˚ “ Op|y|2q.
Finally, the following estimates hold for any |ε| ă ε˚ and for any i ě 0:
|ε|2iMi :“ |ε|2i}Pi}si,ε˚ ď p |ε|e˚ d˚Mq
2i
e˚ d˚i`1
, (2.3.26)
CE3
r3ω3σ2
}Wpφ˚ ´ idq}s˚ , |K´K˚|, }Q´Q˚}s˚ , |ω|2}T ´ T˚} ď |ε|L3σ , (2.3.27)
where T˚ :“
@B2yQ˚p0, ¨qD´1.
39Notice that sj Ó s˚.
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Proof Notice that (2.3.23) implies (2.3.18) (and, hence, (2.3.14)). For i ě 0, define
Wi :“ diag pω 1d, rσiω 1dq and L¯i :“ C¯E7σ´ν¯i r´7α´4ω´3Mi .
Let us assume (inductive hypothesis) that we can iterate j ě 1 times Kolmogorov trans-
formation obtaining j symplectic transformations φi`1 : Wrsi`1,si`1,ε˚ Ñ Drsi ˆ Tdsi , for
0 ď i ď j ´ 1, and j Hamiltonians Hi`1 “ Hi ˝ φi`1 “ Ki`1 ` ε2i`1Pi`1 real–analytic on
Wsi`1,ε˚ such that, for any 0 ď i ď j ´ 1,$&%
r|ω|, }Qi}si , |ω|2}Ti} ď E
|ε|2iLi :“ |ε|2ipCE10σ´ν0 2νir´10α´4Mi ď Eσi3 . (2.3.28)
Observe that for j “ 1, it is i “ 0 and (2.3.28) is implied by the definition of E and by
condition (2.3.23).
Because of (2.3.28), (2.3.18) holds for Hi and Lemma 2.3.1 can be applied to Hi and one
has, for 0 ď i ď j ´ 1 and for any |ε| ă ε˚ (compare (2.3.19)):
|Ki`1| ď |Ki| ` |ε|2iLi , }Qi`1}si`1 ď }Qi}si ` |ε|2iLi , |ω|2}Ti`1} ď |ω|2}Ti} ` |ε|2iLi ,
}Wipφi`1 ´ idq}si`1 ď |ε|2iL¯i , Mi`1 ďMiLiE´1 . (2.3.29)
Observe that, by definition of e˚, d˚ in (2.3.23) and of Li in (2.3.28), one has |ε|2jLjp3σ´1j E´1q “
e˚ d˚j|ε|2jMj “: θj{d˚, so that LiE´1 ă e˚ d˚iMi, thus by last relation in (2.3.29), for any
0 ď i ď j ´ 1, |ε|2i`1Mi`1 ă e˚ d˚ipMi|ε|2iq2 .i.e. θi`1 ă θ2i , which iterated, yields (2.3.26)
.i.e. θi ď θ2i0 for 0 ď i ď j.
Next, we show that, thanks to (2.3.23), (2.3.28) holds also for i “ j. In fact, by (2.3.28)
and the definition of E in §2.1.1, we have
}Qi}sj ď }Q}s `
j´1ÿ
i“0
ε2
i
˚ Li ď }Q}s ` 13E
ÿ
iě0
σi ă }Q}s ` 13E
ÿ
iě0
2´pi`1q “ }Q}s ` 13E ă E .
The bound for }Ti} is proven in an identical manner. Now, by p2.3.26qi“j and (2.3.23),
θj{d˚ “ |ε|2jLjp3σ´1j E´1q “ e˚ d˚j|ε|2jMj ď e˚ d˚jpe˚ d˚ε˚Mq2j{pe˚ d˚j`1q ď 1{ d˚ ă 1 ,
which implies the second inequality in (2.3.28) with i “ j; the proof of the induction
is finished and one can construct an infinite sequence of Kolmogorov transformations
satisfying (2.3.28), (2.3.29) and (2.3.26) for all i ě 0.
To check (2.3.27), we observe that
|ε|2iLiE´1 “ σ03 ¨ 2i e˚ d˚
i|ε|2iMi ă 12i`1d˚ p|ε|e˚ d˚Mq
2i ď 1
d˚
´ |ε|e˚ d˚M
2
¯i`1
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and therefore ÿ
iě0
|ε|2iLi ď E
d˚
ÿ
iě1
´ |ε|e˚ d˚M
2
¯i ď |ε|e˚EM “ |ε|L3σ0 .
Thus,
}Q´Q˚}s˚ ď
ÿ
iě0
|ε|2i}Q˜i}si ď
ÿ
iě0
|ε|2iLi ď |ε|L3σ0 ;
and analogously for |K´K|˚ and }T ´ T˚}.
Next, we prove that Φj is convergent by proving that it is Cauchy. For any j ě 1, we
have40
}W0pΦj ´ Φj´1q}s˚,ε˚ “ }W0Φj´1 ˝ φj ´W0Φj´1}s˚,ε˚
ď }W0dΦj´1W´1j }ε˚L¯j´1 }Wjpφj ´ idq}s˚,ε˚
ď }W0dΦj´1}s˚`σj{3,ε˚ }Wjpφj ´ idq}s˚,ε˚
ď }W0dΦj´1}sj´1´ 116 σj´1,ε˚ ε2
j´1
L¯j´1
ď 611}W0Φj´1}sj´1,ε˚σ
´1
j´1 max
`
r´1ω´1, r´1σ´1j´1ω
´1˘ ε2j´1L¯j´1
ď 611}W0Φ0}s0,ε˚ ¨ ε
2j´1 ¨ r´1σ´2j´1ω´1L¯j´1
ď 611 max prs0ω, rσ0ωs0q ε
2j´1Lj´1E´1
ď 611 ¨ rs0ω ¨
1
3σj´1.
Therefore, for any n ě 0, j ě 1,
}Φn`j ´ Φn}sn`j ,ε˚ ď
n`jÿ
i“n
}Φi`1 ´ Φi}si,ε˚ ď 211rs0ω
n`jÿ
i“n
σi.
Hence Φj converges uniformly on Ws˚,ε˚ to some φ˚, which is then real–analytic function
on Ws˚,ε˚ .
To estimate }W0pφ˚ ´ idq}s˚ , observe that
}W0pΦi´ idq}si ď }W0pΦi´1 ˝φi´φiq}si `}W0pφi´ idq}si ď }W0pΦi´1´ idq}si´1 `|ε|2iL¯i ,
40Notice that Φ0 “ id, for any j ě 0, Lj ě r´1σ´2j ω´1L¯jE and, by (2.3.13), (2.3.14), (2.3.16) and
(2.3.23), we have,
rφj :“ φj ´ id : Ws˚,ε˚ ÑWs˚`σj{3,ε˚ and s˚ ` σj{3 “ sj´1 ´ 116 σj´1.
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which iterated yields
}W0pΦi ´ idq}si ď
iÿ
k“0
|ε|2kL¯k “ C¯pCE´3r3ω3
iÿ
k“0
|ε|2kLkσ2k ď C¯pCE´3r3ω3|ε|e˚Mσ20
“ C¯pCE´3r3ω3|ε|Lσ0 “ r
3ω3
3CE3 |ε|Lσ.
Therefore, taking the limit over i completes the proof of (2.3.27), Lemma 2.3.2 and,
whence, of Kolmogorov’s Theorem.
2.3.2 Proof of Theorem 2.1.2
Lemma 2.3.3 (KAM step) Let r ą 0, 0 ă 2σ ă s ď 1 and consider the hamiltonian
parametrized by ε P R
Hpy, x; εq :“ Kpyq ` εP py, xq,
with
K,P P Br,spyq .
Assume that41,42
detKyypyq ‰ 0 , T :“ Kyypyq´1 ,
}Kyy}r,y ď K , }T } ď T ,
}P }r,s,y ďM , ω :“ Kyypyq P ∆τα .
(2.3.30)
Fix ε ­“ 0 and let
λ ě 45 log
ˆ
σ2ν`d
α2
|ε|MK
˙
, κ :“ 5σ´1λ, r¯ ď min
"
α
2dKκν ,
5
24d
r
TK
*
,
s¯ :“ s´ 23σ, s
1 :“ s´ σ ,
(2.3.31)
Finally, define43
L :“ C0?
2
max
!
1, α
rK
)MK
α2
σ´p2ν`dq ,
L :“M max
"
8T
rr¯
σ´pν`dq ,
C7?
2
max
!
1, α
rK
) K
α2
σ´2pν`dq
*
“M max
"
8T
rr¯
σ´pν`dq ,
4
Kr2 ,
C7?
2
max
!
1, α
rK
) K
α2
σ´2pν`dq
*
.
41In the sequel, K and P stand for generic real analytic hamiltonians which, later on, will respectively
play the roles of Kj and Pj , and y, r, the roles of yj , rj in the iterative step.
42Notice that TK ě T}Kyypyq} ě }T }}Kyypyq} “ }T }}T´1} ě 1.
43Notice that L ě σ´dL ě L since σ ď 1.
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Then, there exists a generating function g P Br¯,s¯pyq with the following properties:$’’’&’’’%
}gx}r¯,s¯,y ď C1M
α
σ´pν`dq ,
}gy1}r¯,s¯,y, }B2y1xg}r¯,s¯,y ď L ,
}B2y1 rK}r¯,y ď KL ,
(2.3.32)
where rKpy1q :“ xP py1, ¨qy .
If, in addition,
|ε| ď ε7 and |ε|L ď σ3 , (2.3.33)
then, there exists y1 P Rd such that$’’’&’’’%
By1K 1py1q “ ω , det B2y1K 1py1q ‰ 0 ,
|ε|}gx}r¯,s¯,y ď r3 , |y
1 ´ y| ď 8|ε|TM
r
,
|ε|}rT } ď T|ε|L , }P`}r¯,s¯,y ď LM ,
(2.3.34)
where
K 1 :“ K ` ε rK , `B2y1K 1py1q˘´1 “: T ` ε rT , P`py1, xq :“ P py1 ` εgxpy1, xq, xq .
and the following hold. For y1 P Dr¯pyq, the map ψεpxq :“ x ` εgy1py1, xq has an analytic
inverse ϕpx1q “ x1 ` εrϕpy1, x1; εq such that
}rϕ}r¯,s1,y ď L and ϕ “ id` εrϕ : Dr¯{2,s1py1q Ñ Tds¯ ; (2.3.35)
for any py1, xq P Dr¯,s¯pyq, |y1`εgxpy1, xq´y| ă 23r; the map φ1 is a symplectic diffeomorphism
and
φ1 “ `y1 ` εgxpy1, ϕpy1, x1qq, ϕpy1, x1q˘ : Dr¯{2,s1py1q Ñ D2r{3,s¯pyq, (2.3.36)
with
}W φ˜}r¯{2,s1,y1 ď σdL , (2.3.37)
where φ˜ is defined by the relation φ1 “: id` εφ˜,
W :“
¨˝
maxtK
α
, 1
r
u 1d 0
0 1d
‚˛
and
}P 1}r¯{2,s1,y1 ď LM , (2.3.38)
with
P 1py1, x1q :“ P`py1, ϕpx1qq “ P ˝ φ1py1, x1q .
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Proof
Step 1: Construction of the Arnold’s transformation We seek for a near–to–the–
identity symplectic transformation
φ1 : Dr1,s1py1q Ñ Dr,spyq,
with Dr1,s1py1q Ă Dr,spyq, generated by a function of the form y1 ¨ x` εgpy1, xq, so that
φ1 :
#
y “ y1 ` εgxpy1, xq
x1 “ x` εgy1py1, xq , (2.3.39)
such that #
H 1 :“ H ˝ φ1 “ K 1 ` ε2P 1 ,
By1K 1py1q “ ω, det B2y1K 1py1q ‰ 0 .
(2.3.40)
By Taylor’s formula, we get44
Hpy1 ` εgxpy1, xq, xq “Kpy1q ` ε rKpy1q ` ε ”Kypy1q ¨ gx ` TκP py1, ¨q ´ rKpy1qı`
` ε2 `P p1q ` P p2q ` P p3q˘ py1, xq
“K 1py1q ` ε
”
Kypy1q ¨ gx ` TκP py1, ¨q ´ rKpy1qı` ε2P`py1, xq,
(2.3.41)
with κ P N, which will be chosen large enough so that P p3q “ Opεq and$’’’’’’’’’’&’’’’’’’’’’%
P` :“ P p1q ` P p2q ` P p3q
P p1q :“ 1
ε2
rKpy1 ` εgxq ´Kpy1q ´ εKypy1q ¨ gxs “
ż 1
0
p1´ tqKyypεtgxq ¨ gx ¨ gxdt
P p2q :“ 1
ε
rP py1 ` εgx, xq ´ P py1, xqs “
ż 1
0
Pypy1 ` εtgx, xq ¨ gxdt
P p3q :“ 1
ε
rP py1, xq ´ TκP py1, ¨qs “ 1
ε
ÿ
|n|1ąκ
Pnpy1q ein¨x .
(2.3.42)
By the non–degeneracy condition in (2.3.30), for ε small enough (to be made precised
below), det B2y1K 1pyq ‰ 0 and, therefore, by Lemma 2.2.6, there exists a unique y1 P Drpyq
such that the second part of (2.3.40) holds. In view of (2.3.41), in order to get the first
44Recall that x¨y stands for the average over Td.
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part of (2.3.40), we need to find g such that Kypy1q ¨ gx`TκP py1, ¨q´ rKpy1q vanishes; such
a g is indeed given by
g :“
ÿ
0ă|n|1ďκ
´Pnpy1q
iKypy1q ¨ n e
in¨x, (2.3.43)
provided that
Kypy1q ¨ n ‰ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr1py1q pĂ Drpyqq . (2.3.44)
But, in fact, since Kypyq is rationally independent, then, given any κ P N, there exists
r¯ ď r such that
Kypy1q ¨ n ‰ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr¯pyq. (2.3.45)
The last step is to invert the function x ÞÑ x ` εgy1py1, xq in order to define P 1. But, by
Lemma 2.2.6, for ε small enough, the map x ÞÑ x ` εgy1py1, xq admits an real–analytic
inverse of the form
ϕpy1, x1; εq :“ x1 ` εrϕpy1, x1; εq, (2.3.46)
so that the Arnod’s symplectic transformation is given by
φ1 : py1, x1q ÞÑ
#
y “ y1 ` εgxpy1, ϕpy1, x1qq
x “ ϕpy1, x1; εq “ x1 ` εrϕpy1, x1; εq. (2.3.47)
Hence, (2.3.40) holds with
P 1py1, x1q :“ P`py1, ϕpy1, x1qq. (2.3.48)
Step 2: Quantitative estimates
First of all, notice that45
r¯ ď 5r24dTK ă
r
2 . (2.3.49)
We begin by extending the “diophantine condition w.r.t. Ky” uniformly to Dr¯pyq up to
the order κ. Indeed, by the Mean Value Inequality and Kypyq “ ω P ∆τα, we get, for any
0 ă |n|1 ď κ and any y1 P Dr¯pyq,
|Kypy1q ¨ n| “ |ω ¨ n` pKypy1q ´Kypyqq ¨ n| ě |ω ¨ n|
ˆ
1´ d}Kyy}r¯,y|ω ¨ n| |n|1r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
|n|τ`11 r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
κτ`1r¯
˙
ě α2|n|τ1 , (2.3.50)
45Recall footnote 42.
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so that, by Lemma 2.2.4–piq, we have
}gx}r¯,s¯,y def“ sup
Dr¯,s¯pyq
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
nPnpy1q
Kypy1q ¨ n e
in¨x
ˇˇˇˇ
ˇ ď ÿ
0ă|n|1ďκ
}Pn}r¯,s¯,y
|Kypy1q ¨ n| |n|1 e
ps´ 23σq|n|1
ď
ÿ
0ă|n|1ďκ
M e´s|n|1
2|n|ν1
α
eps´ 23σq|n|1 ď 2M
α
ÿ
nPZd
|n|ν1 e´ 23σ|n|1
ď 2M
α
ż
Rd
|y|ν1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙ν`d 2M
α
ż
Rd
|y|ν1 e´|y|1dy
“ C1M
α
σ´pν`dq ,
}By1g}r¯,s¯,y def“ sup
Dr¯,s¯pyq
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pyq
ˆ }pPyqn}r¯,s,y
|Kypy1q ¨ n| ` d}Pn}r,s,y
}Kyy}r,y|n|1
|Kypy1q ¨ n|2
˙
eps´ 23σq|n|1
p2.3.30q`p2.3.50qď
ÿ
0ă|n|1ďκ
˜
M
r ´ r¯ e
´s|n|1 2|n|τ1
α
` dM e´s|n|1K|n|1
ˆ
2|n|τ1
α
˙2¸
eps´ 23σq|n|1
p2.3.49qď 4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1α ` drK|n|2τ`11 ˘ e´ 23σ|n|1
ď max tα, rKu 4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ e´ 23σ|n|1
ď max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`1
max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´|y|1dy
ď C0?
2
max
!
1, α
rK
)MK
α2
σ´p2τ`d`1q
ď L ,
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and, analogously,
}B2y1xg}r¯,s¯,y def“ sup
Dr¯,s¯pyq
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
¨ n ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pyq
ˆ }pPyqn}r¯,s,y
|Kypy1q ¨ n| ` d}Pn}r,s,y
}Kyy}r,y|n|1
|Kypy1q ¨ n|2
˙
|n|1 eps´ 23σq|n|1
ď maxtα, rKu4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ |n|1 e´ 23σ|n|1
ď max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ |y|1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`2
max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ`11 ` d|y|2τ`21 ˘ e´|y|1dy
“ C0?
2
max
!
1, α
rK
)MK
α2
σ´p2ν`dq
“ L ,
and, for |ε| ă ε˚,
} rKy}r{2,y “ } rPys }r{2,y ď }Py}r{2,s¯,y ď M
r ´ r2
ď 2M
r
,
}B2y1 rK}r{2,y “ } rPyys }r{2,y ď }Pyy}r{2,s¯,y ď Mpr ´ r2q2 ď 4Mr2 ď KL .
Next, we prove the existence and uniqueness of y1 in (2.3.40). Consider then
F : Dr¯pyq ˆD12|ε|p0q ÝÑ Cd
py, ηq ÞÝÑ Kypyq ` η rKy1pyq ´Kypyq.
Then
• F py, 0q “ 0, Fypy, 0q´1 “ Kyypyq´1 “ T ;
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• For any py, ηq P Dr¯pyq ˆD12|ε|p0q,
}1d ´ TFypy, ηq} ď }1d ´ TKyy} ` |η| }T } }B2y1 rK}r{2,y
ď d}T }}Kyyy}r¯,yr¯ ` 2|ε|T4M
r2
ď dTK r¯
r ´ r¯ ` 8T
|ε|M
r2
p2.3.49qď dTK2r¯
r
` |ε|8TM
r2
ď 2dTK r¯
r
` 12 |ε|L
p2.3.49q`p2.3.33qď 512 `
σ
6
ď 512 `
1
12 “
1
2 ;
• Recalling σ ď 12 , we have
2}T }}F py, ¨q}2|ε|,0 “ 2}T } sup
B12|ε|p0q
|η rKy1pyq|
ď 2T4|ε|M
r
ă r¯σd|ε|L (2.3.51)
p2.3.33qă r¯ σ3
ă r¯2 .
Therefore, Lemma 2.2.6 applies. Hence, there exists a function g : D12|ε|p0q Ñ Dr¯pyq such
that its graph coincides with F´1pt0uq. In particular, y1 :“ gpεq is the unique y P Dr¯pyq
satisfying 0 “ F py, εq “ ByK 1pyq ´ ω i.e. the second part of (2.3.40). Moreover,
|y1 ´ y| ď 2}T }}F py, ¨q}2|ε|,0 ď 8|ε|TM
r
p2.3.51qď r¯ σd|ε|L ă r¯2 , (2.3.52)
so that
D r¯
2
py1q Ă Dr¯pyq. (2.3.53)
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Next, we prove that B2yK 1py1q is invertible. Indeed, by Taylor’ formula, we have
B2yK 1py1q “ Kyypyq `
ż 1
0
Kyyypy ` tεryq ¨ εrydt` ε rKyypy1q
“ T´1
ˆ
1d ` εT
ˆż 1
0
Kyyypy ` tεryq ¨ rydt` rKyypy1q˙˙
“: T´1p1d ` εAq,
and, by Cauchy’s estimate,
|ε|}A} ď }T }
´
d}Kyyy}r{2,y|ε||y1 ´ y| ` |ε|}B2y1 rK}r{2,y¯
ď }T }
ˆ
d}Kyy}r,y
r ´ r2
|ε||y1 ´ y| ` |ε|} rKyy}r{2,y˙
p2.3.52qď T
ˆ
2dK
r
8|ε|TM
r
` 4|ε|M
r2
˙
ď 4|ε|TM
r2
p4dTK` 1q
ď 20d|ε|T
2KM
r2
p2.3.49qď 256d |ε|
TM
rr¯
ă 12 |ε|L
p2.3.33qď σ6
ď 12 .
Hence B2y1K 1py1q is invertible with
B2y1K 1py1q´1 “ p1d ` εAq´1T “ T `
ÿ
kě1
p´εqkAkT “: T ` εrT ,
and
|ε|}rT } ď |ε| }A}1´ |ε|}A}}T } ď 2|ε|}A}}T } ď |ε|LT ď 2σ6T “ Tσ3 .
Next, we prove estimate on P`. We have,
|ε|}gx}r¯,s¯,y ď |ε|C1M
α
σ´pτ`d`1q ď |ε|r3L
p2.3.33qď r3
σ
3 ď
r
3
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so that, for any py1, xq P Dr¯,s¯pyq,
|y1 ` εgxpy1, xq ´ y| ď r¯ ` r3 ă
r
8d `
r
3 ă
2r
3 ă r ,
and thus
}P p1q}r¯,s¯,y ď d2}Kyy}r,y}gx}2r¯,s¯,y ď d2K
ˆ
C1
M
α
σ´pν`dq
˙2
“ d2C21KM
2
α2
σ´2pν`dq,
}P p2q}r¯,s¯,y ď d}Py} 5r
6 ,s¯,y
}gx}r¯,s¯,y ď d6M
r
C1
M
α
σ´pν`dq
“ 6dC1M
2
αr
σ´pν`dq
and by Lemma 2.2.4–piq, we have,
|ε|}P p3q}r¯,s´σ2 ,y ď
ÿ
|n|1ąκ
}Pn}r¯,y eps´σ2 q|n|1 ďM
ÿ
|n|1ąκ
e´
σ|n|1
2
ďM e´κσ4
ÿ
|n|1ąκ
e´
σ|n|1
4 ďM e´κσ4
ÿ
|n|1ą0
e´
σ|n|1
4
“M e´κσ4
¨˝˜ÿ
kPZ
e´
σ|k|
4
¸d
´ 1‚˛“M e´κσ4 ˜ˆ1` 2 e´σ4
1´ e´σ4
˙d
´ 1
¸
“M e´κσ4
˜ˆ
1` 2
e
σ
4 ´ 1
˙d
´ 1
¸
ďM e´κσ4
˜ˆ
1` 2σ
4
˙d
´ 1
¸
ď σ´dM e´κσ4
´
pσ ` 8qd ´ σd
¯
ď d8dσ´dM e´κσ4
“ C2σ´dM e´ 54λ
p2.3.31qď C2σ´dMσ´p2ν`dq |ε|MK
α2
“ C2M |ε|MK
α2
σ´2pν`dq .
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Hence46,
}P`}r¯,s¯,y ď }P p1q}r¯,s¯,y ` }P p2q}r¯,s¯,y ` }P p3q}r¯,s¯,y
ď d2C21KM
2
α2
σ´2pν`dq ` 6dC1M
2
αr
σ´pν`dq ` C2M |ε|MK
α2
σ´2pν`dq
“ `d2C21rK` 6dC1ασν`d ` C2rK˘ M2α2rσ´2pτ`d`1q
ď `d2C21 ` 6dC1 ` C2˘max tα, rKu M2α2rσ´2pτ`d`1q
p2.3.30qď C3?
2
max
!
1, α
rK
)M2K
α2
σ´2pν`dq
ď LM .
The proof of the claims on φ1 and P 1 are proven in a similar way as in Lemma 2.3.1.
Finally, we prove the convergence of the scheme by mimicking Lemma 2.3.2.
Lemma 2.3.4 Let H0 :“ H, K0 :“ K, P0 :“ P , φ0 “ φ0 :“ id, and r0, s0, s˚, σ0, µ0,
46Recall that σ ă 1.
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W0, M0, K0, T0 and ε7 be as in §2.1.2. For a given ε ­“ 0, define47
σj :“ σ02j ,
sj`1 :“ sj ´ σj “ s˚ ` σ02j ,
s¯j :“ sj ´ 2σi3 ,
Kj`1 :“ K0
jź
k“0
p1` σk3 q ď K0 e
2σ0
3 ă K0
?
2 ,
Tj`1 :“ T0
jź
k“0
p1` σk3 q ď T0 e
2σ0
3 ă T0
?
2 ,
λ0 :“ log µ´10 ,
λj :“ 2jλ0 ,
κj :“ 5σ´1j λj ,
rj`1 :“ min
#
α
4d
?
2K0κνj
,
5
96d
rj
η0
+
,
d˚ :“ C5 η20 ,
e˚ :“ C9K0
α2
σ
´p4ν`2d`1q
0 λ
2ν
0 ,
f˚ :“ C8 max
"
1, α
r0K0
*
η0 σ
´p3ν`2d`1q
0 µ0 λ
ν
0 .
Assume that ε is such that
µ0 ď ε7 and f˚ max
"
1 , C103 σ0 η
1
4
0 e˚ d2˚ |ε|M0
*
ă 1 . (2.3.54)
Then, one can construct a sequence of symplectic transformations
φj : Drj ,sjpyjq Ñ Drj´1,sj´1pyj´1q , (2.3.55)
so that
Hj :“ Hj´1 ˝ φj “: Kj ` ε2jPj , (2.3.56)
converges uniformly. More precisely, ε2jPj, φj :“ φ0 ˝ φ1 ˝ φ2 ˝ ¨ ¨ ¨ ˝ φj, Kj, yj converge
uniformly on ty˚uˆTds˚ to, respectively, 0, φ˚, K˚, y˚ which are real–analytic on Tds˚ and
47Notice that sj Ó s˚ and rj Ó 0.
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H ˝ φ˚ “ K˚ with det B2yK˚py˚q ­“ 0. Finally, the following estimates hold for any i ě 1:
|ε|2i}Pi}ri,si,yi ď
`1
3σ0f˚e˚d2˚|ε|M0
˘2i´1
e˚ d˚i`1
, (2.3.57)
|Wpφ˚ ´ idq| ď σd`10 on ty˚u ˆ Tds˚ . (2.3.58)
Proof For i ě 0, define
Wi :“ diag
ˆ
max
"
Ki
α
,
1
ri
*
1d ,1d
˙
,
Li :“ C0 max
"
1, α
riKi
*
MiK0
α2
σ
´p2ν`dq
i ,
Li :“Mi max
"
4
?
2T0
riri`1
σ
´pν`dq
i , C7 max
"
1, α
riKi
*
K0
α2
σ
´2pν`dq
i
*
ěMi max
"
4Ti
riri`1
σ
´pν`dq
i ,
4
Kir2i
, C7 max
"
1, α
riKi
*
K0
α2
σ
´2pν`dq
i
*
.
Let us assume (inductive hypothesis) that we can iterate j ě 1 times the KAM step
obtaining j symplectic transformations48
φi`1 : Dri`1,si`1pyi`1q Ñ D2ri{3,sipyiq, for 0 ď i ď j ´ 1, (2.3.59)
and j Hamiltonians Hi`1 “ Hi ˝ φi`1 “ Ki`1 ` ε2i`1Pi`1 real–analytic on Dri`1,si`1pyi`1q
such that, for any 0 ď i ď j ´ 1,$’’’’’’’’’’’’’&’’’’’’’’’’’’’%
}B2yKi}ri,yi ď Ki ,
}Ti} ď Ti ,
}Pi}ri,si,yi ďMi ,
λi ě 45 log
´
σ2ν`di α
2
|ε|2iMiKi
¯
,
|ε|2iLi ď σi3 .
(2.3.60)
Observe that for j “ 1, it is i “ 0 and (2.3.60) is implied by the definitions of K0, T0, λ0, M0
and by condition (2.3.54).
48Compare (2.3.36).
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Because of (2.3.54) and (2.3.60), (2.3.33) holds for Hi and Lemma 2.3.3 can be applied to
Hi and one has, for 0 ď i ď j ´ 1 (see (2.3.32), (2.3.34), (2.3.37) and (2.3.38)):$’’’’’’’’’’&’’’’’’’’’’%
|yi`1 ´ yi| ď 2σν`di ri`1|ε|2iLi ,
}Ti`1} ď }Ti} ` Ti|ε|2iLi ,
}Ki`1}ri`1,yi`1 ď }Ki}ri,yi ` |ε|2iMi ,
}B2yKi`1}ri`1,yi`1 ď }B2yKi}ri,yi ` Ki|ε|2iLi ,
}Wipφi`1 ´ idq}ri`1,si`1,yi`1 ď σdi |ε|2iLi ,
}Pi`1}ri`1,si`1,yi`1 ďMi`1 :“MiLi .
(2.3.61)
Let 0 ď i ď j ´ 1. Since
µ0 ď ε7 ùñ α4d?2K0κν0
ď 596d
r0
η0
,
then
r1 “ α4d?2K0κν0
,
and therefore
ri`1 “ min
"
α
4d
?
2K0κνi
,
5
96d
ri
η0
*
“ min
#
α
4d
?
2K0κνi
,
5
96dη0
α
4d
?
2K0κνi´1
,
ˆ
5
96dη0
˙2
ri´1
+
...
“ min
#
α
4d
?
2K0κνi
,
5
96dη0
α
4d
?
2K0κνi´1
, ¨ ¨ ¨ ,
ˆ
5
96dη0
˙i
r1
+
“ r14i min
#
1 , 524dη0
, ¨ ¨ ¨ ,
ˆ
5
24dη0
˙i+
“
ˆ
5
96dη0
˙i
r1 .
Thus, since
µ0 ď ε7 ùñ µ0 ď e´1 ùñ κ0 ě 5σ´10 ě 10 , (2.3.62)
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we have
|ε|L0p3σ´10 q “ 3|ε|M0 max
"
4
?
2T0
r0r1
σ
´pν`dq
0 , C7 max
"
1, α
r0K0
*
K0
α2
σ
´2pν`dq
0
*
ď 3 max
"
4
?
2T0
α
r1
α
r0K0
, C7 max
"
1, α
r0K0
**
σ
´2pν`dq´1
0
K0|ε|M0
α2
“ 3 max
"
32dη0κν0
α
r0K0
, C7 max
"
1, α
r0K0
**
σ
´2pν`dq´1
0
K0|ε|M0
α2
ď 3 max  32d , 10´νC7( ¨max"1, α
r0K0
*
η0 σ
´2pν`dq´1
0
K0|ε|M0
α2
κν0
“ C8 max
"
1, α
r0K0
*
η0 σ
´p3ν`2d`1q
0 µ0λ
ν
0
“ f˚
p2.3.54qď 1 .
Now, fix i ě 1. We have
riKi ď r1K0
?
2
p2.3.62qď α4d ¨ 10ν ă α (2.3.63)
so that
|ε|2iLip3σ´1i q “ 3|ε|2iMi max
"
4
?
2T0
riri`1
σ
´pν`dq
i , C7 max
"
1, α
riKi
*
K0
α2
σ
´2pν`dq
i
*
σ´1i
“ 3|ε|2iMi max
"
4
?
2T0
riri`1
σ
´pν`dq
i , C7
1
αri
σ
´2pν`dq
i
*
σ´1i
ď 3 max
"
4
?
2αT0
ri`1
, C7
*
σ
´2pν`dq´1
i
|ε|2iMi
αri
“ 3 max
#
32dη0κν0
ˆ
96dη0
5
˙i
, C7
+
σ
´2pν`dq´1
i
|ε|2iMi
αri
ď 3 max  32d , 10´νC7(ˆ96dη05
˙i
η0 κ
ν
0 σ
´2pν`dq´1
i
|ε|2iMi
αri
ď 12d?2 max  32d , 10´νC7(ˆ96dη05
˙2i´1
η0 κ
2ν
0 σ
´2pν`dq´1
i
K0|ε|2iMi
α2
“ C9K0
α2
σ
´p4ν`2d`1q
0 λ
2ν
0
`
22pν`dq`11325´2d2η20
˘i |ε|2iMi
“ e˚di˚|ε|2iMi “: θid˚ ,
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so that
Li ă e˚ di˚Mi ,
thus by last relation in (2.3.61), for any 1 ď i ď j ´ 1,
|ε|2i`1Mi`1 ă e˚di˚|ε|2i`1M2i
i.e. θi`1 ă θ2i , which iterated, yields θi ď θ2i´11 for 1 ď i ď j. Next, we show that, thanks
to (2.3.54), (2.3.60) holds also for i “ j. In fact, by (2.3.60) and (2.3.61), we have
}Ti`1} ď }Ti} ` Ti|ε|2iLi ď Ti ` Tiσi3 “ Ti`1 ,
and similarly for }B2yKi`1}ri`1,yi`1 . Now, by p2.3.57qi“j ,
|ε|2jLjp3σ´1j q ď θjd˚ ď
1
d˚
pe˚ d2˚ε2M1q2j´1 ď 1d˚
´σ0
3 f˚e˚d
2
˚|ε|M0
¯2j´1 p2.3.54qď 1d˚ ă 1 ,
which implies the last inequality in (2.3.60) with i “ j.
Next, we check the fourth inequality in (2.3.60) for i “ j. We have49
λj “ 2λj´1
p2.3.60qi“j´1ě 45 log
ˆ
σ
2p2ν`dq
j´1
α4
|ε|2jM2j´1K2j´1
˙
ě 45 log
ˆ
σ
2p2ν`dq
j´1
α4
|ε|2jMj´1K2j´1 ¨ σ
´2pν`dq
j´1
C7K0
α2Lj´1
˙
“ 45 log
ˆ
σ2νj´1
α2
|ε|2jMjKj´1 ¨
C7K0
Kj´1
˙
ą 45 log
ˆ
σ2ν`dj
α2
|ε|2jMjKj
˙
.
The proof of the induction is then finished and one can construct an infinite sequence of
Arnold’s transformations satisfying (2.3.60), (2.3.61) and (2.3.57) for all i ě 0.
Next, we prove that φj is convergent by proving that it is Cauchy. For any j ě 3, we have,
49Notice that Li ěMiC7 K0α2σ´2pν`dqi , @ i ě 0.
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using again Cauchy’s estimate,50
}Wj´1pφj´1 ´ φj´2q}rj ,sj ,yj “ }Wj´1φj´2 ˝ φj´1 ´Wj´1φj´2}rj ,sj ,yj
p2.3.59qď }Wj´1Dφj´2W´1j´1}2rj´1{3,sj´1,yj´1 }Wj´1pφj´1 ´ idq}rj ,sj ,yj
p2.3.61qď max
ˆ
rj´1
3
rj´1
,
3
2σj´1
˙
}Wj´1φj´2}rj´1,sj´1,yj´1 ˆ
ˆ}Wj´1pφj´1 ´ idq}rj ,sj ,yj
“ 32σj´1 }Wj´1φ
j´2}rj´1,sj´1,yj´1 }Wj´1pφj´1 ´ idq}rj ,sj ,yj
ď 12}Wj´1φ
j´2}rj´1,sj´1,yj´1 ¨ σdj´1
´
|ε|2j´1Lj´13σ´1i´1
¯
ď 12}Wj´1φ1}r2,s2,y2 ¨ σ
d
j´1 θj´1
ď 12
˜
j´2ź
i“1
}Wi`1W´1i }
¸
}W1φ1}r2,s2,y2 ¨ σdj´1 θj´1
p2.3.63q“ 12
˜
j´2ź
i“1
ri
ri`1
¸
}W1φ1}r2,s2,y2 ¨ σdj´1 θj´1
“ r12rj´1 }W1φ1}r2,s2,y2 ¨ σ
d
j´1 θj´1
“ 48d5 σ
d
2 η0 }W1φ1}r2,s2,y2 ¨
ˆ
3d ¨ 25´dη0
5
˙j´3
¨ θ2j´21
ď 48d5 σ
d
2 η0 }W1φ1}r2,s2,y2 ¨
ˆ
3d ¨ 25´dη0
5
˙2j´4
¨ θ2j´21
“ 48d5 σ
d
2 η0 }W1φ1}r2,s2,y2 ¨
˜ˆ
3d ¨ 25´d
5
˙ 1
4
η
1
4
0 θ1
¸2j´2
“ 48d5 σ
d
2 η0 }W1φ1}r2,s2,y2 ¨
´
C10 η
1
4
0 θ1
¯2j´2
.
50Notice that p2.3.63q ùñ Wi “ diag p 1ri 1d ,1dq , @ i ě 1 and recall that 2i´1 ě i, @ i ě 0.
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Therefore, for any n ě 1, j ě 0,
}W1pφn`j`1 ´ φnq}rn`j`2,sn`j`2,yn`j`2 ď
n`jÿ
i“n
}W1pφi`1 ´ φiq}ri`2,si`2,yi`2
ď
n`jÿ
i“n
˜
iź
k“1
}WkW´1k`1}
¸
}Wi`1pφi`1 ´ φiq}ri`2,si`2,yi`2
p5.3.46q“
n`jÿ
i“n
iź
k“1
max
"
1 , rk`1
rk
*
}Wi`1pφi`1 ´ φiq}ri`2,si`2,yi`2
“
n`jÿ
i“n
}Wi`1pφi`1 ´ φiq}ri`2,si`2,yi`2
ď 48d5 σ
d
2 η0 }W1φ1}r2,s2,y2
n`jÿ
i“n
´
C10 η
1
4
0 θ1
¯2i
and
C10 η
1
4
0 θ1
p2.3.54qă 1 .
Hence, φj converges uniformly on ty˚uˆTds˚ to some φ˚, which is then real–analytic map
in x P Tds˚ .
To estimate |W0pφ˚ ´ idq| on ty˚u ˆ Tds˚ , observe that , for i ě 1,51
σdi |ε|2iLi ď σ
d`1
0
3 ¨ 2ipd`1q
θ2
i´1
1
d˚
ď σ
d`1
0
3 ¨ 2ipd`1qd˚ θ
i
1 “ σ
d`1
0
3d˚
´ θ1
2d`1
¯i
and therefore ÿ
iě1
σdi |ε|2iLi ď σ
d`1
0
3d˚
ÿ
iě1
´ θ1
2d`1
¯i ď σd`10 θ13 ¨ 2d d˚ p2.3.54qă 12 σd`10 .
Moreover, for any i ě 1,
}W1pφi ´ idq}ri`1,si`1,yi`1 ď }W1pφi´1 ˝ φi ´ φiq}ri`1,si`1,yi`1 ` }W1pφi ´ idq}ri`1,si`1,yi`1
ď }W1pφi´1 ´ idq}ri,si,yi `
˜
i´1ź
j“0
}WjW´1j`1}
¸
}Wipφi ´ idq}ri`1,si`1,yi`1
“ }W1pφi´1 ´ idq}ri,si,yi ` }Wipφi ´ idq}ri`1,si`1,yi`1
“ }W1pφi´1 ´ idq}ri,si,yi ` }Wipφi ´ idq}ri`1,si`1,yi`1
ď }W1pφi´1 ´ idq}ri,si,yi ` σdi |ε|2iLi ,
51Recall that 2i ě i` 1, @ i ě 0.
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which iterated yields
}W1pφi ´ idq}ri,si,yi ď
i´1ÿ
k“1
σdk |ε|2kLk
ď
ÿ
kě1
σdk |ε|2kLk
ď 12 σ
d`1
0 .
Therefore, taking the limit over i completes yields, uniformly on ty˚u ˆ Tds˚ ,
|W1pφ˚ ´ idq| ď 12 σ
d`1
0 .
Now, to complete the proof of the Lemma and, consequently, of the Theorem, just set
φ˚ :“ φ0 ˝ φ˚ and observe that, uniformly on ty˚u ˆ Tds˚ ,
|W0pφ˚ ´ idq| ď |W0pφ0 ˝ φ˚ ´ φ˚q| ` |W0pφ˚ ´ idq|
ď }W0pφ0 ´ idq}r1,s1,y1 ` }W0W´11 } |W1pφ˚ ´ idq|
“ }W0pφ0 ´ idq}r1,s1,y1 `max
"
r1K0
α
,
r1
r0
, 1
*
|W1pφ˚ ´ idq|
p2.3.63q“ }W0pφ0 ´ idq}r1,s1,y1 ` |W1pφ˚ ´ idq|
ď σd0 |ε|L0 ` 12 σ
d`1
0
p2.3.54qď 13 σ
d`1
0 ` 12 σ
d`1
0
ă σd`10 .
2.3.3 Proof of Theorem 2.1.4
As usual, the proof is inductive: at each step j P N, a small perturbation of some normal
form Nj “ ejpωq ` ω ¨ y,
Hj “ Nj ` Pj
is considered. Then, a coordinates and parameter transformation Fj is constructed so that
Hj ˝ Fj “ Nj`1 ` Pj`1
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with another normal form Nj`1, some much smaller error term Pj`1 satisfying
}Pj`1} ď C}Pj} 32
for some constant C ą 0 and the sequence F j`1 :“ F0˝¨ ¨ ¨˝Fj converges to an embedding
of an invariant Kronecker torus.
The first step, calledKAM step, will be then to describe one cycle of this iterative scheme
in which, for readability, we drop the subscribe j and consider a generic hamiltonian
H “ N ` P . First of all, instead of H, we consider the hamiltonian H¯ obtained from H
by first linearizing the perturbation P in y and then truncating its Fourier series in x at
some suitable high order κ.
The transformation F is of the form
F :“ pΦ, ϕq :“
´rΦ ˝ ppi1, pi2;ϕ ˝ pi3q, ϕ ˝ pi3¯ : py, x;ωq ÞÑ ´rΦpy, x;ϕpωqq, ϕpωq¯ ,
where rΦ is obtained as the time–1–map of the flow ΦtF of some hamiltonian F and
pij : Cd ˆ Cd ˆ Cd Ñ Cd, j “ 1, 2, 3 : pi1py, x, ωq “ y, pi2py, x, ωq “ x, pi3py, x, ωq “ ω .
(2.3.64)
In particular, Φ is then symplectic for ω fixed52. Then, we iterate this cycle and prove the
convergences.
In all this section, the sup–norm on Dr,sˆΩα,h will be denoted by } ¨ }r,s,h :“ }¨}r,s,h,d,
while on Dr,s ˆ Cd (resp. Dr,s ˆ Rd), it will be denoted by } ¨ }r,s,8 (resp. } ¨ }r,s,0).
2.3.3.1 KAM step
Lemma 2.3.5 (KAM step) Assume that }P }r,s,h ď  with
paq  ď 1
C4
αηrσν,
pbq  ď 1
C6
hr,
pcq h ď α2κν¯ ,
52Indeed, denoting the Lie derivative by L and the contraction operator by ι, we have
d
dt
`
φtF
˘˚
$ “ `φtF ˘˚ LXF$ “ `φtF ˘˚
¨˚
˝ιXF d$lomon
0
`d ιXF$lomon
´dF
‹˛‚“ 0 ùñ `φtF ˘˚$ “ `φ0F ˘˚$ “ id˚$ “ $.
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for some 0 ă η ă 1{8, 0 ă σ ă s{10 and sufficiently large κ ą d´1
σ
. Then there exist
ϕ : Rd Ñ Rd a C8–diffeomorphism with ϕpΩq “ Ω and ϕ ” id on RdzΩ , rΦ: Dηr,s´5σ ˆ
Cd Ñ Dr,s a (ω–) family of symplectic transformations parametrized over Cd, each being
real–analytic with holomorphic extention to Dηr,s´5σ and C8 in ω on Rd and such that, if
F :“ pΦ, ϕq :“
´rΦ ˝ ppi1, pi2;ϕ ˝ pi3q, ϕ ˝ pi3¯ , the following hold: its restriction map
Fh “ pΦ, ϕq : Dηr,s´5σ ˆ Ωα,h4 Ñ Dr,s ˆ Ωα,h
is well–defined, real–analytic (in all arguments), H ˝Fh “ N` ` P` with another normal
form N` :“ e`pωq ` ω ¨ y and
}P`}ηr,s´5σ,h4 ď
?
C10
3 ¨ 2ν¯
ˆ
2
αrσν¯
` pη2 ` κn e´κσq
˙
.
Moreover53,
}W¯ pF ´ idq} r
4 ,s´4σ,0 ď
´σ0
σ
¯2ν¯´1 ¨maxˆ4C3 
αrσν¯
,
C3
C0

rh
˙
, (2.3.65)
››W¯ pDF ´ IdqW¯´1›› r
8 ,s´5σ,0
ď
´σ0
σ
¯2ν¯´1 ¨maxˆdC5 
αrσν¯
,
C5
C0

rh
˙
, (2.3.66)
}ϕ´ id}8 , h }Dϕ´ Id}0 ď
C5
2C0

r
, (2.3.67)
for a given σ0 ě σ, with
W¯ :“ diag
ˆ
1
r
1d,
1
σ
´σ0
σ
¯2ν¯´1
1d,
1
h
1d
˙
.
Proof For convenience, we will follow the scheme of the proof in [Pös01] and add two
more steps allowing us, later, as we said, to estimate the Lipschitz’ semi–norm of the
symplectic transformation we are going to build–up without invoking the Whitney’s ex-
tension theorem.
1. Truncation. Let Qpx, ωq :“ P p0, x, ωq ` Pyp0, x, ωq ¨ y, the linerization of P and
R :“ TκQ. Then by Cauchy’s estimate we get
}Q}r,s,h ď }P }r,s,h ` d}P }r,s,h
r
r ď pd` 1q,
53We denote by DΦ and Dϕ, respectively, the jacobian of Φ with respect to py, x, ωq and of ϕ with
respect to ω.
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And
}P ´Q}2ηr,s,h “
››››ż 1
0
p1´ tqPyypty, x, ωqpy, yqdt
››››
2ηr,s,h
ď
ÿ
1ďj,lďd
sup
py,x,ωqPD2ηr,sˆΩα,h
ż 1
0
p1´ tq}B2yjylP pty, x, ωq}}yj}}yl}dt
ď
ÿ
1ďj,lďd
ż 1
0
p1´ tq }P }r,s,hpr ´ 2ηrq2 p2ηrq
2dt
“ 2η
2d2
p1´ 2ηq2 
ď 32d
2
9 η
2.
By Lemma 2.2.4, we have
}R ´Q}r,s´σ,h ď 4dC2κd e´κσ}Q}r,s,h ď 4dpd` 1qC2κd e´κσ,
and therefore
}R}r,s´σ,h ď }R ´Q}r,s´σ,h ` }Q}r,s´σ,h
ď `4dC2κd e´κσ ` 1˘ pd` 1q ď 2pd` 1q “ C32C0 ,
because C2 ď C10 and, later, κ will be chosen so that κd e´κσ ď p4ν¯C10q´1.
2. Extending the Diophantine condition. The Diophantine condition (compare (1.2.1))
is assumed to hold only on Ωα. Nevertheless, given ω P Ωα,h, there exits ω˚ P Ωα such
that |ω ´ ω˚| ă h, so that, for any |k|1 ď κ
|k ¨ pω ´ ω˚q| ď |k|1 ¨ |ω ´ ω˚| ď κh
pcqď α2κτ ď
α
2|k|τ1
and thanks to (1.2.1), we get, for any ω P Ωα,h
|k ¨ ω| ě α2|k|τ1 , @ 0 ‰ |k|1 ď κ. (2.3.68)
3. Finding the hamiltonian F by solving a homological equation. We have
H “ H¯ ` pP ´Qq ` pQ´Rq with H¯ “ N `R
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Let’s remind that we are looking at for a hamiltonian F such that its flow φtF satisfies54
H ˝ φ1F “ N1` ` P 1`,
for some hamiltonian N1` closed to a normal form and much smaller error term P 1`. We
have
H ˝ φ1F “ H¯ ˝ φ1F ` pP ´Qq ˝ φ1F ` pQ´Rq ˝ φ1F .
Next we expend H¯ ˝ φtF around t “ 0 to get55
H¯ ˝ φ1F “ N ˝ φ1F `R ˝ φ1F
“ N ` d
ds
N ˝ φsF
ˇˇ
s“0 `
ż 1
0
p1´ tq d
2
ds2
N ˝ φsF
ˇˇ
s“t dt`
`R `
ż 1
0
d
ds
R ˝ φsF
ˇˇ
s“t dt
“ N ` tN,F u `
ż 1
0
p1´ tqttN,F u, F u ˝ φtF dt`R `
ż 1
0
tR,F u ˝ φtF dt
“ N ` rRslooomooon
:“N1`
`tN,F u ` pR ´ rRsq `
ż 1
0
tp1´ tqtN,F u `R,F u ˝ φtF dtloooooooooooooooooooomoooooooooooooooooooon
:“P 0`
Since Q is affine in the variable y , then so is R and a fortiori rRs; moreover rRs does not
depend on x. Therefore, there exist analytic functions e0` : ω Ñ e0`pωq and v : ω Ñ vpωq
such that rRspy, ωq “ e0`pωq ` vpωq ¨ y (in fact v “ rRys) so that
N1` “ epωq ` e0`pωqloooooomoooooon
:“e1`pωq
`pω ` vpωqqlooooomooooon
:“ρpωq
¨y (2.3.69)
Let
P 1` :“ P 0` ` pP ´Qq ˝ φ1F ` pQ´Rq ˝ φ1F (2.3.70)
The main point is then to determine F by solving the homological equation
tN,F u ` pR ´ rRsq “ 0
54In fact, rigorously, one should write H ˝ pφ1F , idq and so on.
55Given a function K and denoting the Poisson bracket by t¨, ¨u, we have
d
dt
K ˝ φtF “ dKpφtF q ¨ ddtφ
t
F “ dKpφtF q ¨ JdF pφtF q “ tK,F u ˝ φtF .
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i.e. (recall that N “ epωq ` ω ¨ y)
DωF “ tF,Nu “ R ´ rRs (2.3.71)
so that we have
p1´ tqtN,F u `R “ p1´ tqprRs ´Rq `R “ p1´ tqrRs ` tR,
P 0` “
ż 1
0
tp1´ tqrRs ` tR, F u ˝ φtF dt, (2.3.72)
and
H ˝ φ1F “ N1` ` P 1`. (2.3.73)
Since rR ´ rRss “ 0, }rRs}r,h ď }R}r,s´σ,h and }R ´ rRs}r,s´σ,h ď 2}R}r,s´σ,h ă 8,
Lemma 2.2.5 applies to (2.3.71) and we find F with
}F }r,s´2σ,h ď 2C0
αστ
}R ´ rRs}r,s´σ,h ď 4C0
αστ
}R}r,s´σ,h ď 2C3 
αστ
(2.3.74)
Then by Cauchy’s estimate we get
}Fx}r,s´3σ,h ď }F }r,s´2σ,h
σ
ď 2C3 
ασν¯
,
}Fy} r2 ,s´2σ,h ď
2}F }r,s´2σ,h
r
ď 4C3 
αrστ
and
}Fω}r,s´2σ,h2 ď
2}F }r,s´2σ,h
h
ď 4C3 
αστh
(2.3.75)
so that
1
r
}Fx} r2 ,s´3σ,h,
1
σ
}Fy} r2 ,s´3σ,h ď 4C3

αrσν¯
and by using assumption paq, we get
}Fx}r,s´3σ,h ď 2C3
C4
ηr ď ηr ď r8 (2.3.76)
}Fy} r2 ,s´2σ,h ď
4C3
C4
ησ ď σ (2.3.77)
4. Extending the hamiltonian F . Thanks to Lemma 2.2.1, there exists a cut–off χ1 P
CpCdqXC8pRdq with 0 ď χ1 ď 1, suppχ1 Ă Ωα,h2 and χ1 ” 1 on Ωα,h4 . Now we extend F ,
witch we call F˜ , as follows: F˜ ” 0 onDr,s´2σˆ
´
CdzΩα,h2
¯
and F˜ py, x, ωq “ χ1pωqF py, x, ωq
on Dr,s´2σ ˆ Ωα,h2 . Thus
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piq F˜ concide with F on Dr,s´2σˆΩα,h4 , is continuous on Dr,s´2σˆCd, C8 on Dr,s´2σˆ
Rd and for any ω P Cd given, the map py, xq ÞÑ F˜ py, x, ωq is real–analytic with
holomorphic extention to Dr,s´2σ.
piiq
}F˜ }r,s´2σ,8 def“ sup
Dr,s´2σˆCd
}F˜ } ď }F }r,s´2σ,h ď 2C3 
αστ
, (2.3.78)
}F˜y} r2 ,s´2σ,8 ď }Fy} r2 ,s´2σ,h ď 4C3

αrστ
ď σ , (2.3.79)
}F˜x}r,s´3σ,8 ď }Fx}r,s´3σ,h ď 2C3 
ασν¯
ď r8 (2.3.80)
and by using (2.2.1), (2.3.74) and (2.3.75), we get
}F˜ω}r,s´2σ,0 ď }Bωχ1}0 ¨ }F }r,s´2σ,h ` }Fω}r,s´σ,h2 (2.3.81)
ď 24C1C3 
αστh
` 4C3 
αστh
ď C54

αστh
. (2.3.82)
5. Transforming coordinates. As we said, the coordinates transformation rΦ is obtained
as the time–1–map of the flow φtF˜ of the hamiltonian F˜ with equations of motion
9y “ ´F˜x, 9x “ F˜y or equivalently d
dt
φtF˜ “ JdF˜ pφtF˜ q.
By using (2.3.79) and (2.3.80), we deduce that, given ω P Cd, the flow φtF˜ is well–defined,
real–analytic with holomorphic extention to D r
4 ,s´4σ and C
8 in ω on Rd for any 0 ď t ď 1,
with
φtF˜ : D r4 ,s´4σ Ñ D r2 ,s´3σ (2.3.83)
and, setting rΦ :“ φ1
F˜
“: pU, V q, we have
}U ´ id} r
4 ,s´4σ,0 ď }F˜x} r2 ,s´3σ,8 ď 2C3

ασν¯
(2.3.84)
}V ´ id} r
4 ,s´4σ,0 ď }F˜y} r2 ,s´3σ,8 ď 4C3

αrστ
. (2.3.85)
Moreover, since R is affine in the variable y, then so is F and then F˜ so that F˜y and V
do not depend on y, therefore the jacobian of Φ is of the form
DrΦ “ ˆUy Ux0 Vx
˙
, (2.3.86)
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with, by using Cauchy’s estimate, the following bounds
}Uy ´ Id} r8 ,s´5σ,0 ď d
8}U ´ id} r
4 ,s´4σ,0
r
ď 16dC3 
αrσν¯
, (2.3.87)
}Ux} r8 ,s´5σ,0 ď d
}U ´ id} r
4 ,s´4σ,0
σ
ď 2dC3 
ασν¯`1
, (2.3.88)
}Vx ´ Id} r8 ,s´5σ,0 ď d
}V ´ id} r
4 ,s´4σ,0
σ
ď 4dC3 
αrσν¯
, (2.3.89)
}Uω} r4 ,s´4σ,0 ď }F˜ωθ}r,s´3σ,0 ď d
}F˜ω}r,s´2σ,0
σ
ď dC54

ασν¯h
, (2.3.90)
}Vω} r4 ,s´4σ,0 ď }F˜ωy} r2 ,s´2σ,0 ď d
2}F˜ω}r,s´2σ,0
r
ď dC52

αrστh
. (2.3.91)
6. New error term estimate. To estimate P 1` (compare (2.3.70)), we need to estimate
tR,F u. By Cauchy’s estimate, we have
}tR,F u} r
2 ,s´3σ,h2 ď
dÿ
j“1
}Rxj} r2 ,s´3σ,h}Fyj} r2 ,s´3σ,h2 ` }Ryj} r2 ,s´3σ,h}Fxj} r2 ,s´3σ,h2
ď
dÿ
j“1
}R} r
2 ,s´2σ,h
σ
}Fy} r
2 ,s´3σ,h2 `
2}R}r,s´3σ,h
r
}Fx} r
2 ,s´3σ,h2
ď
dÿ
j“1
C3
2C0

σ
¨ 4C3 
αrστ
` 2C32C0

r
¨ 2C3 
ασν¯
“ 4dC
2
3
C0
2
αrσν¯
,
}trRs, F u} r
2 ,s´3σ,h2 “ }rRsy ¨ Fx} r2 ,s´3σ,h2 “ }rRys ¨ Fx} r2 ,s´3σ,h2
ď d }rRys} r
2 ,s´3σ,h ¨ }Fx} r2 ,s´3σ,h2
ď d}Ry} r2 ,s´3σ,h ¨ }Fx} r2 ,s´3σ,h2
ď d2}R}r,s´3σ,h
r
}Fx} r
2 ,s´3σ,h2 ď
2dC23
C0
2
αrσν¯
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and therefore
}P 0`}ηr,s´5σ,h2
(2.3.72)“
››››ż 1
0
tp1´ tqrRs ` tR, F u ˝ φtF dt
››››
ηr,s´5σ,h2
(2.3.76)`(2.3.77)ď
ż 1
0
}tp1´ tqrRs ` tR, F u}2ηr,s´4σ,h2 dt
ď
ż 1
0
}tp1´ tqrRs ` tR, F u} r
2 ,s´3σ,h2 dt
ď 3dC
2
3
C0
2
αrσν¯
.
Hence
}P 1`}ηr,s´5σ,h2
(2.3.70)“ ››P 0` ` pP ´Qq ˝ φ1F ` pQ´Rq ˝ φ1F ››ηr,s´5σ,h2
(2.3.76)`(2.3.77)ď ››P 0`››ηr,s´5σ,h2 ` }P ´Q}2ηr,s´4σ,h2 ` }Q´R}2ηr,s´4σ,h2
ď 3dC
2
3
C0
2
αrσν¯
` 32d
2
9 η
2` 4dpd` 1qC2κd e´κσ
ď max
ˆ
3dC23
C0
, 4dpd` 1qC2
˙ˆ
2
αrσν¯
` `η2 ` κd e´κσ˘ ˙
“
?
C10
3 ¨ 2ν¯
ˆ
2
αrσν¯
` `η2 ` κd e´κσ˘ ˙ . (2.3.92)
7. Transforming frequencies. In view of (2.3.69), we need to invert the map
ρ : ω ÞÑ ω ` vpωq “ ω ` rRys.
But we have
}ρ´ id}h “ }rRys}h ď }Ry} r2 ,s´σ,h ď
C3
C0

r
pbqď C3
C0C6
h ď h
64
?
3
ď h4
Therefore, we apply Lemma 2.2.9 and get a real analytic map ϕ˜ : Ωα,h4 Ñ Ωα,h2 , inverse of
ρ and satisfies
}ϕ˜´ id}h
4
,
h
4 }Dϕ˜´ Id}h4 ď
C3
C0

r
Now we extend ϕ˜: by Lemma 2.2.1, there exists a cut–off χ2 P CpCdq X C8pRdq with
0 ď χ2 ď 1, suppχ2 Ă Ωα,h4 , χ2 ” 1 on Ωα,h8 . Then let ϕ :“ id ` pϕ˜ ´ idqχ2 on Ωα,h8 and
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ϕ :“ id on CdzΩα,h4 . Thus, setting
N`py, ω`q :“ N1`py, ϕ˜pω`qq “ e1` ˝ ϕ˜pω`q ` ω` ¨ y,
F :“ pΦ, ϕq :“
´rΦ ˝ ppi1, pi2, ϕ ˝ pi3q, ϕ ˝ pi3¯ ,
P` :“ P 1` ˝ F|D r4 ,s´4σˆΩα, h8 ,
we have H ˝F “ N``P` on D r4 ,s´4σˆΩα,h8 , with all the required properties. Moreover,
}ϕ´ id}8 ď }ϕ˜´ id}h
4
ď C3
C0

r
pbqď h
64
?
3
(2.3.93)
and
}Dϕ´ Id}0 ď }Dϕ˜´ Id}h
4
` }ϕ˜´ id}h
4
}Dωχ2}0
(2.2.1)ď 4C3
C0

hr
` C3
C0

r
¨ 24C1
h
“ C54C0

hr
pbqď C54C0C6 ă
1
2 . (2.3.94)
So, in particular, ϕ|Rd is C8–diffeomorphism from Rd onto itself and since56 ϕ “ id outside
of Ω then ϕ|Ω is C8–diffeomorphism from Ω onto itself.
8. Estimating Φ. By (2.3.84), (2.3.85) and (2.3.93), we have57
}W¯ pF ´ idq} r
4 ,s´4σ,0 ď max
ˆ
6C3

αrσν¯
´σ0
σ
¯2ν¯´1
,
C3
C0

rh
˙
ď
´σ0
σ
¯2ν¯´1 ¨maxˆ6C3 
αrσν¯
,
C3
C0

rh
˙
.
Now58, since
ByΦ “ ByrΦ|ppi1,pi2;ϕ˝pi3q, BxΦ “ BxrΦ|ppi1,pi2;ϕ˝pi3q, BωpΦ´ idq “ BωrΦˇˇppi1,pi2;ϕ˝pi3q ˝Dϕ|pi3 ,
W¯ pDF ´ IdqW¯´1 “
¨˚
˝rUy ´ Id
´
σ
σ0
¯2ν¯´1
σ
r
rUx hr rUω
0 rVx ´ Id `σ0σ ˘2ν¯´1 hσ rVω
0 0 ϕω ´ Id
‹˛‚ ,
56because Ωα Ă Ω, dist pΩα, BΩq ě α and h will be chosen (just below) in such away that h ď α2 so
that Ωα,h4 X Rd Ă Ω.57Recall that σ0 ě σ.
58Recall that DΦ denotes the Jacobian of Φ w.r.t py, xq, Dϕ the Jacobian of ϕ w.r.t ω and Φ ´ id
means Φ´ ppi1, pi2q.
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with Φ “: prU, rV q, then by (2.3.87)–(2.3.91) and (2.3.94), we have››W¯ pDF ´ IdqW¯´1›› r
8 ,s´5σ,0
ď max
"ˆ
16dC3 ` 2dC3 ` dC54
˙

αrσν¯
,ˆ
4dC3 ` dC52
˙

αrσν¯
´σ0
σ
¯2ν¯´1
,
C5
C0

rh
*
ď max
ˆ
dC5

αrσν¯
´σ0
σ
¯2ν¯´1
,
C5
C0

rh
˙
ď
´σ0
σ
¯2ν¯´1 ¨maxˆdC5 
αrσν¯
,
C5
C0

rh
˙
.
Since D r
8 ,s´5σ Ě Dηr,s´5σ, then the estimates on Φ are proven.
2.3.3.2 Iteration of the KAM step
Since we are going to iterate the KAM step infinitely many times, we need to choose the
sequences rj, sj, hj, κj, σj, ηj conveniently so that at each step, all the assumptions in
the KAM step hold. See [Pös01], for details on how those sequences are choosen. First,
we set up the sequences, then we prove that at each step they meet all the assumptions
in KAM step and then we prove the iterative lemma.
Let then µ :“ 32 and (recall 16)$&% 0 ă s0 ď 1
sj`1 “ sj ´ 5σj
,
$&% σ0 “
s0
20
σj`1 “ σj2
,
$&%
E0 ď 20νcσν´ν¯0
Ej`1 “ Cµ´110 Eµj
,
$’&’%
κ0 “
”
´40 log ε´1
s0
ı
κj`1 “ 4κj
,
$&%
αCε ď h0 ď α2κν¯0
hj`1 “ hj4ν¯
and
$&% 0 ă r0 ď 1
η2j “ Ej, rj`1 “ ηjrj and j “ αEjrjσν¯j
.
Thus the following hold
Lemma 2.3.6 For any j P N,
piq j ď 1C4αηjrjσν¯jpiiq j ď 1C6hjrjpiiiq hj ď α2κν¯j
pivq j`1 ě
?
C10
3¨2ν¯
`
jEj ` pη2j ` κdj e´κjσjqj
˘
pvq κjσj ą d´ 1, 0 ă ηj ă 1{8, and 0 ă σj ă sj{10
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Proof piq As Ej is decreasing (super–exponentially) and piq ô C24Ej ď 1 then it is enough
to check it for j “ 0. But by definitions, we have
E0 ď 14ν¯C10 ď
1
C24
.
piiq ` piiiq By definitions, it follows59
κν¯0σ
ν¯
0 e
´κ0σ0 ď E0σν¯0 “ 1α
0
r0
ď h0
αC6
ď 12C6κν¯0 .
Now let j P N and assume
κν¯jσ
ν¯
j e
´κjσj ď Ejσν¯j “ 1α
j
rj
ď hj
αC6
ď 12C6κν¯j .
Then, by using the above definitions we get
κν¯j`1σ
ν¯
j`1 e
´κj`1σj`1 “ 4ν¯κν¯jσν¯j`1 e´2κjσj
ď `κν¯j e´κjσj˘2 σν¯j`1 ď E2j σν¯j`1
ď Cµ´110 Eµj σν¯j`1 “ Ej`1σν¯j`1 “ 1α
j`1
rj`1
“ aC10EjEj σν¯j2ν¯ ď 14ν¯Ejσν¯j
ď hj
α4ν¯C6
“ hj`1
αC6
ď 12C6 ¨ 4ν¯κν¯j “
1
2C6κν¯j`1
which ends the proof of piiq and piiiq.
pivq We have
?
C10
3 ¨ 2ν¯
`
jEj ` pη2j ` κdj e´κjσjqj
˘ ď ?C103 ¨ 2ν¯ pjEj ` pEj ` Ejqjq
“
?
C10
2ν¯ jEj “
?
C10
2ν¯ αE
2
j rjσ
ν¯
j
“ αCµ´110 Eµj
a
Ej
rj`1
ηj
´σj
2
¯ν¯
“ αrj`1σν¯j`1Ej`1 “ j`1.
59See Appendix A.
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pvq We have
kjσj “ 2jκ0σ0 ě κ0σ0 ą d´ 1,
0 ă η2j “ Ej “ 1C10 pC10E0q
µj ď 1
C104ν¯µj
ă 143 ,
sj ´ 10σj “ s02 ą 0.
Now we arrive to the iterative lemma. Given j P N, let60
Dj :“ Drj ,sj , Oj :“ Ωα,hj , W¯j :“ diag
`
r´1j 1d, 2jp2ν¯´1qσ´1j 1d, h´1j 1d
˘
,
uj :“ j
rjhj
, vj :“ C10Ej.
Then, by the definitions, we have uj`1 “ 2ν¯uj?vj and vj`1 “ vµj . Thus,
vj “ vµj0 , v0 “ C10E0 ď 4´ν¯ , uj “ 2jν¯u0vµj´10 , u0 ď 1C6 and
uj
hj
“ u0
h0
23jν¯vµ
j´1
0 .
In particular for any j ě 0,
uj ď 2jν¯ ¨ u0 ¨ 4´ν¯pµj´1q, uj
hj
ď 23jν¯ ¨ u0
h0
¨ 4´ν¯pµj´1q. (2.3.95)
Lemma 2.3.7 Suppose H0 :“ N ` P0 is real analytic on D0 ˆO0 with
}P0}r0,s0,h0 ď 0 “ αE0r0σν¯0 .
Then for each j P N, there exist a normal form Nj and a transformation
F j “ pΦj;ϕjq :“ F0 ˝ ¨ ¨ ¨ ˝ Fj´1 : Dj ˆ Rd Ñ D0 ˆ Rd such that
(i) ϕj : Rd Ñ Rd is a C8–diffeomorphism with ϕj ” id on Ω and Φj : Dj ˆ Rd Ñ D0
is a (ω–) family of real–anatylitic, symplectic transformations parametrized over Rd
and C8 in ω;
(ii) F j is Lipschitz–continuous in ω with
}W¯0
`F j ´ id˘ }L,Rd ď C9 0r0h20 , (2.3.96)
uniformly on Dj ˆ Rd.
60Notice that σ0{σj “ 2j .
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(iii) The restriction F˜ j :“ F j|DjˆOj is real–analytic with holomorphic extension to DjˆOj
for each given ω P Oj and satisfies F˜ j : Dj ˆOj Ñ D0ˆO0, H ˝ F˜ j “ Nj `Pj with
}Pj}rj ,sj ,hj ď j “ αEjrjσν¯j .
Furthermore
}W¯0pF j`1 ´ F jq}rj`1,sj`1,0 ď C7 0r0h0 ¨ 2
´ν¯p2µj`3j´2q`j . (2.3.97)
Proof For j “ 0 we take F1 “ F0 “ id, N1 “ N,P1 “ P0 and we are done.
Next we pick j ě 0 and we assume that it holds at the step j. Then we have to check it
for the step j` 1. But, thanks to lemma 2.3.6, we can apply the KAM step to Hj to get a
transformation Fj “ pΦj;ϕjq : Dj`1 ˆ Rd Ñ Dj ˆ Rd for which every properties in KAM
step hold. So, its restriction
F˜j :“ Fj|Dj`1ˆOj`1 : Dj`1 ˆOj`1 Ñ Dj ˆOj
and there exists a normal form Nj`1 such that Hj`1 “ Hj ˝ F˜j “ Nj`1 ` Pj`1 with
}Pj`1}rj`1,sj`1,hj`1 ď
?
C10
3 ¨ 2ν¯
`
jEj `
`
η2j ` κdj e´κjσj
˘
j
˘
.
Then we apply pivq of lemma 2.3.6 to obtain
}Pj`1}rj`1,sj`1,hj`1 ď j`1 “ αEj`1rj`1σν¯j`1.
Therefore
F j`1 “ F0 ˝ ¨ ¨ ¨ ˝ Fj “
`
Φj ˝ pΦj, ϕjq;ϕj ˝ ϕj
˘
: Dj`1 ˆ Rd Ñ D0 ˆ Rd
is a transformation such that H ˝ F˜ j`1 “ Hj ˝ F˜j “ Nj`1 ` Pj`1 with all the required
properties in piq and piiiq.
It remains the estimates on F j. By (2.3.65) and (2.3.66) we have61
}W¯jpFj ´ idq}rj`1,sj`1,0 , }W¯jpDFj ´ IdqW¯´1j }rj`1,sj`1,0 ď
ď
ˆ
σ0
σj
˙2ν¯´1
¨max
ˆ
dC5
j
αrjσν¯j
,
C5
C0
j
rjhj
˙
ď 2´jp2ν¯´1q dC
2
5
4C0C4
uj (2.3.98)
p2.3.95qď dC
2
5
4C0C4
0
r0h0
¨ 2´ν¯p2µj`j´2q`j . (2.3.99)
61Notice that hj
ασν¯
j
“ h0
ασν¯0
¨ 12jν¯ ď h0ασν¯0 ď
C5
4C0C4 .
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Thus
}W¯0pF j`1 ´ F jq}rj`1,sj`1,0 “ }W¯0pF j ˝ Fj ´ F jq}rj`1,sj`1,0
ď }W¯0DF jW¯´1j }rj ,sj ,0 ¨ }W¯jpFj ´ idq}rj`1,sj`1,0
(2.3.99)ď dC
2
5
4C0C4
0
r0h0
¨ 2´ν¯p2µj`j´2q`j ¨ }W¯0DF jW¯´1j }rj ,sj ,0.
Next, we need to bound }W¯0DF jW¯´1j } uniformly on Dj ˆ Rd. But for any j ě 0, we
have62
}W¯jW¯´1j`1} “
››››diagˆrj`1rj 1d, 122ν¯´1 σj`1σj 1d, hj`1hj 1d
˙››››
“ max
ˆ
rj`1
rj
,
1
22ν¯´1
σj`1
σj
,
hj`1
hj
˙
“ max
ˆ
ηj,
1
4ν¯
˙
“ 14ν¯ . (2.3.100)
and
W¯0DF jW¯´1j “ W¯0DF0 ˝ ¨ ¨ ¨ ˝DFj´1W¯´1j
“ `W¯0DF0W¯´10 ˘ `W¯0W¯´11 ˘ ¨ ¨ ¨ `W¯j´1DFj´1W¯´1j´1˘ `W¯j´1W¯´1j ˘ ,
so that,
}W¯0DF jW¯´1j } ď }W¯0DF0W¯´10 }}W¯0W¯´11 } ¨ ¨ ¨ }W¯j´1DFj´1W¯´1j´1}}W¯j´1W¯´1j }
(2.3.100)ď }W¯0DF0W¯´10 } ¨ ¨ ¨ }W¯j´1DFj´1W¯´1j´1}
(2.3.99)ď 4´jν¯
j´1ź
k“0
ˆ
1` dC
2
5
4C0C4
0
r0h0
¨ 2´ν¯p2µk`k´2q`k
˙
ď 4´jν¯
8ź
k“0
ˆ
1` dC
2
5
4C0C4C6
¨ 2´ν¯p2µk`k´2q`k
˙
ď 4´jν¯ exp
˜
dC25
4C0C4C6
8ÿ
k“0
2´ν¯p2µk`k´2q`k
¸
“ 4´jν¯ 4C0C4C7
dC25
.
62Recall that any j ě 0, ηj ď ?c ď 1{
?
4ν¯C10 ă 1{p3 ¨ 4ν¯q.
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C6 :“ C5
C0
C7 :“ dC
2
5
4C0C4
exp
˜
dC25
4C0C4C6
8ÿ
j“0
2´ν¯p2µj`j´2q`j
¸
Therefore,
}W¯0pF j`1 ´ F jq}rj`1,sj`1,0 ď C7 0r0h0 ¨ 2
´ν¯p2µj`3j´2q`j .
Finally, using again (2.3.98) and (2.3.100), we get
}W¯0
`
DF j`1 ´ Id˘ W¯´1j`1} “ }W¯0 `DF j ˝DFj ´ Id˘ W¯´1j`1}
“ }W¯0
`
DF j ´ Id˘ W¯´1j ˝ W¯jDFjW¯´1j ˝ W¯jW¯´1j`1`
W¯0 pDFj ´ Idq W¯´1j`1}
ď }W¯0
`
DF j ´ Id˘ W¯´1j }}W¯jDFjW¯´1j }}W¯jW¯´1j`1}`
} `W¯0W¯´11 ˘ ¨ ¨ ¨ `W¯j´1W¯´1j ˘ W¯j pDFj ´ Idq W¯´1j ˝ W¯jW¯´1j`1}
ď 14ν¯ }W¯0
`
DF j ´ Id˘ W¯´1j }ˆ1` 12jp2ν¯´1q dC254C0C4uj
˙
`
1
4pj`1qν¯
1
2jp2ν¯´1q
dC25
4C0C4
uj .
Therefore, letting
wj :“ log
ˆ
}W¯0
`
DF j ´ Id˘ W¯´1j } ` 14jν¯
˙
, zj :“ 12jp2ν¯´1q
dC25
4C0C4
uj, j ě 0,
we get, for any j ě 1,
wj`1 ď wj ` log
ˆ
1
4ν¯ p1` zjq
˙
and w1 “ log
ˆ
1
4ν¯
˙
,
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so that, for any j ě 1,
wj ď
j´1ÿ
k“0
log
ˆ
1
4ν¯ p1` zkq
˙
ď log
˜
1
4jν¯
j´1ź
k“0
p1` zkq
¸
ď log
ˆ
1
4jν¯
˙
` log
˜ 8ź
k“0
p1` zkq
¸
ď log
ˆ
1
4jν¯
˙
`
8ÿ
k“0
zk
ď log
ˆ
1
4jν¯
˙
` C8u0 ,
i.e.
}W¯0
`
DF j ´ Id˘ W¯´1j } ď 14jν¯ ` eC8u0 ´ 1˘ .
In particular, for any j ě 1,
hj}W¯0
`BωF j ´ Id˘ } ď }W¯0 `DF j ´ Id˘ W¯´1j }
ď 14jν¯
`
eC8u0 ´ 1˘ ,
i.e. 63
h0}W¯0
`BωF j ´ Id˘ } ď eC8u0 ´ 1 ď C8u0 eC8u0 ď C8 eC8{C6u0 “ C9u0 ,
i.e.
}W¯0
`F j ´ id˘ }L,Rd ď C9 0r0h20 uniformly on Dj ˆ Rd .
2.3.3.3 Deduction of Theorem 2.1.4
We set P0 “ P, s0 “ s, r0 “ r, h0 “ h, and 0 “  “ }P }r,s,h; thus Lemma 2.3.7
applies. Hence, by (2.3.97), pFjqj is a Cauchy sequence and therefore converges uniformly
to some F “ pΦ, ϕq onč
jě0
Dj ˆ Rd “ T˚ ˆ Rd, where T˚ :“ t0u ˆ Tds
2
,
63Recall that u0 ď 1{C6 and ea ´ 1 ď a ea, @a ě 0.
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with the map x ÞÑ Φp0, x, ωq real analytic on Tds
2
for each given ω P Rd (by Weierstrass’s
theorem) and for any j ě 1,
}W¯0pF j ´ idq}rj ,sj ,hj ď }W¯0pF j ´ F j´1q}rj ,sj ,hj ` ¨ ¨ ¨ ` }W¯0pF2 ´ F0q}r0,s0,h0
ď C10u0,
C10 :“ C7
8ÿ
j“0
2´ν¯p2µj`3j´2q`j
and letting j Ñ 8, we get, uniformly on T˚ ˆ Rd,
}W¯0pF ´ idq} ď C10 
rh
. (2.3.101)
Moreover, by letting j Ñ 8 in (2.3.96), we get, uniformly on T˚ ˆ Rd,
}W¯0pF ´ idq}L,Rd ď C9 rh. (2.3.102)
Let’s prove that ϕ is a lipeomorphism from Ω onto itself. Indeed, for any j ě 0,
}Dϕj`1 ´ Id}0 ` 1 “ }pDϕj ´ IdqDϕj ` pDϕj ´ Idq|0 ` 1
ď }Dϕj ´ Id}0 p}Dϕj ´ Id}0 ` 1q ` }Dϕj ´ Idq}0 ` 1
“ `}Dϕj ´ Id}0 ` 1˘ p}Dϕj ´ Id}0 ` 1q ,
so that64
}Dϕj`1 ´ Id}0 ď ´1`
`}Dϕ1 ´ Id}0 ` 1˘ jź
k“0
p}Dϕk ´ Id}0 ` 1q
p2.3.67qď ´1`
jź
k“0
ˆ
1` C52C0uk
˙
ď exp
˜
C5
2C0
8ÿ
k“0
uk
¸
´ 1
p2.3.95qď exp
˜
C5
2C0
u0
8ÿ
k“0
2´ν¯p2µk´k´2q
¸
´ 1
ď exp
˜
C5
2C0C6
8ÿ
k“0
2´ν¯p2µk´k´2q
¸
´ 1
ď elogp 32q ´ 1 “ 12 ă 1
64Recall that ϕ1 “ ϕ0 “ id, so that }Dϕ1 ´ Id}0 “ 0.
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Hence, ϕ is a lipeomorphism (Lipschitz continuous bijection with inverse Lipschitz con-
tinuous as well) from Rd onto itself closed to the identity. Furthermore, ϕ ” id outside of
Ω since each ϕj is so, so that ϕ restricted to Ω is a lipeomorphism from Ω onto itself.
Next, we prove that for each ω P Ωα, Φp0, x, ωq is an invariant Kronecker torus for
H|ϕpωqpy, xq :“ Hpy, x, ϕpωqq. Indeed, by letting j Ñ 8 in Iterative Lemma, piiiq, we
obtain
H|ϕpωq ˝ Φpy, x, ωq “ H ˝ Fpy, x, ωq “: e8pωq ` ω ¨ y,
on
č
jě0
Dj ˆOj “ T˚ ˆ Ωα.
Thus,
Φ´1 ˝ φH|ϕpωq ˝ Φpy, x;ωq “ py, ωt` xq i.e. φH|ϕpωq ˝ Φpy, x;ωq “ Φpy, ωt` x;ωq,
on T˚ ˆ Ωα.
It remains just to prove that the tori are Lagragian. Indeed, since Tp0,xqT˚ – t0u ˆCd for
any x P Tds
2
, each Φj is symplectic and $ is smooth, then we have, for any ω P Rd,
Φ˚$}T˚ “ lim
jÑ8pΦ
jq˚$}T˚ “ $}T˚ “ 0.
Remark 2.3.8 Notice that one could apply Lemma 2.2.2 as well to prove that ϕ is a lipeo-
morphism, provided that C6 is chosen a little bigger. In fact, by (2.3.67), we have65
}ϕj ´ id}L,Rd ď C52C0uj .
Thus, for
C6 ě C5
C0
8ÿ
j“0
2´ν¯p2µj´j´2q ,
by taking With Lj ” id, gj “ ϕj , δ “ 1, lj “ C52C0uj , since
ř8
j“0 lj ď C52C0C6
8ÿ
j“0
2´ν¯p2µj´j´2q ď 12 ,
for any j ě 0 so that we apply again Lemma 2.2.2 to get
}ϕj ´ id}L,Rd ď C52C0
8ÿ
k“0
uk ď 12 .
Therefore
}ϕ´ id}L,Rd ď 12 ă 1.
65Recall the notations in the proof of Iterative Lemma.
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3 | Comparison of the KAM theo-
rems on a mechanical Hamiltonian
We consider the simple mechanical Hamiltonian66
H0py, x; εq :“ y
2
2 ` εP0pxq :“
y2
2 ` ε
˜
cosx1 `
d´1ÿ
j“1
cospxj`1 ´ xjq
¸
,
and we choose
s “ s¯ “ 10s˚9 “
10sˆ
9 “ 20σ “ 1, ε0 “ 8, τ ě d´ 1, α ą 0, y0 “ ω P ∆
τ
α .
Moreover, we have
H0py ` y0, x; εq “ ω
2
2 ` ω ¨ y `
y2
2 ` εP0pxq “: Hpy, x;ω; εq. (3.0.1)
3.1 Application of Theorem 2.1.1
By (3.0.1), we have
K0 “ ω
2
2 , Qpy, xq “
y2
2 , P py, x; εq “ P0pxq, T “ 1d.
Hence67
M “ }P }r,s,ε0 “ cosh s` pd´ 1q coshp2sq, pE “ max"ω22 , r|ω|, dr22 , |ω|2
*
,
66As usual, y2 “ y ¨ y “ y21 ` ¨ ¨ ¨ ` y2d.
67See §3.3 for an idea to compute }P }r,s,ε0 .
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L “ C73
pE10r´10α´4|ω|´6M,
ε˚ :“ c pE´9σ4τ`13r10α4|ω|6M´1 “ c pE´9σ4τ`13r10α4|ω|6cosh s` pd´ 1q coshp2sq .
Therefore, Theorem 2.1.1 holds for
|ε| ă ε˚ :“ c
pE´9σ4τ`13r10α4|ω|6
cosh s` pd´ 1q coshp2sq . (3.1.1)
3.2 Application of Theorem 2.1.2
By the very definition of H0, we have
P “ P0, Kpyq “ y
2
2 , Kypyq “ y, T “ Kyypyq “ 1d,
so that68
M “ }P0}r,s,y0 “ cosh s` pd´ 1q coshp2sq, }Ky}r,y0 def“ sup|y´y0|ăr |y| “ r ` |y0| “ r ` |ω|,
}Kyy}r,y0 def“ sup|a|“1 }Kyyp¨qa}r,y0 “ sup|a|“1 sup|y´y0|ăr |Kyypyqa| “ sup|a|“1 sup|y´y0|ăr |a| “ 1,
}T } “ 1, pE “ max  rpr ` |ω|q, |ω|2( .
Therefore, Theorem 2.1.2 holds for
|ε| ă ε˚ :“ α
2
M0
µ˚ , (3.2.1)
where
µ˚ :“ max
!
0 ă µ ď ε7 : p1 ¨max
!
1 , p2 µ
`
log µ´1
˘2ν) ¨ µ `log µ´1˘ν ă 1) ,
ε7 :“ min
#
e´1 , exp
˜
´σ5
ˆ
12
?
2
5
α
r
˙ 1
ν
¸+
,
p1 :“ C8 σ´p3ν`2d`1q0 max
!
1, α
r
)
,
p2 :“ C11 σ´p4ν`2dq0 ,
68See §3.3 for an idea to compute }P0}r,s,y0 and }Ky}r,y0 ; for the later, writing y0 “ py01, ¨ ¨ ¨ , y0dq,
one can just choose the family ya :“ py01 ` a sign py01q, ¨ ¨ ¨ , y0d ` a sign py0dqq, 0 ă a ă r.
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3.3 Application of Theorem 2.1.4
By (3.0.1), we have
K0pωq “ ω
2
2 , P py, x;ωq “
y2
2 ` εP0pxq.
We choose
0 ă r ă 2cαs
ν
d
, h :“ C
r
,
with c, C as in (2.1.9) and  “ }P }r,s,h. Next, we compute .
 “ sup
Ddr,sˆΩdα,h
|P | ď dr
2
2 ` supxPTd1
|ε|
˜
| cosx1| `
d´1ÿ
j“1
| cospxj`1 ´ xjq|
¸
ď dr
2
2 ` |ε|pcosh s` pd´ 1q coshp2sqq,
Now, choosing
ya :“
´
a i
1´ sign ε
2 , a i
1´ sign ε
2 , ¨ ¨ ¨ , a i 1´ sign ε2
¯
, 0 ă a ă r
and
xb :“
¨˚
˝b i,´b i, ¨ ¨ ¨ , p´1qj`1b iloooomoooon
jth term
, ¨ ¨ ¨ , p´1qd`1b i‹˛‚, 0 ă b ă s,
we get
|P pya, xb;ωq| “
ˇˇˇˇ
ˇda22 sign pεq ` ε
˜
cosh b`
d´1ÿ
j“1
coshp2bq
¸ˇˇˇˇ
ˇ
“ da
2
2 ` |ε| pcosh b` pd´ 1q coshp2bqq .
Therefore,
 ě sup
0ăaăr
0ăbăs
|P pya, xb;ωq|
“ sup
0ăaăr
0ăbăs
da2
2 ` |ε| pcosh b` pd´ 1q coshp2bqq
“ dr
2
2 ` |ε| pcosh s` pd´ 1q coshp2sqq .
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Thus
 “ dr
2
2 ` |ε|pcosh s` pd´ 1q coshp2sqq
“ 12cαr ` |ε|pcosh s` pd´ 1q coshp2sqq.
Consequently, if
|ε| ď ε˚ :“ 2cαs
ν ´ dr2
2pcosh s` pd´ 1q coshp2sqq , (3.3.1)
then Theorem 2.1.4 holds.
3.4 Application of Theorem 2.1.6
We choose
u ” 0, v ” y0 “ ω.
Thus,
Hyy ” 1d, M “ 1d, T “ 1d, f ” 0, g “ ε∇xP0.
Therefore, we can take
E “ 1, Ej,k “ 0 if jk ą 0 or k ě 3, E0,2 “ 1, ρ “ U “ rV “ 0, ,
rT “ 1, V “ |ω|1, M “ M “ 1, F “ 0.
Next, we compute G “ |ε| ~∇xP0~r,s,y0 . We have,
G “ |ε| sup
|a|1“1
´a1 eix1 ´ eix22i ` d´1ÿ
j“1
paj ´ aj`1q e
ipxd`1´xdq ´ e´ipxd`1´xdq
2i

r,s,y0
“ |ε| sup
|a|1“1
˜
|a1| e
s ` es
2 `
d´1ÿ
j“1
|aj ´ aj`1| e
2s ` e2s
2
¸
“ |ε| sup
|a|1“1
˜
|a1| es `
d´1ÿ
j“1
p|aj| ` |aj`1|q e2s
¸
ď |ε|minp es ` pd´ 1q e2s, 2 e2sq .
But then, taking a0 “ p1, 0q if d “ 2 and
a0 “ p0, 1, 0, ¨ ¨ ¨ , 0q if d ě 3,
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we obtain
G ě |ε| ~∇xP0p¨qa0~r,s,y0 “ |ε|minp es ` pd´ 1q e2s, 2 e2sq.
Hence
G “ |ε|minp es ` pd´ 1q e2s, 2 e2sq “: |ε| pG .
It remains the choice of E3,0. Writting
P0 “ 12p e
ix1 ` e´ix1q ` 12
d´1ÿ
j“1
eipxj`1´xjq ` e´ipxj`1´xjq “:
ÿ
mPZd
P0m e
im¨x, (3.4.1)
we have, for any j, k, l “ 1, ¨ ¨ ¨ , d,
B3P0
BxjBxkBxl “ ´i
ÿ
mPZd
mjmkmlP0m e
im¨x, (3.4.2)
so that
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B3xP0r,s,y0 def“ sup|b|1“|c|1“1
dÿ
j“1
sup
|a|1“1
 dÿ
k,l“1
B3P0
BxjBxkBxl p¨qajbkcl

r,s,y0
“ sup
|b|1“1
|c|1“1
dÿ
j“1
sup
|a|1“1
¨˚
˝

dÿ
l“1
B3P0
Bx2jBxl p¨qajbjcl

r,s,y0
`

ÿ
1ďkďd
k‰j
B3P0
Bx2jBxk p¨qajbkcj

r,s,y0
`

ÿ
1ďkďd
k‰j
B3P0
BxjBx2k
p¨qajbkck

r,s,y0
‹˛‹‚
(3.4.2)“ sup
|b|1“|c|1“1
dÿ
j“1
sup
|a|1“1
¨˚
˝|aj||bj| ÿ
mPZd
|mj|2
ˇˇˇˇ
ˇˇˇ dÿ
l“1
clml
ˇˇˇˇ
ˇˇˇ |P0m| es|m|1`
|aj||cj|
ÿ
mPZd
|mj|2
ˇˇˇˇ
ˇˇˇ ÿ
1ďkďd
k‰j
bkmk
ˇˇˇˇ
ˇˇˇ |P0m| es|m|1`
|aj|
ÿ
mPZd
|mj|
ˇˇˇˇ
ˇˇˇ ÿ
1ďkďd
k‰j
bkckm
2
k
ˇˇˇˇ
ˇˇˇ |P0m| es|m|1‹˛‚
ď
ÿ
mPZd
|P0m| es|m|1 sup
|b|1“1
|c|1“1
¨˚
˝ dÿ
j“1
|bj||mj|2
ˇˇˇˇ
ˇˇˇ dÿ
l“1
clml
ˇˇˇˇ
ˇˇˇ`
dÿ
j“1
|cj||mj|2
ˇˇˇˇ
ˇˇˇ ÿ
1ďkďd
k‰j
bkmk
ˇˇˇˇ
ˇˇˇ` dÿ
j“1
|mj|
ˇˇˇˇ
ˇˇˇ ÿ
1ďkďd
k‰j
bkckm
2
k
ˇˇˇˇ
ˇˇˇ‹˛‚
ď
ÿ
mPZd
|P0m| es|m|1p|m|3 ` |m|3 ` |m|1|m|2q
(3.4.1)“ 212
`
3 es ` 4pd´ 1q e2s˘
“ 3 es ` 4pd´ 1q e2s “: E3,0.
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Therefore
pV “ r, A1 “ A2 “ |ω|, A3 “ 0, A4 “ 3 es ` 4pd´ 1q e2s,
A5 “ A6 “ max
 
3 es ` 4pd´ 1q e2s , |ω|2( , A7 “ α´2 max  3 es ` 4pd´ 1q e2s , |ω|2( ,
A8 “ ps´ sˆq2τ max
"
1 , |ω|
r
*
, A9 “ max tA7 , A8u , A˚ “ α´2|ε| pG.
Therefore, Theorem 2.1.6 holds for
|ε| ď ε˚ :“ α
2ps´ sˆq2p2τ`1q
109 ¨ 28τ`13τ !4A9 pG . (3.4.3)
In particular, for d “ 2, we have the following.
Corollary 3.4.1 Consider the hamiltonian Hpy1, y2, x1, x2; εq :“ y21`y222 `εpcosx1`cospx2´
x1qq and ω :“
´?
5´1
2 , 1
¯
. Then, for any |ε| ă ε˚, there exists a Kronecker’s invariant torus
Ty0,ω for H i.e.
KAM theorem Parameters ε˚
Kolmogorov r “ 1, σ “ 1{20 9.18337ˆ 10´30
Arnold r “ 1, σ “ 1{20 2.02258ˆ 10´49
Moser r “ 1.73502ˆ 10
´15, σ “ 1{20 6.12208ˆ 10´37
h “ 2.53148ˆ 10´10 ` 4.46141ˆ 1020|ε|
Salamon–Zehnder r “ 1, s “ 1, sˆ “ 1{10 7.38385ˆ 10´27
Table 3.1: Values of ε˚ according to the KAM theorem
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4 | Global symplectic extension of Arnold’s
theorem
4.1 Assumptions
Let α, r0 ą 0, τ ě d ´ 1, 0 ă s0 ď 1, D Ă Rd be a non–empty, bounded domain69 and
consider the Hamiltonian parametrized by ε P R
Hpy, x; εq :“ Kpyq ` εP py, xq,
where K,P are real–analytic functions with bounded holomorphic extensions to70
Dr0,s0pDq :“
ď
y0PD
Dr0,s0py0q ,
the norm being
} ¨ }r0,s0,D :“ sup
Dr0,s0 pDq
| ¨ | .
Assume that
| detKyypyq| ­“ 0 , @ y P D . (4.1.1)
Define
∆τα :“
"
ω P Rd : |ω ¨ k| ě α|k|τ1 , @ k P Z
dzt0u
*
,
Dr0,α :“
!
y0 P D : dist py0, BDq ě r032d and Kypy0q P ∆
τ
α
)
,
T : Dr0,α Q y0 ÞÑ Kyypy0q´1 P IsopRdq .
69i.e. open and connected.
70Recall the notations in §1.2
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Finally, for ε ­“ 0 given, let71
M0 :“ }P }r0,s0,Dr0,α ,
K0 :“ }Kyy}r0,Dr0,α ,
 :“ K0|ε|M0
α2
,
T0 :“ }T }Dr0,α “ sup
y0PDr0,α
}T py0q} ,
K8 :“ K0 e 13 ,
T8 :“ T0 e 13 ,
C0 :“ 4
ˆ
3
2
˙2τ`d`2 ż
Rd
`|y|τ`11 ` d|y|2τ`21 ˘ e´|y|1dy ,
C1 :“ 2
ˆ
3
2
˙τ`d`1 ż
Rd
|y|τ`11 e´|y|1dy ,
C2 :“ 23dd ,
C3 :“ d2C21 ` 6dC1 ` C2 ,
C4 :“ C0 ` 24 e3 C1 ,
C5 :“ max
"
4dT8K8 ,
3
23τ`7C1
*
,
0 ă σ0 ă min
!s0
2 , 2
´2pτ´1qC5
?
2
)
,
s˚ :“ s0 ´ 2σ0 ,
C6 :“ 16C5
?
2
σ0
,
C7 :“ max tC3, C4u ,
C8 :“
ˆ
1` 13 e
1
3
˙d
´ 1 ,
R :“ 4αT8 ,
λ0 :“ log ´1 ,
r1 :“ R
16C5
`
4σ´10 λ0
˘τ`1 ,
a˚ :“ 3 ¨ 22τ` 52σ´p3τ`2d`4q0 C5 max
!
22pτ`2qσd`10 , C7λ
´pτ`1q
0
?
2
)
,
b˚ :“ 3 ¨ 22pτ`1qC5 σ´p3τ`2d`4q0 max
"
16αT8
r0
στ`d`10 , C7 max
"
1, r0K8
α
**
,
c˚ :“ exp
˜
´σ04
ˆ
R
r0σ0
˙ 1
τ`1
¸
,
d˚ :“ 22τ`2d`3C26 ,
71Recall from footnote13 that C0,C1 ą 1.
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e˚ :“ λ
2pτ`1q
0
α2T8
¨ a˚ ,
f˚ :“ λ
τ`1
0
α2T8
¨ b˚ ,
g˚ :“ b˚T8K0 ,
h˚ :“ 4a˚ b˚ d˚σ03T28K20 ,
ε1 :“ 13 f˚σ
d`1
0 |ε|M0 ` 49 f˚e˚d˚σ0|ε|
2M20 “ 13g˚ σ
d`1
0 
`
log ´1
˘τ`1 ` 13h˚ 2 `log ´1˘3pτ`1q ,
ε2 :“ 13 f˚σ0|ε|M0 `
4
9 f˚e˚d˚σ0|ε|
2M20 “ 13g˚ σ0 
`
log ´1
˘τ`1 ` 13h˚ 2 `log ´1˘3pτ`1q ,
ε7 :“ c˚ α
2
K0M0
.
4.2 Statement of the extension Theorem
Theorem 4.2.1 Under the assumptions in §4.1, we have the following. For any given ε
such that72
 ď c˚ , g˚ 
`
log ´1
˘τ`1 ď 1 , h˚ 2 `log ´1˘3pτ`1q ď 1 , (4.2.1)
there exist D˚ Ă D having the same cardinality as Dr0,α, a lipeomorphism G˚ : Dr0,α ontoÝÑ
D˚, a C8 map K˚ : D Ñ R and a C8–symplectomorphism φ˚ : D ˆ Td ý, real–analytic
in x P Tds˚ and such that the following hold.
By˚K˚ ˝G˚ “ ByK on Dr0,α , (4.2.2)
Bβy˚H ˝ φ˚py˚, xq “ Bβy˚K˚py˚q, @ py˚, xq P D˚ ˆ Td, @ β P Nd0 (4.2.3)
and
|meas pD˚q ´ meas pDr0,αq| ď C8 ε2 eε2 meas pDr0,αq , (4.2.4)
|W0pφ˚ ´ idq| ď ε1 on D˚ ˆ Tds˚ , (4.2.5)
where
W0 :“ diag
ˆ
1
4r1
1d,1d
˙
.
72Notice that p4.2.1q equivals to: |ε| ď ε7 , |ε| f˚ }P }r0,s0,Dr0,α ď
1 and 4|ε|2 f˚ e˚ d2˚ σ0 }P }2r0,s0,Dr0,α ď 3.
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Remark 4.2.2 From (4.2.3), on deduces that the d–tori
Tω˚,ε :“ φ˚
´
y˚,Td
¯
, y˚ P D˚ , ω˚ :“ By˚K˚py˚q , (4.2.6)
are non-degenrate invariant Kronecker tori for H i.e.
φtH ˝ φ˚py˚, xq “ φ˚py˚, x` ω˚tq , @ x P Td. (4.2.7)
4.3 Proof of Theorem 4.2.1
KAM step Given r, s,K, P,D ,D7 satisfying the assumptions 4.1, we seek for r1 ă r, s1 ă
s, a set D 17 Ă Dr1pD7q having the same cardinality as D7 and a near–to–the–identity real–
analytic symplectic transformation φ1 : D ˆ Td ý satisfying
φ1 : Dr1,s1pD 17q Ñ Dr,spD7q,
with Dr1,s1pD 17q Ă Dr,spD7q and φ1 generated by an extension y1 ¨x`εgˆpy1, xq of a function
of the form y1 ¨ x` εgpy1, xq i.e.
φ1 :
#
y “ y1 ` εgˆxpy1, xq
x1 “ x` εgˆy1py1, xq , (4.3.1)
such that$’&’%
H1 :“ H ˝ φ1 “ K1 ` ε2P1 , K1 “ K1py1q, on Dr1,s1pD 17q ,
det B2y1K1py1q ­“ 0 , @ y1 P D 17,
By1K1pD 17q “ ByKpD7q .
(4.3.2)
By Taylor’s formula, we get73
Hpy1 ` εgxpy1, xq, xq “Kpy1q ` εP0py1q ` ε rKypy1q ¨ gx ` TκP py1, ¨q ´ P0py1qs`
` ε2 `P p1q ` P p2q ` P p3q˘ py1, xq
“K1py1q ` ε rKypy1q ¨ gx ` TκP py1, ¨q ´ P0py1qs ` ε2P 1py1, xq,
(4.3.3)
73Recall that x¨y stands for the average over Td.
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with κ P N, which will be chosen large enough so that P p3q “ Opεq, P0py1q :“ xP py1, ¨qy
and $’’’’’’’’’’’’’&’’’’’’’’’’’’’%
K1 :“ Kpy1q ` εP0py1q “: Kpy1q ` ε rKpy1q
P 1 :“ P p1q ` P p2q ` P p3q
P p1q :“ 1
ε2
rKpy1 ` εgxq ´Kpy1q ´ εKypy1q ¨ gxs “
ż 1
0
p1´ tqKyypεtgxq ¨ gx ¨ gxdt
P p2q :“ 1
ε
rP py1 ` εgx, xq ´ P py1, xqs “
ż 1
0
Pypy1 ` εtgx, xq ¨ gxdt
P p3q :“ 1
ε
rP py1, xq ´ TκP py1, ¨qs “ 1
ε
ÿ
|n|1ąκ
Pnpy1q ein¨x .
(4.3.4)
By the non–degeneracy condition in (4.1.1) and Lemma 2.2.7, for ε small enough (to be
made precised below), there exists r¯ ď r such that for each y0 P D7, there exists a unique
y1 P Dr¯py0q satisfying By1K1py1q “ ByKpy0q and det B2y1K1py1q ­“ 0; D 17 is precisely the set
of those y1 when y0 runs in D7. More precisely, D 17 and D7 are “diffeomorphic”74, say via
G, and, for each y1 P D 17, the matrix B2y1K1py1q is invertible with inverse of the form
T1py1q :“ B2y1K1py1q´1 “: T py0q ` εrT py1q, y1 “ Gpy0q.
Write
y1 “: y0 ` εry , y1 “ Gpy0q , @ y1 P D 17. (4.3.5)
In view of (4.3.3), in order to get the first part of (4.3.2), we need to find g such that
Kypy1q ¨ gx ` TκP py1, ¨q ´ P0py1q vanishes; such a g is indeed given by
g :“
ÿ
0ă|n|1ďκ
´Pnpy1q
iKypy1q ¨ n e
in¨x, (4.3.6)
provided that
Kypy1q ¨ n ­“ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr1pD 17q pĂ DrpD7qq . (4.3.7)
But, in fact, since Kypy0q is rationally independent, for each y0 P D7, then, given any
κ P N, there exists r1 ď r such that
Kypy1q ¨ n ­“ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr1pD7q. (4.3.8)
74i.e. there a exits a bijection from D7 onto D 17 which extends to a diffeomorphism on some neighbor-
hood of D7.
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Then we invert the function x ÞÑ x`εgˆy1py1, xq in order to define P1. But, by Lemma 2.2.6,
for ε small enough, the map x ÞÑ x ` εgˆy1py1, xq admits an real–analytic inverse of the
form
ϕpy1, x1; εq :“ x1 ` εrϕpy1, x1; εq, (4.3.9)
so that the Arnod’s symplectic transformation is given by
φ1 : py1, x1q ÞÑ
#
y “ y1 ` εgˆxpy1, ϕpy1, x1qq
x “ ϕpy1, x1; εq “ x1 ` εrϕpy1, x1; εq. (4.3.10)
Hence, (4.3.2) holds with
P1py1, x1q :“ P 1py1, ϕpy1, x1qq. (4.3.11)
Finally, we extend K1.
Next, we make a quantitative evaluation of the above construction. Assume that75 Hpy, x; εq :“
Kpyq ` εP py, xq, where K,P are real–analytic functions with bounded holomorphic ex-
tensions to Dr,spDq and
D7 Ă
!
y0 P D : dist py0, BDq ě r32d and Kypy0q P ∆
τ
α
)
,
detKyypyq ­“ 0 , T pyq :“ Kyypyq´1 , @ y P D7
}Kyy}r,D7 ď K ă K8 , }T }D7 ď T ă T8 ,
}P }r,s,D7 ďM , ω P ∆τα , r ď r0 ,
(4.3.12)
Fix 0 ă 2σ ă s ď 1 and fix ε ­“ 0 in such away that,
λ ě log
ˆ
α2
K|ε|M
˙
ą 1, κ :“ 4σ´1λ, r¯ :“ 14C5 min
ˆ
R
κτ`1
, rσ
˙
,
r˜ :“ r¯4C5 , s¯ :“ s´
2
3σ, s
1 :“ s´ σ ,
(4.3.13)
so that 76
r¯ ď rσ4C5 “
σ
16dT8K8
r ď r32d ă
r
2 and κ ą 8 . (4.3.14)
75In the sequel, K and P stand for generic real analytic Hamiltonians which, later on, will respectively
play the roles of Kj and Pj , and y0, r, the roles of yj , rj in the iterative step.
76Recall footnote 42.
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Lemma 4.3.1 Let77
L :“ C4 maxtα, rKu M
α2r¯
σ´p2τ`d`2q ,
L :“M max
"
16T8
rr¯
σ´pτ`d`1q , C7 maxtα, rKu 1
α2r¯
σ´2pτ`d`1q
*
“M max
"
16T8
rr¯
σ´pτ`d`1q ,
4
Kr2 , C7 maxpα, rKq
1
α2r¯
σ´2pτ`d`1q
*
.
Then $’’’&’’’%
}gx}r¯,s¯,D7 ď C1
M
α
σ´pτ`d`1q ,
}gy1}r¯,s¯,D7 , }B2y1xg}r¯,s¯,D7 ď L ,
}B2y1 rK}r¯,D7 ď KL .
(4.3.15)
If ε˚ ą 0 satisfies
ε˚ ď ε7 and ε˚L ď σ3 , (4.3.16)
then, for any |ε| ď ε˚, there exists a diffeomorphism G : Dr˜pD7qÑGpDr˜pD7qq, By1K1 ˝G “
ByK and such that D 17 :“ GpD7q Ă Br¯pD7q,$’’’&’’’%
|ε|}gx}r¯,s¯,D7 ď
r
3 , }G´ id}r˜,D7 ď
r¯
2 ,
|ε|}rT }D 17 ď T|ε|L , }BzG´ 1d}r˜,D7 ď |ε|L ,
}P 1}r¯,s¯,D7 ď LM , Br¯{4pD 17q Ă Br¯{2pD7q Ă D
(4.3.17)
and the following hold. g has and extension gˆ : RdˆTd Ñ R and, for any |ε| ď ε˚ and y1 P
Dr¯{2pD7q, the map ψεpxq :“ x`εgˆy1py1, xq has an analytic inverse ϕpx1q “ x1`εrϕpy1, x1; εq
such that, for all |ε| ď ε˚,
}rϕ}r¯{4,s1,y0 ď L and ϕ “ id` εrϕ : Dr¯{4,s1pD 17q Ñ Tds¯ ; (4.3.18)
for any y0 P D7 and py1, x, εq P Dr¯,s¯py0q ˆD1ε˚p0q, |y1 ` εgxpy1, xq ´ y0| ă 56r; the map φ1
is a symplectic diffeomorphism and
φ1 “
`
y1 ` εgxpy1, ϕpy1, x1qq, ϕpy1, x1q
˘
: Dr¯{4,s1pD 17q Ñ D2r{3,s¯pD7q, (4.3.19)
with
}W φ˜}r¯{4,s1,D 17 ď L , (4.3.20)
77Notice that L ě σ´dL ě L since σ ď 1. Notice also that TK ě 1, so that 16T8rr¯ σ´pτ`d`1q ě 16Tr2 ě 4Kr2 .
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where φ˜ is defined by the relation φ1 “: id` εφ˜,
W :“
ˆ1
r¯
1d 0
0 1d
˙
and
}P1}r¯{4,s1,D 17 ď LM . (4.3.21)
Moreover, K1 possesses a C8–extensions pK1 : Rd Ñ R such that for any n P N0, there
exists Cn P N and for any β1, β2 P Nd0 with |β1|1 ` |β2|1 ď n,
r¯|β1|1σ|β2|1}Bβ1y1 Bβ2x1 Wpφ1 ´ idq}0,0 ď Cn|ε|L , (4.3.22)
r¯|β1|1}Bβ1y1 p pK1 ´Kq}0 ď Cn|ε|M . (4.3.23)
Proof We begin by extending the “diophantine condition w.r.t. Ky” uniformly to Dr¯pD7q
up to the order κ. Indeed, for any y0 P D7, 0 ă |n|1 ď κ and y1 P Dr¯py0q,
|Kypy1q ¨ n| “ |ω ¨ n` pKypy1q ´Kypy0qq ¨ n| ě |ω ¨ n|
ˆ
1´ d}Kyy}r¯,D7|ω ¨ n| |n|1r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
|n|τ`11 r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
κτ`1r¯
˙
ě α|n|τ1
ˆ
1´ dK8
α
κτ`1r¯
˙
ě α2|n|τ1 , (4.3.24)
so that, by Lemma 2.2.4–piq, we have
}g}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
Pnpy1q
Kypy1q ¨ n e
in¨x
ˇˇˇˇ
ˇ ď ÿ
0ă|n|1ďκ
}Pn}r¯,s¯,D7
|Kypy1q ¨ n| e
ps´ 23σq|n|1
ď
ÿ
0ă|n|1ďκ
M e´s|n|1
2|n|τ1
α
eps´ 23σq|n|1 ď 2M
α
ÿ
nPZd
|n|τ1 e´ 23σ|n|1
ď 2M
α
ż
Rd
|y|τ1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙τ`d 2M
α
ż
Rd
|y|τ1 e´|y|1dy
ď C1M
α
σ´pτ`dq
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and analogously,
}gx}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
nPnpy1q
Kypy1q ¨ n e
in¨x
ˇˇˇˇ
ˇ ď ÿ
0ă|n|1ďκ
}Pn}r¯,s¯,D7
|Kypy1q ¨ n| |n|1 e
ps´ 23σq|n|1
ď
ÿ
0ă|n|1ďκ
M e´s|n|1
2|n|τ`11
α
eps´ 23σq|n|1 ď 2M
α
ÿ
nPZd
|n|τ`11 e´ 23σ|n|1
ď 2M
α
ż
Rd
|y|τ`11 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙τ`d`1 2M
α
ż
Rd
|y|τ`11 e´|y|1dy
ď C1M
α
σ´pτ`d`1q ,
}By1g}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pD7q
ˆ}pPyqn}r¯,s,D7
|Kypy1q ¨ n| ` d}Pn}r,s,D7
}Kyy}r,D7 |n|1
|Kypy1q ¨ n|2
˙
eps´ 23σq|n|1
p4.3.12q`p4.3.24qď
ÿ
0ă|n|1ďκ
˜
M
r ´ r¯ e
´s|n|1 2|n|τ1
α
` dM e´s|n|1K|n|1
ˆ
2|n|τ1
α
˙2¸
eps´ 23σq|n|1
p4.3.14qď 4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1α ` drK|n|2τ`11 ˘ e´ 23σ|n|1
ď maxpα, rKq4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ e´ 23σ|n|1
ď maxpα, rKq4M
α2r
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`1
maxpα, rKq4M
α2r
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´|y|1dy
ď C0 maxpα, rKq M
α2r
σ´p2τ`d`1q
ď L ,
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}B2y1xg}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
¨ n ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pD7q
ˆ}pPyqn}r¯,s,D7
|Kypy1q ¨ n| ` d}Pn}r,s,D7
}Kyy}r,D7 |n|1
|Kypy1q ¨ n|2
˙
|n|1 eps´ 23σq|n|1
ď maxpα, rKq4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ |n|1 e´ 23σ|n|1
ď maxpα, rKq4M
α2r
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ |y|1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`2
maxpα, rKq4M
α2r
ż
Rd
`|y|τ`11 ` d|y|2τ`21 ˘ e´|y|1dy
“ C0 maxpα, rKq M
α2r
σ´p2τ`d`2q
“ L ,
and, for |ε| ă ε˚,
}By1 rK}r¯,D7 “ } rPys }r¯,D7 ď }Py}r¯,s¯,D7 ď Mr ´ r¯ ď 2Mr ,
}B2y1 rK}r¯,D7 “ } rPyys }r¯,D7 ď }Pyy}r¯,s¯,D7 ď Mpr ´ r¯q2 ď 4Mr2 ď KL .
Now, we extend the generating function and K1 to RdˆTd and Rd respectively, by making
use of a cut–off function. Let then χ1 P CpCdq X C8pRdq, with 0 ď χ1 ď 1, suppχ1 Ă
Dr¯pD7q, χ1 ” 1 on Dr¯{2pD7q and satisfying (2.2.1). Thus, given x P Tds¯, set gˆpy1, x1q “
χ1py1qgpy1, x1q, Kˆ1 “ K ` χ1 ¨ pK1 ´ Kq if y1 P Dr¯pD7q, gˆpy1, x1q “ 0, Kˆ1 “ K if y1 P`
CdzDr¯pD7q
˘XD and Kˆ1 “ K ” 0 on Cdz pDr¯pD7q YDq.
}gˆ}0,0 ď }g}r¯,s¯,D7 ď C1
M
α
σ´pτ`dq , (4.3.25)
}gˆx}0,0 ď }gx}r¯,s¯,D7 ď C1
M
α
σ´pτ`d`1q , (4.3.26)
}gˆy1}0,0 ď }By1χ1}0}g}r¯,s¯,D7 ` }gy1}r¯,s¯,D7
p2.2.1qď C4 maxpα, rKq M
α2r¯
σ´p2τ`d`1q ď L , (4.3.27)
}gˆy1x}0,0 ď }By1χ1}0}gx}r¯,s¯,D7 ` }gy1x}r¯,s¯,D7
p2.2.1qď C4 maxpα, rKq M
α2r¯
σ´p2τ`d`2q ď L .
(4.3.28)
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And generally, for any n P N0, there exists Cn P N and for any β1, β2 P Nd0 with |β1|1 `
|β2|1 ď n,
r¯|β1|1σ|β2|1´1}Bβ1y1 Bβ2x1 gˆy1}0,0 ď CnL . (4.3.29)
(4.3.23) is a straightforward consequence of Leibniz’s rule.
Next, we construct D 17 in (4.3.2) for |ε| ď ε˚. For, fix |ε| ď ε˚, y0 P D7 and consider
F : Dr¯py0q ˆDr˜py0q ÝÑ Cd
py, zq ÞÝÑ Kypyq ` ε rKy1pyq ´Kypzq.
Then
• Fypy0, y0q “ B2yKpy0q`εB2y1 rKpy0q “ T py0q´1 ´1d ` εT py0qB2y1 rKpy0q¯ “: T py0q´1p1d`
εA0q and
}εA0} ď }T py0q}}εB2y1 rKpy0q} ď T4|ε|Mr2 p4.3.14qď |ε|2T8Mrr¯ ď 12ε˚L p4.3.16qď σ6 ă 12 .
Hence, Fypy0, y0q is invertible, with inverse
T0 :“ p1d ` εA0q´1T py0q “
˜
1d `
ÿ
kě1
p´εqkAk0
¸
T py0q
satisfying
}T0} ď }T py0q}1´ }εA0} ď 2T. (4.3.30)
• For any py, zq P Dr¯py0q ˆDr˜py0q,
}1d ´ T0Fypy, zq} ď }T0}}B2yKpy0q ´Kyy}r¯,D7 ` |ε| }T0} |B2y1 rKpy0q| ` |ε| }T0} }B2y1 rK}r¯,D7
ď d ¨ 2T}Kyyy}r¯,D7 ¨ r¯ ` 4|ε|T
4M
r2
ď 2dT8K8 r¯
r ´ r¯ ` 16T8
|ε|M
r2
p4.3.14qď C52
2r¯
r
` |ε|16T8M
rr¯
ď C5 r¯
r
` ε˚L
p4.3.13q`p4.3.16qď 14 `
σ
3
ď 14 `
1
4 “
1
2 ;
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• For any z P Dr˜py0q,
2}T0}|F py0, zq| ď 4T|Kypzq ´Kypy0q| ` 4T|ε|} rKy1}r¯,D7
ď 4T}Kyy}r¯,D7 ¨ r˜ ` 4T
2|ε|M
r
ď 4T8K8r˜ ` 8|ε|T8M
r
ď C5
d
r¯
4C5
` ε˚ r¯2L
p4.3.16qď r¯8 `
r¯
12
ă r¯4 ,
i.e.
2}T0}}F py0, ¨q}r˜,y0 ď r¯4 .
Therefore, Lemma 2.2.6 applies. Hence, there exists a real–analytic map Gy0 : Dr˜py0q Ñ
Dr¯py0q such that its graph coincides with F´1pt0uq i.e. y1 “ y1pz, y0, εq :“ Gy0pzq is the
unique y P Dr¯py0q satisfying 0 “ F py, zq “ ByK1pyq´Kypzq, for any z P Dr˜py0q . Moreover,
@ z P Dr˜py0q,
|Gy0pzq ´ y0| ď 2}T0}}F py0, ¨q}r˜,y0 ď r¯4 , (4.3.31)
|Gy0pzq ´ z| ď |Gy0pzq ´ y0| ` |y0 ´ z| ď r¯4 ` r˜ ă
r¯
2 , (4.3.32)
so that
Dr¯{4pGy0pzqq Ă Dr¯{2py0q. (4.3.33)
Next, we prove that B2y1K1py1q is invertible, where y1 “ Gy0pzq for some given z P Dr˜py0q.
Indeed, by Taylor’s formula, we have,
B2y1K1py1q “ Kyypy0q `
ż 1
0
Kyyypy0 ` tpy1 ´ y0qqpy1 ´ y0qdt` εB2y1 rKpy1q
“ T py0q´1
ˆ
1d ` T py0q
ˆż 1
0
Kyyypy0 ` tpy1 ´ y0qqpy1 ´ y0qdt` B2y1 rKpy1q˙˙
“: T py0q´1p1d ` εAq,
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and, by Cauchy’s estimate, for any78 |ε| ď ε˚,
|ε|}A} ď }T py0q}
´
d}Kyyy}r¯,D7 |y1 ´ y0| ` |ε|}B2y1 rK}r¯,D7¯
ď }T }D7
ˆ
d}Kyy}r,D7
r ´ r¯ |y1 ´ y0| ` |ε|}B
2
y1
rK}r¯,D7˙
ď T
ˆ
2dK
r
r¯
2 `
4M
r2
˙
p4.3.14qď T
ˆ
σ
16T8
` 14T8 ε˚L
˙
p4.3.16qď T
ˆ
σ
16T8
` 14T8
σ
3
˙
ă σ6
ă 12 .
Hence B2y1K1py1q is invertible with
B2y1K1py1q´1 “ p1d ` εAq´1T py0q “ T py0q `
ÿ
kě1
p´εqkAkT py0q “: T py0q ` εrT py1q,
and
|ε|}rT py1q} ď |ε| }A}1´ |ε|}A}}T }D7 ď 2|ε|}A}}T }D7 ď 2σ6T “ Tσ3 .
Similarly, from
Kyypzq “ Kyypy0q
ˆ
1d ` T py0q
ż 1
0
Kyyypy0 ` tpz ´ y0qqpz ´ y0qdt
˙
and››››T py0q ż 1
0
Kyyypy0 ` tpz ´ y0qqpz ´ y0qdt
››››
r{C5,y0
ď T}Kyyy}r{2,y0 rC5 ď T
dK
r ´ r{2
r
C5
ă 12
one has that, for any z P Dr{C5py0q,
Kyypzq´1 exists and }Kyypzq´1} ď }Kyypzq´1´T py0q}`}T py0q} ď 212T`T “ 2T (4.3.34)
78Recall footnote 42 .
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Now, differentiating F pGy0pzq, zq “ 0, we get, for any z P Dr˜py0q,
B2y1K1pGy0pzqq ¨ BzGy0pzq “ Kyypzq .
Therefore Gy0 is a local diffeomorphism, with
BzGy0pzq “ B2y1K1pGy0pzqq´1Kyypzq
“
´
Kyypzq´1
´
Kyypzq ` εB2y1 rKpgy0pzqq¯¯´1
“
´
1d ` εKyypzq´1B2y1 rKpgy0pzqq¯´1
and
}εK´1yy B2y1 rK}r˜,y0 ď }K´1yy }r˜,y0}εB2y1 rK}r˜,D7 ď 2T |ε|L4T8 ď 12 |ε|L ď σ6 ă 12
so that
}BzGy0 ´ 1d}r˜,y0 ď 2}εK´1yy B2y1 rK}r˜,y0 ď |ε|L. (4.3.35)
Now, we show that the family tGy0uy0PD7 is compatible so that, together, they define
a global map on Dr˜pD7q, say G and that, in fact, G is a real–analytic diffeomorphism.
For, assume that z P Dr˜py0qŞDr˜pyˆ0q, for some y0, yˆ0 P D7. Then, we need to show that
Gy0pzq “ Gyˆ0pzq. But, we have
|Gyˆ0pzq ´ y0| ď |Gyˆ0pzq ´ yˆ0| ` |yˆ0 ´ z| ` |z ´ y0|
p4.3.31qď r¯2 ` r˜ ` r˜ ă r¯.
Hence, z P Dr˜py0q, Gyˆ0pzq P Dr¯py0q and, by definitions, F pGyˆ0pzq, zq “ 0 “ F pGy0pzq, zq.
Then, by unicity, we get Gy0pzq “ Gyˆ0pzq. Thus, the map
G : Dr˜pD7q Ñ Cd such that G|Dr˜py0q :“ Gy0 , @ y0 P D7 ,
is well–defined and, therefore, is a real–analytic local diffeomorphism. It remains only
to check that G is injective to conclude that it is a global diffeomorphism. Let then
z P Dr˜py0q, zˆ P Dr˜pyˆ0q such that Gpzq “ Gpzˆq, for some y0, yˆ0 P D7. Then, we have
|z ´ zˆ| ă rC5 ´ r˜.
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Indeed, if not then
0 “ |Gpzq ´Gpzˆq| ě ´|Gpzq ´ z| ` |z ´ zˆ| ´ |zˆ ´Gpzˆq|
p4.3.32qě ´r¯ ` rC5 ´ r˜ ´ r¯
ě rC5 ´ 3r¯
p4.3.14qě rC5 ´ 3
r
4C5
ą 0 ,
contradiction. Therefore,
|z ´ zˆ| ă rC5 ´ r˜ . (4.3.36)
Thus,
|zˆ ´ y0| ď |zˆ ´ z| ` |z ´ y0| ă rC5 ´ r˜ ` r˜ “
r
C5
.
Hence, z, zˆ P Dr{C5py0q. But Gpzq “ Gpzˆq is equivalent to Kypzq “ Kypzˆq and then,
0 “ Kypzq ´Kypzˆq “
ż 1
0
Kyypzˆ ` tpz ´ zˆqqdtpz ´ zˆq .
Thus, it is enough to show that
ż 1
0
Kyypzˆ ` tpz ´ zˆqqdt is invertible. Butż 1
0
Kyypzˆ ` tpz ´ zˆqqdt “ Kyypzˆq `
ż 1
0
ż 1
0
Kyyypzˆ ` tt1pz ´ zˆqqtdt1dt ¨ pz ´ zˆq
p4.3.34q“ Kyypzˆq
ˆ
1d `Kyypzˆq´1
ż 1
0
ż 1
0
Kyyypzˆ ` tt1pz ´ zˆqqtdt1dt ¨ pz ´ zˆq
˙
and››››Kyypzˆq´1 ż 1
0
ż 1
0
Kyyypzˆ ` tt1pz ´ zˆqqtdt1dt ¨ pz ´ zˆq
›››› p4.3.34qď 2T ¨ 12}Kyyy}r{2,y0 |z ´ zˆ|
p4.3.36qď T2dK
r
ˆ
r
C5
´ r˜
˙
ă C52r
r
C5
“ 12 .
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Therefore,
ż 1
0
Kyypzˆ` tpz´ zˆqqdt is invertible and then we get z´ zˆ “ 0 i.e. G is injective.
Next, we estimate P 1. We have, for any |ε| ď ε˚,
|ε|}gx}r¯,s¯,D7 ď |ε|C1
M
α
σ´pτ`d`1q ď |ε|r¯L p4.3.16qď r3
σ
3 ď
r
3
so that, for any y0 P D7 and py1, xq P Dr¯,s¯py0q,
|y1 ` εgxpy1, xq ´ y0| ď r¯ ` r3 ď
r
2 `
r
3 “
5r
6 ă r ,
and thus
}P p1q}r¯,s¯,D7 ď d2}Kyy}r,D7}gx}2r¯,s¯,D7 ď d2K
ˆ
C1
M
α
σ´pτ`d`1q
˙2
“ d2C21KM
2
α2
σ´2pτ`d`1q,
}P p2q}r¯,s¯,D7 ď d}Py} 5r6 ,s¯,D7}gx}r¯,s¯,D7 ď d
6M
r
C1
M
α
σ´pτ`d`1q
“ 6dC1M
2
αr
σ´pτ`d`1q
and, by Lemma 2.2.4–piq, we have
|ε|}P p3q}r¯,s´σ2 ,D7 ď
ÿ
|n|1ąκ
}Pn}r¯,D7 eps´
σ
2 q|n|1 ďM
ÿ
|n|1ąκ
e´
σ|n|1
2
ďM e´κσ4
ÿ
|n|1ąκ
e´
σ|n|1
4 ďM e´κσ4
ÿ
|n|1ą0
e´
σ|n|1
4
“M e´κσ4
¨˝˜ÿ
kPZ
e´
σ|k|
4
¸d
´ 1‚˛“M e´κσ4 ˜ˆ1` 2 e´σ4
1´ e´σ4
˙d
´ 1
¸
“M e´κσ4
˜ˆ
1` 2
e
σ
4 ´ 1
˙d
´ 1
¸
ďM e´κσ4
˜ˆ
1` 2σ
4
˙d
´ 1
¸
ď σ´dM e´κσ4
´
pσ ` 8qd ´ σd
¯
ď d8dσ´dM e´κσ4
“ C2σ´dM e´κσ4
p4.3.13qď C2σ´dM K|ε|M
α2
“ C2K|ε|M
2
α2
σ´d .
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Hence,79
}P 1}r¯,s¯,D7 ď }P p1q}r¯,s¯,D7 ` }P p2q}r¯,s¯,D7 ` }P p3q}r¯,s¯,D7
ď d2C21KM
2
α2
σ´2pτ`d`1q ` 6dC1M
2
αr
σ´pτ`d`1q ` C2KM
2
α2
σ´d
“ `d2C21rK` 6dC1αστ`d`1 ` C2rKσ2τ`d`2˘ M2α2rσ´2pτ`d`1q
ď `d2C21 ` 6dC1 ` C2˘maxpα, rKqM2α2rσ´2pτ`d`1q
“ C3 maxpα, rKqM
2
α2r
σ´2pτ`d`1q
Now, we need to invert x ÞÑ x ` εgˆy1py1, xq. But, thanks to (4.3.27), (4.3.28), (4.3.29)
and (4.3.16), we can apply Lemma B.1 (see Appendix B), to conclude that for any given
y1 P Cd, the map ψεpy1, ¨q : Tds¯ Q x ÞÑ ψεpy1, xq has an inverse ϕpy1, x1q “ x1 ` εrϕpy1, x1; εq,
C8 on Rd ˆ Td and real analytic on Dr¯{4,s1pD7q such that (4.3.18) holds and (4.3.22) as
well, using the multivariate Fàa Di Bruno formula (see [CS96], Theorem 2.1) and the
real–analyticity of gx.
79Recall that r ď r0 and σ ă 1.
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Finally, we prove the convergence of the scheme by mimicking Lemma 2.3.2.
Lemma 4.3.2 Let H0 :“ H, K0 :“ K, P0 :“ P , φ0 “ φ0 :“ id, and r0, s0, s˚, σ0, λ0,
W0, M0, K0, K8, T0, T8, d˚, e˚, f˚, ε1, ε2 and ε7 be as in §4.1 and for a given ε ­“ 0,
sequence of non–negative numbers pMjqj and j ě 0, define80
σj :“ σ02j ,
sj`1 :“ sj ´ σj “ s˚ ` σ02j ,
s¯j :“ sj ´ 2σi3 ,
Kj`1 :“ K0
jź
k“0
p1` σk3 q ď K0 e
2σ0
3 ď K8 ,
Tj`1 :“ T0
jź
k“0
p1` σk3 q ď T0 e
2σ0
3 ď T8 ,
λj :“ 2jλ0 “ 2j log
ˆ
α2
K0|ε|M0
˙
,
κj :“ 4σ´1j λj “ 4jκ0 “ 4jσ´10 log
ˆ
α2
K0|ε|M0
˙
,
rj`1 :“ 116C5 min
ˆ
R
κτ`1j
, rjσj
˙
,
r˜j`1 :“ rj`1C5 .
Assume that ε˚ satisfies
ε˚ ď ε7 , ε˚ f˚ }P }r0,s0,Dr0,α ď 1 and 4ε2˚ f˚ e˚ d2˚ σ0 }P }2r0,s0,Dr0,α ď 3 . (4.3.37)
where
d˚ :“ 22τ`2d`3C26 ,
e˚ :“ 6 max
"
4T8
C6r21
σ
´pτ`d`2q
0 ,
C7
4
1
αr1
σ
´p2τ`2d`3q
0
*
,
f˚ :“ 3 max
"
4T8
r0r1
σ
´pτ`d`2q
0 ,
C7
4 maxpα, r0K8q
1
α2r1
σ
´p2τ`2d`3q
0
*
.
80Notice that sj Ó s˚ and rj Ó 0.
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Then, for any |ε| ď ε˚, one can construct a sequence of diffeomorphisms
Gj`1 : Dr˜j`1pDjqÑGj`1pDr˜j`1pDjqq
and of C8–symplectomorphisms
φj : D ˆ Td intoÝÑ D ˆ Td
such that
ByKj`1 ˝Gj`1 “ ByKj , (4.3.38)
φj`1 : Drj`1,sj`1pDj`1q Ñ Drj ,sjpDjq is real–analytic, (4.3.39)
Hj`1 :“ Hj ˝ φj`1 “: Kj`1 ` ε2j`1Pj`1 on Drj`1,sj`1pDj`1q (4.3.40)
and converge uniformly. More precisely, given any |ε| ď ε˚, we have the following:
piq the sequence Gj`1 :“ Gj`1 ˝ Gj ˝ ¨ ¨ ¨ ˝ G1 converges uniformely on Dr0,α to a lipeo-
morphism G˚ : Dr0,α Ñ D˚ :“ G˚pDr0,αq Ă D ;
piiq ε2jBβyPj converges uniformly on D˚ ˆ Tds˚ to 0, for any β P Nd0 ;
piiiq φj :“ φ0˝φ1˝φ2˝¨ ¨ ¨˝φj converges uniformly on DˆTd to a C8–symplectomorphism
φ˚ : D ˆ Td intoÝÑ D ˆ Td, with φ˚py, ¨q : Tds˚ Q x ÞÑ φ˚py, xq holomorphic, for any
y P D ;
pivq Kj converges uniformly on D to a C8–map K˚, with
By˚K˚ ˝G˚ “ ByK on Dr0,α ,
Bβy˚H ˝ φ˚py˚, xq “ Bβy˚K˚py˚q, @py˚, xq P D˚ ˆ Td , @ β P Nd0 .
Finally, the following estimates hold for any |ε| ď ε˚ and for any i ě 1:
|ε|2iMi :“ |ε|2i}Pi}ri,si,Di ď p |2ε|
2e˚ d2˚M1q2i´1
e˚ d˚i`1
, (4.3.41)
|meas pD˚q ´ meas pDr0,αq| ď C8ε2 eε2 meas pDr0,αq , (4.3.42)
|Wpφ˚ ´ idq| ď ε1 on D˚ ˆ Tds˚ . (4.3.43)
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Proof For i ě 0, define
Wi :“ diag
ˆ
1
4ri`1
1d,1d
˙
,
Li :“ C44 maxtα, riK8u
Mi
α2ri`1
σ
´p2τ`d`2q
i ,
Li :“Mi max
"
4T8
riri`1
σ
´pτ`d`1q
i ,
C7
4 maxtα, riK8u
1
α2ri`1
σ
´2pτ`d`1q
i
*
ěMi max
"
4T8
riri`1
σ
´pτ`d`1q
i ,
4
Kir2i
,
C7
4 maxtα, riKiu
1
α2ri`1
σ
´2pτ`d`1q
i
*
.
Let us assume (inductive hypothesis) that we can iterate j ě 1 times the KAM step,
obtaining j diffeomorphisms
Gi`1 : Dr˜i`1pDiqÑGi`1pDr˜i`1pDjqq
and j C8–symplectomorphisms
φi`1 : D ˆ Td intoÝÑ D ˆ Td, (4.3.44)
satisfying p4.3.38qj“i ˜ p4.3.40qj“i, for 0 ď i ď j ´ 1, with$’’’’’’’’’’’’’&’’’’’’’’’’’’’%
}B2yKi}ri,Di ď Ki ,
}Ti}Di ď Ti ,
}Pi}ri,si,Di ďMi ,
|ε|2iLi ď σi3
λi ě log
´
α2
K0|ε|2iMi
¯
.
(4.3.45)
Observe that for j “ 1, it is i “ 0 and (4.3.45) is implied by the definitions of K0, T0, M0
and by condition (4.3.37).
Because of (4.3.37) and (4.3.45), (4.3.16) holds for Hi and Lemma 4.3.1 can be applied to
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Hi and one has, for 0 ď i ď j´1 and for any |ε| ď ε˚ (see (4.3.15), (4.3.17) and (4.3.21)):
}Gi`1 ´ id}r˜i`1,Di ď 2ri`1 , (4.3.46)
}BzGi`1 ´ 1d}r˜i`1,Di ď |ε|2iLi , (4.3.47)
}Ki`1}ri`1,Di`1 ď }Ki}ri,Di ` |ε|2iMi , (4.3.48)
}B2yKi`1}ri`1,Di`1 ď }B2yKi}ri,Di ` Ki|ε|2iLi , (4.3.49)
}Ti`1}Di`1 ď }Ti}Di ` Ti|ε|2iLi , (4.3.50)
}Wipφi`1 ´ idq}ri`1,si`1,Di`1 ď |ε|2iLi , (4.3.51)
}Pi`1}ri`1,si`1,Di`1 ďMi`1 :“MiLi . (4.3.52)
Let 0 ď i ď j ´ 1. Then, by definition,
r1 “ R16C5κτ`10 ď
R
16C5
ă αK8 . (4.3.53)
and, since σ0 ă 2´2pτ´1qC5
?
2 i.e.
16C5
?
2
22pτ`1qσ0
ą 1 , (4.3.54)
we have
ri`1 “ min
ˆ
R
16C5κτ`1i
,
riσi
16C5
˙
“ min
ˆ
R
16C5κτ`1i
,
Rσi
p16C5q2κτ`1i´1
,
ri´1σi´1σi
p16C5q2
˙
...
“ min
ˆ
R
16C5κτ`1i
,
Rσi
p16C5q2κτ`1i´1
, ¨ ¨ ¨ , r1σ1 ¨ ¨ ¨ σip16C5qi
˙
“ min
ˆ
R
16C5κτ`1i
,
Rσi
p16C5q2κτ`1i´1
, ¨ ¨ ¨ , Rσ1 ¨ ¨ ¨ σip16C5qi`1κτ`10
˙
“ Rσ1 ¨ ¨ ¨ σip16C5qi`1 κτ`10
min
¨˝˜
16C5 ¨ 2 12 pi`1q
22pτ`1qσ0
¸i
,
˜
16C5 ¨ 2 12 i
22pτ`1qσ0
¸i´1
, ¨ ¨ ¨ ,
˜
16C5 ¨ 2 12
22pτ`1qσ0
¸0‚˛
p4.3.54q“ Rσ1 ¨ ¨ ¨ σip16C5qi`1 κτ`10
“ 2´ i22 C´i6 r1 .
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Thus,
|ε|L0p3σ´10 q “ 3|ε|M0 max
ˆ
4T8
r0r1
σ
´pτ`d`2q
0 ,
C7
4 maxpα, r0K8q
1
α2r1
σ
´p2τ`2d`3q
0
˙
“ f˚|ε|M0
p4.3.37qď 1
and for i ě 181,
|ε|2iLip3σ´1i q p4.3.53q“ 3|ε|2iMi max
ˆ
4T8
riri`1
σ
´pτ`d`2q
i ,
C7
4
1
αri`1
σ
´p2τ`2d`3q
i
˙
“ 3|ε|2iMi max
ˆ
4T8
?
2
C6r21
σ
´pτ`d`2q
0 2i
2 `2τ`d`1C26˘i ,
C7
4
1
αr1
σ
´p2τ`2d`3q
0 2
i2
2
`
22τ`2d`3C6
˘i˙
ď 3 `22τ`2d`3C26˘i 2i2 |ε|2iMi maxˆ4T8C6r21 σ´pτ`d`2q0 , C74 1αr1σ´p2τ`2d`3q0
˙
“ e˚di˚ 2i2´1|ε|2iMi
ď e˚di˚|2ε|2iMi “: θid˚ ,
so that
Li ă e˚ di˚Mi ,
thus by (4.3.52), for any 1 ď i ď j ´ 1,
|ε|2i`1Mi`1 ă e˚di˚|ε|2i`1M2i
i.e. θi`1 ă θ2i , which iterated, yields θi ď θ2i´11 for 1 ď i ď j. Next, we show that, thanks
to (4.3.37), (4.3.45) holds also for i “ j. In fact, by (4.3.45) and (4.3.50), we have
}Ti`1}Di`1 ď }Ti}Di`1 ` Ti|ε|2iLi ď Ti ` Tiσi3 “ Ti`1 .
and similarly for }B2yKi`1}ri`1,Di`1 . Now, we check the last relation in (4.3.45) for i “ j.
But, by definitions, for any i ě 0,
Mi`1 “MiLi ěMi maxtα, riK8u Mi
α2ri`1
ě M
2
i K0
α2
,
81Notice that 2i ě i2 ´ 1, @ i P N0.
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i.e.
|ε|2i`1Mi`1K0
α2
ě
˜
|ε|2iMiK0
α2
¸2
,
which iterated yields, for any i ě 0,
|ε|2iMiK0
α2
ě
ˆ |ε|M0K0
α2
˙2i
.
i.e.
λi “ log
˜ˆ
α2
|ε|M0K0
˙2i¸
ě log
ˆ
α2
|ε|2iMiK0
˙
.
Now, by p4.3.41qi“j,
|ε|2jLjp3σ´1j q ď θjd˚ ď
1
d˚
θ2
j´1
1 ď 1d˚ p4e˚ d
2
˚ε
2
˚M1q2j´1
p4.3.37qď 1d˚ ă 1 ,
which implies the fourth inequality in (4.3.45) with i “ j; the proof of the induction is fin-
ished and one can construct an infinite sequence of diffeomorphismsGi`1 : Dr˜i`1pDiqÑGi`1pDr˜i`1pDiqq
and symplectomorphisms φi : D ˆ Td ý satisfying (4.3.45), p4.3.46q ˜ p4.3.52q, (4.3.41)
and p4.3.38qj“i ˜ p4.3.40qj“i for all i ě 0.
Next, we show that Gj converges. For any j ě 1,
}Gj`1 ´Gj}Dr0,α “ }Gj`1 ˝Gj ´Gj}Dr0,α ď }Gj`1 ´ id}Dj ď }Gj`1 ´ id}r˜j`1,Dj
p4.3.46qď 2rj`1.
Thus, Gj is Cauchy and therefore converges uniformly on Dr0,α to a map G˚.
Next, we prove that φj is convergent by showing that it is Cauchy as well. For any j ě 3,
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we have, using again Cauchy’s estimate,
}Wj´1pφj ´ φj´1q}rj ,sj ,Dj “ }Wj´1φj´1 ˝ φj ´Wj´1φj´1}ri,si,Di
p4.3.44qď }Wj´1Dφj´1W´1j´1}2rj´1{3,sj´1,Dj´1 }Wj´1pφj ´ idq}rj ,sj ,Dj
p4.3.51qď max
ˆ
rj´1
3
rj´1
,
3
2σj´1
˙
}Wj´1φj´1}rj´1,sj´1,Dj´1 ¨ |ε|2jLj
“ 32σi´1 }Wj´1φ
j´1}rj´1,sj´1,Dj´1 ¨ |ε|2jLj
ď 32σj´1 }Wj´1φ
0}r0,s0,Dr0,α ¨ |ε|2
jLj
ď 32σj´1
˜
j´2ź
i“0
}Wi`1W´1i }
¸
}W0φ0}r0,s0,Dr0,α ¨ |ε|2
jLj
“ 32σj´1
˜
j´2ź
i“0
ri
ri`1
¸
}W0φ0}r0,s0,y0 ¨ |ε|2jLj
“ 3r02rj´1σj´1 }W0φ0}r0,s0,Dr0,α ¨ |ε|
2jLj .
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Therefore, for any n ě 0, j ě 1,
}W0pφn`j ´ φnq}rn`j ,sn`j ,Dn`j ď
n`jÿ
i“n
}W0pφi`1 ´ φiq}ri`1,si`1,Di`1
ď
n`jÿ
i“n
˜
iź
k“0
}WkW´1k`1}
¸
}Wipφi`1 ´ φiq}ri`1,si`1,Di`1
“
n`jÿ
i“n
˜
iź
k“0
rk`1
rk
¸
}Wipφi`1 ´ φiq}ri`1,si`1,Di`1
“
n`jÿ
i“n
ri`1
r0
}Wipφi`1 ´ φiq}ri`1,si`1,Di`1
ď 12}W0φ0}r0,s0,Dr0,α
n`jÿ
i“n
ri`1
ri
|ε|2i`1Li`13σ´1i
ď 12}W0φ0}r0,s0,Dr0,α
n`jÿ
i“n
ri`1
ri
|ε|2i`1Li`13σ´1i
ď 12}W0φ0}r0,s0,Dr0,α
n`jÿ
i“n
θi`1
“ 12}W0φ0}r0,s0,Dr0,α
n`jÿ
i“n
θ2
i
1 .
Hence φj converges uniformly on D˚ ˆ Tds˚ ˆ p´ε˚, ε˚q to some φ˚, which is then real–
analytic function on D˚ ˆ Tds˚ ˆ p´ε˚, ε˚q.
To estimate }W0pφ˚ ´ idq}D˚ˆTds˚ , observe that , for i ě 1,82
|ε|2iLi “ σ03 ¨ 2i e˚ d˚
i|ε|2iMi ă 13 ¨ 2id˚ p|2ε|
2e˚ d2˚M1q2i´1 ď 13d˚
´4|ε|2e˚ d2˚M1
2
¯i
and therefore ÿ
iě1
|ε|2iLi ď 13d˚
ÿ
iě1
´4|ε|2e˚ d2˚M1
2
¯i ď 134|ε|2e˚d˚M1 ď 13d˚ .
82Notce that 2i´1 ě i, @ i ě 0.
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Moreover,
}W0pφi ´ idq}ri,si,Di ď }W0pφi´1 ˝ φi ´ φiq}ri,si,Di ` }W0pφi ´ idq}ri,si,Di
ď }W0pφi´1 ´ idq}ri´1,si´1,Di´1 `
˜
i´2ź
j“0
}WjW´1j`1}
¸
}Wi´1pφi ´ idq}ri,si,Di
“ }W0pφi´1 ´ idq}ri´1,si´1,Di´1 `
˜
i´2ź
j“0
rj`1
rj
¸
}Wi´1pφi ´ idq}ri,si,Di
“ }W0pφi´1 ´ idq}ri´1,si´1,Di´1 ` ri´1r0 }Wi´1pφi ´ idq}ri,si,Di
ď }W0pφi´1 ´ idq}ri´1,si´1,Di´1 ` |ε|2i´1Li´1 ,
which iterated yields
}W0pφi ´ idq}ri,si,Di ď
i´1ÿ
k“0
|ε|2kLk
ď |ε|L0 `
ÿ
kě1
|ε|2kLk
ď |ε|L0 ` 43 |ε|
2e˚d˚M1
“ |ε|C0 maxpα, r0K8q M0
α2r0
σ
´p2τ`d`2q
0 ` 49 |ε|
2f˚e˚d˚σ0M20
ď 13 |ε|M0f˚σ
d`1
0 ` 49 |ε|
2f˚e˚d˚σ0M20
“ ε1 .
Therefore, taking the limit over i completes the proof of (4.3.43).
Next, we show that }G˚ ´ id}L,Dr0,α ă 1, which will imply that83 G˚ : Dr0,α ontoÝÑ D˚ is a
lipeomorphism. Indeed, for any j ě 1, there exists rˆj ą 0 such that the restricted maps
83See Proposition II.2. in [Zeh10].
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Gi : Gi´1pDrˆjpDr0,αqq Ñ C, 1 ď i ď j with G0 :“ id, are well–defined84 and, therefore,
}BzGj ´ 1d}rˆj ,Dr0,α ď }BzGj ´ BzGj´1}rˆj ,Dr0,α ` }BzGj´1 ´ 1d}rˆj ,Dr0,α
“ }BzGj ˝ BzGj´1 ´ BzGj´1}rˆj ,Dr0,α ` }BzGj´1 ´ 1d}rˆj ,Dr0,α
ď }BzGj ´ 1d}r˜j ,Dj´1}BzGj´1}rˆj ,Dr0,α ` }BzGj´1 ´ 1d}rˆj ,Dr0,α
ď }BzGj ´ 1d}r˜j ,Dj´1p}BzGj´1 ´ 1d}rˆj ,Dr0,α ` 1q ` }BzGj´1 ´ 1d}rˆj ,Dr0,α
“ p}BzGj ´ 1d}r˜j ,Dj´1 ` 1qp}BzGj´1 ´ 1d}rˆj ,Dr0,α ` 1q ´ 1
p4.3.47qď p|ε|2j´1Lj´1 ` 1qp}BzGj´1 ´ 1d}rˆj ,Dr0,α ` 1q ´ 1
which iterated leads to85
}BzGj ´ 1d}rˆj ,Dr0,α ď ´1`
8ź
i“1
p|ε|2i´1Li´1 ` 1q
ď ´1` exp
˜ 8ÿ
i“0
|ε|2iLi
¸
“ ´1` exp
˜
|ε|L0 `
8ÿ
i“1
|ε|2iLi
¸
ď ´1` exp
ˆ
σ0
3 f˚|ε|M0 `
1
34|ε|
2e˚d˚M1
˙
“ ´1` eε2
ď ε2 eε2
p4.3.37qď
ˆ
σ0
3 `
1
3d˚
˙
exp
ˆ
σ0
3 `
1
3d˚
˙
ď
ˆ
1
6 `
1
6
˙
exp
ˆ
1
6 `
1
6
˙
“ 13 exp
ˆ
1
3
˙
ă 1.
Thus, G˚ is Lipschitz continuous, with
}G˚ ´ id}L,Dr0,α ď ε2 eε2 ď
1
3 exp
ˆ
1
3
˙
ă 1,
84i.e. Gi´1pDrˆj pDr0,αqq Ă Dr˜ipDi´1q “ dom pGiq, @ 1 ď i ď j.
85Recall that ex ´ 1 ď x ex , @ x ě 0.
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so that, by86 Lemma D.1 (see Appendix D), we get
|meas pD˚q ´ meas pDr0,αq| ď
˜ˆ
1` 13 exp
ˆ
1
3
˙˙d
´ 1
¸
ε2 e
ε2 meas pDr0,αq
“ C8ε2 eε2 meas pDr0,αq,
which proves (4.3.42), Lemma 4.3.2 and, whence, the extension Theorem.
86With δ :“ ε2 eε2 ď 13 exp
` 1
3
˘
.
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5 | A “sharp” version of Arnold’s the-
orem
5.1 Assumptions
Let r0 ą 0, τ ě d´1, 0 ă s˚ ă s0 ď 1, y0 P Rd and consider the hamiltonian parametrized
by ε P R
H0py, x; εq :“ K0pyq ` εP0py, xq,
with
K0, P0 P Br0,s0py0q .
such that
detpB2yK0py0qq ­“ 0. (5.1.1)
Set
T :“ B2yK0py0q´1, M0 :“ }P }r0,s0,y0 , K0 :“ }B2yK0}r0,y0 , T0 :“ }T } .
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Finally, define87
ν :“ τ ` 1 ,
sˆ :“ s0 ´ s˚ ,
σ0 :“ sˆ2 ,
η0 :“ T0K0 ,
C0 :“ 4
?
2
ˆ
3
2
˙2ν`d ż
Rd
`|y|ν1 ` d|y|2ν1 ˘ e´|y|1dy ,
C1 :“ 2
ˆ
3
2
˙ν`d ż
Rd
|y|ν1 e´|y|1dy ,
C2 :“ 23dd ,
C3 :“
`
d2C21 ` 6dC1 ` C2
˘?
2 ,
C4 :“ max tC0, C3u ,
C6 :“ max
"
22ν , 3 ¨ 2
5d
5
*
,
C7 :“ 3d ¨ 26ν`2d`3
?
2 max
 
640d2 , C4
(
,
C8 :“
`
2´dC6
˘ 1
8 ,
C9 :“ C6C7C822ν`7d ,
C10 :“ 3 ¨ 2d C8 ,
µ˚ :“ max
!
0 ă µ ď e´1 : C7 C8 η
17
8
0 σ
´p4ν`2d`1q
0 µ
`
log µ´1
˘2ν ă 1) .
5.2 Statement of the KAM Theorem
Theorem 5.2.1 Under the assumptions in §5.1, the following holds. Let
α ď r0T0 (5.2.1)
and assume that
ω :“ ByK0py0q P ∆τα, i.e. |ω ¨ k| ě α|k|τ1 , @ k P Z
dzt0u . (5.2.2)
87Recall from footnote13 that C0,C1 ą 1.
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Assume
|ε| ď µ˚ α
2
K0 M0
. (5.2.3)
Then, there exist y˚ P Rd and an embedding φ˚ : Td Ñ Dr0,s0py0q, real–analytic on Tds˚
and close to the trivial embedding
φ0 : x P Td Ñ py˚, xq P Dr0,s0py0q,
and such that the d–torus
Tω,ε :“ φ˚
`
Td
˘
(5.2.4)
is a non-degenerate invariant Kronecker torus for H i.e.
φtH ˝ φ˚pxq “ φ˚px` ωtq. (5.2.5)
Moreover,
|y˚ ´ y0| ď 1C9σ
3ν`2d`1
0
α
K0η
17
8
0
, (5.2.6)
|Wpφ˚ ´ idq| ď 1
C10 η
1
8
0
, (5.2.7)
uniformly on ty˚u ˆ Tds˚ , where
W :“ diag
ˆ
K0
α
1d,1d
˙
.
5.3 Proof of Theorem 5.2.1
Lemma 5.3.1 (KAM step) Let r ą 0, 0 ă 2σ ă s ď 1 and consider the hamiltonian
parametrized by ε P R
Hpy, x; εq :“ Kpyq ` εP py, xq,
with
K,P P Br,spyq .
Assume that88,89
detKyypyq ‰ 0 , T :“ Kyypyq´1 ,
}Kyy}r,y ď K , }T } ď T ,
}P }r,s,y ďM , ω :“ Kyypyq P ∆τα .
(5.3.1)
88In the sequel, K and P stand for generic real analytic hamiltonians which, later on, will respectively
play the roles of Kj and Pj , and y, r, the roles of yj , rj in the iterative step.
89Notice that TK ě T}Kyypyq} ě }T }}Kyypyq} “ }T }}T´1} ě 1.
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Fix ε ‰ 0 and assume that
λ ě log
ˆ
σ2ν`d
α2
|ε|MK
˙
ě 1 . (5.3.2)
Let
κ :“ 4σ´1λ, rˇ ď 524d
r
TK , r¯ ď min
! α
2dKκτ`1 , rˇ
)
.
s¯ :“ s´ 23σ, s
1 :“ s´ σ ,
(5.3.3)
and90
L :“ C0?
2
max
!
1, α
rK
)MK
α2
σ´p2ν`dq ,
L :“M max
"
40dT2K
r2
σ´pν`dq ,
4
Kr2 ,
C4?
2
max
!
1, α
rK
) K
α2
σ´2pν`dq
*
“M max
"
40dT2K
r2
σ´pν`dq ,
C4?
2
max
!
1, α
rK
) K
α2
σ´2pν`dq
*
.
Then, there exists a generating function g P Br¯,s¯pyq with the following properties:$’’’&’’’%
}gx}r¯,s¯,y ď C1M
α
σ´pν`dq ,
}gy1}r¯,s¯,y, }B2y1xg}r¯,s¯,y ď L ,
}B2y1 rK}rˇ,y ď KL ,
(5.3.4)
where rKpy1q :“ xP py1, ¨qy .
If, in addition,
|ε|L ď σ3 , (5.3.5)
then, there exists y1 P Rd such that$’’’&’’’%
By1K 1py1q “ ω , det B2y1K 1py1q ‰ 0 ,
|ε|}gx}r¯,s¯,y ď r3 , |y
1 ´ y| ď 8|ε|TM
r
,
|ε|}rT } ď T|ε|L , }P`}r¯,s¯,y ď LM ,
(5.3.6)
90Notice that L ě σ´dL ě L and 40dT2Kr2 σ´pν`dq ą 4Tr2 ě 4Kr2 .
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where
K 1 :“ K ` ε rK , `B2y1K 1py1q˘´1 “: T ` ε rT , P`py1, xq :“ P py1 ` εgxpy1, xq, xq .
and the following hold. For y1 P Dr¯pyq, the map ψεpxq :“ x ` εgy1py1, xq has an analytic
inverse ϕpx1q “ x1 ` εrϕpy1, x1; εq such that
}rϕ}r¯,s1,y ď L and ϕ “ id` εrϕ : Dr¯{2,s1py1q Ñ Tds¯ ; (5.3.7)
for any py1, xq P Dr¯,s¯pyq, |y1`εgxpy1, xq´y| ă 23r; the map φ1 is a symplectic diffeomorphism
and
φ1 “ `y1 ` εgxpy1, ϕpy1, x1qq, ϕpy1, x1q˘ : Dr¯{2,s1py1q Ñ D2r{3,s¯pyq, (5.3.8)
with
}W φ˜}r¯{2,s1,y1 ď σdL , (5.3.9)
where φ˜ is defined by the relation φ1 “: id` εφ˜,
W :“
¨˝
maxtK
α
, 1
r
u 1d 0
0 1d
‚˛
and
}P 1}r¯{2,s1,y1 ď LM , (5.3.10)
with
P 1py1, x1q :“ P`py1, ϕpx1qq “ P ˝ φ1py1, x1q .
Proof
Step 1: Construction of the Arnold’s transformation We seek for a near–to–the–
identity symplectic transformation
φ1 : Dr1,s1py1q Ñ Dr,spyq,
with Dr1,s1py1q Ă Dr,spyq, generated by a function of the form y1 ¨ x` εgpy1, xq, so that
φ1 :
#
y “ y1 ` εgxpy1, xq
x1 “ x` εgy1py1, xq , (5.3.11)
such that #
H 1 :“ H ˝ φ1 “ K 1 ` ε2P 1 ,
By1K 1py1q “ ω, det B2y1K 1py1q ‰ 0 .
(5.3.12)
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By Taylor’s formula, we get91
Hpy1 ` εgxpy1, xq, xq “Kpy1q ` ε rKpy1q ` ε ”K 1py1q ¨ gx ` TκP py1, ¨q ´ rKpy1qı`
` ε2 `P p1q ` P p2q ` P p3q˘ py1, xq
“K 1py1q ` ε
”
K 1py1q ¨ gx ` TκP py1, ¨q ´ rKpy1qı` ε2P`py1, xq,
(5.3.13)
with κ P N, which will be chosen large enough so that P p3q “ Opεq and$’’’’’’’’’’&’’’’’’’’’’%
P` :“ P p1q ` P p2q ` P p3q
P p1q :“ 1
ε2
rKpy1 ` εgxq ´Kpy1q ´ εK 1py1q ¨ gxs “
ż 1
0
p1´ tqKyypεtgxq ¨ gx ¨ gxdt
P p2q :“ 1
ε
rP py1 ` εgx, xq ´ P py1, xqs “
ż 1
0
Pypy1 ` εtgx, xq ¨ gxdt
P p3q :“ 1
ε
rP py1, xq ´ TκP py1, ¨qs “ 1
ε
ÿ
|n|1ąκ
Pnpy1q ein¨x .
(5.3.14)
By the non–degeneracy condition in (5.3.1), for ε small enough (to be made precised
below), det B2y1K 1pyq ‰ 0 and, therefore, by Lemma 2.2.6, there exists a unique y1 P Drpyq
such that the second part of (5.3.12) holds. In view of (5.3.13), in order to get the first
part of (5.3.12), we need to find g such that Kypy1q ¨ gx`TκP py1, ¨q´ rKpy1q vanishes; such
a g is indeed given by
g :“
ÿ
0ă|n|1ďκ
´Pnpy1q
iKypy1q ¨ n e
in¨x, (5.3.15)
provided that
Kypy1q ¨ n ‰ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr1py1q pĂ Drpyqq . (5.3.16)
But, in fact, since Kypyq is rationally independent, then, given any κ P N, there exists
r¯ ď r such that
Kypy1q ¨ n ‰ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr¯pyq. (5.3.17)
The last step is to invert the function x ÞÑ x ` εgy1py1, xq in order to define P 1. But, by
Lemma 2.2.6, for ε small enough, the map x ÞÑ x ` εgy1py1, xq admits an real–analytic
inverse of the form
ϕpy1, x1; εq :“ x1 ` εrϕpy1, x1; εq, (5.3.18)
91Recall that x¨y stands for the average over Td.
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so that the Arnod’s symplectic transformation is given by
φ1 : py1, x1q ÞÑ
#
y “ y1 ` εgxpy1, ϕpy1, x1qq
x “ ϕpy1, x1; εq “ x1 ` εrϕpy1, x1; εq. (5.3.19)
Hence, (5.3.12) holds with
P 1py1, x1q :“ P`py1, ϕpy1, x1qq. (5.3.20)
Step 2: Quantitative estimates
First of all, notice that 92
r¯ ď rˇ ď 5r24d ă
r
2 . (5.3.21)
We begin by extending the “diophantine condition w.r.t. Ky” uniformly to Dr¯pyq up to
the order κ. Indeed, by the Mean Value Inequality and Kypyq “ ω P ∆τα, we get, for any
0 ă |n|1 ď κ and any y1 P Dr¯pyq,
|Kypy1q ¨ n| “ |ω ¨ n` pKypy1q ´Kypyqq ¨ n| ě |ω ¨ n|
ˆ
1´ d}Kyy}r¯,y|ω ¨ n| |n|1r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
|n|τ`11 r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
κτ`1r¯
˙
ě α2|n|τ1 , (5.3.22)
so that, by Lemma 2.2.4–piq, we have
}gx}r¯,s¯,y def“ sup
Dr¯,s¯pyq
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
nPnpy1q
Kypy1q ¨ n e
in¨x
ˇˇˇˇ
ˇ ď ÿ
0ă|n|1ďκ
}Pn}r¯,s¯,y
|Kypy1q ¨ n| |n|1 e
ps´ 23σq|n|1
ď
ÿ
0ă|n|1ďκ
M e´s|n|1
2|n|ν1
α
eps´ 23σq|n|1 ď 2M
α
ÿ
nPZd
|n|ν1 e´ 23σ|n|1
ď 2M
α
ż
Rd
|y|ν1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙ν`d 2M
α
ż
Rd
|y|ν1 e´|y|1dy
“ C1M
α
σ´pν`dq ,
92Recall footnote 42.
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}By1g}r¯,s¯,y def“ sup
Dr¯,s¯pyq
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pyq
ˆ }pPyqn}r¯,s,y
|Kypy1q ¨ n| ` d}Pn}r,s,y
}Kyy}r,y|n|1
|Kypy1q ¨ n|2
˙
eps´ 23σq|n|1
p5.3.1q`p5.3.22qď
ÿ
0ă|n|1ďκ
˜
M
r ´ r¯ e
´s|n|1 2|n|τ1
α
` dM e´s|n|1K|n|1
ˆ
2|n|τ1
α
˙2¸
eps´ 23σq|n|1
p5.3.21qď 4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1α ` drK|n|2τ`11 ˘ e´ 23σ|n|1
ď max tα, rKu 4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ e´ 23σ|n|1
ď max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`1
max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´|y|1dy
ď C0?
2
max
!
1, α
rK
)MK
α2
σ´p2τ`d`1q
ď L ,
and, analogously,
}B2y1xg}r¯,s¯,y def“ sup
Dr¯,s¯pyq
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
¨ n ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pyq
ˆ }pPyqn}r¯,s,y
|Kypy1q ¨ n| ` d}Pn}r,s,y
}Kyy}r,y|n|1
|Kypy1q ¨ n|2
˙
|n|1 eps´ 23σq|n|1
ď maxtα, rKu4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ |n|1 e´ 23σ|n|1
ď max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ |y|1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`2
max
!
1, α
rK
) 4MK
α2
ż
Rd
`|y|τ`11 ` d|y|2τ`21 ˘ e´|y|1dy
“ C0?
2
max
!
1, α
rK
)MK
α2
σ´p2ν`dq
“ L ,
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and, for |ε| ă ε˚,
} rKy}r{2,y “ } rPys }r{2,y ď }Py}r{2,s¯,y ď M
r ´ r2
ď 2M
r
,
}B2y1 rK}r{2,y “ } rPyys }r{2,y ď }Pyy}r{2,s¯,y ď Mpr ´ r2q2 ď 4Mr2 ď KL .
Next, we prove the existence and uniqueness of y1 in (5.3.12). Consider then
F : Drˇpyq ˆD12|ε|p0q ÝÑ Cd
py, ηq ÞÝÑ Kypyq ` η rKy1pyq ´Kypyq.
Then
• F py, 0q “ 0, Fypy, 0q´1 “ Kyypyq´1 “ T ;
• For any py, ηq P Drˇpyq ˆD12|ε|p0q,
}1d ´ TFypy, ηq} ď }1d ´ TKyy} ` |η| }T } }B2y1 rK}r{2,y
ď d}T }}Kyyy}rˇ,yrˇ ` 2|ε|T4M
r2
ď dTK rˇ
r ´ rˇ ` 8T
|ε|M
r2
p5.3.21qď dTK2rˇ
r
` |ε|8TM
r2
ď 2dTK r¯
r
` 12 |ε|L
p5.3.21q`p5.3.5qď 512 `
σ
6
ď 512 `
1
12 “
1
2 ;
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• Recalling σ ď 12 , we have
2}T }}F py, ¨q}2|ε|,0 “ 2}T } sup
B12|ε|p0q
|η rKy1pyq|
ď 2T4|ε|M
r
ď 5 ¨ 2
ν`d
8d
r
TKσ
ν`d|ε|L
“ 3 ¨ 2d p2σqν rˇ σd|ε|L
ď 3 ¨ 2d rˇ σd|ε|L (5.3.23)
p5.3.5qď 3 rˇ p2σqd σ3
ď rˇ2 .
Therefore, Lemma 2.2.6 applies. Hence, there exists a function g : D12|ε|p0q Ñ Dr¯pyq such
that its graph coincides with F´1pt0uq. In particular, y1 :“ gpεq is the unique y P Dr¯pyq
satisfying 0 “ F py, εq “ ByK 1pyq ´ ω i.e. the second part of (5.3.12). Moreover,
|y1 ´ y| ď 2}T }}F py, ¨q}2|ε|,0 ď 8|ε|TM
r
p5.3.23qď 3 ¨ 2d rˇ σd|ε|L ď rˇ2 , (5.3.24)
so that
D rˇ
2
py1q Ă Drˇpyq. (5.3.25)
Next, we prove that B2yK 1py1q is invertible. Indeed, by Taylor’ formula, we have
B2yK 1py1q “ Kyypyq `
ż 1
0
Kyyypy ` tεryq ¨ εrydt` ε rKyypy1q
“ T´1
ˆ
1d ` εT
ˆż 1
0
Kyyypy ` tεryq ¨ rydt` rKyypy1q˙˙
“: T´1p1d ` εAq,
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and, by Cauchy’s estimate,
|ε|}A} ď }T }
´
d}Kyyy}r{2,y|ε||y1 ´ y| ` |ε|}B2y1 rK}r{2,y¯
ď }T }
ˆ
d}Kyy}r,y
r ´ r2
|ε||y1 ´ y| ` |ε|} rKyy}r{2,y˙
p5.3.24qď T
ˆ
2dK
r
8|ε|TM
r
` 4|ε|M
r2
˙
ď 4|ε|TM
r2
p4dTK` 1q
ď 20d|ε|T
2KM
r2
ď 12 |ε|L
p5.3.5qď σ6
ď 12 .
Hence B2y1K 1py1q is invertible with
B2y1K 1py1q´1 “ p1d ` εAq´1T “ T `
ÿ
kě1
p´εqkAkT “: T ` εrT ,
and
|ε|}rT } ď |ε| }A}1´ |ε|}A}}T } ď 2|ε|}A}}T } ď |ε|LT ď 2σ6T “ Tσ3 .
Next, we prove estimate on P`. We have,
|ε|}gx}r¯,s¯,y ď |ε|C1M
α
σ´pτ`d`1q ď |ε|r3L
p5.3.5qď r3
σ
3 ď
r
3
so that, for any py1, xq P Dr¯,s¯pyq,
|y1 ` εgxpy1, xq ´ y| ď r¯ ` r3 ă
r
8d `
r
3 ă
2r
3 ă r ,
and thus
}P p1q}r¯,s¯,y ď d2}Kyy}r,y}gx}2r¯,s¯,y ď d2K
ˆ
C1
M
α
σ´pν`dq
˙2
“ d2C21KM
2
α2
σ´2pν`dq,
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}P p2q}r¯,s¯,y ď d}Py} 5r
6 ,s¯,y
}gx}r¯,s¯,y ď d6M
r
C1
M
α
σ´pν`dq
“ 6dC1M
2
αr
σ´pν`dq
and by Lemma 2.2.4–piq, we have,
|ε|}P p3q}r¯,s´σ2 ,y ď
ÿ
|n|1ąκ
}Pn}r¯,y eps´σ2 q|n|1 ďM
ÿ
|n|1ąκ
e´
σ|n|1
2
ďM e´κσ4
ÿ
|n|1ąκ
e´
σ|n|1
4 ďM e´κσ4
ÿ
|n|1ą0
e´
σ|n|1
4
“M e´κσ4
¨˝˜ÿ
kPZ
e´
σ|k|
4
¸d
´ 1‚˛“M e´κσ4 ˜ˆ1` 2 e´σ4
1´ e´σ4
˙d
´ 1
¸
“M e´κσ4
˜ˆ
1` 2
e
σ
4 ´ 1
˙d
´ 1
¸
ďM e´κσ4
˜ˆ
1` 2σ
4
˙d
´ 1
¸
ď σ´dM e´κσ4
´
pσ ` 8qd ´ σd
¯
ď d8dσ´dM e´κσ4
“ C2σ´dM e´λ
p5.3.2qď C2σ´dMσ´p2ν`dq |ε|MK
α2
“ C2M |ε|MK
α2
σ´2pν`dq .
Hence93,
}P`}r¯,s¯,y ď }P p1q}r¯,s¯,y ` }P p2q}r¯,s¯,y ` }P p3q}r¯,s¯,y
ď d2C21KM
2
α2
σ´2pν`dq ` 6dC1M
2
αr
σ´pν`dq ` C2M |ε|MK
α2
σ´2pν`dq
“ `d2C21rK` 6dC1ασν`d ` C2rK˘ M2α2rσ´2pτ`d`1q
ď `d2C21 ` 6dC1 ` C2˘max tα, rKu M2α2rσ´2pτ`d`1q
p5.3.1qď C3?
2
max
!
1, α
rK
)M2K
α2
σ´2pν`dq
ď LM .
93Recall that σ ă 1.
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The proof of the claims on φ1 and P 1 are proven in a similar way as in Lemma 2.3.1.
Finally, we prove the convergence of the scheme by mimicking Lemma 2.3.2.
Let H0 :“ H, K0 :“ K, P0 :“ P and r0, s0, s˚, σ0, W0, M0, K0, T0, µ0 be as in §5.1 and
for a given ε ‰ 0 and j ě 0, define94
σj :“ σ02j ,
sj`1 :“ sj ´ σj “ s˚ ` σ02j ,
s¯j :“ sj ´ 2σi3 ,
Kj`1 :“ K0
jź
k“0
p1` σk3 q ď K0 e
2σ0
3 ď K0
?
2 ,
Tj`1 :“ T0
jź
k“0
p1` σk3 q ď T0 e
2σ0
3 ď T0
?
2 ,
λ0 :“ log µ´10 ,
e˚ :“ C7 σ´p4ν`2d`1q0 λ2ν0 η20 ,
d˚ :“ 22ν`2d`1 C26 η20 ,
κ0 :“ 4σ´10 λ0 ,
κj :“ 4jκ0 ,pα :“ αa|ε| ,
rˆ0 :“ r0a|ε| ,
rˆj`1 :“ 12 min
# pα
2d
?
2K0κνj
,
5
48d
prj
η0
+
,
rj`1 :“ rˆj`1
a|ε| ,
rˇj :“ 548d
rj
η0
,
94Notice that sj Ó s˚ and rj Ó 0.
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xM0 :“M0 ,
xMj`1 :“ e˚dj´1˚ K0xM2jpα2 ,
µj :“ K0
xMjpα2 ,
θj :“ e˚ dj˚ µj ,
Wj :“ diag
˜
max
#
Kjpα ,
a|ε|
rj
+
1d ,
a|ε| 1d¸ ,
Lj :“Mi max
"
80d
?
2 T0 η0
r2j
σ
´pν`dq
j , C4 max
"
1, α
rjKj
*
K0
α2
σ
´2pν`dq
j
*
“Mj max
"
80d
?
2 T0 η0
r2j
σ
´pν`dq
j ,
4
Kjr2j
, C4 max
"
1, α
rjKj
*
K0
α2
σ
´2pν`dq
j
*
.
Thus, for any j ě 0,
θj`1 “ e˚ dj`1˚ µj`1 “ e˚ dj`1˚ K0
xMj`1pα2 “ e˚ dj`1˚ K0pα2 e˚dj´1˚ K0xM2jpα2 “ `e˚ dj˚ µj˘2 “ θ2j
i.e.
θj “ θ2j0 .
The very first step being quite different from all the others, it has to be done separately.
Hence,
Lemma 5.3.2 Under the above assumptions and notations, if
|ε| ď
ˆ
r0pαT0
˙2
and max t e µ0 , θ0u ď 1 , (5.3.26)
then, there exist y1 P D and a real–analytic symplectomorphism
φ0 : Dr1,s1py1q Ñ Dr0,s0py0q , (5.3.27)
such that, for H1 :“ H0 ˝ φ0 , we have#
H1 “: K1 ` ε2P1 ,
By1K1py1q “ ω , B2y1K1py1q ‰ 0
(5.3.28)
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and
|y1 ´ y0| ď 8|ε|T0M0
r0
, (5.3.29)
}K1}rˇ1,y1 ď K1 , }T1} ď T1 , T1 :“ B2y1K1py1q´1 , (5.3.30)
ε2M1 :“ ε2}P1}r1,s1,y1 ď |ε|xM1 , (5.3.31)
}W0pφ0 ´ idq}r1,s1,y1 ď σd0 |ε|L0 ¨
a|ε| . (5.3.32)
Proof By
κ0
p5.3.26qě 4σ´10 ě 8 (5.3.33)
and pα
2d
?
2K0kν0
p5.3.33qď 1
2d ¨ 8ν?2K0
r0
T0
a|ε| ă rˆ04C5 ,
we get
rˆ1 “ 12 min
" pα
2d
?
2K0κν0
,
rˆ0
4C5
*
“ pα
4d
?
2K0κν0
(5.3.34)
and, thus
|ε|L0p3σ´10 q ď 3|ε|M0 max
"
80d
?
2 T0 η0
r20
σ
´pν`dq
0 , C4 max
"
1, α
r0K0
*
K0
α2
σ
´2pν`dq
0
*
σ´10
ď 3 max
"
80d
?
2 η0
α T0
r0
α
r0K0
, C4 max
"
1, α
r0K0
**
σ
´2pν`dq´1
0
K0M0pα2
p5.3.26qď 3 max
!
80d
?
2 , C4
)
σ
´2pν`dq´1
0 µ0 η0
ď e˚ µ0
“ θ0
p5.3.26qď 1. (5.3.35)
Therefore, Lemma 5.3.2 is a straightforward consequence of Lemma 5.3.1.
Once the first step is completed, all the following steps do not need any other condition.
Actually, they are “completely” independent upon ε, and, therefore, the first condition in
(5.3.26) is useless. To be precise, the following holds.
Lemma 5.3.3 Assume p5.3.28q ˜ p5.3.31q with some ε ‰ 0 and
max
!
e µ0 , C8 η
1
8
0 θ0
)
ă 1 . (5.3.36)
134
Comlan E. Koudjinan
Then, one can construct a sequence of symplectic transformations
φj´1 : Drj ,sjpyjq Ñ Drj´1,sj´1pyj´1q , j ě 2 (5.3.37)
so that
Hj :“ Hj´1 ˝ φj´1 “: Kj ` ε2jPj (5.3.38)
converges uniformly. More precisely, ε2j´1Pj´1, φj´1 :“ φ1 ˝ φ2 ˝ ¨ ¨ ¨ ˝ φj´1, Kj´1, yj´1
converge uniformly on ty˚u ˆ Tds˚ to, respectively, 0, φ˚, K˚, y˚ which are real–analytic
on Tds˚ and H1 ˝φ˚ “ K˚ with det B2yK˚py˚q ‰ 0. Finally, the following estimates hold for
any i ě 1:
|ε|2iMi :“ |ε|2i}Pi}ri,si,yi ď |ε|xMi , (5.3.39)
|yi`1 ´ yi| ď 8
?
2T0|ε|2iMi
ri
, (5.3.40)
|Wpφ˚ ´ idq| ď θ
2
0
3 ¨ 22d`1 d˚
a|ε| on ty˚u ˆ Tds˚ . (5.3.41)
Proof First of all, notice that, for any i ě 1,
rˆi`1 “ min
" pα
4d
?
2K0κνi
,
5
96d
pri
η0
*
“ min
"
rˆ1
4iν ,
5
96dη0
rˆi
*
“ min
#
rˆ1
4νi ,
5
96dη0
rˆ1
4νpi´1q ,
ˆ
5
96dη0
˙2
rˆi´1
+
...
“ min
#
rˆ1
4νi ,
5
96dη0
rˆ1
4νpi´1q , ¨ ¨ ¨ ,
ˆ
5
96dη0
˙i
rˆ1
+
“ rˆ14νi min
#ˆ
5 ¨ 4ν
96dη0
˙0
, ¨ ¨ ¨ ,
ˆ
5 ¨ 4ν
96dη0
˙i+
“ rˆ14νimin
i
"
5 ¨ 4ν
96dη0
, 1
*
“ rˆ1mini
"
1
22ν ,
5
96dη0
*
“ rˆ1ai1 ,
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where
a1 :“ max
"
22ν , 96dη05
*
ď max
"
22ν , 96d5
*
¨ η0 “ C6 η0 . (5.3.42)
For a given j ě 2, let pPjq be the following assertion: there exist j ´ 1 symplectic
transformations95
φi : Dri`1,si`1pyi`1q Ñ D2ri{3,sipyiq, for 1 ď i ď j ´ 1, (5.3.43)
and j´ 1 Hamiltonians Hi`1 “ Hi ˝φi “ Ki`1` ε2i`1Pi`1 real–analytic on Dri`1,si`1pyi`1q
such that, for any 1 ď i ď j ´ 1,$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
}B2yKi}ri,yi ď Ki ,
}Ti} ď Ti ,
ByKipyiq “ ω , B2yKipyiq ‰ 0 ,
|ε|2i}Pi}ri,si,yi ď |ε|xMi ,
κi ě 4σ´1i log
`
σ2ν`di µ
´1
i
˘
,
|ε|2iLi ď σi3
(5.3.44)
95Compare (5.3.8).
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and $’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
ByKi`1pyi`1q “ ω , B2yKi`1pyi`1q ‰ 0 ,
|yi`1 ´ yi| ď 8
?
2T0|ε|2iMi
ri
,
}Ti`1} ď }Ti} ` Ti|ε|2iLi ,
}Ki`1}ri`1,yi`1 ď }Ki}ri,yi ` |ε|2iMi ,
}B2yKi`1}ri`1,yi`1 ď }B2yKi}ri,yi ` Ki|ε|2iLi ,
}Wipφi ´ idq}ri`1,si`1,yi`1 ď σdi |ε|2iLi ¨
a|ε| ,
Mi`1 :“ }Pi`1}ri`1,si`1,yi`1 ďMiLi .
(5.3.45)
Assume pPjq, for some j ě 2 and let’s check pPj`1q. Fix then 1 ď i ď j ´ 1. Thus
}B2yKi`1}ri`1,yi`1
p5.3.45qď }B2yKi}ri,yi ` Ki|ε|2iLi
p5.3.44qď Ki ` Kiσi3 “ Ki`1 ă K0
?
2
and, similarly,
}Ti`1} ď Ti`1,
which prove the two first relations in (5.3.44) for i “ j. Also
α
riKi
ą α
r1K0
?
2
“ pα
rˆ1K0
?
2
“ 4dκν0
p5.3.33qą 1 , (5.3.46)
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so that
|ε|2iLip3σ´1i q “ 3|ε|2iMi max
"
80d
?
2T0η0
r2i
σ
´pν`dq
i , C4 max
"
1, α
riKi
*
K0
α2
σ
´2pν`dq
i
*
σ´1i
p5.3.46qď 3|ε|2iMi max
"
80d
?
2T0η0
r2i
, C4
1
αri
*
σ
´2pν`dq´1
i
“ 3 max
"
80d
?
2T0η0
pα
rˆi
, C4
*
σ
´2pν`dq´1
i
|ε|2iMi
|ε|pαrˆi
“ 3 max  640d2η20ai´1κν0 , C4(σ´2pν`dq´1i |ε|2iMi|ε|pα2 4d?2K0κν0ai´1
p5.3.33qď 12d?2 max  640d2 , C4(K0σ´2pν`dq´1i |ε|2iMi|ε|pα2 η20a2pi´1qκ2ν0
p5.3.42qď 12d?2 max  640d2 , C4(K0σ´2pν`dq´1i |ε|2iMi|ε|pα2 η2i0 C2pi´1q6 κν0
“ 3d ¨ 26ν`2d`3?2 max  640d2 , C4(K0σ´p4ν`2d`1q0 `22ν`2d`1C26η20˘i´1 |ε|2iMi|ε|pα2 `log µ´10 ˘2ν η20
p5.3.44qď C7σ´p4ν`2d`1q0
`
log µ´10
˘2ν
η20 di´1˚
K0xMipα2
“ e˚ di´1˚ µi
“ θid˚
“ θ
2i
0
d˚
p5.3.36qď 1d˚ ă 1 .
Moreover,
|ε|2iLi ă e˚ di´1˚ µi ,
thus by last relation in (5.3.45), for any 1 ď i ď j ´ 1,
|ε|2i`1Mi`1 ď |ε|2iLi |ε|2iMi ă e˚di´1˚ µi |ε|2iMi
p5.3.44qď e˚di´1˚ µi |ε| xMi “ |ε| xMi`1 ,
which proves the fourth relation in (5.3.44) for i “ j. Hence, by exactly the same compu-
tation as above, one gets
|ε|2i`1Li`1p3σ´1i`1q ď θi`1d˚ “
θ2
i`1
0
d˚
ă 1 ,
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which proves the last relation in (5.3.44) for i “ j. It remains only to check that the fifth
relation in (5.3.44) holds as well for i “ j in order to apply Lemma 5.3.1 to Hi, 1 ď i ď j
and get (5.3.45) and, consequently, pPj`1q. But in fact, we have96
4σ´1j log
`
σ2ν`dj µ
´1
j
˘ ď 4σ´1j log `µ´1j ˘
“ 4σ´1j log
ˆ
1
e˚ dj˚
θ´2
j
0
˙
ď 4σ´1j log
˜ˆ
θ0
e˚
˙´2j¸
“ 4σ´1j log
´
µ´2
j
0
¯
“ 4j ¨ 4σ´10 log
`
µ´10
˘
“ κj .
To finish the proof of the induction i.e. one can construct an infinite sequence of Arnold’s
transformations satisfying (5.3.44) and (5.3.45) for all i ě 1, one needs only to check
pP2q. Thanks to97 p5.3.28q ˜ p5.3.31q, we just need to check the two last inequalities in
p5.3.44qi“1. But, in fact, one proves those two relations by exactly the same computation
as above. Then, we apply Lemma 5.3.1 to H1 to get p5.3.43qi“1 and p5.3.45qi“1, which
achieves the proof of pP2q.
Next, we prove that φj is convergent by proving that it is Cauchy. For any j ě 3, we have,
96Notice that, since σ0 ă 1 then e˚
p5.3.36qě C7 ą 1.
97Observe that for j “ 2, i “ 1.
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using again Cauchy’s estimate,98
}Wj´1pφj´1 ´ φj´2q}rj ,sj ,yj “ }Wj´1φj´2 ˝ φj´1 ´Wj´1φj´2}rj ,sj ,yj
p5.3.43qď }Wj´1Dφj´2W´1j´1}2rj´1{3,sj´1,yj´1 }Wj´1pφj´1 ´ idq}rj ,sj ,yj
p5.3.45qď max
ˆ
rj´1
3
rj´1
,
3
2σj´1
˙
}Wj´1φj´2}rj´1,sj´1,yj´1 ˆ
ˆ}Wj´1pφj´1 ´ idq}rj ,sj ,yj
“ 32σj´1 }Wj´1φ
j´2}rj´1,sj´1,yj´1 }Wj´1pφj´1 ´ idq}rj ,sj ,yj
ď 12}Wj´1φ
j´2}rj´1,sj´1,yj´1 ¨ σdj´1
´
|ε|2j´1Lj´13σ´1i´1
¯a|ε|
ď 12}Wj´1φ1}r2,s2,y2 ¨ σ
d
j´1 θj´1 ¨
a|ε|
ď 12
˜
j´2ź
i“1
}Wi`1W´1i }
¸
}W1φ1}r2,s2,y2 ¨ σdj´1 θj´1 ¨
a|ε|
p5.3.46q“ 12
˜
j´2ź
i“1
ri
ri`1
¸
}W1φ1}r2,s2,y2 ¨ σdj´1 θj´1 ¨
a|ε|
“ r12rj´1 }W1φ1}r2,s2,y2 ¨ σ
d
j´1 θj´1 ¨
a|ε|
p5.3.42qď 12σ
d
2 C6 η0 }W1φ1}r2,s2,y2 ¨
`
2´dC6 η0
˘j´3 ¨ θ2j´10 ¨a|ε|
ď 12σ
d
2 C6 η0 }W1φ1}r2,s2,y2 ¨
`
2´dC6 η0
˘2j´4 ¨ θ2j´10 ¨a|ε|
“ 12σ
d
2 C6 η0 }W1φ1}r2,s2,y2 ¨
´`
2´dC6 η0
˘ 1
8 θ0
¯2j´1
¨a|ε|
“ 12σ
d
2 C6 η0 }W1φ1}r2,s2,y2 ¨
´
C8 η
1
8
0 θ0
¯2j´1
¨a|ε| .
98Recall that 2i´1 ě i, @ i ě 0.
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Therefore, for any n ě 1, j ě 0,
}W1pφn`j`1 ´ φnq}rn`j`2,sn`j`2,yn`j`2 ď
n`jÿ
i“n
}W1pφi`1 ´ φiq}ri`2,si`2,yi`2
ď
n`jÿ
i“n
˜
iź
k“1
}WkW´1k`1}
¸
}Wi`1pφi`1 ´ φiq}ri`2,si`2,yi`2
p5.3.46q“
n`jÿ
i“n
iź
k“1
max
"
1 , rk`1
rk
*
}Wi`1pφi`1 ´ φiq}ri`2,si`2,yi`2
“
n`jÿ
i“n
}Wi`1pφi`1 ´ φiq}ri`2,si`2,yi`2
ď 12σ
d
2 C6 η0 }W1φ1}r2,s2,y2 ¨
a|ε| n`jÿ
i“n
´
C8 η
1
8
0 θ0
¯2i`1
.
Hence, by (5.3.36), φj converges uniformly on ty˚u ˆ Tds˚ to some φ˚, which is then real–
analytic map in x P Tds˚ .
To estimate |W0pφ˚ ´ idq| on ty˚u ˆ Tds˚ , observe that , for i ě 1,99
σdi |ε|2iLi ď σ
d`1
0
3 ¨ 2ipd`1q
θ2
i
0
d˚
ď 13 ¨ 2pd`1qpi`1qd˚ θ
i`1
0 “ 13d˚
´ θ0
2d`1
¯i`1
and therefore ÿ
iě1
σdi |ε|2iLi ď 13d˚
ÿ
iě1
´ θ0
2d`1
¯i`1 ď θ203 ¨ 22d`1 d˚ .
Moreover, for any i ě 1,
}W1pφi ´ idq}ri`1,si`1,yi`1 ď }W1pφi´1 ˝ φi ´ φiq}ri`1,si`1,yi`1 ` }W1pφi ´ idq}ri`1,si`1,yi`1
ď }W1pφi´1 ´ idq}ri,si,yi `
˜
i´1ź
j“0
}WjW´1j`1}
¸
}Wipφi ´ idq}ri`1,si`1,yi`1
“ }W1pφi´1 ´ idq}ri,si,yi ` }Wipφi ´ idq}ri`1,si`1,yi`1
“ }W1pφi´1 ´ idq}ri,si,yi ` }Wipφi ´ idq}ri`1,si`1,yi`1
ď }W1pφi´1 ´ idq}ri,si,yi ` σdi |ε|2iLi
a|ε| ,
99Recall that 2i ě i` 1, @ i ě 0 and σ0 ď 12 .
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which iterated yields
}W1pφi ´ idq}ri,si,yi ď
a|ε| i´1ÿ
k“1
σdk |ε|2kLk
ďa|ε|ÿ
kě1
σdk |ε|2kLk
ď θ
2
0
3 ¨ 22d`1 d˚
a|ε| .
Therefore, taking the limit over i completes the proof of (5.3.41), Lemma 5.3.3.
Now, to complete the proof of the Theorem, just set φ˚ :“ φ0 ˝ φ˚ and observe that,
uniformely on ty˚u ˆ Tds˚ ,
|W0pφ˚ ´ idq| ď |W0pφ0 ˝ φ˚ ´ φ˚q| ` |W0pφ˚ ´ idq|
ď }W0pφ0 ´ idq}r1,s1,y1 ` }W0W´11 } |W1pφ˚ ´ idq|
ď σd0 |ε|L0
a|ε| ` θ203 ¨ 22d`1 d˚a|ε|
ď
ˆ
σd`10
3 θ0 `
θ20
3 ¨ 22d`1 d˚
˙a|ε|
ď
ˆ
1
3 ¨ 2d`1 θ0 `
θ20
3 ¨ 22d`1 d˚
˙a|ε|
ď θ03 ¨ 2d
a|ε| .
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Moreover, for any i ě 1,
|yi ´ y0| ď
i´1ÿ
j“0
|yj´1 ´ yj|
p5.3.40qď 8?2T0
i´1ÿ
j“0
|ε|2iMi
ri
p5.3.39qď 8
?
2T0
r1
8ÿ
j“0
ai´11 |ε|xMi
p5.3.42qď 64dη0κ
ν
0|ε|
α
8ÿ
j“0
pC6 η0qi´1xMi
“ 64dκ
ν
0
C6e˚K0
pα2|ε|
α
8ÿ
j“0
ˆ
C6 η0
d˚
˙i
θ2
i
0
ď 64dκ
ν
0
C6e˚K0
α
8ÿ
j“0
θi`10
ď 64dκ
ν
0
C6e˚K0
α ¨ 2θ0
“ 2
2ν`7d
C6
σ´ν0 µ0λ
ν
0
α
K0
ď 2
2ν`7d
C6
σ´ν0
1
C7η20
σ4ν`2d`10 e˚µ0
α
K0
“ 2
2ν`7d
C6C7
σ3ν`2d`10 θ0
α
K0η20
p5.3.36qď 2
2ν`7d
C6C7C8
σ3ν`2d`10
α
K0η
17
8
0
“ 1C9σ
3ν`2d`1
0
α
K0η
17
8
0
,
and then passing to the limit, we get
|y˚ ´ y0| ď 1C9σ
3ν`2d`1
0
α
K0η
17
8
0
.
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Part II
“Sharp” measure estimates of
Kolmogorov’s sets
144
6 | “Explicit” integrability on a Cantor–
like set and a “sharp” measure esti-
mate
6.1 Assumptions
Let τ ě d´ 1 ě 1 and set100
ν :“ τ ` 1 ,
C0 :“ 4
?
2
ˆ
3
2
˙2ν`d ż
Rd
`|y|ν1 ` d|y|2ν1 ˘ e´|y|1dy ,
C1 :“ 2
ˆ
3
2
˙ν`d ż
Rd
|y|ν1 e´|y|1dy ,
C2 :“ 23dd ,
C3 :“
`
d2C21 ` 6dC1 ` C2
˘?
2 ,
C4 :“ max tC0, C3u ,
C5 :“ 3d2 ¨ 26ν`2d`11 max
!
27d
?
2 , 8´νC4
)
,
C6 :“ 2ν` 34d` 538 d 54 ,
C7 :“ 2 e d
ˆ
3
2
˙d´1
,
C8 :“ C53 ¨ 2d ,
C9 :“ 23pν`1q d
?
2 C6 .
100Notice that each Ci is greater than 1 and depends only upon d and τ .
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6.2 Statement of the extension Theorem
Theorem 6.2.1 Under the assumptions and notations in §6.1, we have the following. Let
D Ă Rd be a non–empty, bounded domain.101 Consider the Hamiltonian parametrized by
ε P R
Hpy, x; εq :“ Kpyq ` εP py, xq,
where K,P are real–analytic functions defined on D ˆ Td with bounded holomorphic ex-
tensions to102
Dr0,s0pDq :“
ď
y0PD
Dr0,s0py0q ,
for some r0 ą 0 and 0 ă s0 ď 1, the norm being
} ¨ }r0,s0,D :“ sup
Dr0,s0 pDq
| ¨ | .
Let α ą 0, δ ą 0 and103
∆τα :“
"
ω P Rd : |ω ¨ k| ě α|k|τ1 , @ k P Z
dzt0u
*
,
Dδ :“ ty P D : Bδpyq Ď Du ,
Dδ,α :“ ty0 P Dδ : Kypy0q P ∆ταu .
Assume that
| detKyypyq| ‰ 0 , @ y P Dδ,α . (6.2.1)
Fix
0 ď σ0 ă min
"
1
2 ,
d
22ν´7
*
s0
101i.e. open and connected.
102Recall the notations in §1.2
103Notice that Dδ is closed, connected, with non–empty interior of Dδ provided that δ is small enough.
146
Comlan E. Koudjinan
and define104
s˚ :“ s0 ´max
"
2 , 2
2ν´7
d
*
σ0 ,
r0 :“ min tr0, 32dδu ,
M0 :“ }P }r0,s0,D ,
K0 :“ }Kyy}r0,D ,
T0 :“ }T }D :“ sup
y0PD
}T py0q} ,
η0 :“ T0K0 ,
r˚ :“ σ
ν
0
C9
ˆ
σ0
η0
˙ 5
4 α
K0
,
µ˚ :“ sup
!
µ ď e´1 : 2 C5 C6 σ4ν`2d`
13
4
0 η
13
4
0 µ
`
log µ´1
˘2ν ď 1) ,
where T pyq :“ Kyypyq´1. Finally, assume
α ď r0σ0T0 and |ε| ď µ˚
α2
K0 M0
. (6.2.2)
Then, there exist D˚ Ă Dδ´r˚ having the same cardinality as Dδ,α, a lipeomorphism
G˚ : Dδ,α ontoÝÑ D˚, a function K˚ P C8W pD˚,Rq and a C8W–symplectic transformation105
φ˚ : D˚ ˆ Td Ñ K :“ φ˚pD˚ ˆ Tdq Ă D ˆ Td and real–analytic in x P Tds˚, such that106
By˚K˚ ˝G˚ “ ByK on Dδ,α , (6.2.3)
Bβy˚pH ˝ φ˚qpy˚, xq “ Bβy˚K˚py˚q, @ py˚, xq P D˚ ˆ Td, @ β P Nd0 (6.2.4)
and
}G˚ ´ id}Dδ,α ď r˚ , (6.2.5)
}G˚ ´ id}L,Dδ,α ď
e σν`d0
C6
, (6.2.6)
meas pD ˆ TdzK q ď
ˆ
1` d e σ
ν`d
0
C6
˙dˆ
meas
`pBδσ0pDqzDq ˆ Td˘`
` meas `pDzDδq ˆ Td˘` meas ppDδzDδ,αq ˆ Td˘˙ . (6.2.7)
104Notice that η0 ě 1.
105Which means that the Whitney–gradient ∇φ˚ “ Bφ˚{Bpy˚, xq satisfies p∇φ˚qJp∇φ˚qT “ J uniformly
on D˚ ˆ Td, where J “
ˆ
0 ´1d
1d 0
˙
.
106Notice that the derivatives are taken in the sense of Whitney.
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Now, by applying Theorem F.1 (see Appendix F) to (6.2.7), we get the following measure
estimate of the unstable set D ˆ TdzK .
Theorem 6.2.2 Let the notations and assumptions in Theorem 6.2.1 hold, with
0 ă α ď 32dσ0T0 min
"
r0
32d ,
RpDq
3 , minfoc pBDq
*
, |ε| ď µ˚ α
2
K0 M0
. (6.2.8)
in place of (6.2.2) and
δ :“ αT032dσ0 ,
where107
RpDq :“ suptR ą 0 : BRpyq Ď D , for some y P Du .
Futhermore, assume that the boundary BD of D is a smooth hypersurface of Rd. Then,
the conclusions in Theorem 6.2.1 still hold. Moreover,
meas pDˆTdzK q ď p3piqd T032dσ0
ˆ
2Hd´1pBDq α`Cpd, σ0,T0,RBDq α2`meas pDδzDδ,αq
˙
,
(6.2.9)
where108 RBD denotes the curvature tensor of BD , k2jpRBDq, the p2jq–th integrated mean
curvature of BD in Rd and
Cpd, σ0,T0,RBDq :“ T016dσ0
r d´12 sÿ
j“1
k2jpRBDq
1 ¨ 3 ¨ ¨ ¨ p2j ` 1q
ˆ
αT0
32dσ0
˙2j´1
.
Remark 6.2.3 (i) Notice that (6.2.7) is mainly a consequence of (6.2.5); the crucial part of
the proof is that one can actually extend a Lipschitz continuous function to a global Lipschitz
continuous function without increasing neither the Lipschitz constant nor the sup–norm (see
Theorem C.1 in Appendix C).
(ii)The following estimates hold as well:
|meas pD˚q ´ meas pDδ,αq| ď C72C6 σ
ν`d` 54
0 η
´ 54
0 meas pDδ,αq , (6.2.10)
|W0pφ˚ ´ idq| ď 13 ¨ 2d`1C6
ˆ
σ0
η0
˙ 5
4
on D˚ ˆ Tds˚ , (6.2.11)
107Notice that the first condition in (6.2.8) then reads 0 ă δ ď min
!
r0
32d ,
RpDq
3 , minfoc pBDq
)
. The
condition δ ď RpDq3 ensures that the interior of Dδ is non–empty.108See Appendix F for the definitions.
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where
W0 :“ diag
ˆ
K0
α
1d,1d
˙
.
Notice that the constant in (6.2.10) is of order 1 and not α; that is why we need Minty’s Theorem
(see (i) above).
(iii) Notice that the Theorem is consistent for σ0 “ 0. In fact, in that case
ε “ α p6.2.2q“ 0.
Hence, the Hamiltonian H is integrable. Moreover,
Dδ,α “ Dδ , G˚ p6.2.5q“ id , φ˚ p6.2.11q“ id .
Thus,
D˚ “ G˚pDδ,αq “ Dδ,α “ Dδ .
Therefore, we get K “ φ˚pD˚ ˆ Tdq “ Dδ ˆ Td, for any δ ą 0, as expected.
6.3 Proof of Theorem 6.2.1
Lemma 6.3.1 (KAM step) Let r ą 0, 0 ă 2σ ă s ď 1 and consider the Hamiltonian
parametrized by ε P R
Hpy, x; εq :“ Kpyq ` εP py, xq ,
where K,P are real–analytic functions with bounded holomorphic extensions to Dr,spD7q.
Assume that109
detKyypyq ­“ 0 , T pyq :“ Kyypyq´1 , @ y P D7 ,
}Kyy}r,D7 ď K , }T }D7 ď T ,
}P }r,s,D7 ďM , KypD7q Ă ∆τα .
(6.3.1)
Fix ε ‰ 0 and assume that
λ ě log
ˆ
σ2ν`d
α2
|ε|MK
˙
ě 1 . (6.3.2)
Let
κ :“ 4σ´1λ, r¯ ď min
! α
2dKκν ,
rσ
16dTK
)
,
r˜ :“ r¯16dTK , s¯ :“ s´
2
3σ, s
1 :“ s´ σ ,
(6.3.3)
109In the sequel, K and P stand for generic real analytic Hamiltonians which, later on, will respectively
play the roles of Kj and Pj , and y0, r, the roles of yj , rj in the iterative step.
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and110
L :“ C0?
2
max
!
1, α
rK
) K0M
α2
σ´p2ν`dq ,
L :“M max
"
16T
rr¯
σ´pν`dq ,
C4?
2
max
!
1, α
rK
) K
α2
σ´2pν`dq
*
“M max
"
16T
rr¯
σ´pν`dq ,
4
Kr2 ,
C4?
2
max
!
1, α
rK
) K
α2
σ´2pν`dq
*
.
Then, there exists a generating function py1, xq ÞÑ y1 ¨ x ` gpy1, xq, with g P Br¯,s¯pD7q and
satisfying the following inequalities:$’’’&’’’%
}gx}r¯,s¯,D7 ď C1
M
α
σ´pν`dq ,
}gy1}r¯,s¯,D7 , }B2y1xg}r¯,s¯,D7 ď L ,
}B2y1 rK}r¯,D7 ď KL ,
(6.3.4)
where rKpy1q :“ xP py1, ¨qy .
If, in addition,
|ε|L ď σ3 , (6.3.5)
then, there exists a diffeomorphism G : Dr˜pD7qÑGpDr˜pD7qq, such that ,$’’’’’&’’’’’%
By1K 1 ˝G “ ByK , pB2y1K 1q ˝G ‰ 0 on D7 ,
|ε|}gx}r¯,s¯,D7 ď
r
3 , }G´ id}r˜,D7 ď σ
ν`dr¯|ε|L ,
|ε|}rT }D 17 ď T|ε|L , }BzG´ 1d}r˜,D7 ď σν`d|ε|L ,
}P`}r¯,s¯,D7 ď LM , Br¯{2pD 17q Ă Br¯pD7q Ă D ,
(6.3.6)
where
D 17 :“ GpD7q ,`B2y1K 1py1q˘´1 “: T ˝G´1py1q ` ε rT py1q ,
P`py1, xq :“ P py1 ` εgxpy1, xq, xq .
K 1 :“ K ` ε rK ,
@ y1 P D 17
and the following hold. For any y1 P Dr¯pD7q, the map ψεpxq :“ x ` εgy1py1, xq has an
analytic inverse ϕpx1q “ x1 ` εrϕpy1, x1; εq such that
}rϕ}r¯,s1,D7 ď L and ϕ “ id` εrϕ : Dr¯{2,s1pD 17q Ñ Tds¯ ; (6.3.7)
110Notice that L ě σ´dL ě L since σ ď 1. Notice also that TK ě 1, so that 16Trr¯ σ´pν`dq ě 16Tr2 ě 4Kr2 .
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for any y0 P D7 and py1, xq P Dr¯,s¯py0q, |y1`εgxpy1, xq´y0| ă 23r; the map φ1 is a symplectic
diffeomorphism and
φ1 “ `y1 ` εgxpy1, ϕpy1, x1qq, ϕpy1, x1q˘ : Dr¯{2,s1pD 17q Ñ D2r{3,s¯pD7q, (6.3.8)
with
}W φ˜}r¯{2,s1,D 17 ď σdL , (6.3.9)
where φ˜ is defined by the relation φ1 “: id` εφ˜,
W :“
¨˝
maxtK
α
, 1
r
u 1d 0
0 1d
‚˛
and
}P 1}r¯{2,s1,D 17 ď LM , (6.3.10)
with
P 1py1, x1q :“ P`py1, ϕpx1qq “ P ˝ φ1py1, x1q .
Proof
Step 1: Construction of the Arnold’s transformation We seek for r1 ă r{2, s1 ă s,
a set D 17 Ă D2r1pD7q having the same cardinality as D7 and a near–to–the–identity real–
analytic symplectic transformation φ1 : D ˆ Td ý satisfying
φ1 : Dr1,s1pD 17q Ñ Dr,spD7q,
with Dr1,s1pD 17q Ă Dr,spD7q and φ1 generated by y1 ¨ x` εgpy1, xq i.e.
φ1 :
#
y “ y1 ` ε gxpy1, xq
x1 “ x` εgy1py1, xq , (6.3.11)
such that $’&’%
H 1 :“ H ˝ φ1 “ K 1 ` ε2P 1 on Dr1,s1pD 17q ,
det B2y1K 1py1q ­“ 0 , @ y1 P D 17 ,
By1K 1pD 17q “ ByKpD7q .
(6.3.12)
By Taylor’s formula, we get111
Hpy1 ` εgxpy1, xq, xq “Kpy1q ` ε rKpy1q ` ε ”Kypy1q ¨ gx ` TκP py1, ¨q ´ rKpy1qı`
` ε2 `P p1q ` P p2q ` P p3q˘ py1, xq
“K 1py1q ` ε
”
Kypy1q ¨ gx ` TκP py1, ¨q ´ rKpy1qı` ε2P 1py1, xq,
(6.3.13)
111Recall that x¨y stands for the average over Td.
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with κ P N, which will be chosen large enough so that P p3q “ Opεq and$’’’’’’’’’’&’’’’’’’’’’%
P` :“ P p1q ` P p2q ` P p3q
P p1q :“ 1
ε2
rKpy1 ` εgxq ´Kpy1q ´ εKypy1q ¨ gxs “
ż 1
0
p1´ tqKyypεtgxq ¨ gx ¨ gxdt
P p2q :“ 1
ε
rP py1 ` εgx, xq ´ P py1, xqs “
ż 1
0
Pypy1 ` εtgx, xq ¨ gxdt
P p3q :“ 1
ε
rP py1, xq ´ TκP py1, ¨qs “ 1
ε
ÿ
|n|1ąκ
Pnpy1q ein¨x .
(6.3.14)
By the non–degeneracy condition in (4.1.1) and Lemma 2.2.7, for ε small enough (to be
made precised below), there exists r¯ ď r such that for each y P D7, there exists a unique
y1 P Dr¯pyq satisfying By1K 1py1q “ ByKpyq and det B2y1K 1py1q ­“ 0; D 17 is precisely the set of
these y1 when y runs in D7. More precisely, D 17 and D7 are “diffeomorphic”112, say via G,
and, for each y1 P D 17, the matrix B2y1K1py1q is invertible with inverse of the form
T 1py1q :“ B2y1K 1py1q´1 “: T py0q ` εrT py1q, y1 “ Gpyq.
In view of (6.3.13), in order to get the first part of (6.3.12), we need to find g such that
Kypy1q ¨ gx ` TκP py1, ¨q ´ rKpy1q vanishes; such a g is indeed given by
gpy1, xq :“
ÿ
0ă|n|1ďκ
´Pnpy1q
iKypy1q ¨ n e
in¨x, (6.3.15)
provided that
Kypy1q ¨ n ­“ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr1pD 17q pĂ DrpD7qq . (6.3.16)
But, in fact, since Kypyq is rationally independent, for each y P D7, then, given any κ P N,
there exists r1 ď r such that
Kypy1q ¨ n ­“ 0, @ 0 ă |n|1 ď κ, @ y1 P Dr1pD7q. (6.3.17)
Then we invert the function x ÞÑ x`εgy1py1, xq in order to define P 1. But, by Lemma 2.2.6,
for ε small enough, the map x ÞÑ x ` εgy1py1, xq admits an real–analytic inverse of the
form
ϕpy1, x1; εq :“ x1 ` εrϕpy1, x1; εq, (6.3.18)
112i.e. there a exits a bijection from D7 onto D 17 which extends to a diffeomorphism on some neighbor-
hood of D7.
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so that the Arnod’s symplectic transformation is given by
φ1 : py1, x1q ÞÑ
#
y “ y1 ` εgxpy1, ϕpy1, x1qq
x “ ϕpy1, x1; εq “ x1 ` εrϕpy1, x1; εq. (6.3.19)
Hence, (6.3.12) holds with
P 1py1, x1q :“ P 1py1, ϕpy1, x1qq. (6.3.20)
Step 2 Above all, notice that113
r¯ ď rσ16dTK ď
r
32d ă
r
2 . (6.3.21)
We begin by extending the “diophantine condition w.r.t. Ky” uniformly to Dr¯pD7q up to
the order κ. Indeed, for any y P D7, 0 ă |n|1 ď κ and y1 P Dr¯pyq,
|Kypy1q ¨ n| “ |ω ¨ n` pKypy1q ´Kypyqq ¨ n| ě |ω ¨ n|
ˆ
1´ d}Kyy}r¯,D7|ω ¨ n| |n|1r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
|n|τ`11 r¯
˙
ě α|n|τ1
ˆ
1´ dK
α
κτ`1r¯
˙
ě α2|n|τ1 , (6.3.22)
so that, by Lemma 2.2.4–piq, we have
}g}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
Pnpy1q
Kypy1q ¨ n e
in¨x
ˇˇˇˇ
ˇ ď ÿ
0ă|n|1ďκ
}Pn}r¯,s¯,D7
|Kypy1q ¨ n| e
ps´ 23σq|n|1
ď
ÿ
0ă|n|1ďκ
M e´s|n|1
2|n|τ1
α
eps´ 23σq|n|1 ď 2M
α
ÿ
nPZd
|n|τ1 e´ 23σ|n|1
ď 2M
α
ż
Rd
|y|τ1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙τ`d 2M
α
ż
Rd
|y|τ1 e´|y|1dy
ď C1M
α
σ´pτ`dq
113Recall footnote 42.
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and analogously,
}gx}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
nPnpy1q
Kypy1q ¨ n e
in¨x
ˇˇˇˇ
ˇ ď ÿ
0ă|n|1ďκ
}Pn}r¯,s¯,D7
|Kypy1q ¨ n| |n|1 e
ps´ 23σq|n|1
ď
ÿ
0ă|n|1ďκ
M e´s|n|1
2|n|τ`11
α
eps´ 23σq|n|1 ď 2M
α
ÿ
nPZd
|n|τ`11 e´ 23σ|n|1
ď 2M
α
ż
Rd
|y|τ`11 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙τ`d`1 2M
α
ż
Rd
|y|τ`11 e´|y|1dy
ď C1M
α
σ´pτ`d`1q ,
}By1g}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pD7q
ˆ}pPyqn}r¯,s,D7
|Kypy1q ¨ n| ` d}Pn}r,s,D7
}Kyy}r,D7 |n|1
|Kypy1q ¨ n|2
˙
eps´ 23σq|n|1
p6.3.1q`p6.3.22qď
ÿ
0ă|n|1ďκ
˜
M
r ´ r¯ e
´s|n|1 2|n|τ1
α
` dM e´s|n|1K|n|1
ˆ
2|n|τ1
α
˙2¸
eps´ 23σq|n|1
p6.3.21qď 4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1α ` drK|n|2τ`11 ˘ e´ 23σ|n|1
ď maxpα, rKq4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ e´ 23σ|n|1
ď maxpα, rKq4M
α2r
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`1
maxpα, rKq4M
α2r
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ e´|y|1dy
ď C0?
2
max
!
1, α
rK
) KM
α2
σ´p2τ`d`1q
ď L ,
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}B2y1xg}r¯,s¯,D7 def“ sup
Dr¯,s¯pD7q
ˇˇˇˇ
ˇ ÿ
0ă|n|1ďκ
ˆ ByPnpy1q
Kypy1q ¨ n ´ Pnpy
1q Kyypy
1qn
pKypy1q ¨ nq2
˙
¨ n ein¨x
ˇˇˇˇ
ˇ
ď
ÿ
0ă|n|1ďκ
sup
Dr¯pD7q
ˆ}pPyqn}r¯,s,D7
|Kypy1q ¨ n| ` d}Pn}r,s,D7
}Kyy}r,D7 |n|1
|Kypy1q ¨ n|2
˙
|n|1 eps´ 23σq|n|1
ď maxpα, rKq4M
α2r
ÿ
0ă|n|1ďκ
`|n|τ1 ` d|n|2τ`11 ˘ |n|1 e´ 23σ|n|1
ď maxpα, rKq4M
α2r
ż
Rd
`|y|τ1 ` d|y|2τ`11 ˘ |y|1 e´ 23σ|y|1dy
“
ˆ
3
2σ
˙2τ`d`2
maxpα, rKq4M
α2r
ż
Rd
`|y|τ`11 ` d|y|2τ`21 ˘ e´|y|1dy
“ C0?
2
max
!
1, α
rK
) KM
α2
σ´p2ν`dq
“ L ,
and
}By1 rK}r¯,D7 “ }xPyy}r¯,D7 ď }Py}r¯,s¯,D7 ď Mr ´ r¯ ď 2Mr ,
}B2y1 rK}r¯,D7 “ }xPyyy}r¯,D7 ď }Pyy}r¯,s¯,D7 ď Mpr ´ r¯q2 ď 4Mr2 ď KL
Next, we construct D 17 in (6.3.12). For, fix y P D7 and consider
F : Dr¯pyq ˆDr˜pyq ÝÑ Cd
py, zq ÞÝÑ Kypyq ` ε rKy1pyq ´Kypzq.
Then
• Fypy, yq “ B2yKpyq ` εB2y1 rKpyq “ T pyq´1 ´1d ` εT pyqB2y1 rKpyq¯ “: T pyq´1p1d ` εA0q
and
}εA0} ď }T pyq}}εB2y1 rKpyq} ď T4|ε|Mr2 p6.3.21qď |ε|2TMrr¯ ď 12 |ε|L p6.3.5qď σ6 ă 12 .
Hence, Fypy, yq is invertible, with inverse
T0 :“ p1d ` εA0q´1T pyq “
˜
1d `
ÿ
kě1
p´εqkAk0
¸
T pyq
satisfying
}T0} ď }T pyq}1´ }εA0} ď 2T. (6.3.23)
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• For any py, zq P Dr¯pyq ˆDr˜pyq,
}1d ´ T0Fypy, zq} ď }T0}}B2yKpyq ´Kyy}r¯,D7 ` |ε| }T0} |B2y1 rKpyq| ` |ε| }T0} }B2y1 rK}r¯,D7
ď d ¨ 2T}Kyyy}r¯,D7 ¨ r¯ ` 4|ε|T
4M
r2
ď 2dTK r¯
r ´ r¯ ` 16T
|ε|M
r2
p6.3.21qď 2dTK2r¯
r
` |ε|16TM
rr¯
p6.3.21q`p6.3.5qď 14 `
σ
3
ď 14 `
1
4 “
1
2 ;
• For any z P Dr˜pyq,
2}T0}|F py, zq| ď 4T|Kypzq ´Kypyq| ` 4T|ε|} rKy1}r¯,D7
ď 4T}Kyy}r¯,D7 ¨ r˜ ` 4T
2|ε|M
r
ď 4TKr˜ ` 8|ε|T8M
r
ď r¯4d ` |ε|
r¯
2L
p6.3.5qď r¯8 `
r¯
12
ă r¯4 ,
i.e.
2}T0}}F py, ¨q}r˜,y ď r¯4 .
Therefore, Lemma 2.2.6 applies. Hence, there exists a real–analytic map Gy : Dr˜pyq Ñ
Dr¯pyq such that its graph coincides with F´1pt0uq i.e. y1 “ y1pz, y, εq :“ Gypzq is the
unique y P Dr¯pyq satisfying 0 “ F py, zq “ ByK 1pyq ´Kypzq, for any z P Dr˜pyq . Moreover,
@ z P Dr˜pyq,
|Gypzq ´ y| ď 2}T0}}F py, ¨q}r˜,y ď r¯4 , (6.3.24)
|Gypzq ´ z| ď |Gypzq ´ y| ` |y ´ z| ď r¯4 ` r˜ ă
r¯
2 , (6.3.25)
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so that
Dr¯{4pGypzqq Ă Dr¯{2pyq. (6.3.26)
Next, we prove that B2y1K 1py1q is invertible, where y1 “ Gypzq for some given z P Dr˜pyq.
Indeed, by Taylor’s formula, we have,
B2y1K 1py1q “ Kyypyq `
ż 1
0
Kyyypy ` tpy1 ´ yqqpy1 ´ yqdt` εB2y1 rKpy1q
“ T pyq´1
ˆ
1d ` T pyq
ˆż 1
0
Kyyypy ` tpy1 ´ yqqpy1 ´ yqdt` B2y1 rKpy1q˙˙
“: T pyq´1p1d ` εAq,
and, by Cauchy’s estimate,114
|ε|}A} ď }T py0q}
´
d}Kyyy}r¯,D7 |y1 ´ y| ` |ε|}B2y1 rK}r¯,D7¯
ď }T }D7
ˆ
d}Kyy}r,D7
r ´ r¯ |y
1 ´ y| ` |ε|}B2y1 rK}r¯,D7˙
ď T
ˆ
2dK
r
r¯
2 `
4M
r2
˙
p6.3.21qď T
ˆ
σ
16T `
1
4T |ε|L
˙
p6.3.5qď T
ˆ
σ
16T `
1
4T
σ
3
˙
“ σ6
ă 12 .
Hence B2y1K 1py1q is invertible with
B2y1K 1py1q´1 “ p1d ` εAq´1T pyq “ T pyq `
ÿ
kě1
p´εqkAkT pyq “: T pyq ` εrT py1q,
and
|ε|}rT py1q} ď |ε| }A}1´ |ε|}A}}T }D7 ď 2|ε|}A}}T }D7 ď 2σ6T “ Tσ3 .
Similarly, from
Kyypzq “ Kyypyq
ˆ
1d ` T pyq
ż 1
0
Kyyypy ` tpz ´ yqqpz ´ yqdt
˙
114Recall footnote 42 .
157
Comlan E. Koudjinan
and››››T pyq ż 1
0
Kyyypy ` tpz ´ yqqpz ´ yqdt
››››
r{p4dTKq,y
ď T}Kyyy}r{2,y r4dTK ď T
dK
r ´ r{2
r
4dTK “
1
2
one has that, for any z P Dr{p4dTKqpyq,
Kyypzq´1 exists and }Kyypzq´1} ď }Kyypzq´1´T pyq}`}T pyq} ď 212T`T “ 2T . (6.3.27)
Now, differentiating F pGypzq, zq “ 0, we get, for any z P Dr˜pyq,
B2y1K 1pGypzqq ¨ BzGypzq “ Kyypzq .
Therefore Gy is a local diffeomorphism, with
BzGypzq “ B2y1K 1pGypzqq´1Kyypzq
“
´
Kyypzq´1
´
Kyypzq ` εB2y1 rKpGypzqq¯¯´1
“
´
1d ` εKyypzq´1B2y1 rKpGypzqq¯´1
and
}εK´1yy B2y1 rK}r˜,y ď }K´1yy }r˜,y}εB2y1 rK}r˜,D7 ď 2T |ε|L4T σν`d ď 12σν`d|ε|L ă σ6 ă 12
so that
}BzGy ´ 1d}r˜,y ď 2}εK´1yy B2y1 rK}r˜,y ď σν`d|ε|L. (6.3.28)
Now, we show that the family tGyuyPD7 is compatible so that, together, they define a global
map on Dr˜pD7q, say G and that, in fact, G is a real–analytic diffeomorphism. For, assume
that z P Dr˜pyqŞDr˜pyˆq, for some y, yˆ P D7. Then, we need to show that Gypzq “ Gyˆpzq.
But, we have
|Gyˆpzq ´ y| ď |Gyˆpzq ´ yˆ| ` |yˆ ´ z| ` |z ´ y| p6.3.24qď r¯2 ` r˜ ` r˜ ă r¯.
Hence, z P Dr˜pyq, Gyˆpzq P Dr¯pyq and, by definitions, F pGyˆpzq, zq “ 0 “ F pGypzq, zq.
Then, by unicity, we get Gypzq “ Gyˆpzq. Thus, the map
G : Dr˜pD7q Ñ Cd such that G|Dr˜pyq :“ Gy, @ y P D7 ,
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is well–defined and, therefore, is a real–analytic local diffeomorphism. It remains only
to check that G is injective to conclude that it is a global diffeomorphism. Let then
z P Dr˜pyq, zˆ P Dr˜pyˆq such that Gpzq “ Gpzˆq, for some y, yˆ P D7. Then, we have
|z ´ zˆ| ă r4dTK ´ r˜.
Indeed, if not then
0 “ |Gpzq ´Gpzˆq| ě ´|Gpzq ´ z| ` |z ´ zˆ| ´ |zˆ ´Gpzˆq|
p6.3.25qě ´r¯ ` r4dTK ´ r˜ ´ r¯
ě r4dTK ´ 3r¯
p6.3.21qě r4dTK ´ 3
r
16dTK
ą 0 ,
contradiction. Therefore,
|z ´ zˆ| ă r4dTK ´ r˜ . (6.3.29)
Thus,
|zˆ ´ y| ď |zˆ ´ z| ` |z ´ y| ă r4dTK ´ r˜ ` r˜ “
r
4dTK .
Hence, z, zˆ P Dr{p4dTKqpyq. But Gpzq “ Gpzˆq is equivalent to Kypzq “ Kypzˆq and then,
0 “ Kypzq ´Kypzˆq “
ż 1
0
Kyypzˆ ` tpz ´ zˆqqdtpz ´ zˆq .
Thus, it is enough to show that
ż 1
0
Kyypzˆ ` tpz ´ zˆqqdt is invertible. But
ż 1
0
Kyypzˆ ` tpz ´ zˆqqdt “ Kyypzˆq `
ż 1
0
ż 1
0
Kyyypzˆ ` tt1pz ´ zˆqqtdt1dt ¨ pz ´ zˆq
p6.3.27q“ Kyypzˆq
ˆ
1d `Kyypzˆq´1
ż 1
0
ż 1
0
Kyyypzˆ ` tt1pz ´ zˆqqtdt1dt ¨ pz ´ zˆq
˙
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and ››››Kyypzˆq´1 ż 1
0
ż 1
0
Kyyypzˆ ` tt1pz ´ zˆqqtdt1dt ¨ pz ´ zˆq
›››› p6.3.27qď 2T ¨ 12}Kyyy}r{2,y|z ´ zˆ|
p6.3.29qď T2dK
r
´ r
4dTK ´ r˜
¯
ă 2dTK
r
r
4dTK
“ 12 .
Therefore,
ż 1
0
Kyypzˆ` tpz´ zˆqqdt is invertible and then we get z´ zˆ “ 0 i.e. G is injective.
Next, we estimate }G´ id}r˜,D7 . The strategy is to show that the expression pKy`ε rKy1q´1˝
Ky defines a map on Dr˜pyq by means of the Inversion Function Lemma 2.2.7; hence, we
will get an explicit formula for G:
G “ pKy ` ε rKy1q´1 ˝Ky on Dr˜pyq . (6.3.30)
But, the proof is part of the above computation: for any y P Dr¯pyq,
}1d ´ T0Fypy, yq} ď 12
implies, using Lemma 2.2.7, that Ky ` ε rKy1 admits an inverse defined on Dr7pKypyq `
ε rKy1pyqq, where
r7 :“ r¯4T ă
r¯
2}T0} .
Moreover, for any y P Dr˜pyq,
|Kypyq ´ pKypyq ` ε rKy1pyqq| ď }Kyy}r˜,D7 ¨ r˜ ` }ε rKy1}r¯,D7
ď K r¯16dTK `
2|ε|M
r
ď r¯16dT `
r¯
8T |ε|L
ă r¯4T “ r7 ,
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and thus, (6.3.30) is proven. Hence, for any y P Dr˜pyq,
|Gpyq ´ y| “ |pBy1K 1q´1pKypyqq ´ pBy1K 1q´1pKypyq ` ε rKy1pyqq|
ď
ż 1
0
}By1ppBy1K 1q´1qpKypyq ` tε rKy1pyqq}dt }ε rKy1}r¯,D7
ď }pB2y1K 1q´1}r¯,D7
2|ε|M
r
ă 16TM
r
|ε|
ă σν`dr¯|ε|L .
Now, we estimate P`. We have,
|ε|}gx}r¯,s¯,D7 ď |ε|C1
M
α
σ´pν`dq ď |ε|r3L
p6.3.5qď r3
σ
3 ď
r
12
so that, for any y P D7 and py1, xq P Dr¯,s¯pyq,
|y1 ` εgxpy1, xq ´ y| ď r¯ ` r3 ď
r
32d `
r
12 ă
2r
3 ă r ,
and thus
}P p1q}r¯,s¯,D7 ď d2}Kyy}r,D7}gx}2r¯,s¯,D7 ď d2K
ˆ
C1
M
α
σ´pν`dq
˙2
“ d2C21KM
2
α2
σ´2pν`dq,
}P p2q}r¯,s¯,D7 ď d}Py} 5r6 ,s¯,D7}gx}r¯,s¯,D7 ď d
6M
r
C1
M
α
σ´pν`dq
“ 6dC1M
2
αr
σ´pν`dq
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and, by Lemma 2.2.4–piq, we have
|ε|}P p3q}r¯,s´σ2 ,D7 ď
ÿ
|n|1ąκ
}Pn}r¯,D7 eps´
σ
2 q|n|1 ďM
ÿ
|n|1ąκ
e´
σ|n|1
2
ďM e´κσ4
ÿ
|n|1ąκ
e´
σ|n|1
4 ďM e´κσ4
ÿ
|n|1ą0
e´
σ|n|1
4
“M e´κσ4
¨˝˜ÿ
kPZ
e´
σ|k|
4
¸d
´ 1‚˛“M e´κσ4 ˜ˆ1` 2 e´σ4
1´ e´σ4
˙d
´ 1
¸
“M e´κσ4
˜ˆ
1` 2
e
σ
4 ´ 1
˙d
´ 1
¸
ďM e´κσ4
˜ˆ
1` 2σ
4
˙d
´ 1
¸
ď σ´dM e´κσ4
´
pσ ` 8qd ´ σd
¯
ď d8dσ´dM e´κσ4
“ C2σ´dM e´λ
p6.3.2qď C2σ´dMσ´p2ν`dqK|ε|M
α2
“ C2M K|ε|M
α2
σ´2pν`dq .
Hence,115
}P`}r¯,s¯,D7 ď }P p1q}r¯,s¯,D7 ` }P p2q}r¯,s¯,D7 ` }P p3q}r¯,s¯,D7
ď d2C21KM
2
α2
σ´2pν`dq ` 6dC1M
2
αr
σ´pν`dq ` C2M |ε|MK
α2
σ´2pν`dq
“ `d2C21rK` 6dC1ασν`d ` C2rK˘ M2α2rσ´2pν`dq
ď `d2C21 ` 6dC1 ` C2˘max tα, rKu M2α2rσ´2pν`dq
p6.3.1qď C3?
2
max
!
1, α
rK
)M2K
α2
σ´2pν`dq
ď LM .
The proof of the claims on φ1 and P 1 are proven in a similar way as in Lemma 2.3.1.
115Recall that r ď r0 and σ ă 1.
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Let H0 :“ H, K0 :“ K, P0 :“ P , φ0 “ φ0 :“ id and r0, s0, s˚, σ0, M0, K0, T0 and η0 be as
in §6.1. For a given ε ‰ 0 and j ě 0, define116
σj :“ σ02j ,
sj`1 :“ sj ´ σj “ s˚ ` σ02j ,
s¯j :“ sj ´ 2σj3 ,
Kj`1 :“ K0
jź
k“0
p1` σk3 q ď K0 e
2σ0
3 ă K0
?
2 ,
Tj`1 :“ T0
jź
k“0
p1` σk3 q ď T0 e
2σ0
3 ă T0
?
2 ,
λ0 :“ log µ´10 ,
e˚ :“ C5σ´p4ν`2d`2q0 η20λ2ν0 ,
d˚ :“ 2
2ν`2d`13d2η20
σ20
,
κ0 :“ 4σ´10 λ0 ,
κj :“ 4jκ0 ,
rˆ0 :“ r0a|ε| ,
rˆj`1 :“ 12 min
# pα
2d
?
2K0κνj
,
rˆjσj
32dη0
+
,
rj`1 :“ rˆj`1
a|ε| ,
r˜j`1 :“ rj`18dTjKj ,xM0 :“M0 ,
xM1 :“ 2e˚K0xM20pα2 ,
116Notice that sj Ó s˚ and rj Ó 0.
163
Comlan E. Koudjinan
xMj`2 :“ 8e˚p4d˚qjK0xM2j`1pα2 ,
µj :“ K0
xMjpα2 ,
θj :“ 8e˚ p4d˚qj µj ,
D0 :“ Dδ,α ,
W0 :“ diag
ˆ
K0
α
1d,1d
˙
,
Wj`1 :“ diag
ˆ
max
"
Kj
α
,
1
rj
*
1d ,1d
˙
,
Lj :“Mj max
"
32
?
2T0
rjrj`1
σ
´pν`dq
j , C4 max
"
1, α
rjKj
*
K0
α2
σ
´2pν`dq
j
*
“Mj max
"
32
?
2T0
rjrj`1
σ
´pν`dq
j ,
4
Kjr2j
, C4 max
"
1, α
rjKj
*
K0
α2
σ
´2pν`dq
j
*
.
Thus,
θ1 “ 8e˚ p4d˚q µ1 “ 32e˚ d˚K0
xM1pα2 “ 32e˚ d˚K0pα2 2e˚K0xM20pα2 “ d˚ p8e˚ µ0q2 “ d˚ θ20
and, for any j ě 1,
θj`1 “ 8e˚ p4d˚qj`1 µj`1 “ 8e˚p4d˚qj`1K0
xMj`1pα2
“ 8e˚p4d˚qj`1K0pα2 8e˚p4d˚qj´1K0xM2jpα2 “ `8e˚p4d˚qj µj˘2 “ θ2j
i.e.
θj “ θ2j´11 “ p
a
d˚ θ0q2j .
The very first step being quite different from all the others, it has to be done separately.
Hence,
Lemma 6.3.2 Under the above assumptions and notations, if
|ε| ď
ˆ
r0σ0pαT0
˙2
and max t e µ0 , 16d η0 θ0u ď 1 , (6.3.31)
then, there exist D1 Ă D , a real–analytic diffeomorphism
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G1 : Dr˜1pDδ,αqÑG1pDr˜1pDδ,αqq
and a real–analytic symplectomorphism
φ1 : Dr1,s1pD1q Ñ Dr0,s0pD0q (6.3.32)
such that
G1pDδ,αq “ D1 , (6.3.33)
By1K1 ˝G1 “ ByK0 , (6.3.34)
H1 :“ H0 ˝ φ1 “: K1 ` ε2P1 on Dr1,s1pD1q (6.3.35)
and
D1 Ă Dr1 , (6.3.36)
}K1}r1,D1 ď K1 , }T1}D1 ď T1 , T1 :“ pB2y1K1q´1 , (6.3.37)
2ε2M1 :“ 2ε2}P1}r1,s1,D1 ď |ε|xM1 , (6.3.38)
}G1 ´ id}r˜1,Dδ,α ď 2 r1 σν`d0 |ε|L0 , (6.3.39)
}BzG1 ´ 1d}r˜1,Dδ,α ď σν`d0 |ε|L0 , (6.3.40)
}W1pφ1 ´ idq}r1,s1,D1 ď σd0 |ε|L0 . (6.3.41)
Proof By
κ0
p6.3.31qě 4σ´10 ě 8 (6.3.42)
and pα
2dK0
?
2κν0
p6.3.42q`p6.3.31qď 1
2d ¨ 8νK0
?
2
r0σ0
T0
a|ε| ă rˆ0σ032dη0 ,
we get
rˆ1 “ 12 min
" pα
2d
?
2K0κν0
,
rˆ0σ0
32dη0
*
“ pα
4d
?
2K0κν0
(6.3.43)
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and, thus
|ε|L0p3σ´10 q ď 3|ε|M0 max
"
32
?
2T0
r0r1
σ
´pν`dq
0 , C4 max
"
1, α
r0K0
*
K0
α2
σ
´2pν`dq
0
*
σ´10
ď 3 max
"
32
?
2T0
α
r1
α
r0K0
, C4 max
"
1, α
r0K0
**
σ
´2pν`dq´1
0
K0M0pα2
p6.3.31qď 3 max
"
32
?
2T0
α
r1
, C4
*
σ
´2pν`dq´1
0 µ0
“ 3 max t256dη0κν0 , C4uσ´2pν`dq´10 µ0
p6.3.42qď 3 max  256d , 8´νC4( η0κν0σ´2pν`dq´10 µ0
ď e˚ µ0
“ θ0
p6.3.31qď 1. (6.3.44)
Therefore, Lemma 6.3.2 is a straightforward consequence of Lemma 6.3.1.
Lemma 6.3.3 Assume p6.3.35q ˜ p6.3.38q with some ε ‰ 0 and
max
!
e µ0 , 2C6 η
5
4
0 σ
´ 54
0 θ0
)
ď 1 . (6.3.45)
Then, one can construct a sequence of real–analytic diffeomorphisms
Gj : Dr˜jpDj´1qÑGjpDr˜jpDj´1qq , j ě 2
and of real–analytic symplectic transformations
φj : Drj ,sjpDjq Ñ Drj´1,sj´1pDj´1q , (6.3.46)
such that
GjpDj´1q “ Dj Ă Drj ,
ByKj`1 ˝Gj`1 “ ByKj ,
Hj :“ Hj´1 ˝ φj “: Kj ` ε2jPj on Drj ,sjpDjq ,
converge uniformly. More precisely, we have the following:
piq the sequence Gj :“ Gj ˝ Gj´1 ˝ ¨ ¨ ¨ ˝ G2 ˝ G1 converges uniformly on Dδ,α to a
lipeomorphism G˚ : Dδ,α Ñ D˚ :“ G˚pDδ,αq Ă D and G˚ P C8W pDδ,αq .
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piiq ε2jBβyPj converges uniformly on D˚ ˆ Tds˚ to 0, for any β P Nd0 ;
piiiq φj :“ φ2 ˝ ¨ ¨ ¨ ˝ φj converges uniformly on D˚ ˆ Td to a symplectic transformation
φ˚ : D˚ ˆ Td intoÝÑ Br1pD1q ˆ Td,
with φ˚ P C8W pD˚ ˆ Tdq and φ˚py, ¨q : Tds˚ Q x ÞÑ φ˚py, xq holomorphic, for any
y P D˚ ;
pivq Kj converges uniformly on D˚ to a function K˚ P C8W pD˚q, with
By˚K˚ ˝G˚ “ ByK0 on Dδ,α ,
Bβy˚pH1 ˝ φ˚qpy˚, xq “ Bβy˚K˚py˚q , @py˚, xq P D˚ ˆ Td , @ β P Nd0 .
Finally, the following estimates hold for any i ě 2:
}Gi ´ id}r˜i,Di´1 ď 2 ri σν`di´1 |ε|2i´1Li´1 , (6.3.47)
}BzGi ´ 1d}r˜i,Di´1 ď σν`di´1 |ε|2i´1Li´1 , (6.3.48)
2i2 |ε|2iMi :“ 2i2 |ε|2i}Pi}ri,si,Di ď |ε|xMi , (6.3.49)
|meas pD˚q ´ meas pDδ,αq| ď C7 σν`d0 θ0 meas pDδ,αq , (6.3.50)
|W2pφ˚ ´ idq| ď θ03 ¨ 2d on D˚ ˆ T
d
s˚ . (6.3.51)
Proof First of all, notice that
rˆi`1 “ rˆ1 σ1 ¨ ¨ ¨ σip64dη0qi “ 2
´ i22
ˆ
σ0
64d
?
2η0
˙i
rˆ1 , @ i ě 0 . (6.3.52)
Indeed, for any j ě 1, we have
σ1 ¨ ¨ ¨ σj
p64dη0qj ď
ˆ
σ1
64dη0
˙j
ď
´ σ0
27d
¯j ď 14jν , (6.3.53)
so that
rˆ2 “ min
" pα
4d
?
2K0κν1
,
rˆ1σ1
64dη0
*
“ rˆ1 min
"
1
4ν ,
σ1
64dη0
*
p6.3.53q“ rˆ1 σ164dη0 ,
and if
rˆi`1 “ rˆ1 σ1 ¨ ¨ ¨ σip64dη0qi , i ě 1 ,
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then
rˆi`2 “ min
" pα
4d
?
2K0κνi`1
,
rˆi`1σi`1
64dη0
*
“ min
"
rˆ1
4νpi`1q , rˆ1
σ1 ¨ ¨ ¨ σi`1
p64dη0qi`1
*
p6.3.53q“ rˆ1 σ1 ¨ ¨ ¨ σi`1p64dη0qi`1 ,
and (6.3.52) is proven.
For a given j ě 2, let pPjq be the following assertion: there exist j ´ 1 real–analytic
diffeomorphisms
Gi`1 : Dr˜i`1pDiqÑGi`1pDr˜i`1pDiqq , for 1 ď i ď j ´ 1 ,
j ´ 1 real–analytic symplectic transformations
φi`1 : Dri`1,si`1pDi`1q Ñ D2ri{3,sipDiq, (6.3.54)
and j´1 HamiltoniansHi`1 “ Hi˝φi`1 “ Ki`1`ε2i`1Pi`1 real–analytic onDri`1,si`1pDi`1q
such that, for any 1 ď i ď j ´ 1,$’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’%
GipDi´1q “ Di Ă Dri ,
}B2yKi}ri,Di ď Ki ,
}Ti}Di ď Ti ,
2i2 |ε|2i}Pi}ri,si,Di ď |ε|xMi ,
κi ě 4σ´1i log
`
σ2ν`di µ
´1
i
˘
,
|ε|2iLi ď σi3
(6.3.55)
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and $’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
ByKi`1 ˝Gi`1 “ ByKi ,
}Gi`1 ´ id}r˜i`1,Di ď 2ri`1σν`di |ε|2iLi ,
}BzGi`1 ´ 1d}r˜i`1,Di ď σν`di |ε|2iLi ,
}Ti`1}Di`1 ď }Ti}Di ` Ti|ε|2iLi ,
}Ki`1}ri`1,Di`1 ď }Ki}ri,Di ` |ε|2iMi ,
}B2yKi`1}ri`1,Di`1 ď }B2yKi}ri,Di ` Ki|ε|2iLi ,
}Wi`1pφi`1 ´ idq}ri`1,si`1,Di`1 ď σdi |ε|2iLi ,
Mi`1 :“ }Pi`1}ri`1,si`1,Di`1 ďMiLi .
(6.3.56)
Assume pPjq, for some j ě 2 and let us check pPj`1q. Fix then 1 ď i ď j ´ 1. Thus
}B2yKi`1}ri`1,Di`1
p6.3.56qď }B2yKi}ri,Di ` Ki|ε|2iLi
p6.3.55qď Ki ` Kiσi3 “ Ki`1 ă
?
2K0
and, similarly,
}Ti`1}Di`1 ď Ti`1,
which prove the second and third relations in (6.3.55) for i “ j. Therefore
α
ri`1Ki`1
ą α
r1K0
?
2
“ pα
rˆ1K0
?
2
“ 4dκν0 ą 1 (6.3.57)
169
Comlan E. Koudjinan
so that
|ε|2iLip3σ´1i q “ 3|ε|2iMi max
"
32
?
2T0
riri`1
σ
´pν`dq
i , C4 max
"
1, α
riKi
*
K0
α2
σ
´2pν`dq
i
*
σ´1i
p6.3.57qď 3|ε|2iMi max
"
32
?
2T0
riri`1
, C4
1
αri
*
σ
´2pν`dq´1
i
“ 3 max
"
32
?
2T0
pα
rˆi`1
, C4
*
σ
´2pν`dq´1
i
|ε|2iMi
αri
p6.3.52q“ 3 max
#
128d
?
2η0κν0 ¨ 2 i
2
2
ˆ
64d
?
2η0
σ0
˙i
, C4
+
σ
´2pν`dq´1
i
|ε|2iMi
αri
p6.3.42qď 3 max
!
128d
?
2 , 8´νC4
)
σ
´2pν`dq´1
i
|ε|2iMi
αri
2 i
2
2
ˆ
64d
?
2η0
σ0
˙i
η0κ
ν
0
“ 3d ¨ 24ν`2d`7?2 max
!
128d
?
2 , 8´νC4
)
σ
´p3ν`2d`2q
0
ˆ
22ν`2d`7d
?
2η0
σ0
˙i´1
ˆ
ˆ 2
i2
2 |ε|2iMi
αri
η20λ
ν
0
p6.3.52q“ 3d2 ¨ 26ν`2d`10 max
!
128d
?
2 , 8´νC4
)
K0σ´p4ν`2d`2q0
ˆ
22ν`2d`14d2η20
σ20
˙i´1
ˆ
ˆ 2
i2
2 ` pi´1q
2
2 |ε|2iMi
|ε|pα2 η20λ2ν0
“ C5σ´p4ν`2d`2q0 η20λ2ν0 di´1˚ K0 2
i2 |ε|2iMi
|ε|pα2
p6.3.55qď C5σ´p4ν`2d`2q0 η20λ2ν0 di´1˚ K0
xMipα2
“ e˚ di´1˚ µi
“ θid˚
“ p
?
d˚ θ0q2i
d˚
p6.3.45qď 1d˚ ă 1 . (6.3.58)
Moreover,
|ε|2iLi ă e˚ di´1˚ µi ,
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thus by last relation in (6.3.56), for any 1 ď i ď j ´ 1,
2pi`1q2 |ε|2i`1Mi`1 ď p22i`1|ε|2iLiqp2i2 |ε|2iMiq
p6.3.55qď p8e˚p4d˚qi´1 µiqp|ε| xMiq “ |ε| xMi`1 ,
which proves the fourth relation in (6.3.55) for i “ j. Hence, by exactly the same compu-
tation as above, one gets
|ε|2i`1Li`1p3σ´1i`1q ď θi`1d˚ “
p?d˚ θ0q2i`1
d˚
ă 1 ,
which proves the last relation in (6.3.55) for i “ j. It remains only to check that the fifth
relation in (6.3.55) holds as well for i “ j in order to apply Lemma 6.3.1 to Hi, 1 ď i ď j
and get (6.3.56) and, consequently, pPj`1q. But in fact, we have, for any i ě 1,
d
1
2˚ ď e˚ ùñ 4id
1
2 i˚ ď p8e˚qi ď p8e˚q2i´1 ùñ 8e˚p4d˚qi ď p8e˚q2id
1
2 i˚ ď p8e˚q2id2i´2˚ ùñ
8e˚p4d˚qid´2i´1˚ ď p8e˚q2id´2i´2˚ ă p8e˚q2i ,
so that
4σ´1i log
`
σ2ν`di µ
´1
i
˘ ď 4σ´1i log `µ´1i ˘
“ 4σ´1i log
´
8e˚ p4d˚qip
a
d˚ θ0q´2i
¯
ď 4σ´1i log
˜ˆ
θ0
8e˚
˙´2i¸
“ 4σ´1i log
´
µ´2
i
0
¯
“ 4i ¨ 4σ´10 log
`
µ´10
˘
“ κi . (6.3.59)
To finish the proof of the induction i.e. one can construct an infinite sequence of Arnold’s
transformations satisfying (6.3.55) and (6.3.56) for all i ě 1, one needs only to check
pP2q. But,117 p6.3.35q ˜ p6.3.38q, p6.3.58qi“1 and p6.3.59qi“1 imply p6.3.55qi“1. Thus, we
apply Lemma 6.3.1 to H1 to achieve the proof of pP2q.
Next, we show that Gj converges. For any j ě 1,
}Gj`1 ´Gj}D0 “ }Gj`1 ˝Gj ´Gj}D0
“ }Gj`1 ´ id}Dj
ď }Gj`1 ´ id}r˜j`1,Dj
p6.3.56qď 2rj`1σν`dj |ε|2jLj. (6.3.60)
117Observe that for j “ 2, i “ 1.
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Thus, Gj is Cauchy and therefore converges uniformly on Dδ,α to a map G˚.
Next, we prove that φj is convergent by showing that it is Cauchy as well. For any j ě 4,
we have, using again Cauchy’s estimate,
}Wj´1pφj´1 ´ φj´2q}rj ,sj ,Dj “ }Wj´1φj´2 ˝ φj´1 ´Wj´1φj´2}rj´1,sj´1,Dj´1
p6.3.54qď }Wj´1Dφj´2W´1j´1}2rj´2{3,sj´2,Dj´2 }Wj´1pφj´1 ´ idq}rj´1,sj´1,Dj´1
p6.3.56qď max
ˆ
rj´1
3
rj´1
,
3
2σj´1
˙
}Wj´1φj´2}rj´1,sj´1,Dj´1 ˆ
ˆ}Wj´1pφj´1 ´ idq}rj´1,sj´1,Dj´1
“ 32σj´1 }Wj´1φ
j´2}rj´1,sj´1,Dj´1 }Wj´1pφj´1 ´ idq}rj´1,sj´1,Dj´1
ď 12}Wj´1φ
j´2}rj´1,sj´1,Dj´1 ¨ σdj´2
´
|ε|2j´2Lj´23σ´1j´2
¯
ď 12}Wj´1φ2}r2,s2,D2 ¨ σ
d
j´2 θj´2
ď 12
˜
j´2ź
i“2
}Wi`1W´1i }
¸
}W2φ2}r2,s2,D2 ¨ σdj´2 θj´2
p6.3.57q“ 12
˜
j´2ź
i“2
ri´1
ri
¸
}W2φ2}r2,s2,D2 ¨ σdj´2 θj´2
“ r12rj´2 }W2φ2}r2,s2,D2 ¨ σ
d
j´2 θj´2
“ 12σ
d
1 }W2φ2}r2,s2,D2 ¨ 2 12 pj´3q2
ˆ
26´dd
?
2η0
σ0
˙j´3
¨ pad˚ θ0q2j´2
ď 12σ
d
1 }W2φ2}r2,s2,D2 ¨ 22j´3
ˆ
26´dd
?
2η0
σ0
˙2j´4
¨ pad˚ θ0q2j´2
“ 12σ
d
1 }W2φ2}r2,s2,D2 ¨
˜ˆ
28´dd
?
2η0
σ0
˙ 1
4 a
d˚ θ0
¸2j´2
“ 12σ
d
1 }W2φ2}r2,s2,D2 ¨
´
C6η
5
4
0 σ
´ 54
0 θ0
¯2j´2
.
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Therefore, for any n ě 2, j ě 0,
}W2pφn`j`1 ´ φnq}rn`j`1,sn`j`1,Dn`j`1 ď
n`jÿ
i“n
}W2pφi`1 ´ φiq}ri`1,si`1,Di`1
ď
n`jÿ
i“n
˜
iź
k“2
}WkW´1k`1}
¸
}Wi`1pφi`1 ´ φiq}ri`1,si`1,Di`1
p6.3.57q“
n`jÿ
i“n
iź
k“2
max
"
1 , rk`1
rk
*
}Wi`1pφi`1 ´ φiq}ri`1,si`1,Di`1
“
n`jÿ
i“n
}Wi`1pφi`1 ´ φiq}ri`1,si`1,Di`1
ď 12σ
d
1 }W2φ2}r2,s2,D2
n`jÿ
i“n
´
C6η
5
4
0 σ
´ 54
0 θ0
¯2i`1
.
(6.3.61)
Hence φj converges uniformly on D˚ˆTd to some φ˚, which is then real–analytic function
in x P Tds˚ .
To estimate |W2pφ˚ ´ idq| on D˚ ˆ Tds˚ , observe that , for i ě 1,118
σdi |ε|2iLi ď σ
d`1
0
3 ¨ 2ipd`1q
p?d˚ θ0q2i
d˚
ď 13 ¨ 2pd`1qpi`1qd˚ p
a
d˚ θ0qi`1 “ 13d˚
´?d˚ θ0
2d`1
¯i`1
and therefore ÿ
iě1
|ε|2iLi ď 13d˚
ÿ
iě1
´?d˚ θ0
2
¯i`1 ď p?d˚ θ0q26 d˚ “ θ
2
0
6 ,ÿ
iě1
σdi |ε|2iLi ď 13d˚
ÿ
iě1
´?d˚ θ0
2d`1
¯i`1 ď p?d˚ θ0q23 ¨ 22d`1 d˚ “ θ
2
0
3 ¨ 22d`1 .
Moreover, for any i ě 2,
}W2pφi ´ idq}ri,si,Di ď }W2pφi´1 ˝ φi ´ φiq}ri,si,Di ` }W2pφi ´ idq}ri,si,Di
ď }W2pφi´1 ´ idq}ri´1,si´1,Di´1 `
˜
i´1ź
j“0
}WjW´1j`1}
¸
}Wipφi ´ idq}ri,si,Di
“ }W2pφi´1 ´ idq}ri´1,si´1,Di´1 ` }Wipφi ´ idq}ri,si,Di
“ }W2pφi´1 ´ idq}ri´1,si´1,Di´1 ` }Wipφi ´ idq}ri,si,Di
ď }W2pφi´1 ´ idq}ri´1,si´1,Di´1 ` σdi´1 |ε|2i´1Li´1 ,
118Recall that 2i ě i` 1, @ i ě 0 and σ0 ď 12 .
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which iterated yields
}W2pφi ´ idq}ri,si,Di ď
i´1ÿ
k“1
σdk |ε|2kLk
ď
ÿ
kě1
σdk |ε|2kLk
ď θ
2
0
3 ¨ 22d`1 .
Therefore, taking the limit over i completes the proof of (6.3.51).
Next, we show that }G˚ ´ id}L,Dδ,α ă 1, which will imply that119 G˚ : Dδ,α ontoÝÑ D˚ is a
lipeomorphism. Indeed, for any j ě 2, we have
}Gj ´ id}L,Dδ,α ` 1 “ }pGj ´ idq ˝Gj´1 ` pGj´1 ´ idq}L,Dδ,α ` 1
ď }Gj ´ id}L,Gj´1pDδ,αq}Gj´1}L,Dδ,α ` }Gj´1 ´ id}L,Dδ,α ` 1
ď }Gj ´ id}L,Gj´1pDδ,αqp}Gj´1 ´ id}L,Dδ,α ` 1q ` }Gj´1 ´ id}L,Dδ,α ` 1
“ p}Gj ´ id}L,Dj´1 ` 1qp}Gj´1 ´ id}L,Dδ,α ` 1q
ď p}BzGj ´ 1d}r˜j ,Dj´1 ` 1qp}Gj´1 ´ id}L,Dδ,α ` 1q
p6.3.48q`p6.3.40qď pσν`dj´1 |ε|2j´1Lj´1 ` 1qp}Gj´1 ´ id}L,Dδ,α ` 1q
which iterated leads to120
}Gj ´ 1d}L,Dδ,α ď ´1`
8ź
i“1
pσν`dj´1 |ε|2i´1Li´1 ` 1q
ď ´1` exp
˜ 8ÿ
i“0
σν`di |ε|2iLi
¸
ď ´1` exp
˜
σν`d0 |ε|L0 ` σν`d0
8ÿ
i“1
|ε|2iLi
¸
ď ´1` exp
ˆ
σν`d0 θ0 ` σν`d0 θ
2
0
6
˙
ď ´1` exp `2σν`d0 θ0˘
ď 2σν`d0 θ0 exp
`
2σν`d0 θ0
˘
p6.3.45qă e σ
ν`d
0
C6
ă 1 . (6.3.62)
119See Proposition II.2. in [Zeh10].
120Recall that ex ´ 1 ď x ex , @ x ě 0.
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Thus, letting nÑ 8, we get that G˚ is Lipschitz continuous, with
}G˚ ´ id}L,Dδ,α ď 2σν`d0 θ0 exp
`
2σν`d0 θ0
˘ ă 2 e σν`d0 θ0 ă e σν`d0C6 ă 1,
so that, by121 Lemma D.1 (see Appendix D), we get
|meas pD˚q ´ meas pDδ,αq| ď
˜ˆ
1` 2σν`d0 θ0 exp
`
2σν`d0 θ0
˘˙d ´ 1¸ meas pDδ,αq
ď d ¨ 2σν`d0 θ0 exp
`
2σν`d0 θ0
˘ `
1` 2σν`d0 θ0 exp
`
2σν`d0 θ0
˘˘d´1 meas pDδ,αq
ď 2 e d
ˆ
3
2
˙d´1
σν`d0 θ0 meas pDδ,αq
“ C7 σν`d0 θ0 meas pDδ,αq,
which proves (6.3.50).
Next, we show that φ˚ P C8W pD˚ ˆ Tdq. For any n, j ě 1, we have
}Gn`j ´Gj}Dδ,α ď
n`j´1ÿ
k“j
}Gk`1 ´Gk}Dδ,α
p6.3.60qď 2
n`j´1ÿ
k“j
rk`1σν`dk |ε|2kLk
ď 2rj`1σνj
ÿ
kě1
σdk|ε|2kLk
ď 2rj`1σνj θ
2
0
3 ¨ 22d`1
p6.3.45qă σνj rj`116dη0
ă σνj r˜j`1 .
Now, letting nÑ 8, we get
}G˚ ´Gj}Dδ,α ă σνj r˜j`1 ă
r˜j`1
4 . (6.3.63)
Hence,122 for any j ě 1,
Gj
`
D r˜j`1
8
pDδ,αq
˘ p6.3.62qĂ D r˜j`1
4
`
GjpDδ,αqq p6.3.63qĂ D r˜j`1
2
pD˚q p6.3.63qĂ Dr˜j`1pDjq Ă DrjpDjq .
(6.3.64)
121With δ :“ 2σν`d0 θ0 exp
`
2σν`d0 θ0
˘
.
122Recall that, by definition, GjpDδ,αq “ Dj and G˚pDδ,αq “ D˚.
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Therefore, for any n ě 1, we have
ÿ
jě3
}W2pφj ´ φj´1q}r˜j`1{2,sj ,D˚
ˆ
r˜j`1
2
˙´n p6.3.64qď 2n`4d ηn0 ÿ
jě3
}W2pφj ´ φj´1q}rj ,sj ,Dj r´nj`1
p6.3.61q`p6.3.52qď 2n`3d ηn0 σd1 r´n1 }W2φ2}r2,s2,D2 ˆ
ˆ
ÿ
jě3
´
C6η
5
4
0 σ
´ 54
0 θ0
¯2j
2n
j2
2
ˆ
64d
?
2η0
σ0
˙nj
ă 8 ,
since, for j sufficiently large,
´
C6η
5
4
0 σ
´ 54
0 θ0
¯2j
2n
j2
2
ˆ
64d
?
2η0
σ0
˙nj
ă
´?
2C6η
5
4
0 σ
´ 54
0 θ0
¯2j
and
?
2C6 η
5
4
0 σ
´ 54
0 θ0
p6.3.45qď 1?
2
ă 1.
Thus, writing
φj “ pφj ´ φj´1q ` ¨ ¨ ¨ ` pφ3 ´ φ2q , j ě 3 ,
and invoking Lemma E.2 (see Appendix E), we conclude that φ˚ P C8W pD˚ ˆ Tdq.
Finally, we prove G˚ P C8W pDδ,αq analogously. For any j ě 2 and n ě 1, we have
Gj “ pGj ´Gj´1q ` ¨ ¨ ¨ ` pG2 ´G1q ,
and ÿ
jě1
}Gj`1 ´Gj}r˜j`1{8,Dδ,α
ˆ
r˜j`1
8
˙´n
“ 8n
ÿ
jě1
}pGj`1 ´ idq ˝Gj}r˜j`1{8,Dδ,α r˜´nj`1
p6.3.64qď 8n
ÿ
jě2
}Gj`1 ´ id}r˜j`1,Dj r˜´nj`1
ď 23n`1
ÿ
jě1
rj`1 r˜´nj`1 σ
ν`d
j |ε|2jLj
ă 8 ,
which proves that G˚ P C8W pDδ,αq.
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Now, to complete the proof of Theorem 6.2.1, observe that, uniformly on D˚ ˆ Tds˚ ,
|W1pφ˚ ´ idq| ď |W1pφ1 ˝ φ˚ ´ φ˚q| ` |W1pφ˚ ´ idq|
ď }W1pφ1 ´ idq}r1,s1,D1 ` }W1W´12 } |W2pφ˚ ´ idq|
ď σd0 |ε|L0 ` θ
2
0
3 ¨ 22d`1
ď σ
d`1
0
3 θ0 `
θ20
3 ¨ 22d`1
ď 13 ¨ 2d`1 θ0 `
θ20
3 ¨ 22d`1
ď θ03 ¨ 2d .
Moreover, setting G0 :“ id, we have for any i ě 3,
|Gi ´ id|Dδ,α ď
i´1ÿ
j“0
|Gj`1 ´Gj|Dδ,α
“
i´1ÿ
j“0
|Gj ´ id|Dj´1
p6.3.47q`p6.3.39qď 2
i´1ÿ
j“0
rj`1σν`dj |ε|2jLj
ď 2σν0 r1
8ÿ
j“0
σdj |ε|2jLj
ď 2 σ
ν
0 θ0
3 ¨ 2d r1 ,
and then passing to the limit, we get
|G˚ ´ id|Dδ,α “ |G˚ ´ id|Dδ,α ď
2 σν0 θ0
3 ¨ 2d r1 ď
σν0
C9
ˆ
σ0
η0
˙ 5
4 α
K0
“ r˚ .
Finally, we prove (6.2.7). By Theorem C.1, G˚´ id can be extended to a global Lipschitz
continuous function f : Rd ý, with123
sup
Rd
|f |2 “ sup
Dδ,α
|G˚ ´ id|2 , (6.3.65)
sup
y,y1PRd
y‰y1
|fpyq ´ fpy1q|2
|y ´ y1|2 “ supy,y1PDδ,α
y‰y1
|pG˚ ´ idqpyq ´ pG˚ ´ idqpy1q|2
|y ´ y1|2 . (6.3.66)
123Where |y|2 :“
a
y21 ` ¨ ¨ ¨ ` y2d , and recall that |y| ď |y|2 ď
?
d |y|, for any y P Rd.
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Hence,
}f}Rd def“ sup
Rd
|f |
ď sup
Rd
|f |2
p6.4.1q“ sup
Dδ,α
|G˚ ´ id|2
ď ?d sup
Dδ,α
|G˚ ´ id|
p6.2.5qď ?d r˚
p6.2.2qă 132d
r0σ0
η0
ď δσ0 (6.3.67)
and
}f}L,Rd def“ sup
y,y1PRd
y‰y1
|fpyq ´ fpy1q|
|y ´ y1|
ď sup
y,y1PRd
y‰y1
|fpyq ´ fpy1q|2
|y ´ y1|2{
?
d
p6.3.66q“ ?d sup
y,y1PDδ,α
y‰y1
|pG˚ ´ idqpyq ´ pG˚ ´ idqpy1q|2
|y ´ y1|2
ď ?d sup
y,y1PDδ,α
y‰y1
?
d|pG˚ ´ idqpyq ´ pG˚ ´ idqpy1q|
|y ´ y1|
“ d}G˚ ´ id}L,Dδ,α
p6.2.6qď d e σ
ν`d
0
C6
ă 12 . (6.3.68)
Set g :“ f ` id. Then, by Lemma G.1,
D Ă g`Bδσ0pDq˘ . (6.3.69)
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Notice also that, by (6.3.68),124 g is a homeomorphism of Rd. Consequently,
meas pD ˆ TdzK q “ meas pD ˆ Tdq ´ meas `φ˚pD˚ ˆ Tdq˘
“ meas pD ˆ Tdq ´ meas pD˚ ˆ Tdq
p6.3.69qď meas `gpBδσ0pDqq ˆ Td˘´ meas pD˚ ˆ Tdq
“ p2piqd meas `gpBδσ0pDqqzgpDδ,αq˘
“ p2piqd meas `gpBδσ0pDqzDδ,αq˘ (because g is injective)
ď p2piqd}g}dL,Rd meas
`
Bδσ0pDqzDδ,α
˘
ď p2piqdp1` }f}L,Rdqd meas
`
Bδσ0pDqzDδ,α
˘
p6.3.68qď p2piqd
ˆ
1` d e σ
ν`d
0
C6
˙d
meas
`
Bδσ0pDqzDδ,α
˘
“ p2piqd
ˆ
1` d e σ
ν`d
0
C6
˙dˆ
meas
`
Bδσ0pDqzD
˘` meas pDzDδq `
`meas pDδzDδ,α
˘˙
6.4 Sharp measure estimate of the complement of K
in an arbitrary set
The strategy here is to localize the Kolmogorov set and then sum them up. Thus, we start
by examining the cube case.
6.4.1 Local analysis: the case where D is a cube
Theorem 6.4.1 Let
D “ BRpy0q , R ą 0
124See [Zeh10, Proposition II.2.].
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and let the assumptions in Theorem 6.2.1 hold, with
C :“ 132 `
d
?
d
C9
`
ÿ
0‰kPZd
1
|k|ν1 ,
δ ď min
"
T0
32dσ0
α ,
r0
32d ,
R
4
*
.
Furthermore, assume that
Ky : D Ñ Ω :“ KypDq
is a diffeomorphism. Then,
meas
`
D ˆ TdzK ˘ ď C p6piqd ϑ0T0
σ0
Rd´1α ,
with125
ϑ0 :“ K
d
0
%0
ě 1 , %0 :“ inf
yPDδ
| detKyypyq| ą 0 .
Proof We shall denote the Euclidean norm by126
|y|2 :“
b
y21 ` ¨ ¨ ¨ ` y2d .
Recall that
Dδ
def“ BR´δpy0q def“ ty P Rd : |y ´ y0| “ max1ďjďd |yj ´ y0j| ă R ´ δu
and φ˚pD˚ ˆ Tdq Ă D ˆ Td. Therefore,
meas
`
D ˆ Tdzφ˚pD˚ ˆ Tdq
˘ “ meas `D ˆ Td˘´ meas `φ˚pD˚ ˆ Tdq˘
“ meas `D ˆ Td˘´ meas `D˚ ˆ Td˘
“ p2piqd`meas pDq ´ meas pD˚q˘
ď p2piqd`meas pDzDδq ` meas pDδzD˚q˘
“ p2piqd`p2Rqd ´ p2R ´ 2δqd ` meas pDδzG˚pD0qq˘
ď p2piqd`2dd Rd´1δ ` meas pDδzG˚pD0qq˘ .
125Indeed, pick any matrix A “ raijs1ďi,jďd. Then }A} “ max
1ďiďd |ai1| ` ¨ ¨ ¨ ` |aid| and | detA| “
|řξP Ξd a1ξp1q ¨ ¨ ¨ adξpdq| ď řξP Ξd |a1ξp1q| ¨ ¨ ¨ |adξpdq| ď śd1“1p|ai1| ` ¨ ¨ ¨ ` |aid|q ď }A}d, where Ξd is the
set of permutations of t1, ¨ ¨ ¨ , du.
126Recall that |y| ď |y|2 ď
?
d |y|, for any y P Rd.
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It remains to estimate meas pDδzG˚pD0qq. Firstly, thanks to Theorem C.1 (see Appendix C),
G˚ ´ id can be extended to a global Lipschitz continuous function f : Rd ý, with
sup
Rd
|f |2 “ sup
D0
|G˚ ´ id|2 , (6.4.1)
sup
y,y1PRd
y‰y1
|fpyq ´ fpy1q|2
|y ´ y1|2 “ supy,y1PD0
y‰y1
|pG˚ ´ idqpyq ´ pG˚ ´ idqpy1q|2
|y ´ y1|2 . (6.4.2)
Hence,
}f}Rd def“ sup
Rd
|f |
ď sup
Rd
|f |2
p6.4.1q“ sup
D0
|G˚ ´ id|2
ď ?d sup
D0
|G˚ ´ id|
p6.2.5qď ?d r˚ “: pr (6.4.3)
and
}f}L,Rd def“ sup
y,y1PRd
y‰y1
|fpyq ´ fpy1q|
|y ´ y1|
ď sup
y,y1PRd
y‰y1
|fpyq ´ fpy1q|2
|y ´ y1|2{
?
d
p6.4.2q“ ?d sup
y,y1PD0
y‰y1
|pG˚ ´ idqpyq ´ pG˚ ´ idqpy1q|2
|y ´ y1|2
ď ?d sup
y,y1PD0
y‰y1
?
d|pG˚ ´ idqpyq ´ pG˚ ´ idqpy1q|
|y ´ y1|
“ d}G˚ ´ id}L,D0
p6.2.6qď d e σ
ν`d
0
C6
ă 12 . (6.4.4)
Set g :“ f ` id. Then, by Lemma G.1,
Dδ Ă g
`
BprpDδq˘ “ g ´BR´δ`prpy0q¯ . (6.4.5)
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Notice also that, by (6.4.4),127 g is a homeomorphism of Rd. Consequently,
meas pDδzG˚pD0qq
p6.4.5qď meas `g `BR´δ`prpy0q˘ zG˚pD0q˘
def“ meas `g `BR´δ`prpy0q˘ zgpD0q˘
“ meas `g `BR´δ`prpy0qzD0˘˘ (because g is injective)
ď }g}dL,Rd meas
`
BR´δ`prpy0qzD0˘
ď p1` }f}L,Rdqd
ˆ
meas
`
BR´δ`prpy0qzDδ˘` meas pDδzD0q˙
p6.2.6qď
ˆ
3
2
˙dˆ
2dpR ´ δ ` prqd ´ 2dpR ´ δqd ` meas pDδzD0q˙
ď
ˆ
3
2
˙dˆ
2ddRd´1
?
d
σν0
C9
ˆ
σ0
η0
˙ 5
4 α
K0
` meas pDδzD0q
˙
ď Rd´1 3
d d
?
d
C9
α
K0
`
ˆ
3
2
˙d
meas pDδzD0q .
Finally,
meas pDδzD0q “
ż
DδzD0
dy
“
ż
tyPDδ : KypyqR∆ταu
dy
“
ż
tzPKypBR´δpy0qq : zR∆ταu
| detKyy|´1dz
ď 1
%0
ż
!
zPBpR´δq}Kyy}r0,D0 pKypy0qq : zR∆
τ
α
) dz
“ 1
%0
ż ď
0‰kPZd
"
z P BpR´δqK0pKypy0qq : |k ¨ z| ă α|k|τ1
* dz
ď 1
%0
ÿ
0‰kPZd
ż
"
zPBpR´δqK0 pKypy0qq : |k¨z|ă α|k|τ1
* dz
ď 1
%0
ÿ
0‰kPZd
p2pR ´ δqK0qd´1 2α|k|ν1
“ a1 2d pR ´ δqd´1 α ,
127See [Zeh10, Proposition II.2.].
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where
a1 :“ K
d´1
0
%0
ÿ
0‰kPZd
1
|k|ν1 .
Putting all together, we get
meas
`
D ˆ Tdzφ˚pD˚ ˆ Tdq
˘ ď p2piqdˆ2dd Rd´1δ `Rd´1 3d d ?dC9 αK0 ` a1 3d pR ´ δqd´1 α
˙
“ p2piqd
ˆ
2dd K0δ
α
` 3
d d
?
d
C9
` 3dK0 a1
˙
Rd´1α
K0
ď p6piqd
˜
K0
dδ
α
` d
?
d
C9
`
ÿ
0‰kPZd
1
|k|ν1
¸
Kd´10
%0
Rd´1α
ď p6piqd
˜
η0
32σ0
` d
?
d
C9
`
ÿ
0‰kPZd
1
|k|ν1
¸
Kd´10
%0
Rd´1α
ď p6piqd
˜
1
32 `
d
?
d
C9
`
ÿ
0‰kPZd
1
|k|ν1
¸
T0Kd0
σ0%0
Rd´1α
“ C p6piqd ϑ0T0
σ0
Rd´1α .
6.4.2 Global analysis
Let D be any non–empty, bounded subset of Rd. Consider the Hamiltonian parametrized
by ε P R
Hpy, x; εq :“ Kpyq ` εP py, xq,
where K,P are real–analytic functions defined on D ˆ Td with bounded holomorphic
extensions to128
Dr0,s0pDq :“
ď
y0PD
Dr0,s0py0q ,
for some r0 ą 0 and 0 ă s0 ď 1, the norm being
} ¨ }r0,s0,D :“ sup
Dr0,s0 pDq
| ¨ | .
128Recall the notations in §1.2
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Assume that
% :“ inf
yPD | detKyypyq| ą 0 . (6.4.6)
Fix 0 ă s˚ ă s0 and define129
σ0 :“ 27´2νdps0 ´ s˚q ,
M :“ }P }r0,s0,D ,
T :“ }T }D :“ sup
yPD
}T pyq} ,
K :“ }Kyy}r0,D ,
η :“ TK ě 1 ,
ϑ :“ K
d
%
ě 1 ,
δ :“ T32dσ0α ,
R0 :“ r064dη2 ,
r˚ :“ σ
ν
0
C9
ˆ
σ0
η
˙ 5
4 α
K ,
µ˚ :“ sup
!
µ ď e´1 : 2 C5 C6 σ4ν`2d`
13
4
0 η
13
4 µ
`
log µ´1
˘2ν ď 1) ,
where T pyq :“ Kyypyq´1. Let
C :“ 132 `
d
?
d
C9
`
ÿ
0‰kPZd
1
|k|ν1 ,pC :“ 64 d C .
Given R ą 0, define the set CR of coverings of D by cubes as follows: F P CR iff there
exists nF P N and nF cubes, say Fi, 1 ď i ď nF , of equal side–length 2R, centered at a
point yi P D and such that
F “  Fi : 1 ď i ď nF( and D Ă nFď
i“1
Fi . (6.4.7)
Then define
R :“
"
0 ă R ď R0 : CR ‰ H and inf
FPCR
nF p2Rqd ď 2d meas pDq
*
(6.4.8)
129Recall footnote125.
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and
nD :“ min
RPR min
"
nF : F P CR and nFRd ď meas pDq
*
. (6.4.9)
Pick any R10 P R and F 0 P CR10 such that nF 0 “ nD. Then
F 0 “  F 0i :“ BR10pp1iq , for some p1i P D , 1 ď i ď nD( .
Thus, the following holds.
Theorem 6.4.2 Let the above assumptions and notations hold. Assume
α ď 8dR˚σ0T and |ε| ď µ˚
α2
KM , (6.4.10)
where R˚ P tR0, R10u.
Part I: Description of the local Kolmogorov’s sets K i
There exists n˚ P N and and pi P D, 1 ď i ď n˚, such that
D Ă
nď˚
i“1
BR˚ppiq ,
and the following holds. Pick any 1 ď i ď n˚. Define
H i :“ Ki ` εP i :“ H|BR˚ ppiqˆTd ,
∆τα :“
"
ω P Rd : |ω ¨ k| ě α|k|τ1 , @ k P Z
dzt0u
*
,
D i0 :“ ty0 P BR˚´δppiq : Kypy0q P ∆ταu .
Then, there exist D i˚ Ă BR˚´δ`r˚ppiq having the same cardinality as D i0, a lipeomor-
phism G˚i : D i0
ontoÝÑ D i˚, with pG˚iq´1 P C8W pD i˚q, a function Ki˚ P C8W pD i˚,Rq and a
C8W–symplectic transformation130 φi˚ : D i˚ˆTd Ñ K i :“ φi˚pD i˚ˆTdq Ă BR˚ppiqˆTd and
real–analytic in x P Tds˚, such that131
By˚Ki˚ ˝G˚i “ ByKi on D i0 , (6.4.11)
Bβy˚pH i ˝ φi˚qpy˚, xq “ Bβy˚Ki˚py˚q, @ py˚, xq P D i˚ ˆ Td, @ β P Nd0 (6.4.12)
130Which means that the Whitney–gradient ∇φi˚ “ Bφi˚{Bpy˚, xq satisfies p∇φi˚qJp∇φ˚qT “ J uniformly
on D i˚ ˆ Td, where J “
ˆ
0 ´1d
1d 0
˙
.
131Notice that the derivatives are taken in the sense of Whitney.
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and
}G˚i ´ id}Di0 ď r˚ , (6.4.13)
}G˚i ´ id}L,Di0 ď
e σν`d0
C6
, . (6.4.14)
Part II: Sharp measure estimate of the complement of K
Set
K :“
nď˚
i“1
K i Ă BR˚´δ`r˚pDq ˆ Td .
Case 1: R˚ “ R0.
In that case,132
1 ď n˚ ď
ˆ„
diamD
R0

` 1
˙d
(6.4.15)
and
meas
˜˜
nď˚
i“1
BR0ppiq ˆ Td
¸
zK
¸
ď pC p6piqd ϑ η2 T
σ0 r0
ˆ
diamD` r026dη2
˙d
α . (6.4.16)
Case 2: R˚ “ R10.
In that case, n˚ “ nD, pi “ p1i and
meas
˜˜
nDď
i“1
BR10pp1iq ˆ Td
¸
zK
¸
ď C p12piqd n 1dD ϑ Tσ0 meas pDq
d´1
d α . (6.4.17)
We shall need the following elementary Lemmas in the proof.
Lemma 6.4.3 (Covering Lemma) For any R ą 0, there exist133
1 ď N ď
ˆ„
diamD
R

` 1
˙d
and pi P D, 1 ď i ď N such that
D Ď
Nď
i“1
BRppiq .
132n˚ “ N and pi “ pi, where N and pi are the ones appearing in Lemma 6.4.3, with R “ R0.
133rxs denotes the integer part function maxtn P Z : n ď xu, while rxs denotes the ”ceiling function”
mintn P Z : n ě xu.
186
Comlan E. Koudjinan
Proof Let ρ :“ diamD and zi :“ inftyi : y P Eu. Then D Ď z ` Bρp0q. Now, let
0 ă R1 ă R close enough to R so thatQ ρ
R1
U
“
” ρ
R
ı
` 1 “: pN .
Then, D can be covered by pN closed, contiguous cubes ∆i, 1 ď j ď pNd , of equal side–
length 2R1. Let ij those indices such that ∆ij
Ş
D and pick pj P ∆ij
Ş
D; let N be the
number of such cubes. But then, one has ∆ij Ď BRppjq, for each 1 ď j ď N ď pN . The
Lemma is therefore proved.
Lemma 6.4.4 Let134 A : DRpy0q Ñ SdpCdq be a matrix–valued function. Assume that
a :“ sup
yPDRpy0q
}Apyq} ă 1.
Then, for any y P DRpy0q, the eigenvalues 1d ` Apyq are bounded in modulus from below
by 1´ a. hence, in particular,
| det `1d ` Apyq˘| ě p1´ aqd , @ y P DRpy0q . (6.4.18)
Proof Let y P DRpy0q and v ‰ 0 an eigenvector of 1d ` Apyq with associated eigenvalue
λ. Then
|λ|}v} “ }v ` Apyqv}
ě }v} ´ }Apyqv}
ě }v} ´ }Apyq}}v}
ě p1´ aq}v} ą 0 .
Thus, the Lemma is proven since the determinant is equal to the product of the eigenval-
ues, counted with multiplicities.
Proof of Theorem 6.4.2 Set
r0 :“ mintr0 , 32dδu .
Then,
T
32dσ0
α
p6.4.10qď R˚4 ď
R0
4 ă
r0
32d .
134SdpCdq denotes the symmetric matrices of order d, with entries in Cd.
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Hence,
δ “ min
"
T
32dσ0
α ,
r0
32d ,
R˚
4
*
, (6.4.19)
r0 “ 32dδ ,
so that
α “ r0σ0T . (6.4.20)
Thus, thanks to (6.4.19) and (6.4.20), we need only to check that Ky is injective on F 0i
in order to apply Theorem 6.4.1 to Hi. But, for any y P Dr0{p4ηqppiq,
}1d ´ T ppiqKyypyq} ď T}Kyypyq ´Kyyppiq}
ď T}Kyyy}pi,r0{2 r04η
ď T}Kyy}pi,r0r0{2
r0
4η
ď TK 12η
“ 12 .
Thus, by Lemma 2.2.7, g :“ pKyq´1 is a real analytic diffeomorphism on Dr1pziq, where
zi :“ Kyppiq and r1 :“ r08ηT ď
1
2}T ppiq}
r0
4η ; .
Furthermore,
sup
Dr1 pziq
}gz} ď 2}T ppiq} ď 2T . (6.4.21)
Set T 1 :“ gzpziq´1 “ Kyyppiq. Then, for any z P Dr1{p8ηqpziq,
}1d ´ T 1gzpzq} ď }T 1}}gzpzq ´ gzpziq}
ď K}gzz}zi,r1{2 r
1
8η
ď T}gz}zi,r1
r1{2
r1
8η
p6.4.21qď 2TK 14η
“ 12 .
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Thus, again by Lemma 2.2.7, the inverse of g, i.e. Ky, is a real analytic diffeomorphism
on Dr2ppiq (since gpziq “ pi), where
R˚ ď R0 ă r2 :“ r064η2 “
r1
16ηK ď
1
2}T 1}
r1
8η .
Moreover, in exactly the same way as above, one gets
sup
yPDR0 ppiq
}1d ´ T ppiqKyypyq} ď 2T Kr0{2R0
p6.4.8qď 132dη ă
1
2 . (6.4.22)
Hence,
inf
yPDR0 ppiq
| detKyypyq| “ inf
yPDR0 ppiq
ˇˇˇˇ
det
ˆ
Kyyppiq
 
1d ´ p1d ´ T ppiqKyypyqq
(˙ˇˇˇˇ
“ inf
yPDR0 ppiq
| detKyyppiq|
ˇˇˇˇ
det
ˆ
1d ´ p1d ´ T ppiqKyypyqq
˙ˇˇˇˇ
p6.4.22q`p6.4.18qě | detKyyppiq|
ˆ
1´ 12
˙d
ě %2d ą 0 . (6.4.23)
The estimates (6.4.17) and (6.4.16) then follow easily. For instance, let us treat the sec-
ond case i.e. R˚ “ R10. The case R˚ “ R0 is proved in a similar way by firstly using
Lemma 6.4.3, with R “ R0; then setting pi “ pi, n˚ “ N and thus applying Theo-
rem 6.4.1 to each H i.
Let then R˚ “ R10. Thus, we can apply Theorem 6.4.1 to H i. Hence, there exists a Kol-
mogorov set
K i Ă F 0i ˆ Td , (6.4.24)
associated to H i, with all the desired properties and satisfying135
meas pF 0i ˆ TdzKiq ď C p12piqd ϑ Tσ0 R
d´1
0 α . (6.4.25)
135Where, %0 is replaced by %{2d, thanks to (6.4.23); T0 and K0 by T and K respectively.
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Therefore
meas pDˆ TdzK q p6.4.7qď meas
˜˜
n0ď
i“1
F 0i ˆ Td
¸
z
˜
n0ď
i“1
K i
¸¸
p6.4.24qď
n0ÿ
i“1
meas
`
F 0i ˆ TdzK i
˘
p6.4.25qď
n0ÿ
i“1
C p6piqd ϑ T
σ0
R1d´10 α
“ C p12piqd n 1d0 ϑ Tσ0
ˆ
n0 R
1d
0
˙ d´1
d
α
p6.4.9qď C p12piqd n 1d0 ϑ Tσ0
`
measD
˘ d´1
d α .
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A On the initial order of truncation κ0 of the Fourier series in
Theorem 2.1.4
Let
Θ ą 0, 0 ă ϑ ă 1, 0 ă σ ď 120 , ν ą ν¯ ą d ě 2, β :“ 1´
1
ν¯
` 1
ν
, 0 ă rc ď p1´ βq e,
with136
ϑ ď ν¯rcpd´ 1qβ ,
rκ0 “ „´ log Θp1´ ϑqσ

,
rC11 “ exp˜p1´ ϑq˜ˆ ν¯rcϑ
˙1{β
` 120
¸¸
,
rC12 “ ˜ e´ 1´ϑ202C6 pp1´ ϑqrcqν¯
¸´ν{ν¯
,
rC13 “ exp˜p1´ ϑq˜ˆ2C0C4
C5
˙1{ν¯
` 120
¸¸
.
Then
Lemma A.1
136Notice that
ν¯rcpd´ 1qβ ě νν¯pν ´ ν¯q e ¨ ν¯pd´ 1qβ ą ν¯2pν¯ ´ 1qβ e ą ν¯e ą 2e ą 12 ,
so that one can choose ϑ “ 12 and in that case, if one chooses in addition rc “ c¯, then rκ0 “ κ0, rC11 “
C11, rC12 “ C12 and rC13 “ C13, with c¯, C11, C12 and C13 as in §2.1.3.1 and §??.
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piq If Θ ă minp20ν rC´111 , rC´112 qσν then
κν¯0σ
ν¯ e´κ0σ ď Θ e 1´ϑ20 ă 12C6κν¯0 , κ0σ ą d´ 1. (A.1)
piiq If Θ ď 20ν rC´113 σν and 2h0κν¯0 ď α then
4C4h0
ασν¯
ď C5
C0
. (A.2)
Proof Above all, notice that (for any 0 ă β ă 1)
@ t ą 1, tlog t ě p1´ βq et
β ě rctβ. (A.3)
Let t :“ κ0σ.
Let’s prove piq. Assume that Θ ă minp20ν rC´111 , rC´112 qσν . Then
t ą ´ log Θ1´ ϑ ´ σ ą ´
log
´
p20σqν rC´111 ¯
1´ ϑ ´
1
20 ě ´
logp rC´111 q
1´ ϑ ´
1
20
“
ˆ
ν¯rcϑ
˙1{β
ě d´ 1 ě 1.
Therefore t ą 1 and t ą ` ν¯rcϑ˘1{β, so that
t
log t
(A.3)ě rctβ ě ν¯
ϑ
ùñ tν¯ ď eϑt
ùñ tν¯ e´t ď e´p1´ϑqt ď elog Θ`p1´ϑqσ ď Θ e 1´ϑ20 .
On the other hand, since Θ ď p20σqν rC´111 ď rC´111 ă 1 then
Θκν¯0 ď Θ
ˆ
log Θ´1
p1´ ϑqσ
˙ν¯ (A.3)ď Θ1´ν¯p1´βqpp1´ ϑqrcσqν¯ “ Θν¯{νpp1´ ϑqrcσqν¯
ă p rC´112 σνqν¯{νpp1´ ϑqrcσqν¯ “ e´
1´ϑ
20
2C6
.
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Finally we prove piiq. If Θ ď 20ν rC´113 σν and 2h0κν¯0 ď α then
4C4h0
ασν¯
ď 2C4
tν¯
ă 2C4
ˆ
´ log Θ1´ ϑ ´ σ
˙´ν¯
ă 2C4
¨˝
´
log
´
p20σqν rC´113 ¯
1´ ϑ ´
1
20
‚˛´ν¯
ď 2C4
¨˝
´
log
´ rC´113 ¯
1´ ϑ ´
1
20
‚˛´ν¯ “ C5
C0
.
B Smooth contraction mapping Lemma
Let r, s, σ, δ, L ą 0. Let u P C8pRdˆTd,Tdq, with x ÞÑ x` upy, xq holomorphic on Tds`δ
for any given y P Rd. Assume,
1
σ
}u}0,s`δ, }ux}0,s`δ ď L ď δ ď 12 , (B.1)
where
} ¨ }0,s`δ :“ sup
RdˆTd
s`δ
| ¨ | .
Assume also that for any n P N there exists a constant Cn ą 0 with the following property:
for any β1, β2 P Nd0 with |β1|1 ` |β2|1 ď n,
r|β1|1σ|β2|1´1}Bβ1y Bβ2x u}0,s ď Cu,nL , . (B.2)
Lemma B.1 Under the above assumptions, there exists a unique map v P C8pRd ˆ
Td,Tdq, with x ÞÑ x` upy, xq holomorphic on Tds such that for any given y P Rd, the map
x ÞÑ x`vpy, xq is the inverse of x ÞÑ x`upy, xq. Moreover, for any n P N there a constantpCn ą 0 such that for any β1, β2 P Nd0 with |β1|1 ` |β2|1 ď n,
r|β1|1σ|β2|1´1}Bβ1y Bβ2x v}0,s ď pCnL (B.3)
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and
}v}0,s ď }u}0,s`δ , }vx}0,s ď }ux}0,s`δ1´ δ . (B.4)
Furthermore, pCn can be expressed in term of Cn, for any n P N0.
Proof Let F be the set of w P C0pRd ˆ Tds,Cdq such that
}w}0,s ď δ .
Then, pF , } ¨ }0,sq is a Banach space and for any w P F ,
} Im px` wpy, xqq}0,s ă s` }w}0,s ď s` δ.
Hence the map
F : F Q w ÞÑ ´uppi1, pi2 ` wq P F
is well–defined. Notice that
x` vpy, xq ` upy, x` vpy, xqq “ xðñ vpy, xq “ ´upy, x` vpy, xqq ðñ v “ F pvq.
Hence, we have to show that F admits a unique fixed point. But
}F pw1q ´ F pw2q}0,s ď }ux}0,s`δ}w1 ´ w2}0,s ď δ}w1 ´ w2}0,s , @ w1, w2 P F
i.e. , F is a contraction. Therefore, by the Banach’s Fixed Point (or contraction mapping)
Theorem, F admits a unique fixed point, say v, and v is obtained as the uniform limit of
the sequence pF np0qqn. Thus, by Weierstrass’s Theorem, x ÞÑ x ` vpy, xq is holomorphic
on Tds, for each y P Rd. Moreover
}v}0,s “ }F pvq}0,s ď }u}0,s`δ
and, by differentiating v “ F pvq w.r.t x, we get
vx “ ´p1d ` uxq´1ux “ ´
˜ 8ÿ
n“0
p´uxqn
¸
ux
so that
}vx}0,s ď
˜ 8ÿ
n“0
}ux}n0,s`δ
¸
}ux}0,s`δ ď }ux}0,s`δ1´ δ ,
which conclude the proof of (B.4). Next, we shall proceed inductively for the remainder
of the proof. We have
1
σ
}v}0,s ď 1
σ
}u}0,s`δ ď L ,
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which proofs pB.3qn“0. Set wpy, xq “ px ` vpy, xq i.e. w “ pi2 ` v. Now, fix m P N0 and
assume that v P CmpRd ˆ Tds,Cdq and pB.3qn holds, for any 0 ď n ď m. Then, using the
multivariate Fàa Di Bruno’s formula (see [CS96], Theorem 2.1) to differentiate v “ F pvq,
for any β “ pβ1, β2q P Nd0 ˆ Nd0, with |β|1 “ m` 1, we have137
´ 1
σ
ΛβBβv “ ´ 1
σ
ΛβBβ1y Bβ2x v
“ ´ 1
σ
ΛβBβ1y Bβ2x F pvq
“ 1
σ
ÿ
λ1PNd0
λ1ďβ1
Λpλ1,0q
ÿ
λ2PNd0
1ď|λ2|1ď|pβ1´λ1,β2q|1
Λp0,λ2q Bλ2x Bλ1y u
|pβ1´λ1,β2q|1ÿ
j“1
ÿ
pk,lqPS pj,pβ1´λ1,β2q,λ2q
Λpβ1´λ1,β2´λ2q ppβ1 ´ λ1, β2qq!
jź
i“1
pBliwqki
ki!pli!q|ki|1
“
ÿ
λ“pλ1,λ2qPNd0ˆNd0
λ1ďβ1
1ď|λ|1ďm`1
1
σ
Λλ Bλu
m`1´|λ1|1ÿ
j“1
ÿ
pk,lqPS pj,β´pλ1,0q,λ2q
pβ1 ´ λ1q!β2!
jź
i“1
p 1
σ
ΛliBliwqki
ki!pli!q|ki|1
“
ÿ
λ“pλ1,λ2qPNd0ˆNd0
λ1ďβ1
λ1‰0 or |λ2|1‰1
1ď|λ|1ďm`1
1
σ
Λλ Bλu
m`1´|λ1|1ÿ
j“1
ÿ
pk,lqPS pj,β´pλ1,0q,λ2q
pβ1 ´ λ1q!β2!
jź
i“1
p 1
σ
ΛliBliwqki
ki!pli!q|ki|1 `
`
ÿ
pλ1,λ2qPNd0ˆNd0
λ1“0, |λ2|1“1
Bλu
1ÿ
j“1
ÿ
pk,lq“pλ2,βq
β!
1ź
i“1
p 1
σ
ΛliBliwqki
ki!pli!q|ki|1
“
ÿ
λ“pλ1,λ2qPNd0ˆNd0
λ1ďβ1
λ1‰0 or |λ2|1‰1
1ď|λ|1ďm`1
1
σ
Λλ Bλu
m`1´|λ1|1ÿ
j“1
ÿ
pk,lqPS pj,β´pλ1,0q,λ2q
pβ1 ´ λ1q!β2!
jź
i“1
p 1
σ
ΛliBliwqki
ki!pli!q|ki|1 `
` ux ¨ 1
σ
ΛβBβppi2 ` vq
137With the convention 00 “ 1.
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i.e. ,
1
σ
ΛβBβv “ ´p1d ` uxq´1
¨˚
˚˚˚˚
˚˝˚ 1σΛβux Bβpi2 ` ÿ
λ“pλ1,λ2qPNd0ˆNd0
λ1ďβ1
λ1‰0 or |λ2|1‰1
1ď|λ|1ďm`1
1
σ
Λλ Bλu
m`1´|λ1|1ÿ
j“1
ÿ
pk,lqPS pj,β´pλ1,0q,λ2q
pβ1 ´ λ1q!β2!
jź
i“1
p 1
σ
ΛliBlippi2 ` vqqki
ki!pli!q|ki|1
‹˛‹‹‹‹‹‚ ,
where
‚ Λ :“ pr, ¨ ¨ ¨ , rloomoon
d
, σ, ¨ ¨ ¨ , σlooomooon
d
q ,
‚S pj, β ´ pλ1, 0q, λ2q :“
#
pk, lq “ pk1, ¨ ¨ ¨ , kj, l1, ¨ ¨ ¨ , ljq P
`
Nd0
˘j ˆ `N2d0 ˘j : jź
i“1
|ki|1 ą 0,
0 ă l1 ă ¨ ¨ ¨ ă lj ,
jÿ
i“1
ki “ λ2 and
jÿ
i“1
|ki|1li “ β ´ pλ1, 0q
+
,
‚ @ k P N, pa, bq P Nk0 ˆ Nk0 , pa ď bðñ aj ď bj , @1 ď j ď kq ,
and, for all k P N, pa, bq P Nk0 ˆ Nk0 , a ă b if and only if one of the following holds
piq |a|1 ă |b|1 or
piiq |a|1 “ |b|1 and there exists 1 ă j ď k such that ai “ bi for all 1 ď i ă j ´ 1 and
aj ă bj .
Therefore, v P Cm`1pRd ˆ Tds,Cdq. Moreover, since }p1d ` uxq´1} ď 11´δ ď 2, by the
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inductive hypothesis, (B.1) and (B.2), we have
1
σ
Λβ}Bβv}0,s ď 2
¨˚
˚˚˚˚
˚˝˚}ux}0,s`δ ` ÿ
λ“pλ1,λ2qPNd0ˆNd0
λ1ďβ1
λ1‰0 or |λ2|1‰1
1ď|λ|1ďm`1
C|λ|1L
m`1´|λ1|1ÿ
j“1
ÿ
pk,lqPS pj,β´pλ1,0q,λ2q
pβ1 ´ λ1q!β2!
jź
i“1
p1` pC|li|1Lq|ki|1
ki!pli!q|ki|1
‹˛‹‹‹‹‹‚
ď 2
¨˚
˚˚˚˚
˚˝˚L` ÿ
λ“pλ1,λ2qPNd0ˆNd0
λ1ďβ1
λ1‰0 or |λ2|1‰1
1ď|λ|1ďm`1
C|λ|1L
m`1´|λ1|1ÿ
j“1
ÿ
pk,lqPS pj,β´pλ1,0q,λ2q
pβ1 ´ λ1q!β2!p1` pCmq|λ2|1
‹˛‹‹‹‹‹‹‚
ď pCm`1L ,
where pCm`1 ą 0 is an universal constant, independent upon β. Finally, notice that pCm`1
can be expressed in term of Cm`1 if pCm can be expressed in term of Cm. These concludes
the proof of the Lemma.
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C Extension of Lipschitz–Hölder continuous functions with con-
trol on the sup–norm
We aim to recall here a very deep Extension Theorem for Lipschitz–Hölder continuous
function, following closely [Min70].138
Theorem C.1 (G. J. Minty[Min70]) Let pV, x¨ , ¨yq be a separable inner product space,
H ‰ A Ď V , b ą 0, 0 ă a ď 1 and g : A Ñ Rd a pa, bq–Lipschitz–Hölder continuous
function on A i.e. 139
|gpx1q ´ gpx2q|2 ď b }x1 ´ x2}a , @ x1, x2 P A . (C.1)
Then, there exists a global pa, bq–Lipschitz–Hölder continuous function140 G : V Ñ Rd such
that G|A “ g. Futhermore, G can be chosen in such away that GpV q is contained in the
closed convex hull of gpAq. Hence, in particular,
sup
xPV
}Gpxq} “ sup
xPA
}gpxq} and sup
x1‰x2PV
}Gpx1q ´Gpx2q}
}x1 ´ x2} “ supx1‰x2PA
}gpx1q ´ gpx2q}
}x1 ´ x2} .
(C.2)
We need some preliminaries to prove the Theorem. Given n P N, we shall denote
Υn :“ tλ “ pλ1, ¨ ¨ ¨ , λnq P r0, 1sn : λ1 ` ¨ ¨ ¨ ` λn “ 1u .
Definition C.2 (Kirszbraun function) Let V1 be a R–vector space and X a non–
empty set. A function f : V1 ˆ X ˆ X Ñ R is called Kirszbraun function (K–function)
if:
piq f is convex and for any x1, x2 P X and for any finite–dimensional subspace S of V1,
the function fp¨, x1, x2q : S Q y Ñ fpy, x1, x2q is Lower semicontinuous141;
piiq for any n P N, for any py1, x1q, ¨ ¨ ¨ , pyn, xnq P V1 ˆ X, for any x P X and for any
pλ1, ¨ ¨ ¨ , λnq P Υn, the inequalityÿ
1ďi,jďn
λiλjfpyi ´ yj, xi, xjq ě 2
nÿ
i“1
λifpyi ´ y, xi, xq , y :“
nÿ
j“1
λjyj (C.3)
holds.
138Recall that, Kirszbraun’s Theorem (see [Fed], §2.10.43) asserts only that one can extend a Lipschitz
continuous function without increasing the Lipschitz constant.
139Recall that | ¨ |2 denotes the Euclidean norm on Rd.
140i.e. satisfying (C.1) on V .
141i.e. for any t P R, the sublevel set ty P S : fpy, x1, x2q ď tu is closed in S endowed with the canonical
topology.
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Then, the following holds.
Theorem C.3 (G. J. Minty[Min70]) Let f : RdˆV ˆV Ñ R be a K–function, n P N,
py1, x1q, ¨ ¨ ¨ , pyn, xnq P Rd ˆ V . Assume that f is continuous and for any 1 ď i, j ď n,
fpyi ´ yj, xi, xjq ď 0 . (C.4)
Then, given any x P V , there exists y in the convex hull of ty1, ¨ ¨ ¨ , ynu such that fpyi ´
y, xi, xq ď 0, for any 1 ď i ď n.
Proof Consider the function
F : Υn ˆΥn Q pλ, µq ÞÑ
nÿ
i“1
λif
˜
yi ´
nÿ
j“1
µjyj, xi, x
¸
.
Then, it is clear that F is convex and lower semicontinuous in µ, concave and upper
semicontinuous in λ. Thus, since Υn is compact and thanks to the von Neumann’s Minimax
Theorem, there exists pλ0, µ0q P Υn ˆΥn such that
F pλ0, µ0q ď max
λPΥn
F pλ, µ0q “ min
µPΥn
max
λPΥn
F pλ, µq “ max
λPΥn
min
µPΥn
F pλ, µq “ min
µPΥn
F pλ0, µq ď F pλ0, µ0q .
Hence,
F pλ, µ0q ď F pλ0, µ0q ď F pλ0, µq , @ λ, µ P Υn . (C.5)
But,
2F pλ0, λ0q “ 2
nÿ
i“1
λ0i f
˜
yi ´
nÿ
j“1
λ0jyj, xi, x
¸
pC.3qď
ÿ
1ďi,jďn
λiλjfpyi ´ yj, xi, xjq
pC.4qď 0 .
Set
y0 :“
nÿ
j“1
µ0jyj .
Therefore, for any 1 ď i ď n,
fpyi ´ y0, xi, xq “ F pδii, µ0q
pC.5qď F pλ0, λ0q ď 0 ,
where δij is the Kronecker delta: δij “ 1 if i “ j and 0 otherwise.
We shall need also the following.
Lemma C.4 Let x1, ¨ ¨ ¨ , xn P Rd. Then,
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piq given any β, a1, ¨ ¨ ¨ , an ą 0, we have142
ÿ
1ďi,jďn
xxi , xjy
pai ` ajqβ “
1
Γpβq
ż 8
0
››››› nÿ
i“1
e´aitxi
›››››
2
tβ´1dt ě 0 . (C.6)
piiq given any pλ1, ¨ ¨ ¨ , λnq P Υn and any 0 ă a ď 1,ÿ
1ďi,jďn
λiλj|xi ´ xj|2a2 ď
ÿ
1ďi,jďn
λiλjp|xi|22 ` |xj|22qa ď 2
nÿ
i“1
λi |xi|2a2 . (C.7)
Proof piq is trivial. Let us prove piiq. Above all, we recall the Bernoulli inequality:
p1` xqr ď 1` rx , @ x ě ´1 , @ 0 ď r ď 1 . (C.8)
The case a “ 1 is obvious. Let then 0 ă a ă 1. By the continuity of the norm, up to
approximating the zero vector by a sequence of non–zero vectors, we can assume that
142Γ being the Euler’s Gamma function.
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each xi ‰ 0, i “ 1, ¨ ¨ ¨ , n. Thus, we haveÿ
1ďi,jďn
λiλj|xi ´ xj|2a2 “
ÿ
1ďi,jďn
λiλjxxi ´ xj, xi ´ xjya
“
ÿ
1ďi,jďn
λiλjp|xi|22 ` |xj|22qa
ˆ
1´ 2xxi , xjy|xi|2 ` |xj|22
˙a
pC.8qď
ÿ
1ďi,jďn
λiλjp|xi|22 ` |xj|22qa
ˆ
1´ 2axxi , xjy|xi|22 ` |xj|22
˙
“
ÿ
1ďi,jďn
λiλjp|xi|22 ` |xj|22qa ´ 2a
ÿ
1ďi,jďn
xλixi , λjxjy
p|xi|22 ` |xj|22q1´a
pC.6qď
ÿ
1ďi,jďn
λiλjp|xi|22 ` |xj|22qa
“
ÿ
1ďi,jďn
λiλj maxt|xi|2, |xj|2u2a
ˆ
1` maxt|xi|2, |xj|2u
2
maxt|xi|2, |xj|2u2
˙a
pC.8qď
ÿ
1ďi,jďn
λiλj maxt|xi|2, |xj|2u2a
˜
1` a
ˆ
mint|xi|2, |xj|2u
maxt|xi|2, |xj|2u
˙2¸
ď
ÿ
1ďi,jďn
λiλj maxt|xi|2, |xj|2u2a
˜
1`
ˆ
mint|xi|2, |xj|2u
maxt|xi|2, |xj|2u
˙2a¸
“
ÿ
1ďi,jďn
λiλj
`|xi|2a2 ` |xj|2a2 ˘
“ 2
nÿ
i“1
λi |xi|2a2 .
Now, we are in position to prove Theorem C.1.
Proof of Theorem C.1 The proof is divided into three steps.
Step 1 We show that
f : Rd ˆ V ˆ V Q py, x1, x2q ÞÑ |y|22 ´ b2}x1 ´ x2}2a
is a K–function. f is obviously continuous (actually, C8) and convex in y. Now, let n P N,
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py1, x1q, ¨ ¨ ¨ , pyn, xnq P Rd ˆ V , x P V and pλ1, ¨ ¨ ¨ , λnq P Υn, and set y :“
nÿ
j“1
λjyj. Then
ÿ
1ďi,jďn
λiλjfpyi ´ yj, xi, xjq “
ÿ
1ďi,jďn
λiλj|pyi ´ yq ´ pyj ´ yq|22 ´ b2
ÿ
1ďi,jďn
λiλj}pxi ´ xq ´ pxj ´ xq}2a
“
ÿ
1ďi,jďn
λiλjp|yi ´ y|22 ` }y ´ yj}2 ` 2xyi ´ y, y ´ yjyq´
´ b2
ÿ
1ďi,jďn
λiλj}xi ´ xj}2a
“ 2
nÿ
i“1
λi|yi ´ y|22 ` 2b2
C
nÿ
i“1
λipyi ´ yq,
nÿ
i“1
λjpy ´ yjq
G
´
´ b2
ÿ
1ďi,jďn
λiλj|xi ´ xj|2a
“ 2
nÿ
i“1
λi|yi ´ y|22 ´ b2
ÿ
1ďi,jďn
λiλj}pxi ´ xq ´ pxj ´ xq}2a
pC.7qě 2
nÿ
i“1
λi|yi ´ y|22 ´ 2b2
nÿ
i“1
λi}xi ´ x}2a
“ 2
nÿ
i“1
λifpyi ´ y, xi, xq .
Step 2 We want to show that we can extend g to A
Ťtx0u in such away that the image
of x0 by the extension lies in closed convex hull conv pgpAqq of gpAq, for any x0 P V . If
x0 P A, there is nothing to do. Let then x0 P V zA. Set143
C pxq :“ conv pgpAqq
č 
y P Rd : fpgpxq ´ y, x, x0q ď 0
(
, x P A .
Then, for any x P A, C pxq is a compact convex subset of Rd. Now pick any x1, ¨ ¨ ¨ , xd`1 P A
and set yi :“ gpxiq , 1 ď i ď d` 1. Thus, (C.1) implies
fpyi ´ yj, xi, xjq ď 0 , @ 1 ď i ď d` 1 .
Thanks to Step 1, we can apply Theorem C.3. Therefore, there exists y0 in the convex
hull of ty1, ¨ ¨ ¨ , ynu such that fpyi ´ y0, xi, x0q ď 0, for any 1 ď i ď d` 1. Hence,
d`1č
i“i
C pxiq ‰ H psince it contains y0q.
143Notice that, for any x P A, b}x ´ x0}a ą 0 and ty P Rd : fpgpxq ´ y, x, x0q ď 0u is the closed ball
(with respect to the Euclidean norm) centered at gpxq with radius b}x´ x0}a.
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Thus, by Helly’s Theorem144, there exists
yx0 P
č
xPA
C pxq .
Consequently, the extension gx0 of g to A
Ťtx0u is obtained by setting gx0px0q :“ yx0 .
Step 3 Pick any countable dense subset D of V . Then, by Step 2, we can extend g
inductively to A
Ť
D. Denote by gD such an extension and notice that gDpAŤDq Ă
conv pgpAqq and satisfies (C.1) on AŤD, by construction. Now, pick any x0, x1 P V zA
and sequences txinu Ă D converging to xi, i “ 0, 1. Fix i “ 0, 1. Then, for any n,m P N,
|gDpxinq ´ gDpximq|2 ď b}xin ´ xim}a .
Hence, the sequence tgDpxinqu Ă Rd is Cauchy and, therefore, converges to a yi P Rd and
yi does not depend upon the sequence chosen but only upon xi. Now, by
gDpx0nq, gDpx1nq P gDpDq Ă conv pgpAqq ,
|gDpxinq ´ gpxq|2 ď b}xin ´ x}a , @ x P A
and
|gDpx0nq ´ gDpx1nq|2 ď b}x0n ´ x1n}a ,
for all n ě 0, we get, by passing to the limit,
y0, y1 P conv pgpAqq ,
|yi ´ gpxq|2 ď b}xi ´ x}a , @ x P A
and
|y0 ´ y1|2 ď b}x0 ´ x1}a .
Then, a desired extension is obtained by just setting
fpxq :“ gpxq ,
for x P A and
fpxq :“ lim gDpxnq ,
for x P V zA and txnu Ă D any sequence converging to x.
144See [DGK21]
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D Lebesgue measure and Lipschitz continuous map
Lemma D.1 Let H ­“ A Ă Rd be a Lebesgue–measurable set and f : AÑ Rd be Lipschitz
continuous with
}f ´ id}L,A :“ sup
x,yPA
x ­“y
|fpxq ´ fpyq|
|x´ y| ď δ . (D.1)
Then
|meas pfpAqq ´ meas pAq| ď pp1` δqd ´ 1qmeas pAq . (D.2)
Remark D.2 Notice that the inequality (D.2) is sharp as shown by the example f “ p1`δq id.
Proof By Theorem C.1 (see Appendix C), f´id can be extended to a Lipschitz continuous
g : Rd ý with
}g}L,Rd “ }f ´ id}L,A ď δ .
Now, by Rademacher’s Theorem, there exists a set N Ă Rd with meas pNq “ 0 and such
that g is differentiable on RdzN . Then145
}gy}RdzN “ }g}L,RdzN ď }g}L,Rd ď δ .
Now pick y P RdzN . Then,
| detp1d ` gypyqq ´ 1| “
ˇˇˇˇż 1
0
d
dt
detp1d ` tgyqdt
ˇˇˇˇ
“
ˇˇˇˇż 1
0
tr pAdj p1d ` tgyqgyq dt
ˇˇˇˇ
ď
ż 1
0
d}1d ` tgy}d´1}gy}dt
ď
ż 1
0
d p1` δtqd´1 δdt
“ p1` δqd ´ 1
145Let’s point out that RdzN is non–convex if N is non–empty. Netherless, one can just approximate
a segment by curves contained in RdzN and with length arbitrarily close to the length of the segment.
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Thus, by the change of variable (or area or coarea) formula146, we have
|meas pfpAqq ´ meas pAq| “ |meas pgpAqq ´ meas pAq|
“
ˇˇˇˇż
pid`gqpAq
dy ´
ż
A
dy
ˇˇˇˇ
“
ˇˇˇˇż
pid`gqpAzNq
dy ´
ż
AzN
dy
ˇˇˇˇ
“
ˇˇˇˇż
AzN
| detp1d ` gyq|dy ´
ż
AzN
dy
ˇˇˇˇ
ď
ż
AzN
| detp1d ` gyq ´ 1|dy
ď pp1` δqd ´ 1qmeas pAq .
146See [EG15], §3.3
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E Whitney’s smoothness
Definition E.1 Let A Ă Rd be non–empty and n P N0, m P N. A function f : A Ñ Rm
is said Cn on A in the Whitney sense, with Whitney derivatives pfνqνPNd0,|ν|1ďn , f0 “ f ,
and we write f P CnW pA,Rmq, if for any ε ą 0 and y0 P A, there exists δ ą 0 such that,
for any y, y1 P AXBδpy0q and ν P Nd0, with |ν|1 ď n,ˇˇˇˇ
ˇˇˇˇfνpy1q ´ ÿ
µPNd0|µ|1ďn´|ν|1
1
µ!fν`µpyqpy
1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ ď ε|y1 ´ y|n´|ν|1 . (E.1)
The following is proven in [Chi86, §2.7, pg. 58] for d “ 1.
Lemma E.2 Let A Ă Rd be non–empty and n P N0. For m P N, let fm be a real–analytic
function with holomorphic extension to DrmpAq, with rm Ó 0 as mÑ 8. Assume that
a :“
8ÿ
m“1
}fm}rm,A r´nm ă 8, }fm}rm,A :“ sup
Bdrm pAq
|fm| . (E.2)
Then f :“
8ÿ
m“1
fm P CnW pA,Rq with Whitney’s derivatives fν :“
8ÿ
m“1
Bνyfm.
Proof Let ν P Nd0, with |ν|1 ď n. We start showing that
fν “
8ÿ
m“1
Bνyfm
is well–defined on A. Indeed, for any m ě 1, fm P C8pAq and, by Cauchy’s estimate,
}
8ÿ
m“1
Bνyfm}A ď
8ÿ
m“1
}Bνyfm} rm2 ,A ď 2n
8ÿ
m“1
}fm}rm,A r´|ν|1m ď 2nrn´|ν|11
8ÿ
m“1
}fm}rm,A r´nm
pE.2qă 8 ,
where
} ¨ }A :“ sup
A
| ¨ | .
Finally, we show that pBνyfqνPNd0,|ν|1ďn are the Whitney’s derivatives of f . Fix then y0 P A,
0 ă ε ă a and ν P Nd0, with |ν|1 ď n. Set
b :“ 2n a
ÿ
µPNd0|µ|1“n`1
1 .
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Let m1 P N such that147
2n
8ÿ
m“m1
}fm}rm,A r´nm ď ε
n`1
p2bqn pă εq . (E.3)
Let148
δ :“ ε4b rm1
and
f rks :“
kÿ
m“1
fm , k ě 1 .
Now, pick y, y1 P AXBδpy0q, with y ‰ y1. Let then149 m2 ě m1 such that
ε
2b rm2`1 ď |y
1 ´ y| ă ε2b rm2 . (E.4)
Notice that f rm2s is holomorphic on Drm2 pAq and
0 ă r :“ |y1 ´ y| ă ε2b rm2 ď
ε
2a rm2 ă
rm2
2 .
Moreover, for any 1 ď m ď m2,$’’&’’%
rm ´ |y1 ´ y| ě rm2 ´ |y1 ´ y|
pE.4qą b
ε
|y1 ´ y| `
ˆ
b
ε
´ 1
˙
|y1 ´ y| ą b
ε
|y1 ´ y| ,
rm ´ |y1 ´ y| “
´rm
2 ´ |y
1 ´ y|
¯
` rm2 ě
´ ε
2b rm2 ´ |y
1 ´ y|
¯
` rm2
pE.4qą rm2 .
(E.5)
Therefore, by Taylor–Lagrange’s formula and Cauchy’s estimates, we have (for some 0 ă
147Such a m1 exists by (E.2).
148Let us point out that δ does not depend upon ν. These is crucial! Actually, δ does not even depend
upon y0.
149Notice that such a m2 exists since |y1 ´ y| ď |y1 ´ y0| ` |y0 ´ y| ă 2δ “ ε2brm1 and the sequenceprmqm is strictly decreasing.
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t ă 1)ˇˇˇˇ
ˇˇˇˇf rm2sν py1q ´ ÿ
µPNd0|µ|1ďn´|ν|1
1
µ!f
rm2s
ν`µ pyqpy1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ “
ˇˇˇˇ
ˇˇˇˇ ÿ
µPNd0|µ|1“n´|ν|1`1
1
µ!f
rm2s
ν`µ py ` tpy1 ´ yqqpy1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ
ď
ÿ
µPNd0|µ|1“n´|ν|1`1
m2ÿ
m“1
}Bν`µy fm}r,A r|µ|1
ď rn´|ν|1`1
ÿ
µPNd0|µ|1“n´|ν|1`1
m2ÿ
m“1
}fm}rm,A prm ´ rq´p|ν|1`|µ|1q
ď b2nar
n´|ν|1`1
m2ÿ
m“1
}fm}rm,A prm ´ rq´pn`1q
pE.5qď b2nar
n´|ν|1`1
m2ÿ
m“1
}fm}rm,A
´rm
2
¯´nˆb
ε
|y1 ´ y|
˙´1
“ ε rn´|ν|1 1
a
m2ÿ
m“1
}fm}rm,Arm´n
ď ε rn´|ν|1 . (E.6)
Furthermore, for any µ P Nd0, with |µ|1 ď n,ÿ
mąm2
}Bµfm}A ď
ÿ
mąm2
}Bµfm} ε4b rm,A
ď
ÿ
mąm2
}fm} ε2b rm,A
´ ε
4brm
¯´|µ|1
“
ÿ
mąm2
}fm} ε2b rm,A
´ ε
4brm
¯´n ´ ε
4brm
¯n´|µ|1
ď
´ ε
4brm2`1
¯n´|µ|1 ˆ2b
ε
˙n
2n
ÿ
mąm1
}fm}rm,A r´nm
pE.4q`pE.3qď rn´|µ|1
ˆ
2b
ε
˙n
εn`1
p2bqn
“ ε rn´|µ|1 . (E.7)
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Thus,ˇˇˇˇ
ˇˇˇˇfνpy1q ´ ÿ
µPNd0|µ|1ďn´|ν|1
1
µ!fν`µpyqpy
1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ ď |fνpy1q ´ f rm2sν py1q| `
`
ˇˇˇˇ
ˇˇˇˇf rm2sν py1q ´ ÿ
µPNd0|µ|1ďn´|ν|1
1
µ!f
rm2s
ν`µ pyqpy1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ`
`
ˇˇˇˇ
ˇˇˇˇ ÿ
µPNd0|µ|1ďn´|ν|1
1
µ!
´
f
rm2s
ν`µ pyq ´ fν`µpyq
¯
py1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ
pE.6qď
ÿ
mąm2
}Bνfm}A `
` ε rn´|ν|1 `
`
ÿ
µPNd0|µ|1ďn´|ν|1
ÿ
mąm2
}Bν`µfm}A r|µ|1
pE.7qď ε rn´|ν|1 `
` ε rn´|ν|1 `
` ε rn´|ν|1
ÿ
µPNd0|µ|1ďn´|ν|1
1
ď p2` pn` 1qdq ε |y1 ´ y|n´|ν|1 ,
which concludes the proof, by the arbitrariness of 0 ă ε ă a.
Remark E.3 1. Actually, we proved something stronger. Namely, for any ε ą 0, there
exists δ ą 0 such that, for any y, y1 P A and ν P Nd0, with |y1 ´ y| ă δ and |ν|1 ď n,ˇˇˇˇ
ˇˇˇˇ
ˇfνpy
1q ´
ÿ
µPNd0|µ|1ďn´|ν|1
1
µ!fν`µpyqpy
1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ
ˇ ď ε a |y
1 ´ y|n´|ν|1 . (E.8)
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2. In fact, f satisfies the following “uniform” Whitney’s condition, provided n ě 1: for any
y, y1 P A and ν P Nd0, with |y1 ´ y| ď r0 and 0 ď |ν|1 ď n´ 1,ˇˇˇˇ
ˇˇˇˇ
ˇfνpy
1q ´
ÿ
µPNd0|µ|1ďn´1´|ν|1
1
µ!fν`µpyqpy
1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ
ˇ ď a
´
2n ` 2 ed
¯
|y1 ´ y|n´|ν|1 . (E.9)
Indeed, for such given y, y1, ν, let m P N0 such that rm3`1 ă |y1 ´ y| ď rm3 . Then, by
similar computations as above, we haveˇˇˇˇ
ˇˇˇˇ
ˇfνpy
1q ´
ÿ
µPNd0|µ|1ďn´1´|ν|1
1
µ!fν`µpyqpy
1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ
ˇ ď |fνpy
1q ´ f rm3sν py1q| `
`
ˇˇˇˇ
ˇˇˇˇ
ˇf
rm3s
ν py1q ´
ÿ
µPNd0|µ|1ďn´1´|ν|1
1
µ!f
rm3s
ν`µ pyqpy1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ
ˇ`
`
ˇˇˇˇ
ˇˇˇˇ
ˇ
ÿ
µPNd0|µ|1ďn´1´|ν|1
1
µ!
´
f
rm3s
ν`µ pyq ´ fν`µpyq
¯
py1 ´ yqµ
ˇˇˇˇ
ˇˇˇˇ
ˇ
ď 2
n a
pn´mq! |y
1 ´ y|n´|ν|1 `
` 2
ÿ
µPNd0|µ|1ďn´1´|ν|1
1
µ!
ÿ
mąm3
}Bν`µfm}A |y1 ´ y||µ|1
ď
¨˝
2n a
pn´mq! ` 2 a
ÿ
µPNd0
1
µ!
‚˛ |y1 ´ y|n´|ν|1
“ a `2n ` 2 e2˘ |y1 ´ y|n´|ν|1 .
Finally, we recall the very deep Whitney’s extension theorem.
Theorem E.4 (Whitney [Whi34]) Let A Ă Rd and f P CnW pA,Rq, n P N0. If A is
closed, then there exists f¯ P CnpRd,Rq, real–analytic on RdzA and such that f¯ν “ fν on
A, for any ν P Nd0, with |ν|1 ď n.
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F Generalized Steiner’s formula
We aim here to recall the generalized Steiner’s formula to compute the volume of the two
halves tubes that composes a (uniform) tubular neighborhood of an embedded hypersur-
face without boundary of Rd.150
Let S be a smooth, bounded, orientable hypersurface without boundary of Rd (equipped
with the Euclidean metric). Fix the orientation given by a smooth unit normal vector
field of S
n “ pn1, ¨ ¨ ¨ ,ndq : SÑ NS “ pTSqK , |n|2 “ n21 ` ¨ ¨ ¨ ` n2d “ 1 .
Let dy :“ dy1^¨ ¨ ¨^dyd be the volume form on Rd (which induces the Lebesgue–measure
meas on Rd) and ∇ be the Levi–Civita connection on Rd. Then, let dS be the induced
area–form on S, defined by
dSpX1, ¨ ¨ ¨ , Xd´1q “ dypX1, ¨ ¨ ¨ , Xd´1,nq ,
for any X1, ¨ ¨ ¨ , Xd´1 P ΓpSq, where ΓpSq denotes the Lie algebra of smooth vector fields
on S. Define the shape operator S: ΓpSq Ñ ΓpSq by
SX “ ´∇Xn .
Define the map ec : tpy, uq : y P S , u “ ˘npyqu Ñ r0,8s by151
ecpy, uq :“ suptt ą 0 : dist py ` tu,Sq “ tu .
Then, define the minimal focal distance
minfoc pSq :“ inftecpy, uq : y P S , u “ ˘npyqu .
Given δ ą 0, define the two half–tubes about S
T ˘pS, δq :“ ty ˘ tnpyq : y P S, 0 ď t ď δu
and the δ–tubular neighborhood of S
T pS, δq :“ T `pS, δq
ď
T ´pS, δq .
150For a genralization to a non–uniform tubular neighborhood, see [Roc13].
151ecpy, uq is the distance from y P S to its cut-focal point in the direction u if such a cut–focal point
exists; otherwise ecpy, uq “ 8.
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The contraction operators Cj on the space of double forms of type152 pp, qq are defined
inductively as follows: C0pΛq “ Λ and, for j ě 1,
CjpΛqpX1, ¨ ¨ ¨ , Xp´jqpY1, ¨ ¨ ¨ , Yq´jq “
d´1ÿ
i“0
Cj´1pΛqpX1, ¨ ¨ ¨ , Xp´j, EiqpY1, ¨ ¨ ¨ , Yq´j, Eiq ,
where tE1, ¨ ¨ ¨ , Ed´1u is any orthonormal frame field of S. Let RS be the curvature tensor
of S. RS being a double form of type p2, 2q, one can then take the wedge product of RS
with itself j times to get the double form pRSqj of type p2j, 2jq. Set C0ppRSq0qq “ 1
and define the p2jq–th and p2j ` 1q–th integrated mean curvatures of S in Rd as follows
(j ě 0):
k2jpRSq :“ 1
j!p2jq!
ż
S
C2jppRSqjq dS ,
k2j`1pRS, Sq :“ 1
j!p2jq!
ż
S
 
tr pSqC2jppRSqjq ´ 2j tr `SC2j´1ppRSqjq˘( dS .
Thus, the foolowing holds.
Theorem F.1 ([Gra12], pg. 224)
meas
`
T ˘pS, δq˘ “ r d´12 sÿ
j“0
k2jpRSq δ2j`1
1 ¨ 3 ¨ ¨ ¨ p2j ` 1q ¯
r d2´1sÿ
j“0
k2j`1pRS, Sq δ2j`2
1 ¨ 3 ¨ ¨ ¨ p2j ` 1qp2j ` 2q , (F.1)
for any 0 ď δ ď minfoc pSq.
152A double form of type pp, qq is a FpSq–linear map Λ: ΓpSqpˆΓpSqq Ñ FpSq, which is antisymmetric
in the first p variables and in the last q as well, where FpSq denotes the space of smooth functions on S.
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G Some others facts on Lipschitz continuous functions
In the following, we prove that any set is contained in some enlargement of itself through
any contracting mapping which is bounded on the former set.
Lemma G.1 Let g : Cd Ñ Cd be Lipschitz continuous function. Assume that
δ :“ sup
Rd
|g ´ id| ă 8 , (G.1)
}g ´ id}L,Rd ă 1. (G.2)
Then, for any H ‰ A Ă Cd,153
A Ă g
´
DδpAq
¯
.
Proof Set f :“ g ´ id and let y¯ P A. It is enough to show that there exists |y| ď δ such
that y¯ “ gpy ` y¯q i.e. y “ ´fpy ` y¯q i.e. y is a fixed point of the map
h : Dδp0q Q y ÞÑ ´fpy ` y¯q.
But, for any y P Dδp0q,
|hpyq| “ |fpy ` y¯q| ď }f}Rd
pG.1qď δ ,
i.e. h : Dδp0q Ñ Dδp0q. Moreover, h is a contraction since }h}L,Dδp0q ď }f}L,Rd
pG.2qă 1.
Thus, we can apply the Banach’s fixed point Theorem to complete the proof.
153Where DδpAq denotes the closed δ–neighborhood of A in Cd.
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