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1. Introduction and main results
Basics on coarse geometry and coarse index theory
We start by recalling the basic constructions of coarse geometry, their associated C * -algebras and K-theory as used in the paper. We shall freely use concepts and results from [9] and [33] . Definition 1.1. Let X be a complete Riemannian manifold of positive dimension, C c (X) the compactly supported continuous functions with values in C and C 0 (X) its sup-norm closure, the continuous functions vanishing at infinity.
Let E → X be a Hermitean vector bundle. We consider H := L 2 (E) and H ′ := L 2 (E) ⊗ l 2 (N). These are so-called adequate X-modules, which means that H is a Hilbert space with a C * -homomorphism C 0 (X) → B(H), given here by pointwise multiplication, and if 0 = f ∈ C 0 (X) then it does not act as compact operator, and that C 0 (X)H is dense in H. We have a canonical isometry u : H → H ′ mapping into the first direct summand of l 2 (N). Using this, we map an operator A on H to the operator uAu * on H ′ . We will implicitly do this throughout the paper and this way consider the operators on H as operators on H ′ , without explicitly mentioning it.
-D * c (X, H) is defined to be the algebra of bounded operators T on L 2 (E) ⊗ l 2 (N) with the following properties: (i) T has finite propagation, which means that there is an R > 0 such that for each s ∈ L 2 (E) and for each x ∈ supp(T s), d(x, supp(s)) < R. (ii) T is pseudo-local: for each φ ∈ C c (X), the commutator [T, φ] is compact. D * (X, H) is defined to be the norm closure of D * c (X, H). [15, Lemma 3] .
Up to tensoring with ℓ 2 (N), see [9, Lemma 7.7] , it is always possible to find an isometry W satisfying the required two properties, which is the reason why we included this tensor product with ℓ 2 (N) in the definition of D * (X). By [9, Lemma 7.8] , K * (D * (X)) is invariant under continuous coarse homotopy.
To be able to use standard techniques from the K-theory of C * -algebras, given a subspace Z ⊂ X we replace C * Z by an ideal C * (Z ⊂ X) of C * X as follows:
Definition 1.8. Let X be a proper metric space and Z ⊂ X a closed subset. Define D * (Z ⊂ X) as the closure of those operators T ∈ D * c (X) such that there is an R > 0 satisfying φT = 0 = T φ whenever φ ∈ C c (X) with d(supp(φ), Z) > R. Define C * (Z ⊂ X) † as the closure of those T ∈ C * c (X) such that (i) there is R T ≥ 0 satisfying φT = 0 = T φ whenever φ ∈ C c (X) with d(supp(φ), Z) > R T and (ii) ∀φ ∈ C 0 (X \ Z) φT and T φ are compact. Then D * (Z ⊂ X) and C * (Z ⊂ X) are ideals in D * (X).
We now describe equivariant versions of the constructions made so far. Assume therefore in addition that a discrete group Γ acts freely and isometrically on the manifold X and the Hermitean bundle E. It then also acts by unitaries on H = L 2 (E) and we define (1) D * (X) Γ to be the norm closure of the Γ-invariant part D * c (X) Γ , and its ideal C * (X) Γ as the norm closure of C * c (X)
Γ . If Z is a Γ-invariant subspace, we define in the corresponding way the ideals D * (Z ⊂ X) Γ and C * (Z ⊂ X) Γ . (2) The construction generalizes to an arbitrary proper metric space X with proper isometric Γ-action, using a Γ-adequate ‡ C c (X)-module H with compatible unitary Γ-action. [39, Proposition 3.8] ) Given a closed Γ-subspace Z of a proper metric Γ-space X, the inclusion Z ֒→ X induces K-theory isomorphisms
Directly from the above results and the short exact sequence
we obtain the Higson-Roe surgery sequence for a Γ manifold X with quotient X/Γ compacts:
We will also be interested in a universal version of this sequence. First we give a definition: † we deviate here from the notation employed by Roe, e.g. C * Z (X) for C * (Z ⊂ X) in [33, Definition 3.10] . Our notations and definitions agree with those used in [39] .
‡ adequate requires a little bit of extra care, compare [33, Definition 5.13] : replacing H by H ⊗ l 2 (Γ) ⊗ l 2 (N) will do
which can be rewritten as
It is proved by Roe in [34] that the homomorphism K n+1 (BΓ) → K n+1 (C * r Γ) appearing in (1.13) is precisely equal to the assembly map. This implies: if Γ is torsion free then the Baum-Connes conjecture for Γ is equivalent to K n+1 (D * Γ ) = 0.
(1.14) If M is a proper complete metric space with a free cocompact isometric Γ-action, there is a universal Γ-map u : M → EΓ with range in a Γ-finite subcomplex (u is automatically coarse), and any two such maps are (coarsely continuously) Γ-homotopic. We therefore get canonical induced maps
Γ the map is a canonical isomorphism. More generally, if W is a complete metric space with free Γ-action, M ⊂ W is Γ-invariant and M/Γ is compact then D * (M ⊂ W ) Γ is the limit of D * (U R (M )) Γ as R → ∞, where U R (M ) is the closed R-neighborhood of M , again a Γ-compact metric space. We get a compatible system of universal maps to EΓ, all with image in finite subcomplexes, and an induced compatible system of maps in K-theory, giving rise to the maps
whose composition is the universal map for D * (M ) Γ .
Index and ρ-classes
We now recall Roe's method of applying C * -techniques to the Dirac operator to efficiently define primary and secondary invariants for spin manifolds in the context of coarse geometry.
Let X be an arbitrary complete spin manifold with free isometric action by Γ of dimension n > 0. Fix an odd continuous chopping function χ : R → R, i.e. χ(x) Recall that, given an involution x in a C * -algebra A, it defines in a canonical way the element [ 
If n is even, we have to use the additional Γ-invariant grading of the spinor bundle
The operator D X and, because χ is an odd function, χ(D X ) are odd with respect to this decomposition so that we obtain the positive part
Definition 1.16. Let (X, g) be a complete Riemannian spin manifold of dimension n > 0 with isometric free action of Γ. Define
Here ∂ is the boundary map of the long exact sequence of the extension 0 → C
Observe that, if we have uniformly positive scalar curvature outside of Y , we have a canonical lift to
If we have uniformly positive scalar curvature throughout, we define a secondary invariant, the ρ-class of the metric g, as
Finally, if X/Γ is compact, there is the canonical map to K n+1 (D * Γ ) of Definition 1.11 and we define ρ Γ (g) ∈ K n+1 (D * Γ ), the ρ Γ -class of g, as the image of ρ(g) under this map:
always that we have product structures near the boundary. We assume that the scalar curvature of g M is uniformly positive, and that Γ acts freely, isometrically and cocompactly on W and therefore also on M . We denote the quotient of (W, g W ) by the action of Γ as (Y, g Y ), a compact Riemannian manifold with boundary. Associated to these data is
with extended product structure on the cylinder. This defines a complete Riemannian metric g on W ∞ and we then have uniformly positive scalar curvature outside W ⊂ W ∞ .
The considerations of the previous subsection apply now to the pair (W ⊂ W ∞ ) and we obtain therefore a class Ind
and thus a class
Here we use the canonical inclusion c :
Γ which induces an isomorphism in K-theory by Lemma 1.9 below.
Let us remark here that, under the canonical isomorphism
, this index class corresponds to any of the other APS-indices for manifolds with boundary defined in this context, e.g. using the Mishchenko-Fomenko approach and the b-calculus or using APSboundary conditions, compare Section 2.
The passage from C * X to D * X corresponds to the passage to the delocalized part of the index information (we will explain this later). This delocalized part we can compute by a K-theoretic version of the APS-index theorem: Theorem 1.22 Delocalized APS-index theorem. Let (W, g W ) be an even dimensional Riemannian spin-manifold with boundary ∂W such that g ∂W has positive scalar curvature. Assume that Γ acts freely isometrically and W/Γ is compact. Then
Here, we use j :
Corollary 1.24. By functoriality, using the canonical Γ-map u :
This gives immediately bordism invariance of the ρ-classes:
and (M 2 , g 2 ) be two odd-dimensional free cocompact spin Γ-manifolds of positive scalar curvature. Assume that they are bordant as manifolds with positive scalar curvature, i.e. that there is a Riemannian spin manifold (W, g) with free cocompact Γ-action such that ∂W = M 1 ∐ −M 2 , g has positive scalar curvature and restricts to g j on M j . Then
Proof. The rho-class is additive for disjoint union and changes sign if one reverses the spin structure. Because W and W ∞ have uniformly positive scalar curvature, Ind(D W ) = 0; thus Ind Γ (D W ) = 0. The assertion now follows directly from Corollary 1.24. Remark 1.27. Notice that bordism invariance holds only for ρ Γ -classes; indeed, we need a common K-theory group where we can compare the two invariants. Precisely because of this last observation, the following variant of Corollary 1.26 holds: Let (M 1 , g 1 ) and (M 2 , g 2 ) be two free cocompact spin Γ-manifolds of positive scalar curvature endowed with Γ-equivariant reference maps f 1 , f 2 to a Hausdorff topological Γ-space X with compact quotient X := X/Γ. Assume that there exists a Riemannian spin manifold (W, g) as in Corollary 1.26 endowed with a Γ-equivariant reference map F :
, we have the following identity:
Γ the inclusion and similarly for ι W . Let j 1 and j 2 be the natural inclusions M j ֒→ W . Then, from Theorem 1.22 we get
We now apply
Since the left hand side vanishes (recall that g on W is of positive scalar curvature) this is precisely what we wanted to prove.
Remark 1.29. We are convinced that the theorem also is correct if dim(W ) is odd. In the present paper we only deal with the even case, By using Cl n -linear Dirac operators and an appropriate setup for Cl n -linear (also called n-multigraded) cycles for K-theory, we expect that our method should generalize to all dimensions and also to the refined invariants in real K-theory one can get that way. We plan to address the details in future work. Remark 1.30. As we shall see, Theorem 1.22 has a surprisingly intricate proof. A different approach for proving it would be to develop a theory for the Calderon projector P associated to a Dirac-type operator on a Galois covering with boundary. In this direction, recall the classical formula for the APS numeric index in terms of the Calderon projection P and the APS projection Π ≥ : ind APS D + = i(Π ≥ , P ). If one were able to extend this formula to the APS-index class, then the theorem would follow provided one could establish, in addition, that the image of the class of the Calderon projector
It would be very interesting to work out this alternative approach to Theorem 1.22, which seems to be, however, quite an intricate question. A first step in this direction is carried out in [1] , where the Calderon projector for C * -module coefficients is constructed.
Γ induce (canonical) isomorphisms in K-theory by Lemma 1.9 and because M → W is a coarse equivalence, as W/Γ is compact. Consequently we can map Ind(D W ) also to K * (D * (M ) Γ ) and compare its image there to ρ(g M ).
It turns out that in general these two objects are different, so that a corresponding sharpening of Theorem 1.22 is not possible. Indeed, an additional secondary term, a rho-class of a bordism, shows up. This secondary class appears naturally when one gives a proof of bordism invariance of the rho-index using suitable exact sequences of K-theory of Roe algebras and the principle that "boundary of Dirac is Dirac". We plan to work this out in a sequel publication.
Explicitly, take W = D n+1 with ∂W = S n , with the standard metrics (slightly modified to have product structure near the boundary, but clearly with positive scalar curvature as long as n > 1).
Because of overall positive scalar curvature, Ind(D W ) ∈ K * (C * (W )) = K * (C) vanishes, and so does its image in K * (D * (S n )). On the other hand, the Dirac operator on S n represents the fundamental class, a non-trivial element in K n (S n ). By the commutativity of the diagram (1.43), another main theorem of this paper, ρ(g S n ) ∈ K n (D * (S n )) has to be non-trivial, being mapped to a non-trivial element in
Observe that this is a purely topological phenomenon, having nothing to do with analysis.
Secondary index theorem for ρ-classes on partitioned manifolds
In this section, we formulate a partitioned manifold secondary index theorem, for the ρ-class on a manifold of uniformly positive scalar curvature.
For this aim, let W be a (non-compact) Riemannian spin manifold of dimension n + 1 with isometric free Γ-action and assume that there is a Γ-invariant two-sided hypersurface M ⊂ W such that M/Γ is compact. We get a decomposition
Let us quickly recall the primary partitioned manifold index theorem. The classical case is Γ = {1}, then we obtain Ind(D W ) ∈ K n+1 (C * (W )). The partition allows to construct a map (showing up in a corresponding Mayer-Vietoris sequence as in Section 3.3) to K n (C * (M )) = K n (C). The partitioned manifold theorem of Roe [31] then simply states that the image of Ind(D W ) under this map is ind(D M ). The corresponding statement for non-trivial Γ and even n is covered in [46] .
We now treat the same question for the secondary rho class of manifolds with uniformly positive scalar curvature. Indeed, let us first give a direct definition of the partitioned manifold rho-class, similar to the definition of the partitioned manifold index as given by Higson [6] . 
and we call it the partitioned manifold ρ-class associated to the partitioned manifold W = W − ∪ M W + . We shall be mainly concerned with a universal version of this class: we consider the canonical map u : M → EΓ and we set
We call this secondary invariant the partitioned manifold ρ Γ -class associated to
) be a connected spin manifold partitioned by a hypersurface M into W − ∪ M W + . Let Γ act freely on (W, M ). Let dim(W ) = n + 1 be even. Assume that the metric g on W has uniformly positive scalar curvature and that the metric on a tubular neighborhood of the hypersurface M has product structure, so that the induced metric g M also has positive scalar curvature. Assume, finally, that M/Γ is compact. Then 
Proof. We simply have to observe that we get a homotopy ρ
Γ and then apply homotopy invariance of K-theory.
As an application of this Corollary, assume that M/Γ, which is assumed to be compact, has two metrics g 0 , g 1 with Γ-invariant liftsg 0 ,g 1 that have the property that
Of course, this implies that the two metrics are not concordant on M/Γ. Stabilize by taking the product with R (with the standard metric). We can now conclude that even with the extra room on M/Γ × R we can not deform g 0 + dt 2 to g 1 + dt 2 through metrics of uniformly positive scalar curvature. This follows directly from the Corollary.
The strategy of proof for this ρ-version of the partitioned manifold index theorem is the same as the classical one:
(1) we prove it with an explicit calculation for the product case; (2) we prove that the partitioned manifold rho-class depends only on a small neighborhood of the hypersurface.
Remark 1.38. In the situation of Theorem 1.35, both ρ pm (g) and ρ(g M ) are defined in
. However, our method does not give any information about equality of these classes, only about their images in K * (D * Γ ). This is in contrast to Theorem 1.22, where the equality is established in K * (D * (W ) Γ ). On the other hand, we also don't have an example where the partitioned manifold ρ-class does not coincide with the ρ-class of the cross section. It is an interesting challenge to either find such examples, or to improve the partitioned manifold secondary index theorem. The latter would be important in particular in light of applications like the stabilization problem we just discussed: if g 1 , g 2 on M are positive scalar curvature metrics which are not concordant, is the same true for g 1 + dt 2 and g 2 + dt 2 on R × M ?
Mapping the positive scalar curvature sequence to analysis
The Stolz exact sequence is the companion for positive scalar curvature of the surgery exact sequence in the classification of high dimensional manifolds. The latter connects the structure set, consisting of all manifold structures in a given homotopy type, with the generalized homology theory given by the L-theory spectrum and the algebraic L-groups of the fundamental group.
Similarly, Stolz' sequence connects the "structure set" Pos spin (compare Definition 1.39), which contains the equivalence classes of metrics of positive scalar curvature to the generalized homology group Ω spin and to R spin (X). The latter indeed is a group which only depends on the fundamental group of X. It is similar to the geometric definition of L-groups. Missing until now is an algebraic and computable description of these R-groups, in contrast to the L-groups of surgery.
In this subsection, we construct a map from the Stolz positive scalar curvature exact sequence to analysis. We give a picture which describes the transformation as directly as possible, using indices defined via coarse geometry. Definition 1.39. Given a reference space X (often X = BΓ), define -Pos spin n (X) as the set of singular bordism classes (M, f : M → X, g) of n-dimensional closed spin manifolds M together with a reference map f and a positive scalar curvature metric
consists of a compact manifold with boundary W , with ∂W = M ⊔ (−M ′ ), a reference map F : W → X restricting to f and f ′ on the boundary and a positive scalar curvature metric on W which has product structure near the boundary and restricts to g and g ′ on the boundary. -R spin n+1 (X) as the set of bordism classes (W, f, g) where W is a compact (n + 1)-dimensional spin-manifold, possibly with boundary, with a reference map f : W → X, and with a positive scalar curvature metric on the boundary when the latter is non-empty. Two triples
are bordant if there is a bordism with positive scalar curvature between the two boundaries, call it N , such that
is the boundary of a spin manifold Z. The reference maps to X have to extend over Z. Theorem 1.41. For X a compact space with fundamental group Γ and universal covering X, there exists a well defined and commutative diagram, if n is odd,
Remark 1.44. As soon as the extension to arbitrary dimensions of our secondary index theorem 1.22 has been carried out (as indicated in Remark 1.29), also Theorem 1.41 extends to the arbitrary dimensions. Remark 1.45. In their seminal papers [11, 12, 13] Higson and Roe carry out a a program similar to the one developed here: they construct a map from the surgery exact sequence in topology to exactly the same K-theory exact sequence showing up in (1.43) (with 2 inverted). Their construction is not quite as analytic as ours: it is not based on the index of the signature operator but rather on the manipulation of Poincaré duality complexes. In [28] we develop a direct analogue of our index theoretic construction for the surgery exact sequence in topology. Notice that the analysis is more difficult than the one developed here, given that the signature operator attached to an element of the structure set will not be invertible; similarly, the boundary-signature operator attached to an element of the L-groups of the fundamental group will not be invertible. One can use the homotopy equivalences built in the definition of the L-groups and the structure set in order to obtain a smoothing perturbation which makes the signature operator invertible, as in [29] . The issue is then to extend the constructions of index and rho-classes and the proofs of the secondary index theorems to this more general class of Dirac-type operators with smoothing perturbation (making the sum invertible).
We have completed this program in [28] , reproving the main results of [11, 12, 13] with purely operator theoretic methods. The corresponding general index theorems should be useful in other contexts, as well. Remark 1.46. Beyond the extension of the method to the surgery exact sequence, a second goal for future work is to continue and map further from the K-theory exact sequence of (1.43) to a suitable exact sequence in cyclic (co)homology which should then allow to obtain systematically numerical higher invariants. To achieve this, one has to overcome further analytic difficulties as the algebra D * X is too large to allow for easy constructions of (higher) traces on it. Higson and Roe [14] carry out a small part of this program. They check that the pairing with the trace coming from a virtual representation of dimension zero (which gives rise to the Atiyah-Patodi-Singer rho invariant) is compatible with the K-theory exact sequence. It turns out that their construction of the relevant map on K * (D * X) is very delicate. In [42] Wahl extends this to some more refined invariants, but working directly with the surgery exact sequences and its specific properties and, more importantly, mapping directly to cyclic homology, or rather non-commutative de-Rham homology, as it was done in [21] for the Stolz sequence.
We now describe the structure of the rest of the paper. In Section 2 we review several alternative and previously used definitions of higher indices, in particular for manifolds with boundary, and check that they coincide with the approach via coarse C * -algebras which we have described above (in the contexts where this makes sense). This puts "coarse index theory" in the context of usual index theory and allows us to use a few known properties of indices (like bordism invariance and gluing formulas) without having to prove them again in the coarse setting. In Section 3 we will work out basic properties of the K-theory of coarse C * -algebras which we use in the course of the proofs. Section 4 finally is devoted to the proofs of the main Theorems 1.35 and 1.41, implementing the program set out above.
Remark 1.47. After the first publication of the present paper in the arXiv, Xie and Yu, in the preprint [45] , treated the problem with a different method. They use Yu's localization algebras and an exterior product structure between K-homology and the analytic structure group to reduce the proof of the main result of this paper to the known behavior of the Khomology fundamental class under the Mayer-Vietoris boundary map. Where for us the main difficulty lies in the explicit index calculation in the model situation, for them the main difficulty is the explicit calculation of certain exterior products which uses the full force of KK-theory. Their method does cover even and odd dimensions at the same time.
Moreover, also Paul Siegel announced a proof of the general case, along similar lines as Xie and Yu. In his Ph.D. thesis, he develops a new model for K-homology and the structure set and develops an exterior product between those, and calculates the exterior product between a rho-class and a fundamental class. Paul Siegel has announced that he proved the compatibility between exterior product and Mayer-Vietoris. Again, this would lead to a proof of our main theorems in all dimensions, and would generalize to real K-theory. and also for very useful comments on several versions of the manuscript. Thomas Schick thanks Sapienza Università di Roma for a three-months guest professorship during which the most important steps of this project could be carried out. Paolo Piazza thanks the Mathematische Institut and the Courant Center "Higher order structures in mathematics" for their hospitality for several week-long visits to Göttingen.
Coarse, b-and APS index classes
The goal of this section is to give alternative descriptions of the relative coarse index class Ind
connecting it with classes that have already been defined in the literature. We also explain why we look at our index theorem as a delocalized APS index theorem.
Index classes in the closed case
First of all we tackle the analogous problem in the boundaryless case. Thus, let V be a complete spin † Riemannian manifold with a free, isometric, cocompact spin structure preserving action of Γ. We denote the quotient V /Γ, a compact spin manifold without boundary, by Z; we thus get a Galois Γ-covering V π − → Z. We denote the spinor bundles on V and Z by S V and S Z respectively; S V is Γ-equivariant and S Z is obtained from S V by passing to the quotient. There are five C * -algebras which we consider: -C * (V ) Γ , the Roe algebra we have defined in subsection 1.2; -the C * -algebra C * (G) defined by the groupoid G associated to the Γ-covering Γ − V → Z; this is the groupoid with set of arrows V × Γ V , units Z and source and range maps defined by
We also consider the Morita equivalent C * -algebra C * (G, S V ), which is defined by taking the closure of the algebra of smooth integral kernels
-the reduced C * -algebra of the group Γ: C * r Γ. The relationships between these C * -algebras are as follows:
where all the isomorphisms are canonical. The first equality, with
The second isomorphism is a special case of the corresponding result for foliated bundles in [25] , and was well known before. The third isomorphism is induced by a canonical isomorphism of CΓ-modules, ψ : [23, Proposition 5] (it will suffice to replace B ω there with CΓ). The last isomorphism is a consequence of the fact that L 2 (Z, S Z ⊗ V MF ) is isomorphic to the standard C * r -Hilbert module
where all the isomorphisms are canonical. The K-theory of these C * -algebras are the home of different equivalent definition of the index class associated to the Dirac operator D V . Let us recall these definitions in the even dimensional case:
-the coarse index class Ind
) defined via the ConnesSkandalis projector associated to a parametrix Q for D V . Thus, we first choose Q, a Γ-compactly supported pseudodifferential operator of order (−1) so that
with remainders S − and
Here we have in fact defined the compactly supported index class Ind
; the C * -index class is the image of this class under the Ktheory homomorphism induced by the inclusion
There are other equivalent descriptions of this C * -index class, such as the one defined by the Wassermann projector [5, p. 356] or the graph projector [25, Section 8] ; these are obtained from parametrices that are of Sobolev order (-1) but are not compactly supported.
-the analogous index class Ind
Proposition 2.5. Up to canonical K-theory isomorphisms we have: 
. For the other equalities we make a preliminary remark. It is clear that the Connes-Skandalis index class of D V is equal to the Connes-Skandalis index class of the bounded transform of D V . This is true by general principles but can also be checked directly:
We can now write the Connes-Skandalis projector associated to A + , B and R ± and we call it P B . This is homotopic to the Connes-Skandalis projector (2.4) (just consider (1 + sD
±1/2 , with s ∈ [0, 1], throughout). Moreover, the K-theory class defined by P B is nothing but ∂[A + ], the index class associated to A + via the short exact sequence 0 → K(E) → B(E) → B(E)/K(E) → 0. Now, the same remark applies to Ind 
Consider now the function χ(x) := x/ √ 1 + x 2 ; this is a chopping function (so, it can be used to define the coarse index) and
We now write the expression of ∂(U * A + ) in terms of these choices and we get
Observing now that
Index classes on manifolds with boundary
We now pass to manifolds with boundary and we adopt the notation explained in the geometric set-up 1.20. We remark that the complete Riemannian spin manifold (W ∞ , g) is in a natural way a Γ-covering of Y ∞ , the manifold with cylindrical end associated to Y . We consider the groupoid G ∞ := W ∞ × Γ W ∞ and the associated C * -algebra C * (G ∞ ), obtained by taking the closure of C ∞ c (G ∞ ). Similarly, we can consider C * (G ∞ , S) with S the spinor bundle of W ∞ . Then, as in (2.1)
Proposition 2.8. Assume that W has dimension n = 2ℓ and that the boundary has positive scalar curvature. Then, using a b-parametrix, there is a well defined b-index class associated to the spin Dirac operator on W ∞ :
Proof. This class is, by definition, the Connes-Skandalis projector associated to a suitable parametrix. We take the parametrix construction explained in [26] (which is directly inspired by the b-parametrix construction of Melrose [24] ). The parametrix in [26] is explicitly proved to have remainders in
Together with this b-index class we consider other K-theory classes:
, obtained from a Mishchenko-Fomenko decomposition theorem induced by a b-parametrix in the bMishchenko-Fomenko calculus on Y ∞ , see [19] and the Appendix of [20] ; -the index class Ind
defined by a Mishchenko-Fomenko boundary value problem on Yà la Atiyah-Patodi-Singer, see [44] ; -the conic index class Ind
defined by a Mishchenko-Fomenko conic parametrix, see [20] .
Remark 2.9. Each one of these index classes has interesting features:
is the most suitable for proving higher index formulas (see the next subsection); the conic index class displays the most interesting stability properties (see [18] , where these two properties are used in order to define higher signatures on manifolds with boundary and proving, under additional assumptions on Γ, their homotopy invariance). The APS index class, on the other hand, makes the study of gluing and cut-and-paste problems particularly easy. Proposition 2.10. Up to natural K-theory isomorphisms the following equalities hold:
Proof. The equalities Ind [18] (the case treated here, with full invertibility of the boundary operator, is actually simpler than the one discussed in [18] ). The proof that Ind
is as in the closed case (hence, using the results in [43] ). Thus we only need to prove the first equality:
However, this follows once again from the reasoning given in the proof of Proposition 2.5. Indeed, the relative-coarse index class is defined in terms of U * χ(D V ) + , with χ a chopping function equal to ±1 on the spectrum of the boundary operator.
we can choose an arbitrary inverse in the quotient. Consider BU ,
1/2 Q and Q equal to a b-parametrix for D + V as in [26] . It is easy to see, from the expression of Q, that BU is indeed an element in D * (W ∞ ) Γ ; moreover, since S ± , the remainders given by Q, are residual terms in the b-calculus, it follows that R ± are also residual, so that BU is indeed an inverse of
The proof now proceeds as in the closed case.
Delocalizing
The goal of this subsection is to explain why we look at our index formula (1.25)
as an equality between a delocalized part of the index class and the rho-class of the boundary operator. This is not needed in the sequel, but meant to put our considerations in the context of previously established index theorems.
To this end we recall the higher APS-index formula proved in [19, 
where Y = W/Γ, ω is a certain bi-form in Ω * (Y ) ⊗ Ω * (CΓ) and where
is Lott's higher eta invariant of the boundary operator [22] , an invariant which is well defined for any L 2 -invertible Dirac operator D V on the total space of a boundaryless Galois Γ-covering V with base Z. Assume now, for simplicity, that Γ is virtually nilpotent. Under this additional assumption, the complex Ω * (B ∞ ) splits as the direct sum of sub-complexes labeled by the conjugacy classes of Γ. Write < Γ > for the set of conjugacy classes. Thus η(D V ) splits as a direct sum
The higher ρ-invariant of Lott [22] associated to D V is, by definition,
As pointed out in [22, page 222], the higher ρ-invariant lies in fact in H * (B ∞ ). Notice that
with the first group on the right hand side associated to the subcomplex of Ω * (B ∞ ) labeled by the trivial conjugacy class < e > and the second group associated to the subcomplexes labeled by the non-trivial conjugacy classes;
We let π deloc be the natural projection map. Then on the basis of the higher APS index formula (2.11) one proves easily that
Thus we see that Lott's higher rho invariant corresponds to the delocalized part of the Chern character of the index class. We regard our equation ι * (Ind Γ (D W )) = ρ Γ (g ∂W ) as a sharpening in K-theory of (2.12). Finally, it is proved in [21] that the higher rho-invariant induces a well-defined group homomorphism
, and * = odd if n = 2ℓ and * = even is n = 2ℓ + 1. Together with (2.12) this shows that the the following diagram is commutative
In future work we plan to tackle the problem of defining a group homomorphism
(B ∞ ) so that the following double diagram is commutative and the composition of the two vertical arrows on the right hand side is precisely ρ in (2.13):
In fact, we hope to map the whole Higson-Roe surgery sequence to a sequence in noncommutative de Rham homology.
3. K-theory homomorphisms
Geometrically induced homomorphisms
Let W , W ∞ , M = ∂W be as in the Geometric set-up 1.20.
In the following, with slight abuse of notation we will denote all inclusions C * (X) → D * (X) (and their equivariant and relative versions) by ι and the induced map in K-theory by ι * .
Proposition 3.1. We have commutative diagrams
with j + and j ∂ induced by the natural inclusions.
Proof. To construct the maps
Γ we can and will use the same isometry covering the inclusion j : ∂W → W . Then all the maps are induced by inclusions of algebras and therefore the commutativity follows from naturality of K-theory. The isomorphism claims in the statement have already been discussed.
Kasparov Lemma
The following Lemma, stated for the first time in [17, Prop. 3.4] , see also [7, Lemma 7.2] , is a useful tool in proving pseudolocality.
Lemma 3.4 Kasparov Lemma. Let H be an adequate X-module. A bounded operator A : H → H is pseudo-local if and only if ψAφ is compact whenever ψ and φ are bounded continuous functions on X such that the supports supp(ψ) and supp(φ) are disjoint and at least one of them is compact.
If A is a norm limit of operators of bounded propagation, it is sufficient to consider only functions of compact support.
Proof. A proof of the first statement for the case that X is compact is given in [10, 5.4.7] . It directly covers the general case, as well.
The second statement about finite propagation operators is already remarked in [7, footnote 6] . To prove it, it suffices (by a limit argument) to assume that A has bounded propagation R. Then, given φ, ψ with φ of compact support and such that φψ = 0, write ψ = ψ 1 + ψ 2 such that ψ 1 has compact support and ψ 2 has support of distance R from φ. Then by the bounded propagation property, φAψ 2 = 0, and by assumption φAψ 1 is compact, so also φAψ is compact and the assumptions of the usual form of the Kasparov Lemma are fulfilled.
The Mayer-Vietoris sequence
Assume that X = X 1 ∪ X 2 is a Riemannian manifold (typically non-compact), decomposed into two closed subsets X 1 , X 2 , with X 0 := X 1 ∩ X 2 . (The more general case of metric spaces is treated in exactly the same way.) We make the following excision assumption: X 0 := X 1 ∩ X 2 is big enough in the following sense (of Higson-Roe-Yu [15] ): for each R > 0 there is
Using along the way the relative Roe-algebras for X i ⊂ X and Lemma 1.9, one finally gets the expected commuting diagram of 6-terms exact Mayer-Vietoris sequences [39, Section 3]
Exactly the same works for the Γ-equivariant versions.
Mayer-Vietoris for the cylinder
Let M be a Galois Γ-cover of a compact manifold Z and consider the cylinder X := R × M , with Γ acting in a trivial way on R. We set
This decomposition of the cylinder clearly satisfies the excision axiom; thus we have the commuting diagram of long exact sequence for C * and
The argument given there, based on an Eilenberg swindle, word by word applies also to the Γ-invariant subalgebras and to D * .
In particular, we conclude that the boundary maps in the Mayer-Vietoris sequence induce compatible isomorphisms
(3.8)
Remark 3.9. The maps δ MV of (3.8) are given as follows: take a representative α ∈ C * (R × M ) Γ of the K-theory class, i.e. either a projector or an invertible (using that the algebra is stable). One now has to trace the definition of the splicing argument which gives rise to (3.5):
Then we lift it (through the inverse of the natural isomorphism) to 
Γ and c is the isomorphism of Lemma 1.9. Exactly the same construction works for D * .
Proofs of the main theorems
The goal of this Section is to provide a proof of our two main theorems. We shall begin by stating a key result, the "cylinder delocalized index theorem". This result is the cornerstone for the proof of both theorems. We state the cylinder delocalized index theorem in Subsection 4.1, but we defer the (quite technical) proof to Subsection 4.4. Next we explain how the cylinder delocalized index theorem can be employed in order to prove both theorems. We do this in Subsection 4.2 and Subsection 4.3. Finally, as anticipated, we give a detailed proof of the cylinder delocalized index theorem in Subsection 4.4.
The cylinder delocalized index theorem
Notation 4.1. We let M be a boundaryless manifold with a free, isometric and cocompact action of Γ. We assume that M is endowed with a Γ-invariant metric of positive scalar curvature. We assume M to be of dimension n, with n odd. We shall consider R × M , R ≥0 × M , R ≤0 × M . We consider the Dirac operators
We shall also employ the notation D R×M for D cyl .
The positive scalar curvature assumption on M implies that D M is L 2 -invertible; thus there is a well defined ρ-class ρ(
, with χ a suitable chopping function, is an involution. This means that there is a well defined ρ-class on the cylinder:
. We know by (3.8) that for the cylinder
there is a well-defined Mayer-Vietoris isomorphism
Thus it makes sense to consider
The following result will be crucial:
Proof of the delocalized APS index theorem assuming Theorem 4.2
In this subsection we make use of the fundamental identity on the cylinder, (4.3), in order to give a proof of Theorem 1.22, the delocalized APS index theorem. Notation 4.4. We consider W , ∂W and W ∞ as in the geometric set-up 1.20. We also consider
We consider the Dirac operators
Recall that the boundary ∂W is endowed with a metric of positive scalar curvature, so that the coarse index class of D is well defined as an element Ind
We denote by ψ the characteristic function of [0, ∞) × ∂W on W ∞ and by ψ + the corresponding characteristic function on R × ∂W .
Consider the operator ψ + χ(D cyl ) ψ + on R ≥ × ∂W ; obviously, this is not an involution any more. Similarly, consider the operator ψ χ(D cyl ) ψ on W ∞ , which also fails to be an involution.
We start with a basic lemma about commutators with ψ + .
Proof. We follow the proof of [33, Lemma 4.3] . We already know that [T, ψ + ] belongs to D * (R × ∂W ) Γ and we only need to show that it lies actually in the ideal D * (∂W ⊂ R × ∂W ) Γ . We can assume that T has finite propagation R. Then, outside a sufficiently large neighborhood of the support of ψ + , [T, ψ + ] is zero, because there ψ + acts as the identity. It follows that it is compactly supported in the R direction, as desired.
Finally, given φ ∈ C c ((0, ∞) × ∂W ), we have to show that [T, ψ + ]φ is compact. But
Because of finite propagation of T we can replace (1 − ψ + ) by (1 − ψ + )α where α has compact support. Then, as (1 − ψ + )αφ = 0, by the pseudolocality of T this operator (1 − ψ + )T φ = (1 − ψ + )αT φ indeed is compact.
Remark 4.6. The first part of Lemma 4.7 holds unchanged if we consider, more generally, a boundaryless manifold M with a free, isometric and cocompact action of Γ and endowed with a Γ-invariant metric of positive scalar curvature. In this case
Proof. We choose χ such that χ(D cyl ) 2 = 1, this is possible because 0 is not in the spectrum of D cyl by the positive scalar curvature assumption. Then, using that ψ
Observe that the second and the third operator are both in D * (W ∞ ) Γ . Note that, on [0, ∞) × ∂W , ψ + − 1 = 0. On W ∞ , the corresponding ψ − 1 is the negative of the characteristic function of W , so has propagation 0 and vanishes identically on [0, ∞) × ∂W , therefore
Using Lemma 4.5, we see that also the third summand belongs to
Γ , so the statement follows.
Definition 4.8. Let n + 1, the dimension of W , be even. Consider the half cylinder R ≥ × ∂W ; observe that the spinor bundle is in this case the pullback of the direct sum of two copies of the spinor bundle on ∂W . Thus, in this case, we could choose U to be the identity. Using Lemma 4.7 we can define the class
and thus, applying the boundary map for the obvious 6-terms long exact sequence
we obtain a class
Similarly, if n + 1 is odd then we have a well defined class
Remark 4.13. There is a corresponding statement, obtained by replacing ∂W by a general M with positive scalar curvature. In particular if M is odd dimensional, choosing U to be the identity, this gives classes
and
Remark 4.16. We can restate Lemma 4.7, and its obvious extensions in Remarks 4.13 and 4.6 in a more conceptual way. Indeed, exactly the same proof establishes the following statements: If n + 1 is even then compression by χ + gives a well defined homomorphism
which sends the ρ-class defined by D R×M to the class (4.14). Therefore, composition of this homomorphism with the boundary map
gives a homomorphism
Further composing with the inverse of the isomorphism
induced by the inclusion (it is the the analogue of (3.3)) gives finally a well defined homomorphism:
and this homomorphism sends ρ(
. It is not difficult to show, proceeding exactly as in Remark 3.9, that the homomorphism (4.17) is precisely the Mayer-Vietoris homomorphism δ MV we have described in Subsection 3.4; in particular, by the argument given in Subsection 3.4, the homomorphism (4.17) is an isomorphism. Moreover, by the above remarks, the following identity holds in
The corresponding statement holds in the odd dimensional case.
We now go back to the manifold with cylindrical ends W ∞ . Then, by the second part of Lemma 4.7 we have, in the even dimensional case,
and thus applying the boundary map
we obtain an element
In the odd dimensional case we have a corresponding class
Proof. This is a consequence of the proof of [32, Proposition 1.5]. We have to show two things:
with d(W, supp(φ)) > R. Write the distributionχ(t) = α(t) + β(t) such that α is smooth and rapidly decreasing and β is a distribution supported in (−ǫ, ǫ). Then χ(D) = R α(t)e itD + ǫ −ǫ β(t)e itD . By unit propagation and isometry invariance of the wave operator, e itD φ = e itD cyl φ for t ≤ R if d(W, supp(φ)) > R. Therefore, in this situation
As α is smooth and rapidly decreasing, the operator belongs to C * (W ∞ ) Γ and therefore is compact for each R > 0, and the norm converges to 0 as R → ∞. This establishes the two properties.
be the homomorphism induced by the inclusion (we considered ι * in Lemma 3.1). If n + 1 is even then
If n + 1 is odd, then
Proof. Let us prove the case in which n + 1 is even. Recall the inclusion of the ideal
Using an obvious commutative diagram we see that the left hand side of (4.23) is nothing but the boundary map applied to the involution
The lemma follows immediately from Lemma 4.21. The odd case is similar.
For the next lemma and the following proposition recall the homomorphisms j + and j ∂ appearing in Proposition 3.1.
Lemma 4.25. If n + 1 is even then
Proof. We only prove (4.26), the other statements can be derived similarly. We choose as adequate modules on R ≥ × ∂W and on W ∞ the L 2 -sections of the corresponding spinor bundles. Observe now that the adequate module for R ≥ × ∂W is a direct summand of the one for W ∞ . Thus, we can choose the isometry V covering the inclusion R ≥ × ∂W ֒→ W ∞ to be simply given by the inclusion of the first module as a direct summand into the second. Then, by definition,
and since j + commutes with the boundary map, we are done.
Notice that we can choose U to induce the identity on the cylindrical end, where the positive and the negative spinor bundles are both the pullback of the spinor bundle on ∂W . Then the above identity reads
Finally, we have the crucial Proposition 4.29. If n + 1 is even then
Proof. We apply j −1 ∂ to both sides. Using (4.18) for M = ∂W we see that (4.30) is equivalent to
which is precisely the content of Theorem 4.2 (this is the cylinder delocalized index theorem).
Remark 4.32. Of course, we expect that the corresponding formula to Equation (4.30) holds if n + 1 is odd, namely
Proof of Theorem 1. 22 We can finally give the proof of Theorem 1.22. Indeed, if n + 1 is even then from (4.23), (4.28), (4.30) we obtain at once
Applying c −1 and using the commutativity of (3 .3) we get precisely what we have to show.
Proof of the partitioned manifold theorem for ρ-classes assuming Theorem 4.2
In this subsection we show how to prove Theorem 1.35 assuming the cylinder delocalized index theorem 4.2, namely that
Consider (W, g), an (n + 1)-dimensional Riemannian manifold with uniformly positive scalar curvature metric g, partitioned by a two-sided hypersurface M , W = W − ∪ M W + , with product structure near M and with signed distance function f : W → R. We also assume an isometric action of Γ, preserving M and with the property that M/Γ is compact. There is then a resulting Γ-map u : M → EΓ. We have defined in Subsection 1.4 the partitioned manifold ρ-class ρ pm (g) ∈ K n (D * (M ) Γ ) and the partitioned manifold ρ Γ -class ρ pm Γ (g) ∈ K n (D * Γ ). We shall also employ the notation ρ pm Γ (D W ) for this class. Recall that our goal is to show that
We first show that the left hand side is unchanged if we replace W by R × M . Notice that our proof only applies to ρ
. First of all, we extend our discussion in Remark 3.9 and give a more detailed description of δ MV [D W ], with δ MV the Mayer-Vietoris boundary homomorphism associated to the partition
Let χ ± be the characteristic functions of W ± . By writing an element
where ∂ is equal to the connecting homomorphism for the ideal
Observe now that there is an isomorphism of algebras
and that the lift of
e. the same element seen in a different algebra. Of course this correspondence will hold also for the associated K-theory elements. Consider now the manifold W cyl,+ := (R ≤ × M ) ∪ M W + ; thus we cut out W − and we glue at its place R ≤ × M . We can also consider the class [χ
under the K-theory isomorphism induced by the analogue to (4.35) but for W cyl,+ . The two lifts can now be compared, as they live in the K-theory of the same algebra, which is D
the following equality holds:
Assuming the lemma we now conclude the proof of the partitioned manifold theorem for ρ-classes. Theorem 4.2, the cylinder delocalized index theorem, states that for any n-dimensional Γ-manifold without boundary, n odd, with isometric, free, cocompact action and positive scalar curvature one has
In particular,
From this equation and the very definition of ρ pm Γ class , we obtain at once that
Thus it suffices to prove that
In order to show this equality we observe, first of all, that it suffices to prove that
Indeed, if this equality holds we can further modify W cyl,+ by cutting out M + and gluing in at its place R ≥ × M , obtaining from W cyl,+ the manifold W cyl,cyl , which is nothing but R × M . By the same argument above we obtain the equality
This proves that
which is precisely (4.38) . In order to show that ρ 
We notice furthermore that n ≡ 1 mod 2. Summarizing, assuming Lemma 4.36 and the cylinder delocalized index theorem 4.2, we have proved that
and this is precisely what we need to show in order to establish Theorem 1. 35 We shall now prove Lemma 4.36. Consider more generally the following situation: we have two complete Γ-manifolds as above, W and Z, both endowed with metrics of positive scalar curvature and with partitions
In other words, the two partitions have one component equal, W 1 , they (necessarily) involve the same hypersurface, M , but have the other component of the partition different. Choose a chopping function χ equal to ±1 on both the spectrum of D W and D Z . We want to show that 
We rewrite this latter term as
Because of the unit propagation property, the first summand is unchanged if we replace D W by D Z , i.e. is equal to
We then rewrite (4.40) as
The first summand in this sum approximates χ W1 (χ(D Z ))χ W1 ; moreover, by unit propagation the remaining four summands are elements in the ideal
is approximated by a sequence of elements in the ideal
The lemma is proved.
The proof of the partitioned manifold theorem for ρ-classes, Theorem 1.35, is now complete.
Remark 4.41. In [39] and [38] the classical partitioned manifold index theorem is extended to a multi-partitioned situation, i.e. to a manifold partitioned by k suitably transversal hypersurfaces. It would be interesting to generalize also our ρ-index theorem to the multipartitioned situation. This does not seem straightforward if one only assumes a product structure near the (codimension k) intersection of the k hypersurfaces.
Proof of Theorem 4.2
In this subsection, we finally prove Theorem 4.2, the cylinder delocalized index theorem. We will only treat the case in which n + 1, the dimension of the cylinder R × M , is even. We want to show the equality
Equivalently, see Remark 4.16, we want to show that
where
Notation 4.42. In order to lighten the notation we shall always write L 2 (M ) for the covariant M -module given by the L 2 -section of the spinor bundle of M ; the latter is denoted S M . We shall consider R × M and write
Departing from the notation adopted so far, and only for this subsection, we denote by D the (Γ-equivariant) Dirac operator on M and by D cyl the (Γ-equivariant) operator on R × M (these being the only Dirac operators we will be concerned with).
We thus tackle the proof of the identity
In order to establish (4.43) we need an explicit representative for the right hand side. To define j M we must find an isometry V : m) ; see Section 1. Of course we know that one can always find covariant modules H 1 for M , H 2 for R ≥ × M and an isometry V : H 1 → H 2 covering the inclusion in the D * -sense; here we want to show that we can choose
. Define V as follows:
Proof. We prove this in Subsection 4.5.
We now observe that by its very definition the ρ-class of the operator on
Thus, we need to show that the K-theory class of the projector P given by (4.46) coincide with the index class
In order to achieve this it suffices to show that there exists
Indeed, from the very definition of the boundary map, see [3] , we would then have that
which is what we wish to prove. In order to find such an L we first perform a deformation of the representatives of the class
Let us denote by t the variable on the line R appearing in R × M ; let us denote by ∂ t the derivative with respect to t. We first concentrate our analysis on R × M . The operator D cyl is given as
where we recall that D denotes the Γ-equivariant Dirac operator on M . We have already observed that since D is assumed to be L 2 -invertible (the scalar curvature on M is positive), also D cyl is L 2 -invertible. We choose as a chopping function χ the one given by χ(t) = 1 for t ≥ 0, χ(t) = −1 for t < 0, which is continuous on the spectrum of D cyl . Thus χ(D cyl ) + is the bounded operator on L 2 (R × M ) given by the left bottom corner of   0
The operator χ(D cyl ) + will be written as
. We shall connect it to
which is also an invertible operator on L 2 (R × M ). We observe here a few useful identities:
The latter equality gives
Notice, in particular, that
We claim that the line segment joining the two operators,
The fact that for each s ∈ [0, 1] the above operator is invertible can be seen by rewriting it as 
is a C * -subalgebra of the bounded of operators of L 2 (R × M ), it suffices to show that the end points of the convex combination are in D * (R × M ) Γ . We already know that Proof. We prove this in Subsection 4.5.
Using the above convex combination we see easily that
and so we are reduced to the problem of finding
We claim that we can take Q := ψ + (
Next we need to show that with this choice (4.51) holds. Using that (ψ + ) 2 = ψ + , together with (4.49) we see that it suffices to show that ψ + (
|D|−∂t
2 (R × M ) using the spectral transform induced by the Browder-Garding decomposition associated to the self-adjoint operator D, see [30] . Thus there is an isometry
. Conjugate both sides of the last equation by Fourier transform for the t-variable F , then write F
Then the right hand side is equal to the projection onto the Hardy space, see [40] , followed by the multiplication operator by 
Then P j is diagonal and equal to P + j 0 0 0 with P + j described in the following way:
projector onto the subspace spanned by f λ (t) = √ 2λe −λt . Observe that, because 0 is not in the spectrum of the operator D, 0 is not in the support of any of the measures µ j so that f λ indeed is in L 2 ([0, ∞)) and depends continuously on λ for all λ relevant to us.
Proof. With respect to the decomposition of our Hilbert space, as D acts as multiplication with λ and |D| acts as multiplication with |λ| under the spectral transform T , the formula (4.55) becomes the direct integral over the operators
We are now in the position to prove (4.54). We use the spectral transform and we reduce to a computation on each single dµ) ). First we remark that the operator induced by the left hand side of (4.54) diagonalizes with respect to the decomposition
even better, as before it becomes a direct integral over λ ∈ R with measure µ j (λ). Moreover, the restriction to the second summand is equal to the identity, given that the restriction of the operator induced by
, and the same holds with the same argument for
D+∂t . The conclusion is that the restriction of the two sides of (4.54) to the second summand of
agree. Thus we are left with the task of showing that the operator induced by the left hand side of
) in its direct integral decomposition for each λ ∈ (0, ∞) has a 1-dimensional null space, generated by f λ (t) = √ 2λe −tλ , t ≥ 0 and it is equal to the identity on the orthogonal complement of this null space. Using the direct integral decomposition, we treat λ > 0 as a constant. Let us then check that the function f λ (t) is in the null space of the operator induced by the left hand side of (4.54). In order to check this property we conjugate by Fourier transform. The inverse Fourier transform of √ 2λe −λt , t ≥ 0, is up to a constant equal to 1/(λ − iτ ) (compare [16, Appendix] ) which is holomorphic outside τ = −iλ; in particular it is holomorphic on the upper half plane which means that it is left unchanged by the projection onto the Hardy space (as it should, given that χ [0,∞) f λ = f λ ). Now we apply the operator of multiplication by (λ − iτ )(λ + iτ ) −1 , getting the function 1/(λ + iτ ). This is holomorphic on the lower half plane and therefore its boundary value is in the orthogonal complement of the Hardy space, so it is mapped to 0 by projecting onto the Hardy space. The conclusion is that f λ is indeed in the null space of the left hand side of (4.54).
Consider now the orthogonal complement of f λ , i.e.
This is the space of functions g such that (F −1 g)(iλ) = 0. This means that
is still holomorphic on the upper half plane and thus projection onto the Hardy space leaves it unchanged. Composing with the multiplication operator by (λ+iτ ) (λ−iτ ) gives back F −1 g. Thus the left hand side of (4.54) acts as the identity on the orthogonal complement of f λ and the conclusion is that the left hand side of (4.54) is precisely equal to Id − P , thanks to Lemma 4.56.
Proof of Propositions 4.45 and 4.50
We begin by proving Proposition 4.45. We wish to prove that the bounded linear operator V :
is an isometry, that it satisfies the property that φV − V (φ • i) is compact for each φ ∈ C 0 (R ≥ × M ), and finally that it is the norm-limit of bounded linear operators U satisfying the propagation condition appearing in Definition 1.7. The fact that V is an isometry is proved by direct computation, using the fact that the spectrum of D does not contain zero, so that e −t|D| converges (exponentially) to zero for t → +∞. Consider next the propagation condition which we recall here: there exists an R > 0 such that φU ψ = 0 if d(suppφ, i(suppψ)) > R, with φ ∈ C 0 (R ≥ × M ) and ψ ∈ C 0 (M ). We must find an approximating sequence of bounded linear operators U with this property. Consider the function h t (x) := |x|e −t|x| . Our operator V is obtained from h t by
We consider the function f t (x) := 0;
and we observe that this is a a holomorphic function in the region Im(ζ) < t. For s < t the integral can easily be evaluated, giving
Thus, by the identity principle for holomorphic functions, we deduce that
with the branch of the square root such that t 3 2 is positive for t > 0. Going back to h t we have therefore proved that for ξ ∈ R C −1 h t (ξ) = (t + iξ)
Let R ∈ R, R > 0. We define a bounded linear operator U R :
It is clear that U R satisfies the propagation condition. We have
For the second summand on the right hand side we can use the explicit description of h t (ξ), to get the estimates:
Summarizing, we have shown that there exists a positive C > 0 such that
Next we need to show that φV − V (φ • i) is compact for each φ ∈ C 0 (R ≥ × M ). By the Kasparov Lemma 3.4 it suffices to prove that φ 1 V ψ 2 is compact whenever φ 1 ∈ C 0 ([0, ∞) × M ) ψ 2 ∈ C 0 (M ) and the image of the support of ψ 2 through the inclusion map i is disjoint from the support of φ 1 . Clearly, it suffices to prove that φ 1 V ψ 2 is the norm limit of compact operators. We can obviously consider φ 1 = α ⊗ ψ 1 with ψ 1 ∈ C 0 (M ) and α ∈ C 0 [0, ∞). There are then two cases:
(1) α(0) = 0, and we may as well assume that α is supported away from t = 0; (2) α is not supported away from t = 0 but d(suppψ 1 , suppψ 2 ) ≥ δ > 0. Let us treat (1) first. Take Λ >> 0 and consider
is compact and since V is an isometry (and the composition of a compact operator with a bounded operator is again compact), we conclude that (α ⊗ ψ 1 )U Λ ψ 2 is compact. It remains to show that the operator norm of (α ⊗ ψ 1 )V ψ 2 − (ψ 1 ⊗ α)U Λ ψ 2 is small. We shall achieve this by proving that αV − αU Λ is small in norm. Consider the spectral transform (4.57); under this transformation, which is an isometry, the operators V and U Λ diagonalize as the direct sum of bounded operators
) and similarly for U Λ . We have: (V j σ)(t, λ) = e −t|λ| 2|λ|σ(λ) and similarly for U Λ,j . Recall that we are under the assumption that the L 2 -spectrum of D does not contain 0. Thus 0 is never in the support of any of the measures µ j . We are also under the assumption that α is supported away from 0. Using this and some elementary computation one proves that αV j ψ − αU Λ,j is exponentially decreasing in Λ. Thus αU Λ,j
, which is what we wanted to show. Next we tackle (2) . It suffices to work under the assumption that α ≡ 1, so that we are looking at
be the operator of multiplication by the characteristic function of the t-interval [0, ǫδ). Then ψ 1 V ψ 2 = P ψ 1 V ψ 2 + (Id − P )ψ 1 V ψ 2 . The second summand on the right hand side is compact by the same argument we have employed for (1) . Thus it suffices to show that the norm of
with h t (λ) := 2|λ|e −t|λ| . From the assumption d(suppψ 1 , suppψ 2 ) ≥ δ > 0 and the propagation ω of e iωD this is equal to 
We will show that that for 
is an isometry. Let f be an odd smooth bounded function equal to 1/x on the spectrum of the invertible self-adjoint operator D. Notice that f , and thus its Fourier transformf , lies in L 2 (R). We consider the function x → xf (x) and we arrange that g(x) := xf (x) − 1 is compactly supported. Thus its Fourier transformĝ(ξ) will be in the Schwartz space S. This means that ∂ ξf − 1 √ 2π δ 0 is an element in S; we deduce from this thatf is bounded, smooth outside 0, odd and of Schwartz class as |ξ| → +∞. Writef = g ǫ + v ǫ with g ǫ odd and compactly supported and v ǫ ∈ S with the property that |∂ x v ǫ | L 1 (R) < ǫ. We achieve this by setting v ǫ := φ ǫf with an even smooth cutoff function φ which vanishes in a sufficiently large neighborhood of 0 and which has uniformly small derivative (using thatf is of Schwartz class at ±∞). Then f = h ǫ + w ǫ with h ǫ having compactly supported Fourier transform g ǫ and w ǫ ∈ S with the property that |xw ǫ (x)| ∞ < 2πǫ. We deduce that f (D) = D Finally, we treat |D| :
Note that this should really be written as id L 2 (R) ⊗ |D|, which is not a function of the Dirac operator on R × M ; this makes the analysis slightly more complicated.
We begin by analyzing the operator |D| acting on M . We keep considering |D| as a bounded operator from H 1 to L 2 . As above, we can write |D| = k ǫ (D) + u ǫ (D) where u ǫ now is an even Schwartz function such that u ǫ (D) < ǫ (even when considered as operator L 2 → L 2 ) and such that k ǫ (D) has finite propagation, say R ǫ . Then, as above, for a smooth compactly supported function φ 1 on M , the commutator [k ǫ (D), φ 1 ] is unitarily equivalent to [k ǫ (D X ), φ 1,X ] for a compact manifolfd X. And, exactly with the same reasoning as above, k ǫ (x) is an even symbol of order 1, so that k ǫ (D X ) is a pseudodifferential operator of order 1. Therefore [k ǫ (D X ), φ 1,X ] is a pseudodifferential operator of order 0, defining a bounded operator L 2 → L 2 . So the same is true for [k ǫ (D), φ 1 ] (which is additionally supported on a compact subset of M ). Now we return to R × M . Note that the precise meaning of id L 2 (R) ⊗D :
is the composition of the (bounded) embedding
We will use this notation throughout. We write
The first summand on the right hand side, a bounded operator H 1 → L 2 , has finite propagation whereas the second has small norm as on operator from H 1 → L 2 . Thus we are left with the task of proving that id L 2 (R) ⊗k ǫ (D) is pseudolocal as an operator from H 1 to L 2 . Given compactly supported smooth function φ 2 on R and φ 1 on M , the commutator [id L 2 (R) ⊗k ǫ (D), φ 2 φ 1 ] equals φ 2 ⊗ [k ǫ (D), φ 1 ] which factors as the inclusion H 1 → L 2 composed with the bounded operator
As, in addition, this commutator is compactly supported, the Rellich lemma implies that this composition is compact as an operator from H 1 to L 2 . As smooth compactly supported functions of the form φ 1 ⊗ φ 2 are dense in all continuous functions of compact support, this finishes the proof of Proposition 4.50.
Remark 4.58. We use the calculus of pseudodifferential operators here just for convenience. In [28] we generalize the assertions to perturbations of Dirac type operators which are not necessarily pseudodifferential, replacing the pseudodifferential arguments by purely functional analytic ones. 
. We then consider the image of this class through the canonical isomorphism u * : That this index map R spin n+1 (X) IndΓ − −− → K n+1 (C * r Γ) is well defined i.e. that Ind Γ (D W ) is bordism invariant, can be proved in many different ways. In future work we plan to give a treatment of bordism invariance in the spirit of coarse index theory. Alternatively, relying on published previous work, it follows from the compatibility between the coarse index class Ind rel (D W∞ ) and the Mishchenko-Fomenko index class, either obtained on the associated manifold with cylindrical ends orà la Atiyah-Patodi-Singer, see 2.10, then applying to the MishchenkoFomenko index class [4] or [21] , where [4] employs a relative index theorem and [21] is based on a gluing formula for index classes. We remark that it would also be possible to state and prove a relative index theorem similar to [4] 
(Z) and we push it forward through f * to K n+1 (BΓ):
We must now tackle the commutativity of the diagram. We consider the three distinct squares of the diagram from left to right. The commutativity of the first square, which is implicitly discussed in the work of Higson-Roe, follows from the definition of the C * r Γ-index class, as given in Subsection 1.2 and Subsection 1.3. The commutativity of the second square is a direct consequence of our APS index theorem, see Corollary 1.24 and more precisely formula (1.25). The commutativity of the third square is again a direct consequence of the definitions.
The remaining part of Theorem 1.41 deals with a compact space X with fundamental group Γ and universal coveringX. Here one uses the canonical isomorphisms R spin * (X) = R spin * (Γ) (the structure groups depend only on the fundamental group), K * (X) = K * +1 (D * (X) Γ /C * (X) Γ ) and K * (C * (X)) = K * (C * r Γ). Then the proof of (1.42) is exactly parallel to the proof of (1.43) once we use the results explained in Remark 1.27. This finishes the proof of Theorem 1.41.
