The focus of this paper is to illustrate important philosophies on inversion and the 6 similarly and differences between Bayesian and minimum relative entropy (MRE) 7 methods. The development of each approach is illustrated through the general-8 discrete linear inverse. MRE differs from both Bayes and classical statistical meth-9 ods in that knowledge of moments are used as "data" rather than sample values.
that the resulting posterior pdf exists and is unique (Tarantola, 1987, p53) .
128
For Bayes we must define a likelihood function which is a conditional pdf of the data, given 129 the "true" model m. In other words we need a pdf for (d * −d = e). If the physics is correct then 130 the pdf for e only reflects measurement error. Classically, it is assumed that e = N (0, C d ); i.e.
131
normally distributed with mean zero and covariance
. Therefore,
132
we can write the Bayes likelihood as (see Tarantola, 1987, p68) :
134
where n is the length of vector d * . If the prior distribution of the model is also assumed to 135 be Gaussian then the prior pdf for m is given the form:
137
Here, s is the mean value and C p is the covariance matrix which of course describes the 138 variance and correlation of the parameters. Using (3, 4, and 5) the resulting posterior pdf 139 from a Bayes analysis of the linear inverse problem with Gaussian priors and likelihood is:
Note that the mode of a Gaussian distribution is equal to its mean. So to find the mean 141 and covariance of this pdf, we simply have to find the maximum of an objective function 142 defined as
Expanding out the above results in
Letting
146
and
Now taking the derivative of J with respect to m, recognizing that A is symmetric and 150 setting the result to zero determines < m >, the posterior mean value;
155
156 which also can be written as:
Here, < m > and C q are expected value and covariance of the posterior pdf,
These results are well known (see Tarantola, 1987 
165
where G if a problem can be solved in difference ways, each path has to lead to the same answer.
173
Consider a system having a set of possible states. Let x be a state and q † (x) its un-
174
known multivariate probability density function (pdf). Note that
and the integrals noted below are multiple integrals over each of the x i . The pdf must satisfy 176 a normalizing constraint
Now, let us suppose that there is prior information on q † (x) in the form of a pdf, p(x), and 179 new information exists, say expectations of the form of j = 1, M expected value constraints 
188 subject to the constraints of the form of equations (20) 
where µ and the λ j are Lagrange multipliers determined from equations (20) the expected values of the posterior pdf, q(x) together with the appropriate confidence limits.
195
Now for the geophysical inverse problem, we have to minimize
197 subject to any number of moments but for the sake of argument here, the first two central The MRE solution to this problem is (Kapur, 1989) 204
The reader will notice that in order for us to obtain this solution we would have to first 205 specify moments of the posterior pdf, namely C q and < m > which we do not normally have.
206
Instead, given the theoretical relationship d = Gm, we can rearrange the above constraints 207 into a form that is more convenient for the data we actually observe and then solve the MRE where G < m >=d and
212
In the above, R is the covariance of d,
then q(m) is (Kapur et al., 1994) :
where C 2 is a normalizing constant, and λ 0 , λ and the matrix D −1 are Lagrange multipliers 216 that have to be determined from the constraints (27, 29, 30) . In the subsequent sections it 217 will be shown how the multipliers can determined for specific cases. 
Updating prior with only first moment information

219
For the MRE solution, we want to minimize
That is, we want to update the prior, based only on a new mean value constraint. As before we 226 assume a Gaussian prior, and replacing the expected value of the datad for the observations 227 d * that we actually obtain yields
Defining A = C 
Taking the derivative of J with respect to m and setting the result to zero yields
The next step is to find the λ values. We know from the second MRE constraint
Substituting the above expression for the mean value of the model results
and solving for the λ's
238
Finally substituting this value back into our expression for the mean value 
244
and it is noted that the posterior covariance is not updated;
This is identical to the results of Jacobs and van der Geest (1991) . Note that
could be again be referred to as G −1 * , a generalized inverse of G. Equation (45) is of the same 248 form as a weighted minimum length solution (see Menke, 1989, p. 54) . Therefore, the WML 249 solution has a basis in information theory. 
Updating prior with first and second moment information
251
For the MRE solution, we have to minimize (33) subject to (34) along with the mean value 252 constraint (35) and
q(m) is of the form (32) and again, the Lagrange multipliers determined from the con-255 straints. We can then proceed in the same way as before;
256
258
Now taking the derivative of J, and setting the result to zero determines < m >, as
Expanding these terms out yields
270
The covariance can be written as
Let us first examine a limiting case. Suppose we impose a second moment constraint 273 condition that C q = 0. This means that R = 0, and then D must also equal zero in the above
Using the results from (44), we also arrive with
278 which is identical to the results of Jacob and van Der Geest (1991) for R = 0, assuming Noting the second MRE moment constraint is
The next step is to find the λ values. We know from the first MRE constraint.
Substituting the above expression for the mean value of the model (58) 289 results in
292
Now we know from the mean value constraint that G < m >=d and multiplying the 293 mean model by G yields
Solving for λ and substituting back into the expression for the mean value results in
This equation may simplify to
298 and finally to
One can see here that knowledge of C q is required to obtain a solution and for many 301 problems this would not be known. If we choose to approximate it as R = C d = GC q G T and
The reader should note that the above result is only valid in a "weak" sense, that is the (58) and (59) to
319 and the posterior covariance
321
MRE requires that we know C q and then given this we would have to find that matrix D to 322 satisfy the constraint. If it is assumed that the posterior covariance is of the same form as (73) and (74). Using the results from (58), we also arrive with and Shore (1984), Ulrych et al. (1990) and Woodbury and Ulrych (1998b) .
334
The problem is posed in the following way. Minimize H(q, p), the entropy of q(m) relative 335 to p(m), (34), subject to (35) and a more general form of equation (21); the MRE solution has the same form as equations (10) and (11) but with data constraints
346
for the case where the data errors are identically distributed and independent. The vector 1996). In new work described here, previous results are modified to include a Gaussian prior.
353
In this light we can use the following results. First define our posterior pdf in the form
357
If p(m) is Gaussian as before then
As shown earlier, the mean value for q(m) is
360
and we note C q = C p . Note also these results could be expressed in a general way,
363
The mean value written in terms of β
The above equation for < m > includes a non-linear dependency on the Lagrange multi-366 pliers β j in the term for d † and an iterative sequence must used to establish the final result.
367
Note that this result can be shown to be identical in form to that of the WML solution of 368 (45).
369
COMPARISONS OF BAYESIAN AND MRE APPROACHES
370
In this section we will summarize the approaches detailed in this paper and offer a comparison 371 between them (see Tables I and II 
403
405
This mean value is identical to the MRE approach of updating based on the first moment 406 only ( Table I , row 5). However, the Bayes posterior covariance with C d = 0 is;
which is identical to the MRE result ( Table I, Table I , row 6). In this limiting 413 case if we assume that the data are totally imprecise then the Bayes posterior mean is equal 414 to the prior mean and the prior covariance is equal to the posterior covariance. These results
415
are not the same for the MRE approach in the mean ( Table I , row 7 shows how we can alter the MRE approach in such a way that it includes 419 an estimate of the error in the observed data. In this way the results for the mean value are 420 similar in form to pure Bayes (Table I, 
CONCLUSIONS
443
Much of the existing work comparing maximum entropy, MRE and Bayes, can be attributed
444
to Kapur and coauthors, but some of the derivations in various works were left incomplete.
445
This paper attempts to fill in those gaps, step by step, in comparing inverse solutions. Specif-
446
ically an undetermined-discrete linear inverse problem was chosen as a common template for 447 comparisons. It is assumed here that the "noise" in a set of observables is Gaussian and the 448 prior probability pdf is also assumed multivariate Gaussian.
449
In the various examples given in this paper, the problems look similar but are, in the final 450 analysis, not quite equal. The similar results presented in Figure 1 and Table I have to introduce some prior information to a problem in the first place to obtain a solution. which it is desired to be maximally uncommitted with respect to unknown information. 
