are linearly independent, then the corresponding characteristic generators of the dual code are also linearly independent. In this correspondence, we prove that the conjecture is true for self-dual codes and cyclic codes.
I. INTRODUCTION
Trellis representations of linear block codes not only illustrate code structure, but also often lead to efficient trellis-based decoding algorithms. For any linear block code, there exists a unique, up to isomorphism, minimal conventional trellis. Furthermore, we can efficiently construct the minimal conventional trellis for any linear code from its generator matrix or parity-check matrix by several methods, such as Bahl-Cocke-Jelinek-Raviv (BCJR), Massey, Forney, and Kschischang-Sorokine constructions [7] . Hence, the theory on conventional trellis is well developed. However, much less is known about tailbiting trellises. Many examples show that the complexity of tailbiting trellis can be much lower than the complexity of the best possible conventional trellis. Thus, people try to find the minimal tailbiting trellises for some special codes ( [1] , [6] ). Recently, Koetter and Vardy discussed the general theory on tailbiting trellises in [2] and [3] . They proved that any linear tailbiting trellis for a linear code could be constructed as a product of some elementary tailbiting trellises. So to construct the minimal linear tailbiting trellis for a linear code is reduced to searching the minimal linear tailbiting trellis among the product trellises of some elementary trellises. It was proved in [3] that any minimal linear tailbiting trellis for a linear code C can be constructed from its characteristic generators, and that the sum of span matrices of C and its dual C ? is the constant matrix whose elements are all one. It was also conjectured that if the k characteristic generators of C are linearly independent then the corresponding n 0 k characteristic generators of C ? are linearly independent as well.
In this correspondence, we prove the conjecture in [3] is true for selfdual codes and cyclic codes. Section II introduces some preliminaries and background. Section III presents our main result on cyclic codes.
II. PRELIMINARIES
We first introduce some basic notions on tailbiting trellises for block codes, which we borrow from [2] and [3] . For more details, the readers can refer to the two references.
An edge-labeled directed graph is a triple (V; E; A), consisting of a set V of vertices, a finite set A called the alphabet, and a set E of We only give the definition of a tailbiting trellis, and omit the definition of a conventional trellis, which is similar to the definition of a tailbiting trellis.
Definition 1:
A tailbiting trellis T = (V; E; A) of depth n is an edge-labeled directed graph with the following property: the vertex set V can be partitioned as
(1 A cycle of length n in a tailbiting trellis T is a closed path in T through n distinct vertices. Clearly, any cycle in T contains exactly one vertex in each vertex class. A tailbiting trellis T is reduced if any vertex and edge belong to at least one cycle. The set of edge labels along a cycle in T is an n-tuple (a0; a1; . . . ; an01) over the label alphabet A.
Postulating that all cycles in T start at a vertex of V 0 , every cycle defines a vector (a 0 ; a 1 ; . . . ; a n01 ) 2 A n , which is called an edge-label sequence in T . Let C (T ) denote the the set of all edge-label sequences in T . Then C (T ) is called the edge-label code of T . T is a tailbiting trellis for the block code C over A if C (T ) = C .
If every vertex in each vertex class Vi, 0 i n 01, is labeled by a sequence of length i over A, where i dlog jAj jV i je, then this kind of trellis is called a labeled trellis. Here, we require all vertex labels within the same vertex class are distinct. Let = 0 + 1 + 1 11+n01.
Then every cycle 0 in a labeled tailbiting defines an ordered sequence of length n + over A, consisting of the labels of edges and vertices in 0. We refer to such a sequence as a label sequence in T . Let S(T ) denote the set of all such label sequences. S(T ) is called the label code
For tailbiting trellises T = (V; E; A) and T 0 = (V 0 ; E 0 ; A 0 ), if 2(T ) 2(T 0 ); i:e:; jV i j jV 0 i j for all 0 i n 0 1 (2) we say that T is smaller than T 0 under 2, and denote it by T 2 T 0 , where
moreover, equality does not hold in (2) for at least one i, we say that T is strictly smaller than T 0 and write it by T 2 T 0 . T is a minimal tailbiting trellis for a block code C if there is no a tailbiting trellis T 0
All above notions for conventional trellises can be defined in completely similar way. Henceforth, trellis means "conventional trellis" or "tailbiting trellis" when there is no adjective "conventional" or "tailbiting" in front of it. We always assume that the alphabet set A is a finite field F q . A labeled trellis T = (V; E; F q ) is linear over F q if T is reduced and S(T ) is a linear code over Fq . An unlabeled trellis T is said to be linear if there exists a vertex labeling of T such that the resulting labeled trellis is linear. i.e., cyclic shift to the right i times.
A characteristic generator for C is a pair consisting of a codeword are nonzero. The set of all the characteristic generators for C is given by
with the understanding that i+1 ) for i = 0; 1; . . . ; n 0 2. Let (C) = fijthere exists (x0; x1; . . . ; xn01) 2 C such that xi 6 = 0g and call (C) the support set of C. It was proven that jXj = j(C)j in [3] . Without loss of generality, we assume j(C)j = n. Thus, the characteristic matrix is an n 2n matrix. Koetter and Vardy [3] showed that the spans of any two generators in X start at distinct positions and end at distinct positions, and that any minimal linear trellis for the code C with dimension k can be constructed as the product of k elementary trellises from the n characteristic generators of C.
There is close relation between the characteristic generators of C and that of C ? , the dual of C. Let X and X ? be the sets of characteristic generators of C and C ? , respectively. Let ' be a map from X to X ?
defined as follows:
where 
III. A RELATION BETWEEN CHARACTERISTIC MATRICES OF A LINEAR CODE AND ITS DUAL
In this section, we prove that Koetter-Vardy conjecture on characteristic generators [3] is true for cyclic codes and self-dual codes. All the linear codes in the sequel are over the finite field F q
It is easy to prove that Koetter-Vardy conjecture is true for self-dual codes. A linear code C is self-dual if C = C ? , i.e., the generator matrix of C is the same as the parity-check matrix of C. Then C is a cyclic code if and only if C is an ideal of the quotient ring R n = F q [x]=hx n 0 1i. Since R n is a principal ideal ring, the cyclic code C with dimension k has a generator g(x) with degree n 0 k and g(x)j(x n 01). Denote C = hg(x)i. Let x n 01 = g(x)h(x), h 0 (x) = x k h(x 01 ); and g 0 (x) = x n0k g(x 01 ). Then 1 0 x n = g 0 (x)h 0 (x) and C ? = hh 0 (x)i.
For any element u(x)g(x) 2 C, we always view u(x)g(x) as u(x)g(x) mod (x n 0 1). For the span (i; j] of a element in C, if i n or j n, then we always view (i; j] as (i mod n; j mod n]. respectively. Let ' be the map defined in (4). Then '(x i g(x)) = x n0k+i h 0 (x);
for i = 0; 1; . . . ; n 0 1:
The following lemma is crucial.
Lemma 5: Let C = hg(x)i be a cyclic code with dimension k over the field F q and x n 0 1 = g(x)h(x). Assume that the greatest common divisor of n and q is 1, i.e., gcd(n; q) = 1. Let g 0 (x) = x n0k g(x 01 ) and h 0 (x) = x k h(x 01 ). Let are also linearly independent characteristic generators of C ? . Therefore, we conclude the following main result. It is easy to see that the zeroth, first, and fifth rows of G are linearly independent, the corresponding second, third, and fourth rows of H are linearly independent as well.
The preceding simple example shows that there exist k linearly dependent rows and k linearly independent rows of the characteristic matrices for some cyclic codes at the same time. However, for a Reed-Solomon code C with dimension k, any k rows of its characteristic matrix must be linearly independent. Denote by B q (n; ; !; b) a q-ary Bose-Chaudhuri-Hocquenghem (BCH) code, whose generator g(x) is the polynomial with minimal degree such that g(! b+i ) = 0 for i = 0; 1; . . . ; 0 2. It is well known that the minimal distance of Bq(n; ; !; b) is at least . If n = q 0 1, then Bq(n; Since C is a cyclic code, we could assume that are the all roots of h(x). Clearly, the matrix is invertible since its determinant is a Vandermonde determinant. Therefore, x i g(x); x i g(x); . . . ; x i g(x) are linearly independent characteristic generators.
