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1．はじめに
　S＆P、Moody’sをはじめとする国際的な格付け機関による格付けは、企業あるいは国の資金調達コスト
に対して強い影響力をもっ重要な情報であることに議論の余地は無い。しかし、同じ時点において一つ
の資産（あるいは証券）に対して格付け機関の問で異なる格付けが与えられている実例が多く確認され
てきた。最近は多様な資産にっいて、それぞれ専門的な格付け機関が多く存在しており、格付け機関の
違いによってもたらされる格付け格差に対する解釈は、実務的に重要な問題であると考えられる。また、
国際的に信用リスクが高まっている現状において、信用リスクに関する情報生産において主要な役割を
担っている格付け機関の審査能力を相対比較することは、特に重要な問題であると考える。そこで、本
稿は、異なる格付け機関によって公表された格付けを、デフォルト確率の測度としての正確さについて、
Kullbuck－Leibler情報量（以下、　K－L情報量と省略）に基づいて比較する方法を提示する。
　格付けに関する研究群の目的は、伝統的には、格付けの決定構造、および格付けの水準とデフォルト
確率との関係の2点が中心的であった。一方、本研究のような異なる格付け機関（例えば、スタンダー
ドアンドプアーズ社（S＆P）とムーディーズ社（Moody’s））による格付け比較を目的とする研究群、お
よびそれらの格付け間の相関関係について分析する研究群は、格付けに関する研究群のうちでは比較的
歴史が浅い。そのような研究群に属し、本研究の先行研究おして位置付けられる比較的最近の主な研究
群を以下に展望する。
　Thompson　and　Vaz（1990）は、債券が相異なる水準の格付けを付与されている揚合、より低い格付けに
基づいて利回りが決定されている、つまり、投資家はより低い方の格付けに基づいて評価を行うことが
示唆された。また、同一の格付けが付与される場合には、単一の格付け機関から付与されている場合よ
りも複数の機関から付与されている債券の方が利回りはより低く評価されていることが確認された。
　Cantor　and　Packer（1995）は、　S＆P、　Moody’sだけでなくそれ以外の格付け機関からも格付けを取得す
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る企業の性質について研究した。その結果、そのような企業は、投資適格か投資不適格かについて、S＆
PとMoody’sから異なる格付けを付与されている企業であることが確認された。
　Kish，　Hogan　and　Olson（1999）は、　Moody’sとS＆Pの格付けに対する市場の評価について比較を試みて
いる。この研究は、情報媒体におけるMoody’sよりもS＆Pの信頼性が高いとする評価について、そのよ
うな認識が市場に存在するのかどうか、そしてそのことが経済的費用をもたらすかどうか確認した。具
体的には、1986年から1996年までの企業の公募債にっいて、格付けの違いによる影響が他の要因による
影響とともに推定された。その結果、2つの格付け機関の格付けに対する市場の評価を測定する要因のう
ち、減債基金オプション条項を除く全ての要因について有意な影響が確認された。つまり、市場は双方
の格付けに対して情報としての価値（informational　content）を見出してはいるものの、その評価の仕方
は同質的ではなかった。また、2つの格付け機関に対する優劣が市場において判断されていることを示す
結果は得られなかった。
　Jewell　and　Livingston（1999）は、格付け相互の影響を分析した点で特徴的であり、S＆P、　Moody’sか
ら取得した格付けに対する、追加的に取得されたFitchによる格付けがもたらす影響を、社債の利回り
データに基づいて分析した。その結果、まず、Fitchから格付けを取得している企業は、取得していない
企業に比ぺて、S＆P、　Moody’sからより高い格付けを取得していることと、債券の利回りスプレッドもよ
り小さいことが確認し、先行のThompson　and　Vaz（1990＞を支持する結果が得られている。また、　S＆P、
Moody’sから異なる水準の格付けを取得している場合、　Fitchの格付けが最終的に格付け水準を決定して
おり、市場におけるスプレッドに影響していることが確認された。
　本研究は、異なる格付け機関による格付けにっいて、デフォルト確率の測度としての精度を比較する
ための一方法を提示する。先行研究は、主に、格付け水準あるいはその変化が債券の市場において取引
されている利回り、あるいは利回りスプレッドに及ぼす影響に注目してきた。これに対して、本研究は、
まず、格付けが含意するデフォルト確率の基礎変数である状態変数を想定する。そして、格付け機関が
異なることによって生じる状態変数の確率分布の乖離に注目し、比較を試みる点を特徴とする。具体的
には、状態変数の真の確率分布と、格付け機関固有の状態変数に対する推定モデルによる確率分布との
乖離を定量化するためにK－L情報量の概念を援用する。K－L情報量によって、状態変数に対する格付
け機関ごとの推定確率分布のずれが定量化され、比較可能になる。
　本稿の構造について述べる。まず、第2章1節は、格付けの決定構造に関する、本稿における想定に
ついて説明する。第2章2節は、K－L情報量の概念にっいて簡単に説明し、本研究の目的においてK－L
情報量を援用することの有効性にっいて説明する。次に第3章は、K－L情報量を援用することによって、
状態変数の格付け機関ごとの推定確率分布と真の確率分布との乖離を定量化し比較するための方法につ
いて説明する。最後に、本研究の結論を展望し、発展の方向性にっいて述べる。
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2．前提
　2－1　格付けの決定構造
　本節は、本稿において想定される格付けの決定構造について説明する。
　格付け機関による格付けの対象となるのは、証券（債券格付けなどの場合）、その発行者である企業（発
行体格付けの場合）、政府（ソブリン格付けの場合）など様々であるが、以下ではそれらをまとめて格付
け対象と総称することにする。
　ある格付け対象のおかれた状態を定義する確率変数Sを考える。Sは各時点における格付け対象の状
態変数であり、デフォルト確率を決定する基礎変数である。Sは格付け対象のデフォルト確率に影響を
及ぼすミクロ的要因、マクロ的要因をはじめとする多くの要因によって決定されるが、その決定構造は
本研究の分析対象ではない。本研究は、Sが互いに不完全に相関する多くの要因によって決定されてい
ることから、中心極限定理に基づいて、長期的に正規分布に従うことを仮定する1。
Sがある値Sをとる時、状me・Sにおカ・れた格付け対象のデフォルト確率DP（S）は、
DP（S）＝止Φ（zMz一妹卿〔－SZ2〕dZ　（1）
　　　Φ（・）・騨正規分布の密麟数
によって与えられるとする。Sの値が低下すればデフォルト確率も低下し、　Sの値が上昇すればデフォ
ルト確率も上昇することになる。ある格付け対象についてデフォルト確率の基礎変数である状態変数S
が真の正規分布礁σ2）にしたがっているとし、その解密麟数を
∫信噛畦劉　　　　（・）
とする。ここで、Sの期待値μ∫、標準偏差σsは、格付け対象ごとに異なり、格付け機関にとって未知
であるとする。格付け機関の目的は、格付け対象の真の確轄度関数∫値）を推定する・とであ・、推定
された確轄麟数に基づいて、デフォルト確率DP（S）の推定を同時に行うとする．実際には、情報の
不完全性により、鮒け機関は、真の確率密度関数∫㈲とは異なる齪確率鍍関数9㈲に基づいて、
デフォルト確率を推定する・とになる．・の関数9値）は、格付け対象ごと酪付eナ機関ごとに異なる．
つまり、状態変数S＝S，である格付け対象にっいて、格付け機関はデフォルト確率を、
DP（s，）＝鑑9（sMs　　　　　　（・）
と推定することになる。
　実際の格付け情報は、連続変数である状態変数Sがカテゴライズされたデータとして考えられる。こ
こでは、本稿で想定される格付けの構造として、マーケティングリサーチの分野における順序付きカテ
lSrinivasan　and　Basu（1989）（P211）に基づけば、正規分布と極端に性質の異ならない確率分布であれば、以後の議論
の結果に大きな影響は無いと考えられる。
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ゴリカルデータの最適性に関する議論（Cox（1957）、Morrison　and　Toy（1982）、Srinivasan　and　Bas・u（1989））
に基づき、最適と考えられている構造について説明しておく。
　連続的な変数を順序付きカテゴリカルデータにグルーピングする最適な方法については、統計学やマ
ーケティングリサーチの分野で広範な研究が行われてきた。主な最適性の基準としては、（1）基礎となる
連続変数に対する、各カテゴリーに対して付与される変数（例えば1，2，3，…）の情報損失を最小化す
る（Cox（1957））、（2）各カテゴリーに付与される変数と基礎となる連続変数との相関係数を最大化する
（Bofinger（1970））、の2つである。また、　Srinivasan　and　Basu（1989）は、（2）の基準の下で、連続変数
に対するカテゴライゼーションの最適な方法を提示している。
　本稿においては、グルーピングは、連続変数Sに対して行われる。カテゴリーの数をmとし、Sが
小さな値をとる順番にカテゴリーをCl、　C2、…、　Cmとする。また、カテゴリ・一一　C，、Ck．1
（k＝1，2，A，m－1）の境界におけるSの値をb，とおく。カテゴリーC，（k＝1，2，A，m）に属する
任意のSに対してR＝kを対応させる。Rは順序のみに意味がある変数である点で、実際の格付け情
報（AAA、　M、　A等）と同様である。まず、　mを決定した後に、次の（i）（h）（血）からなる発見的手法に
よ・、器の相関係数の・乗（r2（刷）を駄化する髄なカテゴリー構麟（k－1，2，A，m）
を決定する。
（i）Sが最小の値をとる（一◎oを下端とする）カテゴリーCoと、　Sが最大の値をとる（＋oOを上端
　　とする）カテゴリーC励を、左右対称になるように設定する。
（il）それら2つのカテゴリ・一一一にはさまれた有限な区間をSについて等間隔になるようにm－2個のカテ
　　ゴリーを作る。
（血）・・i刷を計算する．そ・て、境界働1、bmの値を変えて（・）に戻・．
カテゴリーの数mの値が異なれば、b；（k＝1，2，A，m）も異なる。以上の手順で導出するカテゴリー
構造は、Srinivasan　and　Basu（1989）のランダムエラーが0である場合のグルーピング方法に該当する。
・のカテゴリ購造は、カテゴリーの数を無限大にした場合（m→・・）に、r・ｩが…収束する
性質を持つ2。つまり、Sが上昇すれば格付けRが低下する確率、およびSが低下すれば格付けRが上
昇する確率が漸近的に100％に近づくことになる。このような性質は順序付きカテゴリカルデータである
格付けとして好ましい性質であると考えられる。本稿においては、そのような構造を持つ格付けを最適
な格付けとし、格付けの決定構造として想定する。
2－2　K・－L情報量
観測される格付けデータRの基礎変数であるSの真の確率密度関数
∫値噛叫劉 （4）
2情報損失を最小化することによρてグルーピングを試みた研究（Cox（1957），Morrison　and　Toy（1982））と比較する
と、最適化後の基礎の連続変数（S）とカテゴリー変数（R）の相関係数の2乗については、ほとんど差はなく共に1
にかなり近い値をとる（Srinivasan　and　Basu（1989）表1）。
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を推定することが格付け機関の目的である。実際に推定される確率密度関数は、真の確率密度関数とは
乖離していると考えられるため、ノ㈲に対する鮒け鞭・の推定確轄度関数を
とおき、この式をモデルと呼ぶことにする。
綱と9㈲の牌分布の近さを数値イヒする鮮としてK－・情報量
・（鵬bg｛翻｝個bg瑠認一島輪阿∫値）bg9働
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6）
を用いる．ここで、E、伽確轄度関数∫値）に基づく鮪値を意味す・．・一・情報量の符号を反転さ
せた式、
一・（f；9）一嘱bg｛瑠｝＝ろめ9｛剰｝－B（f；9）　（7）
は（負の）エン・・ピーと呼ばれる．エン・・ピー・は、密麟数9値）による確率分布から得た・個の
標本の分布が真の解分御値）に一致する確率の対数の・／・に｝まぼ乳いと鰍できる．モデル・㈲
鎮の分布∫値）に近いほど、エント・ピー・が大きくなり、・一・情報量が・」・さくなる。したがって、最
良のモデルとは、エントロピー一・Bが最大になる、つまりK－L情報量が最小になるモデルであると考えら
れる3。
モデル9伝）による＆に対する・個の推定値をSi，S、，A，Snとすれば、・一・欄量は
　　　・（幽bg｛翻｝一客輪侮麟）bg・侮）㈲
と変形される。格付け情報は離散的な値をとるため、（7）式によってK－L情報量を計算することになる。
異なる鮒け機関は洪通の真の分布∫働・対して、異なるモデル9値）によって推定を試みていると
考えられる。ここで、K－L情報量は、異なる確率分布の乖離の度合い、つまり格付け能力の優劣を数値
化する・とができる．なぜなら、綿ナ能が働ていれば、掴と9㈲の乖離の飴いは低く、・一・
情報量は小さな値をとり、逆に格付け能力が劣っていれば、K－L情報量は大きな値をとることになるか
らである。
3．格付けの比較
3－1　K－L情報量の評価
3坂元他（2001）参照。この考え方をエントロピー最大化原理という。
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　K－L情報量の定義式（5）
　　　・（f・・）・ニノ信）1・9ノ働一ニノ信）1・99働　（・）
において、右辺の第・項は、真の確率密度関数∫値）によって決定されるため、モデル、侮）が異なった
としても、劃のパラメータによって影響を受けな1・　・。したがって、異なるモデル9侮）の間で・一・情
報量の大小関係を知るには、第2項
　　島ノ信）1・99¢｝∬　　　　　　　（・）
の大小関係が分かればよ・㌔離散的な・個の状態変数｛Si，s、，A，Sn｝が実現するとし、
　　n　　Σ1・99（S，）　　　　　　（1・）　　　　　　　　1．
　　i＝1
を対数鍍と呼ぶことにすると、状態変数｛Sl，S、，A，・Sn｝の平均対数尤度は、対数尤度の・分の・
　　1を1・99（Si）　　（11）
　　n，；1
で近似される。符合を考慮すると、対数尤度（10）が大きいほど、K－L情報量の値は小さくなり、モデル
、㈲は真の分布∫値）に近いと評価できる．以上よ・、・一・情報量の値を評価するには、齪確率醸
関数綱の各状態変数に対する値9（s1》9（s、＞A，9（Sn）が必要である・と｝・なる。
　3－2　対数尤度の計算
　ある一つの格付け対象に対して、2つの格付け機関A，Bが格付けを行っているとし、それぞれのモデ
ルを
購毒叫劉　　（12）
轟毒畦劉　　（13）
とおく。ここでは、ある格付け対象のおかれた状態変数Sの分布について、格付け機関Aは、
　　　9－N（，・，，σ1）　　　　　　（14）
格付け機関Bは、
　　　3－N（μ，，σs）　　　　　　（15）
と想定される諮付け機関・は、状態変数舘8にある鮒け対象について誰定纏分布関数9、㈲
に基づいて（3）のように、
　　D卵）＝瓦9、（S添　　　　（16）
によってデフォルト確率D卵）を齪すると想定される。格付けは、デフォル・解の基礎変数であ
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る状態変数に対してグルーピングが行われることによって決定されるカテゴリカルデータである。した
がって、ある格付け機関による格付けが同じであっても、推定された状態変数Sおよびデフォルト確率
D・（s）が異なる可能性がある。この点・・ついては、本稿における具体的な計算においては、ある格付け
機関の格付けR＝k（＝1，2，A，m）に対応する推定デフォルト確率として、過表の平均デフォルト確
率の実績値を用いることとした。また、各格付けに対応する平均デフォルト確率の値は、時間の経過に
対して一定であるとする。例えば、S＆Pの格付けBBBに対応する平均デフォルト確率は、格付けBBBで
あった格付け対象の平均デフォルト確率の実績値を用い、その平均デフォルト確率は時間の経過と関係
なく一定であるとする。
　以上の想定に基づいて、ある格付け対象にっいて、格付け機関A，Bによる格付け、推定デフォルト確
率値が、時点1，2，…nにおいて下表のように与えられたとする。
　格付け　　　　　　　　　　　　　　　　’
格付け機関A
格付け機関B
RA．1・RA，2・…RA，。－1・RA，n
RB，1・RB．2・…RB，n－1・RB，。
（17）
（18）
推定デフォルト確率（各格付け水準の平均デフォルト確率の実績値）
鮒け機関AD礁）、DP，　（S、）、…D礁．1）、D礁）　　（19）
格付け機関・D祁1）、D礁）、…D礁．，）、D％㈲　　（・・）
・れらのデータに基づいて、まず、齪確轄麟数9。値）、9洞の各状態変数に対す・イ直
9。（S、　〉　9A（S、｝A，9A（Sn）および、9B（81｝9。（S，＞A，9。（Sn）を推定する．
推定確轍関数9洞の各状態変数に対する値9。翰9。（s，｝…，9。（Sn）を計算するために、
まず9洞のパラ・一タμ、、σ、を推定しなければならな1・　・。本稿は、状態変数Si，s、，…，s．・・c対応
する対数尤度、
　　　£1・99漁，＃。，aA）　　　　　　（21）
　　　　’＝1
　　　此Φ（Z）dZ　一　D・。　（Si）i・1，・，…，n－・。≦μ、≦一・－c・0≦σA≦＋・。（22）
を最大化させるようなパラメータ蒜σ1および関数9掴を推定する。期待値μ、，μ。は、
Sl，∫2，…，Snの最大値と最小値の間にあることは容易に推定される。具体的な推定の手順としては、μ盆、
σA両方を変数として対数尤度を最大化する発見的手法によって、推定が可能であると考える。推定され
るμかσAについて関数の形で提示できる可能性にっいては、作業が煩雑であることと本稿の目的にお
いて重要ではないため、議論は行わないこととする。格付け機関Bについても全く同じ手順により、パ
ラメータ応σEおよび関数9講）を擬する．・のようにして齪されたルσ二、μ魯、σ；に基
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ついて、格付け機関A，Bによる格付けに関して、次節に示す比較1，2が可能である。
次に、下式を齪するパラメータμ，σおよび、真の確轄度関数∫㈲についての推定式としてf・㈲
を求める。
卿・9・）・iσ・9・）】一兜瞬侮）1・9∫侮魔∫¢｝1・99・幽一億∫曾）・・99綱
・のようにして求められた式f・侮）は、格付け簾ごとに推定された確轄麟数9二㈲、
（23）
9講）と真
の密度関数とのK・L情報量の合計を最小化する性質を持っ。このようにして推定された真の確率密度関
数f・侮）に対する、格付け機関A、・の確轄麟数酪）、9調のK蜻報量・ま、
　　　・い・9；）・島∫・侮）・・9∫・伝〉む一瑞∫・曾）1・9。二働・絶A　　　（24）
　　　・い、gi）・1㌢・曾）1・9ノ・信｝む一焦∫・信）1・9。あ幽・砒B　　　（25）
となる。これらの式は、格付け機関ごとの、格付けの精度を定量化していると考えられる。このように
して推定されたKLA，，IULBに基づいて、格付け機関A，　Bによる格付けに関して、次節に示す比較3が可
能である。
　3－3　格付けの比較
　前節の手順で推定されたμオとμβ、σバとσB、1（LAとK］LBを比較することによって、格付け機関A
の格付けと格付け機関Bの格付けにっいて次のような3種類の比較が可能である。
・比較1
　　の　　　　　　　　　　　　　ホ　μオ〉（〈）μβ
＝＝〉　格付け機関A（B）の方がB（A）よりも、推定確率密度関数の期待値がより高いことから、格
付け対象に対してより高い格付けを与える確率が高い。
・比較2
　　ゆ　　　　　　　　　　　　　　の　σA＞（〈）σB
＝〉　格付け機関A（B）の方がB（A）よりも、推定確率密度関数の標準偏差がより大きいことから、
与える格付けがより大きく変動する。
・比較3
　κ乙浸〈（〉）KZLB
＝〉　格付け機関A（B）の方がB（A）よりも、K－L情報量に基づく限り推定確率密度関数が真の
確率密度関数により近い、っまり、格付け能力が高いと考えられる。
4．おわりに
本稿は、企業、有価証券など、ある一つの格付け対象に対して、複数の格付け機関が格付けを付与し
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ている状況を想定し、それらの複数の格付けについて、精度と性質を比較する簡単な方法を、具体的に
提示した。
　本稿が提示した方法の特徴としては、まず、デフォルト確率の真の分布を推定するという困難な問題
を回避することによって、問題を簡単化した。次に、K－L情報量を援用することによって、真の確率
分布と推定確率分布との乖離を定量化することによって、格付け機関が3つ以上、多数存在する場合に
も、格付け能力を比較可能にした。さらに、格付けの精度比較だけでなく、格付けの格付け機関ごとの
特徴についても同時に比較可能にする点も挙げられる。
　最後に、本研究の発展の方向性としては、比較作業の簡単化のために行った仮定を緩和することが挙
げられる。K－L情報量の大小関係を評価する基となる平均対数尤度を、対数尤度によって近似するた
めには、データの数（n）が有る程度以上に大きいことが必要である。このためには、データをサンプ
リングする時間的間隔を小さくすれば改善されるであろう。しかし、実際の格付けデータは、特に財務
内容の安定した大企業の場合など、頻繁に変更されない場合が多い。これは、格付けの基礎変数である
状態変数も、ほとんど変動しないことを含意しているわけであるが、そのような状態変数が（12）（13）に
示される正規分布にしたがうことを仮定することの妥当性については、議論の余地があると考える。
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