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ON Cat-VALUED SHEAVES
SAIKAT CHATTERJEE
Abstract. Let O˜(B) be the category of (open) subcategories of a
topological groupoid B. This paper concerns with the Cat-valued
sheaves over category O˜(B). Since Cat is not a concrete category,
traditional definition of presheaf can not deal with the situation.
[13] proposes a new framework for the purpose. Starting from the
definition given in [13], we build-up the frame work for Cat-valued
sheaves. For that purpose we introduce a notion of categorical
union, such that categorical union of subcategories is a subcate-
gory, which is required for a meaningful definition of a categorical
cover of a topological category. The main result is the following.
For a fixed category C, the categories of local functorial sections
from B to C define a Cat-valued sheaf on O˜(B). Replacing C with
a categorical group G, we find a CatGrp-valued sheaf on O˜(B).
1. Introduction
This paper is the second part of the sequel. First part [13] deals
with Cat-valued presheaves and Cat-valued sieves. For this paper we
will follow-up the definition of Cat-valued presheaves introduced in
[13] and develope the notion of Cat-valued sheaves. We have reviewed
and recalled all the required results (without proofs) of [13] here as
well, so this paper can be read as a more or less self contained piece.
Before we get into the topic of this paper, let us recollect the thoughts
and motivation, explained in Section 1 of [13], behind introducing Cat-
valued presheaves.
Traditionally a presheaf is defined, for a given category C, as a con-
travariant functor [9, 21, 23]
(1.1) R : Cop −→ Set,
where Set is the (locally small) category of small sets. C is typically
chosen to be the category O˜(B) of open subsets of a topological space
2010 Mathematics Subject Classification. Primary 18F20; Secondary:18F99 .
Key words and phrases. Presheaves; Sheaves; Union of subcategories; Categori-
cal groups.
1
ar
X
iv
:1
60
2.
01
05
3v
3 
 [m
ath
.C
T]
  1
5 F
eb
 20
16
2 SAIKAT CHATTERJEE
B, that is,
Obj
(
O˜(B)
)
:= {U | U ⊂ B},
Hom(U, V ) := {f : U // V | U, V ⊂ B}.
(1.2)
In (1.1) instead of Set, one may possibly consider any other concrete
category such as category of (small) groups Grp, category of (small)
vector spaces Vect or category of (small) rings Ring, and accord-
ingly respectively gets presheaf of groups, presheaf of vector spaces or
presheaf of rings. We will often adopt an alternate terminology for
them, such as, presheaf of groups will be called Grp-valued presheaf,
and like wise
• presheaf of vector spaces= Vect-valued presheaf
• presheaf of rings=Ring-valued presheaf
and so on.
Now suppose instead of a topological space B, we are interested in
a topological category B. By a topological category we mean a cate-
gory whose both object and morphism spaces are topological spaces.
Though this taxonomy of topological category is not universal in liter-
ature. We adopt the definition of [11]. In this context natural object
of interest would be the category O˜(B) of subcategories of B. Natural
choice would be to consider the category Cat of small categories as the
codomain of a presheaf in this context, rather than Set (or any other
concrete category). However Cat is not a concrete category, and we
can not proceed with the existing definition of presheaf given in (1.1),
and we need a new framework. In [13] we propose such a framework
for Cat-valued presheaves, and develop corresponding theory of Cat-
valued sieves. In this paper we establish the corresponding notion of
sheaves, namely Cat-valued sheaves.
We should take note of a crucial issue here. “Categorical intersec-
tion” of two subcategories, defined simply as intersection of objet sets
and morphism sets, is a subcategory. However, unlike subsets, union
of two subcategories, defined naively as union of objet sets and mor-
phism sets, is not a subcategory. But, in order to define a sheaf over a
topological category, we need a “reasonable definition” of a cover of a
topological category, and in turn that requires a “reasonable definition”
of union of (open) subcategories. So, before progressing to Cat-valued
sheaves from Cat-valued presheaves, we work out a definition of “cate-
gorical union” of subcategories. The categorical unions and categorical
intersections satisfy usual inter-relations enjoyed by their set theoretic
counterparts. We also define open subcategories, and open categorical
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cover of an open subcategory. We construct an example of “Cat-valued
sheaf of functorial sections” for a fixed category C, where an object
U ∈ Obj(O˜(B)) is sent to the category of functors from U to C. Here
things get more interesting! Since categorical union of subcategories
is not merely union of morphism sets and object sets, it is really a
“non-trivial” task to establish that categories of local functorial sec-
tions indeed define a sheaf (that is, they satisfy appropriate “locality”
and “gluing” conditions). In fact at first sight it may seem that this
construction is not going to work. However, it is remarkable that de-
spite all the intricacies, it turns out that local functorial sections (and
natural transformations between them) do define a Cat-valued sheaf.
We also consider the sheaves of categorical groups or CatGrp-valued
sheaves, where CatGrp is the category of categorical groups, treated
as a full subcategory (identified via an obvious full faithful forgetful
functor CatGrp −→ Cat) of Cat.
Let C be a category of a collection small categories. We work with a
Cat-valued presheaf over C given by a contravariant functor:
(1.3) R : Cop −→ Cat.
The back ground motivation for our construction stems from the study
of categorical geometry [8,14,15,18,34] on a path space groupoid of a
given smooth manifold M ; that is, a category PM , whose object space
is the manifold M and morphisms are certain equivalence classes of
smooth paths. Usual compact-open topology defines a topology on
Mor(PM). The path space groupoid over a smooth manifold naturally
occurs providing the back-ground geometry in higher gauge theories
[7,22,28,30,33] and non abelian gerbe theories [1–6, 10, 31, 32]. Re-
cently the “locally defined subcategories” of PM also appeared in the
context of local trivializations of categorical principal bundles [15, 19].
In the context of this paper, it would be of particular interest to con-
sider the case when C = O˜(PM) . However considering the length of
this paper, we do not pursue a detailed and rigorous treatment of PM.
For that reason, though the framework developed here is perhaps most
suitable for C = O˜(PM), we tread on a more abstract approach and
try to minimize the reference to PM. Occasionally when we have to
recall PM, we would give a heuristic description without going into the
technicalities. For a detailed exposition on the topic, we refer to [5, 16,
29].
Notations and conventions. We borrow our notations from [13].
Let C and D be a given pair of categories.
(1.4) Fun(C,D)
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will denote the set of all functors from C to D. The set of all natural
transformations between functors from C to D will be denoted as
(1.5) N (C,D).
If θ1, θ2 : C //D are a pair of functors, then
(1.6) Nat(θ1, θ2)
is the set of all natural transformations between θ1 and θ2. We will
often denote a natural transformation Φ from a functor θ1 to another
functor θ2 as
(1.7) Φ : θ1 =⇒ θ2.
The category of functors will be denoted as
(1.8) F(C,D);
that is
Obj
(
F(C,D)
)
= Fun(C,D)
Mor
(
F(C,D)
)
= N (C,D).
(1.9)
Given a morphism f in some category, s(f), t(f) will respectively de-
note the source of f and target of f ; that is,
s(f)
f−→ t(f).
∅ will denote the empty category ; i.e. a category whose object and
morphism sets are null sets.
Overview of the sections. We now give a brief overview of each
section of this paper.
• In Section 2 we review some of the constructions and results
from [13]. We work with a category of a collection of small cat-
egories, C. In particular, in this section we recall the definition
of a Cat-valued presheaf over C introduced in [13]. We state a
version of Yoneda embedding in Proposition 2.3.
• Section 3 prepares the stage for the next section. We first define
the categorical union of subcategories, and Proposition 3.1 en-
sures that the categorical union and intersection satisfy Boolean
relations (Proof carried out in the Appendix). We take B to be
a groupoid. We call a subcategory open if both object and mor-
phism sets are open, and the subcategory is a groupoid. This
particular definition of open subcategories is essential to have
a well defined sheaf of functorial sections. We introduce the
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notion of an open categorical cover and provide some examples
for the same.
• Section 4 is the central theme of this paper. The ultimate goal in
this section is to construct the (Cat-valued) sheaf of functorial
sections. We define a Cat-valued sheaf over O˜(B) to be a Cat-
valued presheaf satisfying certain locality and gluing conditions
(described in (4.5)–(4.12)).
Next we fix a category C. Our goal is to construct the (Cat-
valued) sheaf of functorial sections to category C. Finally in
Theorem 4.2 we prove that functorial sections with respect to
category C over B define a Cat-valued sheaf.
• In section 5 we first give a brief review of categorical groups,
and show (Proposition 5.1) that GU := F(U,G) form a cate-
gorical group, where G is a fixed categorical group and U any
category. We define (category of categorical groups) CatGrp-
valued presheaves. In Proposition 5.2 we show that if we replace
C of Section 3 by a categorical group G, then we get a CatGrp-
valued sheaf on O˜(B).
• The Appendix contains the proof of Proposition 3.1.
• We end this paper with some concluding remarks to highlight
future scopes of our construction and results in this paper.
Summary of the paper. Main objective of this paper is to pro-
pose a framework for Cat-valued sheaves and construct an example
of “Cat-valued sheaf of (local) functorial sections” defined on a topo-
logical groupoid B with respect to a fixed category C. Our starting
point is the Cat-valued presheaf on C introduced in [13] and recalled
in Section 2.
A Cat-valued presheaf on C is a contravariant functor
Cop −→ Cat.
With the motivation to define Cat-valued sheaves on O˜(B), we intro-
duce a new notion of categorical union of subcategories, which ensures
that union of subcategories is a subcategory. We show that categorical
unions thus defined and intersections of subcategories are consistent
with the standard set theoretic relation. We turn to define open sub-
categories and categorical cover of an open subcategory of a topological
groupoid B and illustrate the definitions with several examples. Then
we define a Cat-valued sheaf on O˜(B) to be a Cat-valued presheaf
satisfying certain “gluing” and “locality” conditions.
We fix a category C and consider the functor categories CU :=
F(U,C) defined by open subcategories U of B. We show that the
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prescription
U 7→ CU
then produces a Cat-valued sheaf on O˜(B). We call them Cat-valued
sheaf of functorial sections on O˜(B).
As a special case of above construction, taking C to be a categorical
group G, we obtain a CatGrp-valued sheaf on O˜(B).
2. Cat-valued presheaves
For the ease of reference, in this section we briefly review and collect
some of the relevant material from[13]. Some parts would be verba-
tim copy from [13]. We keep the details to a bare minimum, and skip
the proofs. We will provide the reference to corresponding Proposi-
tion/Theorem numbers in[13].
Let C be a category of a collection of (small)categories; that is objects
are a set of (small) categories and morphisms are functors between
them. Later we will mostly be dealing with the category O˜(B), where
B is a given category and,
Obj
(
O˜(B)
)
:= {U|U ⊂ B} = set of all subcategories of B,
Hom(U,V) = {Θ : U −→ V|U,V ⊂ B}.
(2.1)
We will also work with the category O(B), whose objects are same
as those of O˜(B); but, only morphism between any two subcategories
(objects) is the inclusion functor, if one is subcategory of the other.
Otherwise no morphism exists:
Obj
(
O(B)
)
:= {U|U ⊂ B} = set of all subcategories of B,
Hom(U,V) = {i : U ↪→ V|U ⊂ V ⊂ B},
where i is the inclusion functor, and
Hom(U,V) = ∅, if U 6⊂ V.
(2.2)
Let Cat be the category of all (small) categories. Analogous to
a contravariant Hom-functor in set theoretic frame work, we have a
contravariant functor FU : Cop // Cat, corresponding to each U ∈
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Obj(C), as follows.
FU : Obj(C) //Obj(Cat)
V 7→ F(V,U)(2.3)
FU : Mor(C) //Mor(Cat)(
V
Θ−→W
)
7→
(
F(W,U) FU(Θ)−−−−→ F(V,U)
)
,(2.4)
where Θ is a functor from the category V to W, and (2.4) is defined
by following two equations.
FU(Θ) : Obj
(
F(W,U)
)
−→ Obj
(
F(V,U)
)
,
Ψ 7→ ΨΘ,
V
ΨΘ

Θ
wwo o
o o
o o
o
W
Ψ // U
(2.5)
and
FU(Θ) : Mor
(
F(W,U)
)
−→ Mor
(
F(V,U)
)
,
FU(Θ) : N (W,U) −→ N (V,U),(FU(Θ))(S) := SΘ ∈ N (V,U).
(2.6)
Following proposition confirms that indeed FU : Cop // Cat is a
functor.
Proposition 2.1. [Proposition 2.1, [13]] Let C be a category of a col-
lection of (small)categories and Cat be the category of all (small) cat-
egories. Then, for each U ∈ Obj(C), we have a contravariant functor
FU : Cop //Cat defined as in (2.3), (2.5) and (2.6).
Moreover the functors FU are consistent with the Yoneda lemma.
Proposition 2.2. [Proposition 2.2, [13]] There exists an isomorphism
between Fun(U,V) and Nat(FU,FV) :
(2.7) Fun(U,V) ∼= Nat(FU,FV).
2.1. Presheaves of categories. Two prominent directions of enquiry,
which immediately emerge out of the definition of presheaves, are
sheaves and sieves. In [13] we have introduced the notion of Cat-
valued presheaf to study the Cat-valued sieves. Here we will recall the
definition of Cat-valued presheaf given in [13]. In this paper our focus
will be Cat-valued sheaves.
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As before, let C be a category of a collection of (small) categories,
and Cat be the category of all small categories. We work with following
definition of presheaves of categories over C. A presheaf of categories
(or, a Cat-valued presheaf ), over the category C, is a functor
(2.8) R : Cop //Cat.
An immediate consequence of the definition above and Proposition 2.1
is the following.
Lemma 2.1. [Corollary 3.1, [13]] For each U ∈ Obj(C), the functor
FU : Cop //Cat,
in Proposition 2.1 is a presheaf of categories, over the category C.
Let Prsh(C,Cat) := F(Cop,Cat) denote the category of Cat-valued
presheaves, over the category C; that is,
Obj
(
Prsh(C,Cat)
)
= Fun(Cop,Cat),
Mor
(
Prsh(C,Cat)
)
= N (Cop,Cat).
(2.9)
Using Lemma 2.1 and Proposition 2.2 we prove a version of Yoneda
embedding of C in Prsh(C,Cat).
Proposition 2.3. [Theorem 3.2, [13]]Let C be a category of a collec-
tion of (small) categories, and Cat be the category of all small cate-
gories. Let Prsh(C,Cat) := F(Cop,Cat) be the category of Cat-valued
presheaves over the category C. Then there exists a full and faithful
functor
C −→ Prsh(C,Cat).
In other words, C can be identified as a full subcategory of Prsh(C,Cat).
Instead of working with the entire category Cat, one can consider
a presheaf of subcategories of Cat. For example, one may define a
presheaf of categorical groups, over C, to be a contravariant functor
from C to CatGrp :
R : Cop //CatGrp,
where CatGrp is the category of categorical groups. We will denote
category of presheaves of categorical groups by
Prsh(C,CatGrp).
In section 5 we will construct such an example of presheaf of categorical
groups.
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3. Categorical cover
In the next section we are going to introduce the notion of Cat-valued
sheaves. For that purpose, we need a “reasonable definition” of a cover
of a categorical space by subcategories. This section will be devoted
to establish a notion of union of subcategories (namely “categorical
union”) of a given category, and categorical cover of a “topological
category”.
3.1. Categorical cover. Suppose B is a category, such that both ob-
ject and morphism spaces are topological spaces. We will call such
categories topological categories [11]. If the category is also a groupoid,
the we call it a topological groupoid. For example, a Lie groupoid is
a topological groupoid. We will soon see another example of a topo-
logical groupoid, which would be more relevant for our purpose, the
“path space groupoid” of a topological space. It is easy to see that
intersection of two subcategories U,V, defined as:
Obj(U ∩V) := Obj(U) ∩Obj(V),
Mor(U ∩V) := Mor(U) ∩Mor(V),(3.1)
is also a subcategory. However, if we define the union of two subcate-
gories in similar fashion,
Obj(U ∪V) := Obj(U) ∪Obj(V),
Mor(U ∪V) := Mor(U) ∪Mor(V),(3.2)
then this union fails to be a subcategory. One can see that the ob-
struction, for above union of subcategories to be a subcategory, is pre-
cisely the Obj(U) ∩Obj(V), because of the following reason. Suppose
a
f1−→ b ∈ Mor(U) and b f2−→ c ∈ Mor(V), where b ∈ Obj(U) ∩Obj(V).
Then f2, f1 ∈ Mor(U)∪Mor(V), but f2 ◦f1 /∈ Mor(U)∪Mor(V). Note
that if U∩V is empty, then we have a well define union of subcategories
defied as in (3.2).
As a remedy to this problem we define categorical union of two sub-
categories as follows.
Obj(U ∪V) := Obj(U) ∪Obj(V),
Mor(U ∪V) := Gen
(
Mor(U) ∪Mor(V)
)
,
(3.3)
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Figure 1. A schematic diagram for categorical union of
a pair of subcategories
where
Gen
(
Mor(U) ∪Mor(V)
)
={
f2 ◦ f1|f2, f1 ∈ Mor(U) ∪Mor(V), s(f2) = t(f1)
}
;
(3.4)
that is, Mor(U∪V) is the subset of Mor(B), generated by Mor(U) and
Mor(V). Note that Mor(U) ∪Mor(V) ⊂ Gen
(
Mor(U) ∪Mor(V)
)
,
and (3.4) can be rewritten as
Gen
(
Mor(U) ∪Mor(V)
)
=
Mor(U)
⋃
Mor(V)
⋃
{
f2 ◦ f1|f2 ∈ Mor(U), f1 ∈ Mor(V), s(f2) = t(f1) ∈ Obj(U) ∩Obj(V)
}⋃
{
f2 ◦ f1|f2 ∈ Mor(V), f1 ∈ Mor(U), s(f2) = t(f1) ∈ Obj(U) ∩Obj(V)
}
.
(3.5)
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For non-intersecting U and V, we have
Gen
(
Mor(U) ∪Mor(V)
)
= Mor(U) ∪Mor(V), if U ∩V = ∅.
It is obvious that the categorical union of U,V, defined in (3.3), is a
subcategory of B. Henceforth by union of subcategories we will always
understand a categorical union of subcategories.
It would be often convenient to visualize B as the “path space cate-
gory (groupoid)” on a (smooth) topological space B. We will not dis-
cuss the path space category here in detail. [5, 12, 16] can be consulted
for the same. Intuitively, the path space category, over a topological
space B, is the category whose objects are points of B, and morphisms
are paths on B (modulo “certain equivalence relations”), and com-
position is given by usual concatenation of paths. The equivalence
relation is typically taken to be “thin homotopy equivalence” [28] or
“back-track equivalence” [16]. The later is slightly weaker condition
compare to the former (see Section 3 of [16] for a comparison between
the two). Since, every “path” can be reversed, this category in fact is
a groupoid. The morphism space of a path space groupoid is equipped
with usual compact-open topology. We will denote the path space
category(groupoid) on B as PB,
Obj(PB) = B,
Mor(PB) = {paths on B}/“some equivalence relations”.(3.6)
Then, we may take U := PU and V := PV to be path space categories
on open subsets U ⊂ B and V ⊂ B respectively. Obviously U,V are
subcategories of PB := B. So, in this case Gen
(
Mor(U)∪Mor(V)
)
is
basically the set of all paths (modulo “certain equivalence relations”)
lying on U ∪ V ⊂ B. In other words, U∪V is the path space category
P(U ∪ V ) on U ∪ V ⊂ B. On a related note we observe that even
without the smoothness condition on B we can construct the path space
groupoid PB by taking the morphism space to be the space of homotopy
equivalent paths on B, which is of course stronger equivalence condition
than the previous two.
The intersection and (categorical) union of subcategories respectively
defined in (3.1), (3.3) satisfy usual set theoretic Boolean relations of
unions and intersections. Here we list some of them, and have provided
a proof for the following proposition in the Appendix.
Proposition 3.1. Let U,V,W be subcategories of a category B. Sup-
pose intersection and (categorical) union of subcategories are respec-
tively defined as in (3.1), (3.3). Then following relations hold:
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(i) U∪(V∪W) = (U∪V)∪W and U∩(V∩W) = (U∩V)∩W,
(ii)U ∪ (V ∩W) = (U ∪V) ∩ (U ∪W).
(iii) U ∩ (V ∪W) = (U ∩V) ∪ (U ∩W),
Proof. See the Appendix. 
Let U be a sub category of a topological groupoid B, such that
Obj(U) and Mor(U) are open (respectively in Obj(B) and Mor(B)).
Then we call U to be an open subcategory of B, if U is also a groupoid.
The following obvious result would be useful later.
Lemma 3.1. Suppose U is an open subcategory of a topological groupoid
B, and for a
f1−→ b, b f2−→ c, a f
′
1−→ b′, b′ f
′
2−→ c ∈ Mor(U), we have
(3.7) f2 ◦ f1 = f ′2 ◦ f ′1.
Then there exists an isomorphism b
g0−→ b′ ∈ Mor(U), such that
g0 ◦ f1 = f ′1
f2 ◦ g−10 = f ′2.
(3.8)
Proof. Directly follows from the fact that U is a groupoid. 
Figure 2.
In the context of the path space groupoid PB over a smooth topolog-
ical space B, there is an elegant approach, namely “back-track erasing”
[16, 25], to deal with such a situation and the condition in (3.7)–(3.8)
is ensured by imposing certain equivalence relation on the space of
paths. Roughly the idea is as follows. If U is an open subset of B, and
U := PU is the path space category over U , that is
Obj(PU) = U,
Mor(PU) = {paths on U}/“some equivalence relations”.(3.9)
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Suppose two pairs of paths (modulo equivalence), a
γ1−→ b, b γ2−→ c ∈
Mor(PU), and a
γ′1−→ b′, b′ γ
′
2−→ c ∈ Mor(PU) such that
γ2 ◦ γ1 = γ′2 ◦ γ′1,
then we have the path segment b
γ0−→ b′ between b and b′, satisfying
γ0 ◦ γ1 = γ′1
γ2 ◦ γ−10 = γ′2.
(3.10)
Figure 2 illustrates (3.10).
For future reference we make following observation.
Lemma 3.2. Let U,V be open subcategories of a topological groupoid
B . Then U ∪V and U ∩V are also open subcategories of B.
Proof. Straightforward verification. 
Let U be an open subcategory of a topological groupoid B. An in-
dexed family of subcategories {Uα}α∈I is an open categorical cover of
U, if each Uα is an open subcategory of U, and
(3.11) U =
⋃
α
Uα,
where the union of subcategories is taken according to the definition in
(3.3).
Following examples illustrate the idea behind an open categorical
cover of a topological category.
Example 3.1. We call a category A trivially discrete, if objects form
a set, and only morphisms in Mor(A) are identity morphisms:
Mor(A) = {1a|a ∈ Obj(A)} ' Obj(A).
Let B be a topological space with an open cover {Ui}i∈I , and Bdis be
the corresponding trivially discrete category. Then, it is obvious that
the set of trivially discrete categories, corresponding to {Ui}i∈I , defines
a categorical cover of Bdis.
Example 3.2. Suppose B := M is a smooth manifold with an open
cover {Ui}i∈I . Let Uik denotes the intersection of Ui and Uk,
Uik := Ui ∩ Uk.
Let B := PM be the path space category over M ; that is, (skipping
the technicalities)
Obj(PM) = M
Mor(PM) = {C1-paths on M}/“some equivalence relations”.
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Let, for each i ∈ I,
Ui := PUi
be the path space category on the open set Ui :
Obj(Ui) = Ui,
Mor(Ui) = {C1-paths on Ui}/“some equivalence relations”.
Clearly each Ui is a subcategory of PM. Observe that every path on M
has to locally lie on some Ui. That means, for each path γ onM, we have
J ⊂ I, such that γ entirely lies on ⋃j∈J Uj. Suppose J = {j1, · · · , jk},
and
γjr := γ|Ujr = restriction of γ to Ujr .
So, γ can be written as composition of a sequence of paths (γjk , · · · , γj1):
γ = γjk ◦ · · · ◦ γj1 .
Note that γjr ∈ Mor(Ujr). In other words, according to the definition
in (3.3),
γ ∈ Mor
(⋃
j∈J
Uj
)
.
Also as explained before each Ui is a groupoid. Hence, as a conse-
quence, {Ui}i∈I define a categorical cover of PM ,⋃
i∈I
Ui = PM.
Example 3.3. This is rather an example of what is not an open cate-
gorical cover. Let B be a smooth topological space with an open cover
{Ui}i∈I . Let Uik denotes the intersection of Ui and Uk,
Uik := Ui ∩ Uk.
Let B be the path space grouopid PB. Let U ji , i, j ∈ I, be the set of
all morphisms whose sources are in Ui and targets are in Uj :
(3.12)
U ji := {f ∈ Mor(B)|source(f) ∈ Ui, target(f) ∈ Uj} ⊂ Mor(B).
Note that also,
U ji ∩ U lk = U jlik,
where U jlik is the set of morphisms starting in Uik, and terminating Ujl.
Since {Ui} is an open cover of B, every morphism in B has to start in
some Ui and terminate in some Uj. In other words,⋃
i,j∈I
U ji = Mor(B).
ON Cat-VALUED SHEAVES 15
Now let us define a category Uki , for each i, k ∈ I, as follows:
Obj(Uji ) = Ui ∪ Uj,
Mor(Uji ) = U
j
i ∪ {1p|p ∈ Ui ∪ Uj}.
(3.13)
Thus each Uji is a subcategory of U, and
(3.14)
⋃
i,j∈I
Uji = B,
But Uji is not a groupoid. So according to our definition U
j
i s are not
open subcategories. Hence, {Uji}i,j∈I is not an (open)categorical cover
of B.
4. Cat-valued sheaves and functorial sections
In this section first we will introduce the notion of Cat-valued sheaves,
and finally, our intention is to construct an example of Cat valued sheaf
of functorial sections.
4.1. Cat-valued sheaves. Suppose B is a topological groupoid. Let
us consider the category O˜(B) of open subcategories:
Obj
(
O˜(B)
)
:= {U|U ⊂ B}
= set of all open subcategories of B,
Hom(U,V) = {Θ : U −→ V|U,V ⊂ B}.
(4.1)
Henceforth O˜(B) will always denote the category of open subcategories
of a topological groupoid B, as described in (4.1).
Recall the definition of a Cat-valued presheaf, defined in (2.8). Let
R be a Cat-valued presheaf over O˜(B),
(4.2) R : O˜(B)op //Cat.
Let U be an open subcategory of B, and {Uα}α∈I be an open categor-
ical cover of U (see (3.11)). Let
iα : Uα ↪→ U, α ∈ I
be the inclusion functor. Thus, R(iα) defines a functor from the cate-
gory R(U) ∈ Obj(Cat) to the category R(Uα) ∈ Obj(Cat) :
(4.3) R(iα) : R(U) −→ R(Uα),
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for each α ∈ I. Similarly, if Uα∩Uβ := Uαβ is non empty, then we have
a pair of inclusion functors (we use same notation for both of them)
iαβ : Uαβ ↪→ Uα,
iαβ : Uαβ ↪→ Uβ,
and corresponding to them respectively we have functors
R(iαβ) : R(Uα) −→ R(Uαβ),
R(iαβ) : R(Uβ) −→ R(Uαβ).(4.4)
We call R to be a Cat-valued sheaf over O˜(B) provided following
conditions are satisfied:
(1) [Locality]
(i) If Ψ1,Ψ2 ∈ Obj
(
R(U)
)
, such that,
(4.5) R(iα)(Ψ1) = R(iα)(Ψ2),
for all α ∈ I, then,
(4.6) Ψ1 = Ψ2.
(ii) If Ψ1,Ψ2, Ψ˜1, Ψ˜2 ∈ Obj(R(U)) satisfy
R(iα)(Ψ1) = R(iα)(Ψ2),
R(iα)(Ψ˜1) = R(iα)(Ψ˜2),
(4.7)
for all α ∈ I, and
(
Ψ1
S1−→ Ψ˜1
)
,
(
Ψ2
S2−→ Ψ˜2
)
∈ Mor
(
R(U)
)
such that,
(4.8) R(iα)(S1) = R(iα)(S2),
for all α ∈ I, then,
(4.9) S1 = S2.
(2) [Gluing]
(i) If for each α ∈ I, a Ψα ∈ Obj
(
R(Uα)
)
is given, such
that, for any non empty Uαβ
(4.10) R(iαβ)(Ψα) = R(iαβ)(Ψβ),
for all α ∈ I, then there exists a Ψ ∈ Obj(U), such that
R(iα)(Ψ) = Ψα.
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(ii) If for each α ∈ I, a
(
Ψ
Sα−→ Ψ˜
)
∈ Mor
(
R(Uα)
)
is
given, such that, for any non empty Uαβ
R(iαβ)(Ψα) = R(iαβ)(Ψβ),
R(iαβ)(Ψ˜α) = R(iαβ)(Ψ˜β),
(4.11)
and
(4.12) R(iαβ)(Sα) = R(iαβ)(Sβ).
then there exists a
(
Ψ
S−→ Ψ˜
)
∈ Mor(U), such that,
R(iα)(S) = Sα.
Example 4.1. The above definition of a Cat-valued sheaf is a gener-
alization of the standard definition of a sheaf.
If we consider the trivially discrete (see Example 3.1 for the defini-
tion) topological category Bdis corresponding to a topological space B,
then a Cat-valued sheaf overO(Bdis) is simply a sheaf in the traditional
sense.
We end this section with a more interesting example of a Cat-valued
sheaf over O˜(B).
4.2. Cat-valued sheaf of functorial sections. Fix a category C.
For any U ∈ Obj
(
O˜(B)
)
, let
F(U,C) := CU
be the category of functors from U −→ C; that is:
Obj(CU) = Fun(U,C)
Mor(CU) = N (U,C).(4.13)
Lemma 4.1. For any
(
U
Θ−→ V
)
∈ Mor
(
O˜(B)
)
, we have a functor
R(Θ) : CV −→ CU,
given as follows:
R(Θ) :Obj(CV) −→ Obj(CU),
Ψ 7→ ΨΘ,
R(Θ) :Mor(CV) −→ Mor(CU),
S 7→ SΘ.
(4.14)
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Proof. Define a new category of categories Ĉ by attaching C with the
original category O˜(B) :
Obj(Ĉ) := Obj
(
O˜(B)
)
∪ {C},
Mor(Ĉ) := Mor
(
O˜(B)
)
∪
( ⋃
U⊂B
Fun(U,C)
)
∪
( ⋃
U⊂B
Fun(C,U)
)
∪
(
Fun(C,C)
)
.
Then according to Proposition 2.1, for C ∈ Obj(Ĉ) we have the functor
(4.15) FC : Ĉop −→ Cat.
In particular, if U,V ∈ Obj(O˜(B)) ⊂ Obj(Ĉ) and (U Θ−→ V) then
(
U
Θ−→ V
)
7→
(
CV
FC(Θ)−−−−→ CU
)
,
since FC(U) = F(U,C) = CU. It is immediate that FC restricted to
O˜(B) is in fact the R in the statement of the lemma;
FC|O˜(B) = R.

Therefore we have a Cat-valued presheaf R :
R :O˜(B)op //Cat,
Obj
(
O˜(B)
)
//Obj(Cat),
U 7→ CU,
Mor
(
O˜(B)
)
//Mor(Cat),(
U
Θ−→ V
)
7→
(
CV
R(Θ)−−−→ CU
)
.
(4.16)
Rest of this section will be devoted to prove (Theorem 4.2) that the
Cat-valued presheaf, defined above, is in fact a Cat-valued sheaf.
Theorem 4.2. Let B be a topological groupoid. Let O˜(B) be the cat-
egory of open subcategories. Let R be as defined in Lemma 4.1. Then
R is a Cat-valued sheaf over O˜(B).
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Note that if {Uα}α is an open categorical cover of B, then Lemma 3.2
ensures,
Uαβ := Uα ∩Uβ ∈ Obj
(O˜(B)),
Uα ∪Uβ ∈ Obj
(O˜(B)).(4.17)
Before we carry out the proof of this theorem, we will work in a
simpler situation to get an insight into the overall methodology of the
proof.
We have to verify that R satisfies [Locality] and [Gluing] condi-
tions. The crucial issue here is that, if {Uα} is a categorical cover of U,
then in general
⋃
α Mor(Uα) is a subset of Mor
(⋃
α Uα
)
= Mor(U).
In other words, there may exist a morphism in Mor(U), which does not
belong to any Mor(Uα). Now, if Ψ1,Ψ2 ∈ Obj(R(U)) = Obj(CU) =
Fun(U,C), such that Ψ1,Ψ2 coincide in each Uα, then it is not obvious
that Ψ1 = Ψ2. Because, there is a possibility that Ψ1,Ψ2 are different
on some
f ∈ Mor
(⋃
α
Uα
)
= Mor(U),
f /∈
⋃
α
Mor(Uα).
(4.18)
But we will see, remarkably, that does not actually happen! And, even
for an f as in (4.18), Ψ1(f),Ψ2(f) are completely determined by the
local datum; i.e. if (4.5) holds for Ψ1,Ψ2, then Ψ1(f) = Ψ2(f), for any
f ∈ Mor(U) including one like in (4.18). Similarly, other conditions of
[Locality] and [Gluing] also hold. To see this, at first we deal with
a test case, where an open subcategory U of B is covered by only two
(open) subcategories {U1,U2} :
(4.19) U1 ∪U2 = U.
Before we proceed further, let us simplify our notations. If U is a
subcategory of V, and i : U ↪→ V is the inclusion functor, then for
Ψ ∈ Obj(CV),S ∈ Mor(CV), we will respectively denote,(
R(i)
)
(Ψ) := Ψ|U ∈ Obj(CU),(
R(i)
)
(S) := S|U ∈ Mor(CU).
(4.20)
Proposition 4.1. Let O˜(B) be the category of open subcategories. Let
R be as defined in Lemma 4.1. Let U be an open subcategory of O˜(B)
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with categorical cover {Uα}α∈{1,2}. Then on U [Locality] and [Glu-
ing] conditions, listed between (4.5)–(4.12), hold.
Proof. First we verify [Locality] conditions.
Let Ψ1,Ψ2 ∈ Obj(CU) = Fun(U,C), such that,
Ψ1|Uα = Ψ2|Uα , α ∈ {1, 2}.
Recalling the definition of categorical union given in (3.3) we see: Ψ1 =
Ψ2 on objects. Also, Ψ1 = Ψ2 on Mor(U1)∪Mor(U2) ⊂ Mor(U). Now,
consider an arbitrary g ∈ Mor(U), that means there exist g2 ∈ Mor(U2)
and g1 ∈ Mor(U1), such that
g = g2 ◦ g1.
[ To be precise, g˜1 ∈ Mor(U1), g˜2 ∈ Mor(U2), and g˜1 ◦ g˜2 = g is also
an alternate possibility. But, this case can be dealt in exactly same
fashion as the other. And, we will not explicitly consider it.] Thus,
Ψ1(g) = Ψ1(g2) ◦Ψ1(g1) [ since,Ψ1is a functor]
= Ψ2(g2) ◦Ψ2(g1) [ since, g2 ∈ Mor(U2), g1 ∈ Mor(U1),
and Ψ1|Uα = Ψ2|Uα , α ∈ {1, 2}]
= Ψ2(g2 ◦ g1) [ since,Ψ2 is a functor]
= Ψ2(g).
(4.21)
Thus Ψ1 = Ψ2 on U.
Similarly, if
(S1 : Ψ1 =⇒ Ψ2), (S2 : Ψ1 =⇒ Ψ2) ∈ Mor(CU) =
N (U,C), such that,
S1|Uα = S2|Uα , α ∈ {1, 2},
then for any (a
f−→ b) ∈ Mor(U1) ∪Mor(U2), we have the commuting
diagram,
(4.22) Ψ1(a)
S(a)

Ψ1(f) // Ψ1(b)
S(b)

Ψ2(a)
Ψ2(f)
// Ψ2(b)
,
where we denote S := S1|Uα = S2|Uα , α ∈ {1, 2}. Now suppose (a g−→
c) ∈ Mor(U) is an arbitrary morphism in Mor(U). That means we have
(a
g1−→ b) ∈ Mor(U1), (b g2−→ c) ∈ Mor(U2), such that
g = g2 ◦ g1.
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S extends to (a g−→ c) ∈ Mor(U) as follows. We have commuting
diagrams,
(4.23) Ψ1(a)
S(a)

Ψ1(g1) // Ψ1(b)
S(b)

Ψ2(a)
Ψ2(g1)
// Ψ2(b)
,
and,
(4.24) Ψ1(b)
S(b)

Ψ1(g2) // Ψ1(c)
S(c)

Ψ2(b)
Ψ2(g2)
// Ψ2(c)
.
Since Ψ2,Ψ1 are functors, composing above commuting diagrams we
get the commuting diagram,
(4.25) Ψ1(a)
S(a)

Ψ1(g) // Ψ1(c)
S(c)

Ψ2(a)
Ψ2(g)
// Ψ2(c)
[ putting g2 ◦ g1 = g].
Thus S = S1 = S2 for the category U.
Our next task is to verify [Gluing] conditions.
For that, suppose Ψα ∈ Obj(CUα) = Fun(Uα,C) given for α ∈
{1, 2}, such that: Ψ1|U12 = Ψ2|U12 . Then we define (Ψ : U −→ C) ∈
Fun(U,C) = Obj(CU) as follows:
Obj(U) //Obj(C)
Obj(U1) ∪Obj(U2) //Obj(C)
a 7→ Ψα(a), if a ∈ Uα, α ∈ {1, 2},(4.26)
and,
Mor(U) //Mor(C)
Gen
(
Mor(U1) ∪Mor(U2)
)
//Mor(C),
f2 ◦ f1 7→ Ψ2(f2) ◦Ψ1(f1),
f2 ∈ Mor(U2), f1 ∈ Mor(U1).(4.27)
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Since Ψ1|U12 = Ψ2|U12 , (4.26) is well defined. For the same reason,
right hand side of (4.27) makes sense [t(f1) = s(f2) ∈ Obj(U12). So,
s(Ψ2(f2)) = t(Ψ1(f1)).]. But we have to check if (4.27) is well defined,
that is, if f ′2 ◦f ′1 = f2 ◦f1, for some other f ′2 ∈ Mor(U2), f ′1 ∈ Mor(U1),
then we should have
Ψ2(f2) ◦Ψ1(f1) = Ψ2(f ′2) ◦Ψ1(f ′1).
Let
s(f2) = b = t(f1), s(f1) = a = s(f
′
1), t(f
′
2) = c = t(f2), s(f
′
2) = b
′ = t(f ′1),
so b, b′ ∈ Obj(U12).
By Lemma 3.1 we have an isomorphism b
g0−→ b′ ∈ Mor(U) such that:
g0 ◦ f1 = f ′1,
f2 ◦ g−10 = f ′2.
In fact,
b
g0−→ b′ ∈ Mor(U12).
Then
Ψ2(f
′
2) ◦Ψ1(f ′1)
= Ψ2(f2 ◦ g−10 ) ◦Ψ1(g0 ◦ f1)
= Ψ2(f2) ◦Ψ2(g−10 ) ◦Ψ1(g0) ◦Ψ1(f1)
= Ψ2(f2) ◦Ψ1(f1) [ since g0 ∈ Mor(U12) and Ψ1|U12 = Ψ2|U12 ].
(4.28)
Hence, (4.27) is well defined, and we have (Ψ : U −→ C) ∈ Fun(U,C) =
Obj(CU) satisfying
Ψ|Uα = Ψα, α = {1, 2}
Next, suppose
(Sα : Ψα =⇒ Ψ′α) ∈ Mor(CUα) = N (Uα,C) given for
α ∈ {1, 2}, such that, Ψ1,Ψ2 glue to form a Ψ ∈ Fun(U,C), similarly,
Ψ′1,Ψ
′
2 glue to form a Ψ
′ ∈ Fun(U,C), [as described in the previous
part of the proof] and Sα satisfy
(4.29) S1|U12 = S2|U12 .
We define S ∈ N (U,C) by:
(4.30) S(a) = Sα(a), for a ∈ Obj(Uα), α ∈ {1, 2}.
Above equation makes sense because of (4.29). We have to ensure that
(4.30) is a well defined natural transformation between Ψ and Ψ′. It
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is obvious that for any a
f−→ b ∈ Mor(U1) ∪ Mor(U2) ⊂ Mor(U) =
Mor(U1 ∪U2), we have the commuting diagram:
(4.31) Ψ(a)
Sα(a)

Ψ(f)
// Ψ(b)
Sα(b)

Ψ′(a)
Ψ′(f)
// Ψ′(b)
,
where a
f−→ b ∈ Mor(Uα), α = {1, 2}. We have to verify that S is well
defined (as a natural transformation) for all (a
g−→ c) ∈ Mor(U). Again,
by the previous argument, we have g = g2 ◦ g1, for some (a g1−→ b) ∈
Mor(U1), (b
g2−→ c) ∈ Mor(U2). We have a pair of commuting diagrams
respectively in U1 and U2,
(4.32) Ψ(a)
S1(a)

Ψ(g1) // Ψ(b)
S1(b)

Ψ′(a)
Ψ′(g1)
// Ψ′(b)
,
and,
(4.33) Ψ(b)
S2(b)

Ψ(g2) // Ψ(c)
S2(c)

Ψ′(b)
Ψ′(g2)
// Ψ′(c)
.
Since b ∈ Obj(U12), and S1|U12 = S2|U12 , we have a commuting dia-
gram
(4.34) Ψ(b)
S1(a)

Ψ(g)
// Ψ(c)
S2(c)

Ψ′(b)
Ψ′(g)
// Ψ′(c)
[ putting g2 ◦ g1 = g].
So we have a well defined natural transformation (S : Ψ =⇒ Ψ′) ∈
N (U,C) satisfying:
S|Uα = Sα, α ∈ {1, 2}.
In conclusion, we have proven that, on U = U1 ∪ U2,R satisfies
[Locality] and [Gluing] conditions.
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
Now we turn to the proof of Theorem 4.2. The proof would be
rather long, and we proceed by one step at a time. The verification of
[Locality] is not very difficult. The main hardship is to ensure that
the [Gluing] conditions are satisfied. Let us first explain what we are
trying to achieve here, and give a brief description of the strategy of
our proof.
Suppose {Uα}α∈I is a categorical cover of an open subcategory U ⊂
B. Let f ∈ Mor(U) = Mor(∪α∈IUα) be an arbitrary morphism in
Mor(U). That means, there exists J := {j1, · · · , jm} ⊂ I such that
(4.35) f = fjm ◦ · · · ◦ fj1 ,
where fjr ∈ Mor(Ujr), r ∈ {1, · · · ,m}. Note that Ujr ∩ Ujr−1 , r ∈
{2, · · · ,m}, is always non empty, because
s(fjr) = t(fjr−1).
If we are given a Ψα ∈ Obj(CUα) = Fun(Uα,C) for each α ∈ I,
satisfying
Ψα|Uαβ = Ψβ|Uαβ for any non-empty Uαβ,
we intend to find a Ψ ∈ Obj(CU) = Fun(U,C), such that
Ψ|Uα = Ψα.
We define Ψ as follows
(4.36) Ψ(f) := Ψjm(fjm) ◦ · · · ◦Ψj1(fj1).
[ Here and afterwards we will focus on the gluing (respectively locality)
condition only for morphisms. For the objects it is obvious due to the
first part of (3.3).]
Now, suppose for some other J ′ := {j′1, · · · , j′n} ⊂ I, we have
(4.37) f = f ′j′n ◦ · · · ◦ f ′j′1 ,
where f ′j′k ∈ Mor(Uj′k), k ∈ {1, · · · , n}. Then Ψ to be well defined, we
should have
(4.38) Ψjm(fjm) ◦ · · · ◦Ψj1(fj1) = Ψj′n(f ′j′n) ◦ · · · ◦Ψj′1(f ′j′1).
Our primary concern is to prove (4.38). Rest of the proof is straight-
forward.
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Strategy of the proof. The proof of (4.38) will be carried out by
the method of induction. First we will prove that, if J = {j1} and
J ′ = {j′2, j′1}, that is, f ∈ Mor(Uj1) and f = f ′j′2 ◦ f
′
j′1
, then
Ψj1(f) = Ψj′2(f
′
j′2
) ◦Ψj′1(f ′j′1).
Next, we make the induction assumption:
[Ind assum 1]: “If J = {j1} and J ′ = {j′1, · · · , j′k}, that is, f ∈
Mor(Uj1) and f = f
′
j′k
◦ · · · ◦ f ′j′1 , then
Ψj1(f) = Ψj′k(f
′
j′k
) ◦ · · · ◦Ψj′1(f ′j′1).”
Then we show that it is true for J = {j1} and J ′ = {j′1, · · · , j′k+1}.
Thus, it holds for J = {j1} and J ′ = {j′1, · · · , j′n}. We proceed with a
second induction assumption.
[Ind assum 2]: “If J = {j1, · · · , jk} and J ′ = {j′1, · · · , j′n}, that is,
fjl ∈ Mor(Ujl) and fjk ◦ · · · ◦ fj1 = f ′j′n ◦ · · · ◦ f ′j′1 , then
Ψjk(fjk) ◦ · · · ◦Ψj1(fj1) = Ψj′n(f ′j′n) ◦ · · · ◦Ψj′1(f ′j′1).”
Then we show that it holds for J = {j1, · · · , jk+1} and J ′ = {j′1, · · · , j′n}.
Thus, we can conclude that it holds for J = {j1, · · · , jm} and J ′ =
{j′1, · · · , j′n}.
And, that would complete the proof of (4.38).
Proof of (4.38). We implement our strategy described above.
Proposition 4.2. With notations and conventions as above, let U
be a subcategory of B, with an open categorical cover {Uα}α∈I . Let
j1, j
′
1, j
′
2 ∈ I, and
f = f ′j′2 ◦ f
′
j′1
∈ Mor(Uj1) ∩Mor(Uj′1 ∪Uj′2),
where f ∈ Mor(Uj1), f ′j′2 ∈ Mor(Uj′2), f
′
j′1
∈ Mor(Uj′1). Then,
(4.39) Ψj1(f) = Ψj′2(f
′
j′2
) ◦Ψj′1(f ′j′1).
Proof. First we observe that, both Uj1 ∩ Uj′1 and Uj1 ∩ Uj′2 are non
empty [since, s(f) = s(f ′j′1), t(f) = t(f
′
j′2
), and s(f), t(f) ∈ Obj(Uj1)].
Now, using (iii) of Proposition 3.1, we write
f ∈ Mor
(
Uj1 ∩
(
Uj′1 ∪Uj′2
))
= Mor
((
Uj1 ∩Uj′1
) ∪ (Uj1 ∩Uj′2)).
That means, there exists f2 ∈ Mor
(
Uj1 ∩Uj′2
)
, f1 ∈ Mor
(
Uj1 ∩Uj′1
)
,
such that
f = f2 ◦ f1.
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By (3.7)–(3.8), we have an isomorphism g0 ∈ Mor(Uj′1 ∩ Uj′2), such
that
f ′j2 ◦ g0 = f2,
g0
−1 ◦ f ′j1 = f1.
So,
Ψj1(f) = Ψj1(f2 ◦ f1)
= Ψj1(f2) ◦Ψj1(f1)[ since,Ψj1 is a functor, and f2, f1 ∈ Mor(Uj1)]
= Ψj′2(f2) ◦Ψj′1(f1)
[ since,Ψj1 |Uj1j′i = Ψj′i |Uj1j′i , i ∈ {1, 2}, and f2 ∈ Mor(Uj′2), f1 ∈ Mor(Uj′1)]
= Ψj′2(f
′
j2
◦ g0) ◦Ψj′1(g0−1 ◦ f ′j1)
= Ψj′2(f
′
j′2
) ◦Ψj′1(f ′j′1)[ since,Ψj′1|Uj′1j′2 = Ψj′2 |Uj′1j′2 ]
(4.40)
This proves the proposition. 
We assume [Ind assum 1].
Proposition 4.3. Suppose [Ind assum 1] is true. Let j1 ∈ I, J˜ ′ =
{j′1, · · · , j′k+1} ⊂ I, and
f = f ′j′k+1 ◦ · · · ◦ f
′
j′1
∈ Mor(Uj1)
⋂
Mor
( ⋃
j′i∈J˜ ′
Uj′1
)
,
where f ∈ Mor(Uj1), f ′j′i ∈ Mor(Uj′i), i ∈ {1, · · · , k + 1}. Then,
(4.41) Ψj1(f) = Ψj′k+1(f
′
j′k+1
) ◦ · · · ◦Ψj′1(f ′j′1).
Proof. In spirit, proof is similar to that of Proposition 4.2. Let us
denote
Uj′1 ∪ · · · ∪Uj′k
notation
= U(j′1, · · · , j′k).
Again Uj1 ∩U(j′1 · · · j′k) and Uj1 ∩Uj′k+1 are non empty [since, s(f) =
s(f ′j′1), t(f) = t(f
′
j′k+1
), and s(f), t(f) ∈ Obj(Uj1)]. Then we have,
f ∈ Uj1
⋂(
U(j′1 · · · j′k)∪Uj′k+1
)
=
(
Uj1∩U(j′1, · · · , j′k)
)⋃(
Uj1∩Uj′k+1
)
.
Therefore there exists g1 ∈ Mor
(
Uj1∩U(j′1, · · · , j′k)
)
, and g2 ∈ Mor
(
Uj1∩
Uj′k+1
)
, such that,
f = g2 ◦ g1.
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So, we have an isomorphism g0 ∈ Mor(Uj′k) ∩Mor(Uj′k+1) satisfying,
g1 = g
−1
0 ◦ f ′j′k ◦ · · · ◦ f
′
j′1
,
g2 = f
′
j′k+1
◦ g0.(4.42)
Since, g1 ∈ Mor
(
Uj1 ∩U(j′1, · · · , j′k)
)
, we can apply [Ind assum 1] to
obtain,
(4.43) Ψj1(g1) = Ψj′k(g
−1
0 ◦ f ′j′k) ◦ · · · ◦Ψj′1(f
′
j′1
).
Similarly for g2, we have
(4.44) Ψj1(g2) = Ψj′k+1(f
′
j′k+1
◦ g0).
Composing (4.43) and (4.44) we arrive at our desired result,
Ψj1(f) = Ψj1(g2) ◦Ψj1(g1)
[ since,Ψj1 is a functor, and g2, g1 ∈ Mor(Uj1)]
= Ψj′k+1(f
′
j′k+1
◦ g0) ◦Ψj′k(g−10 ◦ f ′j′k) ◦ · · · ◦Ψj′1(f
′
j′1
)
= Ψj′k+1(f
′
j′k+1
) ◦Ψj′k(f ′j′k) ◦ · · · ◦Ψj′1(f
′
j′1
)
[ since,Ψj′k+1 |Uj′k+1j′k = Ψj′k |Uj′k+1j′k ].
(4.45)
Hence proved. 
That means, if f ∈ Mor(Uj1), and for J ′ = {j′1, · · · , j′n} ⊂ I, we
have
f = f ′j′n ◦ · · · ◦ f ′j′1 ,
where f ′j′k ∈ Mor(Uj′k), k ∈ {1, · · · , n}, then,
(4.46) Ψj1(f) = Ψj′n(f
′
j′n) ◦ · · · ◦Ψj′1(f ′j′1).
Next we come to the second induction assumption [Ind assum 2].
Proposition 4.4. Suppose [Ind assum 2] is true. Let {j1, · · · , jk+1} ⊂
I, J ′ = {j′1, · · · , j′n} ⊂ I, and
fjk+1 ◦ · · · ◦ fj1 = f ′j′n ◦ · · · ◦ f ′j′1 ∈ Mor
(⋃
jl∈J
Ujl
)⋂
Mor
( ⋃
j′i∈J ′
Uj′i
)
,
where fjl ∈ Mor(Ujl), l ∈ {1, · · · , k+1}, f ′j′i ∈ Mor(Uj′i), i ∈ {1, · · · , n}.
Then,
(4.47) Ψjk+1(fjk+1) ◦ · · · ◦Ψj1(fj1) = Ψj′n(f ′j′n) ◦ · · · ◦Ψj′1(f ′j′1).
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Proof. We follow our earlier notation,
Uj1 ∪ · · · ∪Ujk notation= U(j1, · · · , jk),
and
Uj′1 ∪ · · · ∪Uj′n
notation
= U(j′1, · · · , j′n).
Again U(j1, · · · , jk) ∩ U(j′1, · · · , j′n) and Ujk+1 ∩ Uj′n are non empty
[since, s(fj1) = s(f
′
j′1
), t(fjk+1) = t(f
′
j′n), and s(f) ∈ Obj(Uj1), t(f) ∈
Obj(Ujk+1)]. Then we have,
fjk+1 ◦ · · · ◦ fj1 = f ′j′n ◦ · · · ◦ f ′j′1
∈
(
U(j1, · · · , jk) ∪Ujk+1
)⋂(
U(j′1, · · · , j′n)
)
=(
Ujk+1 ∩U(j′1, · · · , j′n)
)⋃(
U(j1, · · · , jk) ∩U(j′1, · · · , j′n
)
.
(4.48)
Therefore there exists g1 ∈ Mor
(
U(j1 · · · jk) ∩U(j′1 · · · j′n)
)
, and g2 ∈
Mor
(
Ujk+1 ∩U(j′1, · · · , j′n)
)
, such that,
f ′j′n ◦ · · · ◦ f ′j′1 = fjk+1 ◦ · · · ◦ fj1 = g2 ◦ g1.
So, we have a pair of isomorphisms g0 ∈ Mor(Ujk) ∩Mor(Ujk+1), g′0 ∈
Mor(Uj′n−1) ∩Mor(Uj′n) satisfying,
g1 = g
−1
0 ◦ fjk ◦ · · · ◦ fj1 ,
g2 = fjk+1 ◦ g0,
and,
g1 = g
′
0
−1 ◦ fj′n−1 ◦ · · · ◦ f ′j′1 ,
g2 = fj′n ◦ g′0.
Now applying [Ind assum 2], and using same argument as previous
proposition, we deduce ,
Ψjk+1(fjk+1) ◦ · · · ◦Ψj1(fj1) = Ψj′n(f ′j′n) ◦ · · · ◦Ψj′1(f ′j′1).
Hence proved. 
By induction, we conclude, if fjl ∈ Mor(Ujl), f ′j′i ∈ Mor(Uj′i) and for
J = {j1, · · · , jm}, J ′ = {j′1, · · · , j′n} ⊂ I, we have
fjm ◦ · · · ◦ fj1 = f ′j′n ◦ · · · ◦ f ′j′1 ,
then,
(4.49) Ψjm(fjm) ◦ · · · ◦Ψj1(fj1) = Ψj′n(f ′j′n) ◦ · · · ◦Ψj′1(f ′j′1).
So, (4.38) is proven.
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Proof of Theorem 4.2. We conclude this subsection by presenting
the proof of Theorem 4.2. We have already derived all the required
results. We only have to collect and organize them. We do not reiterate
the notations and conventions. They should be assumed to be as per
with the Theorem 4.2 and subsequent part of this section.
Verification of [Locality] condition is virtually identical to the given
in the proof of Proposition 4.1. For the sake of completeness, we only
restate the result here.
If, Ψ1,Ψ2 ∈ Obj(CU) = Fun(U,C), such that,
Ψ1|Uα = Ψ2|Uα , α ∈ I.
Then Ψ1 = Ψ2 on U.
Similarly, if
(S1 : Ψ1 =⇒ Ψ2), (S2 : Ψ1 =⇒ Ψ2) ∈ Mor(CU) =
N (U,C), such that,
S1|Uα = S2|Uα , α ∈ I,
then S1 = S2.
Let us verify the [Gluing] condition.
Ψα ∈ Obj(CUα) = Fun(Uα,C) given for each α ∈ I, such that:
Ψα|Uαβ = Ψβ|Uαβ , for every non-empty Uαβ. Then we define (Ψ :
U −→ C) ∈ Fun(U,C) = Obj(CU) as follows:
Obj(U) //Obj(C)
Obj(
⋃
α∈I
Uα) //Obj(C)
a 7→ Ψα(a), if a ∈ Uα, α ∈ I,(4.50)
and,
Mor(U) //Mor(C)
Gen
(⋃
α∈I
Mor(Uα)
)
//Mor(C),
fjm ◦ · · · ◦ fj1 7→ Ψjm(fjm) ◦ · · · ◦Ψ1(fj1),
where fjk ∈ Mor(Ujk), k ∈ {1, · · · ,m},
and, J := {j1, · · · jm} ⊂ I.(4.51)
Since Ψα|Uαβ = Ψβ|Uαβ , (4.50) is well defined. Also (4.38) ensures that
(4.51) is well defined. Thus we have a (Ψ : U −→ C) ∈ Fun(U,C)
satisfying,
Ψα = Ψ|α, α ∈ I.
Next, suppose
(Sα : Ψα =⇒ Ψ′α) ∈ Mor(CUα) = N (Uα,C) is given
for each α ∈ I, such that, {Ψα} glue to form a Ψ ∈ Fun(U,C), and
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similarly, {Ψ′α} glue to form a Ψ′ ∈ Fun(U,C), [as described in the
previous part of the proof] and Sα satisfy
(4.52) Sα|Uαβ = Sβ|Uαβ .
We define S ∈ N (U,C) by:
(4.53) S(a) = Sα(a), for a ∈ Obj(Uα), α ∈ I.
Above equation is well defined because of (4.52). The proof that (4.53)
defines a natural transformation from Ψ to Ψ′, is exactly same as the
counter part in Proposition 4.1.
And, that completes the proof of Theorem 4.2.
5. Sheaves of categorical groups
Objective of this section is to define the (pre)sheaves of categorical
groups, and construct an example for the same. In section 2 we made
some passing remarks about categorical group valued presheaves. Here
we will take a more formal approach. Before that let us briefly review
categorical groups, and associated notions.
5.1. Categorical groups. There are many equivalent definitions of a
categorical group available in literature [17, 20, 24, 26]. For our purpose
we will mostly think of a categorical group in terms of a crossed-module.
A categorical group G is given by a category G along with a functor
(5.1) G × G // G
which makes both Obj(G) and Mor(G) groups. Some of the immediate
consequences are as follows:
(i) the identity-assigning map
Obj(G) //Mor(G) : x 7→ 1x
is a homomorphism, and so, 1e is the identity element in Mor(G),
where e is the identity element in Obj(G),
(ii) the source and target maps
(5.2) s, t : Mor(G) //Obj(G)
are both homomorphisms;
(iii) functoriality of (5.1) implies the following exchange law,
(5.3) (φ2ψ2) ◦ (φ1ψ1) = (φ2 ◦ φ1)(ψ2 ◦ ψ1),
whenever right hand side is well defined for φ1, φ2, ψ1, ψ2 ∈
Mor(G). Here and onwards ◦ will denote the composition of
morphisms (as usual) and juxtaposition of two elements denote
group product.
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Specializing to the case, where both Obj(G) and Mor(G) are Lie groups
and the maps s, t and x 7→ 1x are smooth, we have a categorical Lie
group G.
A crossed-module is given by a pair of groups G and H, along with
maps
α : G×H //H : (g, h) 7→ αg(h) and τ : H //G,
where τ is a homomorphism, αg is an automorphism of H for each
g ∈ G, and the map g 7→ αg ∈ Aut(H) is a homomorphism. The map
τ and the map α interrelated via following identities
τ(αg(h)) = gτ(h)g
−1,
ατ(h)(h
′) = hh′h−1 for all g ∈ G, h, h′ ∈ H.(5.4)
We write a crossed module as (G,H, α, τ). When G and H are Lie
groups, and α and τ are smooth, (G,H, α, τ) is called a Lie crossed
module. For us, most useful property of a (Lie) crossed module is the
following.
It is well known that there is a one-to-one correspondence between
categorical (Lie) groups and (Lie) crossed modules [5, 6, 16]. The
bijection is given as follows.
Let G be a categorical group. We take G := Obj(G), H := ker s,
τ = t|H , and
αg(h) = 1gh1
−1
g
for all g ∈ G and h ∈ H. Then we have a group isomorphism
Mor(G) ' // H oα G defined by the map
Mor(G) //H oα G
: φ 7→ (φ1s(φ)−1 , s(φ)).
The target map t, viewed as a mapping H oα G //G, is given by
(5.5) t(h, g) = τ(h)g for all (h, g) ∈ H oα G.
We note here that the group product in H oα G is given by the usual
group multiplication law for a semi direct product
(5.6) (h2, g2)(h1, g1) =
(
h2αg2(h1), g2g1
)
for all (h2, g2), (h1, g1) ∈ H oα G. It also easily follows that the com-
position of morphisms in Mor(G) ' H oα G is given by
(5.7) (h2, g2) ◦ (h1, g1) = (h2h1, g1);
of course this composition is defined only when
τ(h1)g1 = t(h1, g1) = s(h2, g2) = g2.
32 SAIKAT CHATTERJEE
A morphism between a pair of categorical groups G and H is a functor
[5, 6]
(5.8) λ : G −→ H,
such that, both λ : Obj(G) //Obj(H) and λ : Mor(G) //Mor(H) are
homomorphisms of groups.
The category of all categorical groups, that is, the category whose
objects are categorical groups and morphisms are morphisms between
categorical groups (defined in (5.8)), will be denoted as
CatGrp.
Clearly there is a full, faithful, forgetful functor
CatGrp −→ Cat,
and CatGrp is a full subcategory of Cat. Our next goal is to consider
the CatGrp ⊂ Cat valued presheaf over a category C of a collection
of small categories. We define a presheaf of categorical groups or a
CatGrp-valued presheaf, over C, to be a contravariant functor from C
to CatGrp :
(5.9) ρ : Cop //CatGrp.
We will denote the category of presheaves of categorical groups by
(5.10) Prsh(C,CatGrp).
Let B be a topological category and O˜(B) be as defined in (4.1).
A presheaf of categorical groups over O˜(B) is a sheaf of categorical
groups over O˜(B) if it satisfies [Locality] and [Gluing] conditions
listed between (4.5)–(4.12).
5.2. Functor category GU. Let U be a category, and Φ1,Φ2 : U //G
be a pair of functors from U to a categorical group G. Then the point-
wise product Φ2Φ1 : U //G is also a functor. In other words, we have
following result [Proposition 3.2, [15]].
Lemma 5.1. The set of all functors from U to G form a group.
Proof. Φ2Φ1 is defined as follows.
(5.11)
(
Φ2Φ1
)
(x) = Φ2(x)Φ1(x),
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where x is in Obj(U) or Mor(U). Thus, if f2, f1 ∈ Mor(U) and they
are composable, then
(Φ2Φ1)(f2 ◦ f1) = Φ2(f2 ◦ f1)Φ1(f2 ◦ f1)
=
(
Φ2(f2) ◦Φ2(f1)
)(
Φ1(f2) ◦Φ2(f1)
)
=
(
Φ2(f2)Φ1(f2)
) ◦ (Φ2(f1)Φ1(f1))[using (5.3)]
=
(
Φ2Φ1
)
(f2) ◦
(
Φ2Φ1
)
(f1).
So Φ2Φ1 is a functor. It is obvious that the constant functor
Φ0 : U // G
a 7→ e,
f 7→ 1e
defines the multiplicative identity, where a ∈ Obj(U) and f ∈ Mor(U),
and e, 1e respectively denote the group identity elements in Obj(U)
and Mor(U). Group inverse Φinv is given by Φinv(x) = Φ(x)−1, where
x ∈ Obj(G) or Mor(G). 
Now suppose T : Φ1 =⇒ Φ2 and T ′ : Φ′1 =⇒ Φ′2 are a pair of natural
transformations between respective functors in {U // G}; that is, the
diagrams in (5.12) commute, where a
f→ b is a morphism in category
U.
(5.12)
Φ1(a)
T (a)

Φ1(f) // Φ1(b)
T (b)

Φ2(a)
Φ2(f)
// Φ2(b)
Φ′1(a)
T ′(a)

Φ′1(f) // Φ′1(b)
T ′(b)

Φ′2(a) Φ′2(f)
// Φ′2(b)
We can define a product natural transformation, given by
(5.13) T ′T (a) := T ′(a)T (a),
for any a ∈ Obj(U). Functoriality of the group product G × G // G
ensures that T ′T is a well defined natural transformation; that is,
following diagram commutes:
(5.14) Φ1(a)Φ
′
1(a)
T ′(a)T (a)

Φ1(f)Φ′1(f) // Φ1(b)Φ
′
1(b)
T ′(b)T (b)

Φ2(a)Φ
′
2(a) Φ2(f)Φ′2(f)
// Φ2(b)Φ
′
2(b)
.
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For any T we have a corresponding (multiplicative) inverse given by
T inv(a) := (T (a))−1.
Moreover, if T1 : Φ1 =⇒ Φ2 and T2 : Φ2 =⇒ Φ3 are natural trans-
formations, then we have a composite natural transformation T2 ◦ T1 :
Φ1 =⇒ Φ3,
(T2 ◦ T1)(a) = T2(a) ◦ T1(a), [for all a ∈ Obj(U)].
Also, using functoriality of G × G // G, it is easy to show that,
(5.15) (T ′2T2) ◦ (T ′1T1) = (T ′2 ◦ T ′1 )(T2 ◦ T1),
when T2 ◦ T1 and T ′2 ◦ T ′1 are defined. The natural transformation
T0 : Φ0 =⇒ Φ0 defined as
T0(a) = 1e, ∀a ∈ Obj(U)
is the multiplicative identity.
Thus we make following proposition [Proposition 3.4, [15]]:
Proposition 5.1. Let GU be the category of functors from U to G:
Obj(GU) := Fun(U,G)
Mor(GU) := N (U,G).(5.16)
Then GU is a categorical group.
Now suppose, as in Theorem 4.2, O˜(B) is the category of open sub-
categories of the topological groupoid B, and {Uα} is an open cate-
gorical cover of U. Then by Lemma 4.1, for any functor
(
U
Θ−→ V
)
∈
Mor
(
O˜(B)
)
, we have a functor ρ(Θ) : GV −→ GU :
ρ(Θ) :Obj(GV) −→ Obj(GU),
Φ 7→ ΦΘ,
ρ(Θ) :Mor(GV) −→ Mor(GU).
T 7→ TΘ.
(5.17)
In fact, the functor in (5.17) is a morphism of categorical groups defined
in (5.8); that is, the functor defines a pair of group homomorphisms,
Obj
(GV) //Obj(GU), and
Mor
(GV) //Mor(GU).(5.18)
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Lemma 5.2. Let U,V ⊂ B, and G be a fixed categorical group. Let
GU,GV be the respective categorical groups of functors defined in Propo-
sition 5.1. Then for any
(
U
Θ−→ V
)
∈ Mor
(
O˜(B)
)
, the functor ρ(Θ),
defined in (5.17), is a morphism from GV to GU.
Proof. Proof directly follows from the group product defined for objects
and morphisms respectively in (5.11) and(5.13). Let Φ,Φ′ ∈ Obj(GV).
Then for any x ∈ Obj(U) or Mor(U), we have(
ρ(Θ)(ΦΦ′)
)
(x) =
(
ΦΦ′Θ
)
(x) [using (5.17)]
=
(
ΦΦ′
)
(Θ(x))
= Φ(Θ(x))Φ′(Θ(x)) [using (5.11)]
=
(
ρ(Θ)(Φ)
)
(x)
(
ρ(Θ)(Φ′)
)
(x) [using (5.17)]
=
(
ρ(Θ)(Φ)ρ(Θ)(Φ′)
)
(x) [using (5.11)].
(5.19)
So,
ρ(Θ)(Φ)ρ(Θ)(Φ′) = ρ(Θ)(ΦΦ′).
Similarly, if T , T ′ ∈ Mor(GV), the using (5.13) we can show
ρ(Θ)(T )ρ(Θ)(T ′) = ρ(Θ)(T T ′).
Thus ρ(Θ) defines a pair of group homomorphisms
Obj
(GV) //Obj(GU), and
Mor
(GV) //Mor(GU).
And, the functor ρ(Θ), as per definition in (5.8), is a morphism between
categorical groups.

In other words
ρ :
(O˜(B))op //CatGrp,
Obj
(
O˜(B)
)
//Obj(CatGrp),
U 7→ GU,
Mor
(
O˜(B)
)
//Mor(CatGrp),(
U
Θ−→ V
)
7→
(
GV ρ(Θ)−−→ GU
)
,
(5.20)
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is an element of Prsh(C,CatGrp).
Theorem 4.2 implies that CatGrp-valued presheaf ρ in (5.20) is
actually a CatGrp-valued sheaf. Hence we conclude,
Proposition 5.2. Let O˜(B) be the category of open subcategories for
a topological groupoid B. Let ρ be as defined in (5.20). Then ρ is a
CatGrp-valued sheaf over O˜(B).
appendix
Proof of Proposition 3.1. Let U,V,W be subcategories of a cat-
egory B. Let intersection and union of a pair of subcategories be re-
spectively as defined in (3.1), (3.3). If U, V and W are mutually
disjoint, then the statements in Proposition 3.1 are same as standard
set theoretic statements, because
Mor(U ∪V) = Mor(U) ∪Mor(V), if U ∩V = ∅.
If one of the U,V,W is disjoint with other two, then also the proof is
straightforward. In what follows, we will assume
U ∩V 6= ∅,
U ∩W 6= ∅,
W ∩V 6= ∅.
Proof of identity (i). The second equation of (i),
U ∩ (V ∩W) = (U ∩V) ∩W,
is an obvious consequence of the definition of intersection in (3.1). Let
us prove the first equation of (i).
We first classify morphisms in U ∪ (V ∪W). If f ∈ Mor
(
U ∪ (V ∪
W)
)
, then (3.3) implies following, not necessarily mutually exclusive,
classification (see left hand side of Figure 3) :
(1) f ∈ Mor(U) ∪Mor(V) ∪Mor(W).
(2) f is of the form f2 ◦ f1, where f2, f1 ∈ Mor(V) ∪Mor(W),
and s(f2) = t(f1) ∈ Obj(V ∩W) = Obj(V) ∩Obj(W).
(3) f is of the form f2◦f1, where f2, f1 ∈ Mor(U)∪Mor(V∪W),
and s(f2) = t(f1) ∈ Obj
(
U ∩ (V ∪W)). By (3.1), (3.3), for
the objects, we have following identity Obj
(
U ∩ (V ∪W)) =
Obj
(
U
) ∩ (Obj(V) ∪ Obj(W)) = (Obj(U) ∩ Obj(V)) ∪
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Figure 3. Comparison between morphisms in U∪(V∪
W) and (U ∪V) ∪W
(
Obj
(
U
) ∩ Obj(W)). So, we may further classify the mor-
phisms in (3) as,
(3A) f = f2 ◦ f1 such that f2, f1 ∈ Mor(U) ∪Mor(V) and
s(f2) = t(f1) ∈
(
Obj
(
U
) ∩Obj(V)).
(3B) f = f2 ◦ f1 such that f2, f1 ∈ Mor(U)∪Mor(W) and
s(f2) = t(f1) ∈
(
Obj
(
U
) ∩Obj(W)).
[It may appear that in (3) we have overlooked the case when f ′′1 , f
′
1 ∈
Mor(V)∪Mor(W) and f1 = f ′′1 ◦f ′1, s(f ′′1 ) = t(f ′1) ∈ Obj(V∩W). But,
note that in that case t(f ′′1 ) = s(f2) ∈ Obj
(
U∩V
)
∩Obj
(
V∩W
)
=
Obj
(
U ∩W
)
∩ Obj
(
V ∩W
)
= Obj(U ∩ V ∩W), and therefore
f ′′1 ◦ f ′1 = f1 ∈ Mor(W) or f ′′1 ◦ f ′1 = f1 ∈ Mor(V). Such scenarios
have already been taken care of respectively by (3B) and (3A). Figure
4 illustrates the case when f ′′1 ◦ f ′1 = f1 ∈ Mor(W).]
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Figure 4.
We proceed with the classification of morphisms in (U∪V)∪W. If
f ∈ Mor
((
U ∪V) ∪W), then we obtain following classification (see
right hand side of Figure 3) :
(1´) f ∈ Mor(U) ∪Mor(V) ∪Mor(W).
(2´) f is of the form f2 ◦ f1, where f2, f1 ∈ Mor
((
U∪V)∩W)
and s(f2) = t(f1) ∈ Obj
((
U ∪ V) ∩W). Using the identity
Obj
((
U ∪V) ∩W) = (Obj(U) ∩ Obj(W)) ∪ (Obj(V) ∩
Obj
(
W
))
, we further classify morphisms in (2´) as,
(2´A) f = f2 ◦ f1 such that f2, f1 ∈ Mor(U)∪Mor(W) and
s(f2) = t(f1) ∈
(
Obj
(
U
) ∩Obj(W)).
(2´B) f = f2 ◦ f1 such that f2, f1 ∈ Mor(V)∪Mor(W) and
s(f2) = t(f1) ∈
(
Obj
(
V
) ∩Obj(W)).
(3´) f = f2 ◦ f1, where f2, f1 ∈ Mor(U) ∪Mor(V) and s(f2) =
t(f1) ∈
(
Obj
(
U
) ∩Obj(V)).
ON Cat-VALUED SHEAVES 39
We make following correspondence between two classifications:
(1)⇐⇒ (1´)
(2)⇐⇒ (2´B)
(3A)⇐⇒ (3´)
(3B)⇐⇒ (2´A).
Hence we conclude
U ∪ (V ∪W) = (U ∪V) ∪W.
Figure 5. Comparison between morphisms in U∪(V∩
W) and (U ∪V) ∩ (U ∪W)
Proof of identity (ii). As before, we classify the morphisms in the
left hand and right hand sides of (ii) and compare.
Let f ∈ Mor
(
U ∪ (V ∩W)
)
. Then following are the possibilities
(see the left hand side of Figure 5).
(1) f ∈ Mor(U).
(2) f ∈ Mor(V ∩W) = Mor(V) ∩Mor(W).
(3) f ∈ Mor(U)∩Mor(V∩W) = Mor(U)∩Mor(V)∩Mor(W) =
Mor(U ∩V ∩W).
(4) f = f2 ◦ f1, where f2, f1 ∈ Mor(U) ∪ Mor(V ∩W) and
s(f2) = t(f1) ∈ Obj(U) ∩ Obj(V ∩W) = Obj(U) ∩ Obj(V) ∩
Obj(W) = Obj(U ∩V ∩W).
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On the other hand, if
f ∈ Mor
(
(U∪V)∩(U∪W)
)
= Mor
(
U∪V
)⋂
Mor
(
U∪W
)
, then
possibilities are as follows (see the right hand side of Figure 5).
(1´) f ∈
(
Mor(U) ∪Mor(V)
)
∩
(
Mor(U) ∪Mor(W)
)
. Since
Mor(U) ∪Mor(V) ⊂ Mor
(
U ∪V
)
,
Mor(U) ∪Mor(W) ⊂ Mor
(
U ∪W
)
[by (3.5)],
we have(
Mor(U) ∪Mor(V)
)⋂(
Mor(U) ∪Mor(W)
)
⊂ Mor
(
U ∪V
)⋂
Mor
(
U ∪W
)
,
⇒ Mor(U) ∪
(
Mor(V) ∩Mor(W)
)
⊂ Mor
(
U ∪V
)⋂
Mor
(
U ∪W
) .
So we further classify as
(1´A) f ∈ Mor(U).
(1´B) f ∈
(
Mor(V) ∩Mor(W)
)
= Mor
(
V ∩W
)
.
(1´C) f ∈ Mor(U) ∩
(
Mor(V) ∩ Mor(W)
)
= Mor
(
U ∩
V ∩W
)
.
(2´) f = f2 ◦ f1, where f2, f1 ∈ Mor(U) ∪ Mor(V ∩W) and
s(f2) = t(f1) ∈
(
Obj(U)∩Obj(V)
)⋂(
Obj(V)∩Obj(W)
)
=
Obj(U ∩V ∩W).
We make following correspondence between two sets of classifica-
tions:
(1)⇐⇒ (1´A)
(2)⇐⇒ (1´B)
(3)⇐⇒ (1´C)
(4)⇐⇒ (2´)
and conclude
U ∪ (V ∩W) = (U ∪V) ∩ (U ∪W).
ON Cat-VALUED SHEAVES 41
Proof of identity (iii). Same methodology can be adopted to prove,
U ∩ (V ∪W) = (U ∩V) ∪ (U ∩W).
Concluding remarks
In this paper we have developed a framework of Cat-valued sheaves
over a category O˜(B) of subcategories of a topological groupoid B. Our
starting point was the definition of Cat-valued presheaf introduced in
[13]. We have constructed the Cat-valued sheaf of local functorial
sections on B for a fixed category C. We have further shown that if we
replace C by a categorical group G, we obtain a CatGrp-valued sheaf.
In traditional sheaf theory, sheaf of sections on a given topological
space is the basic object of interest. In fact, every sheaf defined on a
topological space can be realized as a sheaf of sections on the so called
e´tale´ space corresponding to the given topological space [27]. It would
be interesting to see if similar consideration also arises in the context
of this paper; that is, whether there exists an “e´tale´ category”, such
that any Cat-valued sheaf on B can be realized as a sheaf of functorial
sections on the “e´tale´ category”.
Lastly, we note that it would have been more natural if we had
defined Cat-valued presheaf to be a 2-functor
Cop −→ Cat.
Because, Cat, C, O˜(B) are all 2-categories. To reduce the complexity
we have purposefully ignored the natural higher structures which fore
mentioned categories posses. However, it is not very difficult task to
extend our frame work to the higher level of enrichment.
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