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Abstract
Background: Climate change has increased the days of unseasonal temperature. Although many studies have
examined the association between temperature and mortality, few have examined the timing of exposure where
whether this association varies depending on the exposure month even at the same temperature. Therefore, we
investigated monthly differences in the effects of temperature on mortality in a study comprising a wide range of
weather and years, and we also investigated heterogeneity among regions.
Methods: We analyzed 38,005,616 deaths from 148 cities in the U.S. from 1973 through 2006. We fit city specific
Poisson regressions to examine the effect of temperature on mortality separately for each month of the year, using
penalized splines. We used cluster analysis to group cities with similar weather patterns, and combined results
across cities within clusters using meta-smoothing.
Results: There was substantial variation in the effects of the same temperature by month. Heat effects were larger
in the spring and early summer and cold effects were larger in late fall. In addition, heat effects were larger in
clusters where high temperatures were less common, and vice versa for cold effects.
Conclusions: The effects of a given temperature on mortality vary spatially and temporally based on how unusual
it is for that time and location. This suggests changes in variability of temperature may be more important for
health as climate changes than changes of mean temperature. More emphasis should be placed on warnings
targeted to early heat/cold temperature for the season or month rather than focusing only on the extremes.
Keywords: Temperature and mortality, Acclimation, Acclimatization, Climate change, Global warming
Background
The effects of temperature on public health are compre-
hensive and ubiquitous. Meanwhile, climate change is
shifting the distribution of daily temperature upward, and
may be increasing episodes of unseasonal temperature [1].
Many studies have attempted to understand how extreme
temperature affects human health and mortality [2-6].
Generally, those approaches focused on dose-response re-
lationships over an entire year. Other studies have sug-
gested that temperature effects vary geographically with
different threshold temperatures due to acclimatization to
local weather [5,7,8]. This raises the question of whether
temporal acclimatization to temperature matters as well
as spatial acclimatization. That is, does the dose-response
vary by time of the year?
There have also been some studies implying that tim-
ing of exposure to excessive heat matters for the magni-
tude of the adverse health outcome [9,10]. They have
found that early exposure to a heat wave has more im-
pact than the same event later. However, those studies
focused only on extreme events, early heat waves were
not generally comparable in terms of the intensity and
duration to later ones, and the definition of timing was
descriptive. In this study, we investigated in a systematic
way the effect of timing of exposure to both warm and
cold temperatures treated as continuous predictors. Spe-
cifically, we examined the dose-response relationship
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years (1973-2006) to ensure stability of the estimates.
To further stabilize results we started with 148 US cit-
ies, and clustered them by similarity in seasonal mean
and variance of temperature to obtain clusters of cities
with similar weather. Results from cities belonging to
the same cluster were combined to obtain a more robust
estimate of how temperature effect varies by month, and
the resulting exposure-response curves were compared
among clusters. We also examined how the dose re-
sponse curves varied by cluster, and the effect of timing
by cluster.
Methods
Data
We obtained the data from 211 cities with complete
mortality and weather variables for the study. In most
cases, a city was contained by a single county. However,
we used multiple counties where the city’s population
extends beyond the boundaries of one county.
Among those cities, we restricted our analysis to cities
with a daily average of 5 deaths per day or more for stat-
istical robustness. As a result, we ended up with 148
cities.
Meteorological data were downloaded from the National
Oceanic and Atmospheric Administration (NOAA) web-
site and measured by airport weather stations. Since the
data are from the airport weather stations, the measure-
ments included visibility in meters as well as daily mean
temperature, wind speed, sea level pressure, and dew
point. Therefore, relative humidity was calculated with the
following formula:
Relative humidity RH ðÞ ¼ 100  
112−0:1Ta þ Td
112 þ 0:9Ta
 8
where Ta and Td denote air temperature and dew point
temperature, respectively [11].
Among weather monitoring stations, the closest one
in distance was assigned to each city for ambient
temperature and relative humidity. Since the weather
stations were located in airports, the difference in alti-
tude didn’t play a role. In case a monitor has missing
data, we used the values of the nearest monitor within
60 kilometers. To remove erroneous readings without
deleting true extreme events, temperatures out of the 8
standard deviation range were eliminated.
Daily mortality data, including the number of deaths
for each day and cause of death, were obtained from the
National Center for Health Statistics (NCHS), from the
year 1973 through 2006 [4,12]. We used deaths from
any natural cause except for accidental causes (ICD-code
10th revision: V01-Y98, ICD-code 9th revision: 1-799),
of persons who resided within the city where they died.
Statistical analyses
Considering the huge variations in the climate of the
United States, we categorized the 148 cities into 8 statis-
tical clusters by seasonal temperatures and their seasonal
variances. By doing this, we aimed to maximize the simi-
larity within the cluster and dissimilarity between clusters
at the same time. Specifically, we employed an agglomera-
tive hierarchical approach where, we started by defining
each data point to be a cluster and then combined existing
clusters at each step through the single linkage method.
PROC CLUSTER in SAS 9.2 (Copyright © 2012 SAS Insti-
tute Inc., SAS Campus Drive, Cary, North Carolina 27513,
USA) was implemented based on the mean and standard
deviation of the temperature for four seasons in each city.
The statistical analysis consists of two phases. In the
first stage, separate daily Poisson time-series analyses
were fit for each city and month of the year to evaluate
the effect of temperature on mortality. Because we had
34 years of data for each month, we had sufficient power
to estimate these effects. The effect of heat seems to pri-
marily manifest within a day, whereas the effect of cold
temperatures is spread out over more days. To accommo-
date this we fit two temperature variables, temperature on
the day of death (lag 0), and the average temperature for
the five previous days (lags 1-5). For consistency, tempera-
tures were centered to 18°C. Since the association of
temperature with mortality can be nonlinear, we used a
penalized spline to estimate it. The model also controlled
for the time trend of mortality and temperature over the
34 years by adding a linear term on the sequence of days.
To check the collinearity between the lag 0 lag 1-5, the
correlation coefficients were calculated. Day of week was
also controlled. Specifically, we assumed:
ln λ ðÞ ijt ¼ β0ij þ β1iTimei þ s TMP0ijt

þ s TMP15ijt

þ β2ijRHijt þ β3DOWt;
where λ denotes the expected number of deaths on day t
for city i in month j; Timei is the sequence of days which
counts within month and also increments with the cal-
endar year in city i; TMP0 is the ambient temperature in
Celsius on the same day of death in city i; s is the penal-
ized spline function for the temperature effects, esti-
mated with cubic regression splines with 10 knots;
TMP15 is the moving average of 1-5 previous days from
the death day; RH is the relative humidity; DOW is the
indicator variable for day of week on day t. We assumed
a quasi-Poisson distribution for λ to account for any
over-dispersion.
In the second stage, we combined the curves from the
previous model into a curve representing each month
for each cluster. Doing this by cluster assured that the
overlap in temperature range between cities was large,
and that the dose-response curves were similar. Since
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based on the city specific distribution of temperature, a
meta-analysis of the spline coefficients is not possible.
To avoid this problem, we used meta-smoothing, a
method introduced by Schwartz and Zanobetti to in-
corporate varying smooth curves into one overall curve
[13]. It is based on the idea that predicted curves can be
represented by using their predicted values for a dense
range of points. Using the predicted values at those
points, and their variance, we can do a point-wise meta-
analysis.
In this study, we estimated predictions (and their con-
fidence intervals) for each city/month for each 2°C inter-
val. Next, we applied random effects meta-analyses for
each temperature. Finally, by connecting the points,
meta-curves were completed. We confined the meta-
smoothing to the 99.9
th percentile temperature range to
avoid extreme values with only one city contributing to
the estimate. In the subgroup analysis, mortality due to
respiratory disease was examined.
Humidity is a key factor for regulating the body tem-
perature since it modifies the evaporation of sweat in
hot weather. As a sensitivity analysis to examine the ef-
fect of relative humidity control, we reran the model
without the relative humidity term.
Temperature effects may also be confounded by air
pollution effects such as PM10 or PM2.5. Since these
were never measured in some cities, and only in later
years in others, we analyzed visibility instead as a surro-
gate for particles. Horizontal visibility is a sensitive indica-
tor of fine particle concentrations [14]. And we repeated
the meta-smoothing to compare the results with one from
the original model.
Results
38,005,616 deaths occurred in 148 cities between 1973
and 2006. Figure 1 and Table 1 show the location of 148
cities by cluster and the descriptive statistics of the
temperature and mortality. The first cluster consists of
36 cities mainly located along the northern Atlantic
Figure 1 Distribution of study area by cluster: Each color represents the cluster ID and the number of cities which belongs to each
cluster is in the parentheses.
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but also including some cities in the west (Spokane, Salt
Lake City, and Albuquerque). The second cluster (27 cit-
ies) was the coldest region with cities such as Chicago,
Detroit, and Minneapolis. The third cluster (16 cities), the
secondly coldest area, had cities such as Cleveland,
P i t t s b u r g h ,a n dS t .L o u i s .C l u s t e r4i sc o m p r i s e do f
20 warm cities with mild winter temperature such as
Atlanta, Charlotte, and Dallas. Cluster 5 contains 16
cities along the west coast (Los Angeles, San Francisco,
and Seattle). The sixth cluster consists of 8 cities with very
hot and dry weather such as Las Vegas and Phoenix. The
seventh cluster is a hot and humid area including 10 cities
such as New Orleans, Austin, Houston, etc. Lastly, the
eighth cluster is made up of 15 tropical cities such as
Miami and Honolulu.
Figure 2 shows the monthly effects of heat on mortal-
ity (i.e. lag 0 temperature) in cluster 1. We present the
results from this cluster because it is the one of the most
seasonal cluster and also takes the largest number of cit-
ies among clusters. Each curve represents a month from
April to September and shows the percent increase in
mortality at each temperature compared to the mortality
at 18°C. The results clearly differ by month, with the
same temperature having the largest effect on excess of
mortality when it occurs in April, progressively lower
relative impacts as summer develops, and increasing
again in fall. Specifically, mortality increases by 8.69% at
25°C compared to 18°C in April, by 6.77% in May, and
by only 2.98% in June, which shows the decrease in the
increment of mortality. In July, the midst of summer, the
increase in mortality at 25°C hits its minimum, which is
0.72%. It recovers in August to 1.23% and increases fur-
ther to 3.51% until September. This pattern was consist-
ently observed in other clusters as well except cluster 5
(results not shown). In Figure 3, the monthly trajectories
Table 1 Descriptive statistics of temperature and mortality by cluster
Cluster Season Temperature (°C) Relative humidity (%) Daily death (Count)
Mean S.D.* Mean S.D. Mean S.D.
1 Spring-Summer 16.83 8.00 63.55 16.84 22.63 33.08
Fall-Winter 7.03 8.53 66.20 15.41 24.29 35.57
2 Spring-Summer 15.12 8.63 65.12 14.97 19.00 28.11
Fall-Winter 4.13 9.56 69.76 14.33 20.22 29.88
3 Spring-Summer 18.04 8.16 65.77 13.43 17.29 13.67
Fall-Winter 7.03 9.38 69.47 13.18 18.43 14.56
4 Spring-Summer 21.10 6.74 65.86 13.92 12.33 9.07
Fall-Winter 11.58 8.14 66.82 15.52 13.20 9.70
5 Spring-Summer 16.79 4.93 66.56 13.83 29.16 33.50
Fall-Winter 12.83 5.65 70.42 17.25 31.16 36.35
6 Spring-Summer 23.67 7.09 37.35 17.40 13.50 12.50
Fall-Winter 14.76 7.36 52.66 21.91 14.51 13.40
7 Spring-Summer 23.93 5.01 70.99 12.20 13.47 11.58
Fall-Winter 16.69 6.99 71.13 14.42 14.34 12.28
8 Spring-Summer 25.29 3.63 71.52 9.69 15.61 11.76
Fall-Winter 21.02 5.44 73.13 10.87 16.39 12.22
*S.D. is the standard deviation.
Figure 2 Heat effects by month in cluster 1: The percent
change in mortality in association with heat compared to the
mortality at the mean temperature in corresponding month
differs by month.
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ters. In almost every cluster, the increases in mortality at
25°C peak at April, and decrease until they hit bottom in
July (or August in cluster 5). The effect then rebounds
into the fall. Those V-shaped curves demonstrate that
exposure timing defined by month played a significant
role in the relationship between temperature and mor-
tality. That is, at the same temperature, the excess mor-
tality response differed depending on when people were
exposed to it. Table 2 suggests the 95% confidence inter-
vals for Figure 3. The confidence intervals for cluster 1
which has the greatest number of cities (36) don’t over-
lap implying that these trends are statistically significant.
Due to the lack of number of cities, the confidence inter-
vals from other clusters display a degree of overlaps. It
also shows the amount of increase in mortality was not
symmetric between the early season and the late season.
It showed a smaller increase in mortality in September
than in May. In addition, it illustrates the statistically
substantial differences in the mortality effect by cluster.
Figure 4 shows a similar pattern during the cold
months. The effects of cold temperatures (lag 1-5) are
the smallest in January and February and larger in De-
cember, November, and March. We present the results
from cluster 2 since it has the next largest number of
cities and to show the results from other than cluster.
We observed that the early season effect occurred even
in the coldest region, cluster 2. The increase in mortality
at -10°C is much higher in December compared to other
months in the middle of winter at the same temperature.
Again, there seemed to be an asymmetry in effects over
the cold season, as the effect in March was lower than
the effect of the same temperature in November. For ref-
erence, correlation between lag 0 and lag 1-5 was the
average of 0.53.
We also found the geographic differences in the re-
sponse to temperature, when investigated by cluster.
Figure 5 shows how heat effects differ by region in July.
At 30°C, cluster 5 shows the highest mortality, followed
by clusters 2, 1, 3, which are located in cold regions.
Mortality at that temperature was lowest in the desert
and tropical clusters (6 and 8). Looking at the percentile
of temperature that corresponds to 30°C tells the same
story. In cluster 5, 30°C is the 99.1
th percentile, and is
associated with the largest percentage increase in mor-
tality amongst the clusters. The same temperature ranks
as the 98.6 percentile in the second cluster leading to
the second highest increase in mortality and so forth.
Regional differences in mortality were also observed
for the cold effect (shown in Figure 6) and the difference
was more drastic than for the heat effects. As the region
moves from cold to hot, the increase in mortality at a
given temperature increases rapidly. While for the heat
effects, the dose-response curves were generally parallel,
with similar slopes but different intercepts, for cold
Figure 3 Monthly trend of mortality at 25°C by cluster: The
mortality response at 25°C compared to the mortality at the
mean temperature in corresponding month and cluster shows
the U-shape trajectories.
Table 2 Percent increase in mortality at 25°C by cluster and month
April May June July August September
1 8.69 (7.16, 10.25) 6.77 (5.52, 8.04) 2.98 (2.57, 3.39) 0.72 (0.48, 0.96) 1.23 (0.90, 1.57) 3.51 (2.77, 4.26)
2 6.58 (4.63, 8.56) 6.19 (4.94, 7.46) 4.26 (3.53, 4.99) 2.20 (1.78, 2.62) 2.92 (2.29, 3.56) 4.74 (3.67, 5.81)
3 5.09 (3.21, 7.01) 3.60 (2.70, 4.51) 1.39 (0.99, 1.80) -0.02 (-0.13, 0.09) 0.70 (0.46, 0.94) 2.13 (1.30, 2.97)
4 2.89 (1.68, 4.12) 1.87 (1.10, 2.65) 0.19 (0.04, 0.35) -2.10 (-2.87, -1.33) -0.82 (-1.16, -0.48) 0.82 (0.31, 1.33)
5 5.35 (1.34, 9.51) 6.40 (4.07, 8.79) 7.33 (4.89, 9.82) 6.52 (5.21, 7.85) 4.82 (2.99, 6.69) 5.93 (3.95, 7.95)
6 2.74 (1.03, 4.49) 0.88 (0.36, 1.39) -1.31 (-2.06, -0.54) -3.19 (-6.26, -0.02) -2.14 (-3.57, -0.70) -0.49 (-0.77, -0.21)
7 1.62 (0.38, 2.87) 0.39 (0.04, 0.75) -1.54 (-2.25, -0.81) -2.8 (-4.30, -1.26) -0.74 (-2.06, 0.61) -0.02 (-0.25, 0.20)
8 0.61 (0.11, 1.11) -0.36 (-0.62, -0.10) -2.22 (-3.12, -1.31) -2.63 (-4.05, -1.20) -2.30 (-3.73, -0.85) -1.59 (-2.61, -0.56)
Estimate is percent increase in mortality at 25°C compared to mortality at 18°C.
Negative value means lower mortality than the reference temperature of 18°C.
() is 95% confidence interval.
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regions. As with the heat effect, the percentile of
temperature was generally identical to the rank of in-
crease in mortality by clusters. Cluster 8, the tropical
cluster, was the most vulnerable region to cold.
In the subgroup analysis, mortality due to respiratory
disease showed the greatest difference between December
and February (see Additional file 1). In February, the mor-
tality even decreases.
The sensitivity analysis controlling for visibility had lit-
tle effect. Rather, the addition of the visibility variable
has increased the effect estimates slightly (Table 3 and
Figure 7).
The deletion of relative humidity from the model pro-
duced similar results although it decreased both esti-
mates for heat and cold (Additional file 1). By cluster,
the removal of the relative humidity affected cluster 5
(California), where estimate for April increased substan-
tially (Additional file 1). Compared to the main model,
the increase in mortality is less until June; however after
that, the estimates were greater than the main model
(Additional file 1).
Discussion
In this study, we demonstrated that the response to a
given temperature depends on the month it occurs in,
and that the response varies across clusters defined by
similar temperature and humidity patterns. Furthermore,
it appears that the earlier people are exposed to extreme
temperatures for the season the higher the increase in
mortality. This finding within each cluster is paralleled
by the finding across cluster that at a given temperature
in a given month (e.g. 30°C in July) the mortality re-
sponse by cluster depends on the degree to which the
temperature is unusual. This finding is consistent with
other studies that found higher effects of early season
exposure [9,10,14,15]. This phenomenon might be ex-
plained by mortality displacement, where the vulnerable
population dies off in the first heat wave. However, that
does not explain phenomena in Figure 2 showing the
constant pattern of monthly effects because if the
Figure 4 Cold effects by month in cluster 2: The percent
change in mortality in association with cold compared to the
mortality at the mean temperature in corresponding month
differs by month.
Figure 5 Heat effects in July by cluster: The response to the heat effects differs by regions and it depends on the relative scale rather
than the absolute temperature.
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April, the deceasing pattern of mortality will stop at the
next month such as May or June at the same tem-
perature of 25°C. It also does not explain the bounce
back of the increase in mortality in Figure 3. Again, if
the vulnerable population dies off, the mortality will
keep decreasing until September, not recover at the
same temperature. Moreover, mortality displacement
[16] after the depletion of susceptible persons is usually
observed in a period of a week [10]. Therefore, a
monthly difference may not be explainable solely by the
harvesting effect. This still applies even if the depletion
of the susceptible takes longer than a week based on the
phenomenon in Figure 2 and Figure 3.
Another plausible explanation would be the temporal ac-
climation over the course of a season. This can be due to
physiological adaptation or behavioral change. Physiological
acclimation develops over the course of seasons. For ex-
ample, as summer progresses, the sweat glands expand
and cardiac output increases to sweat, and the concentra-
tion of sodium in the same amount of sweat becomes di-
luted [17]. Exposure to heat before such acclimation
completes can be more hazardous, and the risk of illness
is greatest during the first week of unusual heat [18,19].
Meanwhile, physiological adaptation doesn’t last long and
can decay within a few days or weeks after removal from
heat [20-22]. This may explain the bounce back of mortal-
ity in Figure 3. The non-symmetry in the amount of the
increase in mortality between the early season and the late
season may be explained by the remaining effects of accli-
mation. Behavioral adaptation such as wearing more
clothes or the use of air conditioners is another key factor
for lowering mortality. However, early exposure to heat/
cold might occur before behavioral adaptation. The public
Figure 6 Cold effects in January by cluster: The response to the cold effects differs by regions and it depends on the relative scale
rather than the absolute temperature.
Table 3 Sensitivity analysis – percent increase in mortality at 25°C by cluster and month
April May June July August September
1 9.04 (7.42, 10.68) 7.02 (5.60, 8.47) 2.79 (2.27, 3.32) 0.66 (0.41, 0.91) 1.25 (0.92, 1.59) 3.45 (2.69, 4.21)
2 6.48 (4.56, 8.43) 6.00 (4.78, 7.24) 4.08 (3.25, 4.92) 1.98 (1.53, 2.44) 2.63 (1.94, 3.31) 4.38 (3.19, 5.58)
3 4.88 (2.98, 6.82) 3.72 (2.80, 4.65) 1.50 (1.06, 1.94) -0.03 (-0.15, 0.09) 0.61 (0.33, 0.88) 2.08 (1.15, 3.02)
4 2.93 (1.75, 4.13) 1.65 (0.80, 2.52) 0.22 (0.05, 0.38) -1.93 (-2.70, -1.15) -0.74 (-1.14, -0.35) 0.77 (0.27, 1.28)
5 5.58 (1.22, 10.14) 6.69 (4.41, 9.02) 7.24 (4.74, 9.79) 6.29 (4.90, 7.69) 4.33 (2.80, 5.88) 6.18 (4.17, 8.23)
6 2.82 (0.60, 5.10) 0.64 (0.06, 1.22) -1.43 (-2.21, -0.65) -3.91 (-6.76, -0.97) -2.40 (-3.84, -0.94) -0.51 (-0.78, -0.24)
7 1.64 (0.13, 3.18) 0.38 (0.01, 0.74) -1.48 (-2.25, -0.70) -2.74 (-4.25, -1.20) -0.64 (-1.98, 0.72) -0.04 (-0.27, 0.19)
8 0.65 (0.09, 1.21) -0.38 (-0.62, -0.14) -2.05 (-2.95, -1.14) -2.56 (-3.96, -1.15) -2.40 (-3.90, -0.88) -1.42 (-2.30, -0.52)
Sensitivity analysis for the addition of visibility.
Estimate is percent increase in mortality at 25°C compared to mortality at the mean of each cluster and month.
Negative value means lower mortality than the reference temperature of 18°C.
() is 95% confidence interval.
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compared to those in the middle of season. The public
should be notified that 25°C in May can be as harmful to
health as 29°C in July.
For cold, there were more cumulative effects defined
by lag 1 through lag 5. This could be because mortality
due to cold is indirect, through illnesses such as pneu-
monia and influenza [23]. Mortality due to respiratory
causes also showed a huge difference between the induc-
tion of the season (December) and the middle of the sea-
son (February). And it appears that the retention of
acclimation lasts longer for cold than heat, considering
that February showed the lowest mortality whereas July
had the lowest mortality effect in summer.
Our findings suggest that if the effects of temperature
are highly time dependent (i.e., differ by specific month),
investigating temperature by season or only by year ef-
fectively averages over diverse months. Therefore, sum-
ming up temperature effects and ignoring the timing
would dilute the effects of ambient temperature, redu-
cing the estimated change in mortality per unit change
in temperature.
We also found that spatial differences in the tempera-
ture effect on mortality. Cluster 6, characterized by a hot
and dry climate, showed the strongest resistance to the
heat. The first possible hypothesis is that the low relative
humidity in those dry areas contributed to this high re-
sistance to the heat. It appears that heat acclimation re-
mains longer for dry heat compared to humid heat [24].
It could also be due to the prevalence of air condition-
ing. Lastly, compared to cluster 8, which is a tropical re-
gion, a wider range of heat temperature may have
provoked the adaptation to the variability of temperature.
For cold, the regional difference was greater than the heat
effects. This suggests that human adapt better to cold than
to heat.
Removal of the relative humidity from the model made
estimates for early summer decrease but increases esti-
mates for late season and winter. This might imply the
adaptation is also going on for humidity as well as
temperature.
Our results were not confounded by visibility, which is
a surrogate measurement of particulate matter such as
PM10 and PM2.5. Rather, the addition of visibility increased
the model estimates for temperature. Other studies also
state that the relationship between temperature-mortality
is robust to air pollution control [4,8].
The main limitation of the study is the use of ambient
temperature as a surrogate for personal exposure. Per-
sonal exposure to ambient temperature is modified by
adaptive mechanisms such as use of air conditioning.
Actual outdoor temperature also can be altered from the
airport monitoring stations due to the distance from the
monitors and the difference in topography and elevation.
Nevertheless, our results are conservative, because the
measurement error is non-differential to the outcome.
With an ongoing attempt to precisely predict temperature
[25], exposure measurements will be improved.
Since cardiovascular stability is critical in heat acclima-
tion and is also affected by cold, compromises in this
ability will pose more severe burdens on the elderly and
the ill. In future studies, subgroup analyses for these popu-
lations will reveal more about the impact of monthly
temperature anomalies.
Our study has many policy implications. The monthly
effects of temperature suggest that more warnings
should be given to the public for hot and cold events
early in the season as they occur before acclimation has
developed. The media and many studies are interested
in peak temperatures such as 40°C in the middle of sum-
mer. Yet our findings indicate that the impact of early
events of less extreme temperature may be greater. Also,
warnings could be provided based on a relative scale,
such as a percentile, as well as the absolute scale of
temperature. In July, 25°C is merely the 49
th percentile,
whereas the same temperature is the 86
th percentile in
May, and it poses more harm to the public in the earlier
season. To the extent that climate change increases the
occurrence of early season warm or cold days, this may
be an important health consequence of such changes.
To our knowledge, this is the first study to examine
the dependence on month of the effects of temperature
on mortality. Timing of exposure to extreme tempera-
ture should be given more attention in terms of acclima-
tion. Early heat and cold pose a higher risk, as people
are not prepared for them. Furthermore, due to climate
change, it is projected that unseasonal days will be
Figure 7 Sensitivity analysis on visibility - monthly trends of
mortality at 25°C.
Lee et al. Environmental Health 2014, 13:89 Page 8 of 9
http://www.ehjournal.net/content/13/1/89increasing and arriving earlier. It is necessary to prepare
for these hazards.
Conclusions
The effects of a given temperature on mortality vary
spatially and temporally based on how unusual it is for
that time and location. This suggests changes in variabil-
ity of temperature may be more important for health as
climate changes than changes of mean temperature.
More emphasis should be placed on warnings targeted
to early heat/cold temperature for the season or month
rather than focusing only on the extremes.
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