We suggest a general logical formalism for Logic Programming based on a four-valued inference. We show that it forms a proper setting for representing logic programs with negation as failure of a most general kind and for describing logics and semantics that characterize their behavior. In this way we also extend the connection between Logic and Logic Programming beyond positive programs. In addition, the suggested formalism will allow us to see a reasoning about logic programs as a most simple kind of nonmonotonic reasoning in general.
Introduction

Logic in Logic Programming
Logic Programming was initially based on an idea that the language of classical logic can be used directly as a programming language, preserving at the same time the declarative meaning of the logical connectives. Accordingly, the rules of positive (Horn) programs can also be seen as ordinary logical formulas with the usual interpretation of the connectives involved. However, with the introduction of normal programs containing a so-called negation as failure in the bodies of their clauses, this duality between declarative (logical) and procedural interpretation has been lost, since normal program rules cannot already be interpreted as classical logical formulas. Though less immediate, an extension of the notion of a program to so-called disjunctive programs 27] , and especially introduction of normal logic programs with a second,`classical' negation 21, 1] had the same e ect of weakening the connection between Logic Programming and (classical) Logic.
The absence of a clear and uniform logical basis behind logic programs with negation as failure has resulted in an unbridled proliferation of semantics suggested for such programs. In part, this was due to the fact that there was no clear ground for evaluating such semantics, apart from their computational virtues and coincidence with`respectable' semantics in special cases. In this situation, even the existence of a semantics for all programs of a certain kind often has become a decisive reason for preferring it to semantics that lacked this feature.
In recent years, however, an important work has been done, mainly by J urgen Dix and his colleagues, in developing some general criteria for evaluating and classifying existing semantics for logic programs { see 13, 14, 15, 16, 18] ; cf. also 35] . In addition, a number of approaches have appeared that partly overcome the above problem by grounding a reasoning about logic programs and (some of) their semantics on various logical formalisms, be it three-valued logic 30], intuitionistic logic 29], a general theory of argumentation 19], or a modal logic 32] .
In this study we will show that there exists a logical interpretation of program clauses of a most general kind that agrees with the majority of their procedural interpretations. In our framework, such program clauses will be considered as genuine logical formulas.
We are going to show that a logic appropriate for logic programs involving negation as failure can be based on the sole semantic principle that truth and falsity are mutually independent notions. According to this principle, propositions can be not only true or false, but also undetermined (neither true nor false) or contradictory (both true and false). This will quickly lead us to a four-valued semantics in which the four truth-values are identi ed with the subsets of the set ftrue; falseg. This understanding of the four truth-values was suggested by Belnap in 3] and has been widely used since then, mainly in order to give representation of reasoning and logic programming in presence of both incomplete and inconsistent information (see, e.g., 4, 20, 33, 37] , to mention only a few). What we are going to show here is that it can also serve as a logical basis of logic programming in general.
We will introduce a logical formalism, called biconsequence relations, that will give a syntactic representation for a four-valued inference based on Belnap's interpretation of the truth-values. Program clauses will be directly identi ed with the rules of this formalism, and the formalism itself will be considered as a formalization of the logic corresponding to logic programs. In this way we will restore the lost connection between Logic and Logic Programming. In the second part of this study 9], we will show that the formalism allows us to give uniform representation of various semantics for disjunctive logic programs involving negation as failure, suggested in the literature.
Logic Programming and Nonmonotonic Reasoning
The formalism of biconsequence relations will also bring us another important bene t, namely a clear separation between logical and nonmonotonic aspects of reasoning about logic programs. A most surprising general conclusion of this study, obtained on the basis of this separation, is that the distinction between various semantics for logic programs can be largely attributed to the di erence in underlying (monotonic) logical systems. Moreover, most of these semantics use the same nonmonotonic principle of`jumping to conclusions', and the only di erence between them is reducible to that of the language used for deriving logical consequences.
The connection between logic programming and nonmonotonic reasoning is widely acknowledged these days. This connection is established mainly in the form of translation of logic programs into di erent nonmonotonic formalisms, such as default logic, circumscription or modal nonmonotonic logics. Investigations into the nature of this connection have turned out to be mutually pro table. For example, many of the declarative semantics suggested for logic programs have been extended to other nonmonotonic formalisms (see, e.g., 2, 24, 28] ).
From the viewpoint of our framework, the connection between these two elds turns out to be even closer. In our approach, the reasoning about logic programs and their semantics constitutes a (most simple) kind of nonmonotonic reasoning in general. Thus, we show in 5] that there is a uniform way of extending the basic formalism described below to a general formalism of nonmonotonic reasoning that subsumes, among others, default logic and various modal nonmonotonic logics.
Biconsequence Relations and Four-Valued Inference
In this section we will describe the basic logical formalism used for representing and reasoning about logic programs. Most of the results in this and the next two sections (together with their proofs) can be found in 7] and 8].
As was said, a logical formalism we suggest for representing logic programs will be based on a four-valued entailment. More exactly, we are primarily interested in a four-valued inference based on a particular interpretation of the four truth-values suggested by Belnap in 3] . It amounts to their identication with the subsets of the set of classical truth-values ft; fg. According to this interpretation, the four truth-values >; t;f;? are identi ed, respectively, with ft; fg, ftg, ff g and ;. Accordingly, > means that a proposition is both true and false (i.e., contradictory), t means that it is`classically' true (that is, true without being false), f means that it is classically false (without being true), while ? means that it is neither true nor false (undetermined).
The above interpretation allows us to see any 4-assignment as a pair of ordinary classical valuations, corresponding, respectively, to assignments of truth and falsity to propositions. To be more exact, for any 4-assignment (under the above interpretation) and any proposition A we can de ne the following two valuations saying, respectively, \A is true in " and \A is false in ": The equivalence of these two representations shows that the \binary" representation is fairly general and does not restrict the set of possible fourvalued interpretations. However, this representation has a signi cant heuristic power. In fact, it provides a natural connection, noticed already by Bel-nap, between four-valued reasoning and`real' problems of commonsense reasoning and thereby the main reason for using a four-valued formalism in studying it.
Biconsequence Relations
Taking into account the representation of the four truth-values given earlier, a four-valued reasoning in general can be seen as reasoning about truth and falsity of propositions, the only distinction from classical reasoning being that the assignments of truth and falsity are independent of each other. This leads to the following construction that provides a syntactic counterpart of four-valued reasoning.
In what follows we will reserve the letters a; b; c; : : : as denoting nite sets of propositions, while u; v; : : : will denote arbitrary sets of propositions.
By a bisequent we will mean a rule of the form:
The intended interpretation of such rules will be \If all propositions from a are true and all propositions from b are false, then either one of the propositions from c is true or one of the propositions from d is false".
In accordance with this interpretation, propositions from a and b will be called, respectively, positive and negative premises, while those from c and d -positive and negative conclusions. As can be anticipated, bisequents will represent in what follows logic programming rules of a most general kind that can include disjunctive conclusions and default negation not only in bodies, but also in heads of the rules.
The following de nition provides a primary characterization of bisequents in accordance with their intended interpretation. It is easy to check that the above rules agree with their informal interpretation, given above. Actually, it is easy to see that a biconsequence relation is simply a`doubled' version of an ordinary sequent calculus. This doubling re ects the fact that truth and falsity assignments are independent of each other.
The above de nition is easily extendable to arbitrary, possibly in nite sets of propositions by accepting the following compactness requirement: In what follows we will denote by v the complement of a set v. Notice now that any bimodel (u; v) can be identi ed with a four-valued interpretation by taking its positive part u to be the set of true propositions and its negative part, v, the set of propositions that are not false. This correspondence allows us to show that biconsequence relations are adequate for their intended interpretation, namely that they provide an adequate formalization of four-valued inference (see 7] for details).
Notice that any set of bimodels M generates a biconsequence relation Then the above theorem immediately implies that any biconsequence relation is determined in this sense by some set of bimodels.
Biconsequence Relations and Logic Programs
In our approach, bisequents will serve as direct representations of logic programming rules of a most general kind, namely those involving disjunction and negation in their heads (see, e.g. Note that the formalism also allows us to represent constraints, that is, program rules without heads.
If S is an arbitrary set of bisequents, we will denote by S the least biconsequence relation containing all bisequents from S. Clearly, a bisequent will belong to S if and only if it it is provable from S using the rules of a biconsequence relation. Similarly, if S P is a set of bisequents corresponding to program clauses of a program P, then we will denote by P the least biconsequence relation containing S P . This biconsequence relation can be considered as a logical theory corresponding to a logic program. Note also that any bimodel of P can then be seen as a partial (Herbrand) model of P.
Using the correspondence between bisequents and program rules, we will extend in what follows the logic programming terminology to biconsequence relations. Thus, a biconsequence relation will be called nite, if it is generated by a nite set of bisequents, normal, if generated by a set of`normal' bisequents of the form a : b A :, quasi-normal if it is generated by normal bisequents and constraints a : b , and disjunctive if generated by bisequents of the form a : b c :. In addition, a bimodel (u; v) of a biconsequence relation will be called consistent if u v, complete if v u and classical (total) if u = v.
Introducing Connectives
To begin with, note that our formalism, unlike the majority of other formalisms for many-valued reasoning, does not depend, as such, on a particular choice of four-valued connectives. Moreover, any such connective is expressible in it via introduction and elimination rules as in ordinary sequent calculi, the only distinction being that we have a pair of introduction rules and a pair of elimination rules corresponding to two premise sets and two conclusion sets, respectively (see 7, 8] for details). In this study, however, we are not interested in a four-valued reasoning in its generality. Rather, we will be primarily interested in what information such a reasoning can give us about ordinary, classical truth and falsity, that is about t and f. In accordance with this, our rst restriction will amount to the requirement that a four-valued reasoning must agree with a classical one in cases when the context does not involve inconsistent or incomplete information. This can be secured by restricting our connectives to those that are classical in the sense that they give classical values when their arguments receive classical values t or f.
Classical Connectives
It turns out that in the class of all classical four-valued functions we can choose four natural connectives that are su cient for expressing all such functions (this is shown in 8] Note that these are the only connectives that coincide with a classical negation on the classical truth-values and satisfy the Double Negation rule. The di erence between the two is that the rst one`switches' the context between truth and falsity, while the second one retains the context: A is true (false) i A is false (resp., true), while :A is true (false) i A is not true (resp., not false). Accordingly, we will call and : a switching negation and a local negation, respectively. Note also that each of them can be used together with the disjunction to de ne a natural conjunction connective: It can be shown that all these connectives can be characterized using suitable introduction and elimination rules, given below. Just as in the classical case, the rules are easily discernible from the above de nitions given the intended interpretation of the premises and conclusions of a bisequent. Just as in the case of classical logic, the above rules can be used to show that any bisequent involving the above connectives is reducible, ultimately, to a set of bisequents containing atomic propositions only. We will call such bisequents basic ones. More generally, for any given language containing only`truth-functional' four-valued connectives, there is a one-to-one correspondence between biconsequence relations and their restrictions to the basic bisequents. Note that the latter can be considered as biconsequence relations on their own right, namely as biconsequence relations in the language without connectives. Such biconsequence relations will be also called basic. Thus, any biconsequence relation involving only four-valued connectives is equivalent to some basic biconsequence relation.
Having the above connectives at our disposal, we can transform bisequents into more familiar rules and formulas.
For any set of propositions u, we will denote by u the set f A j A 2 ug.
The notation :u will have a similar meaning. In addition, for a nite set of propositions a, we will denote by W a ( V a) the disjunction (respectively, conjunction) of all propositions from a. In the proposition below we will use also a`material implication' ! de nable in the usual way from : 
Bisequents of the form (1) can be considered as ordinary rules with multiple consequents. Moreover, since the set of positive premises can be replaced by their conjunction and the set of positive conclusions { by their disjunction, we can transform bisequents into usual`Tarski-type' rules (2) using only the switching negation, conjunction and disjunction. Finally, using a local negation, we can`move' premises into conclusions, transforming thereby any bisequent into a provable formula (3). As for the classical sequent calculus, this transformation establishes an equivalence between rule-based bisequent representation and common formula-based (Hilbert-type) formalization. Moreover, it is easy to see that the disjunction and a local negation behave in an entirely classical way in this situation. In other words, any bisequent, and hence any general program clause, is representable by a logical formula in the classical language augmented with an additional negation .
A warning note. The local negation : should not be identi ed with the classical, or explicit, negation used in some current extensions of logic programming (see 21, 1] ). The latter is usually weaker than the local negation and, in particular, does not support the above transformation (3), or even a weaker property of contraposition.
The above transformation of bisequents into logical formulas shows, in particular, that if our representation of program clauses by bisequents is justi ed, then the connectives involved in program clauses can indeed be considered as logical connectives of our four-valued logic. To be more exact, _ and^can be seen, respectively, as four-valued disjunction and conjunction, corresponds in this sense to material implication !, while not can be identi ed with the switching negation . In this way, logic program clauses can, after all, be considered as logical formulas.
Remark. According to the view advocated in this work, a common understanding of not as`negation by failure' (or`negation by default') does not re ect the meaning of the connective, but rather a particular (nonmonotonic) mechanism of obtaining negative assumptions, a mechanism that we will describe in subsequent sections. In other words, on our view the logical (declarative) meaning of not is given by its four-valued interpretation, while the`negation by default' principle says, roughly, that if a certain procedure of proving A fails, then we should assume not A`by default' (or`by failure', speaking in a more procedural fashion).
Biconsequence Relations Circumscribed
In this section we will give a description of the basic nonmonotonic construction providing a mechanism for`jumping to conclusions' in the context of biconsequence relations. The basic idea behind the construction is the well-known minimization principle according to which truth and falsity of a proposition should be determined on the basis of minimal models satisfying a given body of knowledge or beliefs. This principle of nonmonotonic reason-ing has already a long history that begins with McCarthy's Circumscription, Reiter's Closed World Assumption and Minker's Generalized CWA.
A modi cation of the minimization principle appropriate to our`bicomponent' context was suggested, in fact, by Teodor Przymusinski in 31] and subsequent papers (see also 36]), though our description will be somewhat di erent from that given there. It amounts to a relativization of the principle with respect to negative information. As we will see in the second part of this study 9], the resulting construction actually serves as a common nonmonotonic component of all the major semantics for logic programs.
The notion of a minimal model used by the minimization principle is based on the ordering of models by inclusion with respect to propositional atoms that hold in them. Consequently, the de nition of circumscription below is given with respect to basic biconsequence relations. Note, however, that this does not restrict the generality of our approach, since, as we said earlier, any biconsequence relation containing four-valued connectives is equivalent to some basic biconsequence relation. It should be remembered, though, that the inclusion with respect to atoms does not imply inclusion with respect to all formulas that hold in models.
A bimodel (u; v) of a basic biconsequence relation will be called positively minimal if there is no bimodel (u 1 ; v) such that u 1 u. Now a Positive Minimization Principle says that only positively minimal models should matter in determining truth-values of propositions.
According to the Representation Theorem (see above), any set of bimodels determines a biconsequence relation. In particular, a set of positively minimal bimodels of any biconsequence relation determines another biconsequence relation that we will call a circumscription of .
De nition 3.1. If M m is a set of all positively minimal bimodels of a biconsequence relation , then Mm will be called a circumscription of . We will denote this biconsequence relation by c .
The following proposition (proved in 7]) provides a syntactic characterization of circumscription. As can be seen, the circumscription of a biconsequence relation is uniquely determined by bisequents without positive premises that belong to it. More-over, it is shown in 7] that c can even be characterized as the greatest biconsequence relation having the same bisequents of such form as .
Finally, note that if is represented using the corresponding logical formulas, then c can be described as a result of circumscribing with respect to atomic propositions that are not in the scope of (see 31]). In other words, c can be seen as a result of a parameterized circumscription that does not vary negative propositions.
Circumscription is in general a nonmonotonic operation. In other words, 1 does not imply, in general, that c is included in c 1 . There is an important special case, however, when this feature holds. 
Circumscription and GPPE
As we said, the circumscription of a biconsequence relation is uniquely determined by bisequents without positive premises that belong to it. We will show now that this feature of the circumscribed biconsequence relation constitutes a logical basis of the partial deduction (or evaluation) principle for logic programs (see 10, 11, 17, 34] As can be easily seen, GPPE can be used to eliminate bisequents containing positive premises. For example, in the case when A does not occur in heads of bisequents from S at all, any bisequent containing A among its positive premises can be simply eliminated.
GPPE has been shown to be valid for a number of semantics for logic programs. It will also turn to be valid for all the semantics generated by our general construction. This is due to the following result showing that GPPE preserves generated circumscribed biconsequence relations (see the proof at the end of the paper). Theorem 3.3. If S is a set of bisequents and S 0 is obtained from S by an application of GPPE, then c S = c S 0 . The semantic construction described later in this paper is based on a certain extension of the circumscribed biconsequence relation corresponding to a program. Consequently, programs generating the same circumscribed biconsequence relation will be always assigned the same semantics. In fact, GPPE can be seen as a general syntactic principle characterizing this feature of semantics for logic programs, a clear sign that a semantic is constructed, in e ect,`on top' of the circumscribed program.
In what follows, for any biconsequence relation , we will denote by R( ) the set of all minimal basic bisequents of the form : b c : d that belong to . This set will be called a residual of . As follows from the results stated above, the residual of a biconsequence relation uniquely determines its circumscription.
Finite Case: Circumscription and Generalized Clark Completion
In this section we will give a logical procedure for computing the circumscription of a biconsequence relation in the nite case.
For any propositional atom A, we will denote by R A ( ) the set of all bisequents from the residual R( ) such that A 2 c. Then a basic biconsequence relation will be called locally nite if R A ( ) is nite for every A in the language. As can be shown, any nite biconsequence relation is also locally nite, but not vice versa. Finally, we will denote by K( ) the union of R( ) and all bisequents s A , where A ranges over atomic propositions of the language. It turns out that K( ) fully describes the circumscribed biconsequence relation corresponding to . The proof of the next theorem can be found at the end of the paper. A $ :^(fA s 1 ; : : : ; A sn g); where fs 1 ; : : :; s n g is a set of all bisequents from R A ( ). Consequently, the kernel of the circumscribed biconsequence relation can also be represented by a set of all such formulas.
As is easy to show, bisequents s A are reducible to basic bisequents of the`constraint' form a : b : d. Consequently, only bisequents of the latter type need to be added to a biconsequence relation in order to produce its circumscription If a biconsequence relation is quasi-normal (that is, corresponds to a normal program with constraints), then it can be shown that its circumscription is already determined by adding bisequents of the form A : : d.
The following results give the conditions for including such bisequents into the circumscription. 
Coherence
Belnap's interpretation of the truth-values will help us once more, this time in determining some further plausible constraints on biconsequence relations.
The main bene t of Belnap's interpretation of the four truth-values is that it allows us to use four-valued reasoning as a general framework for logical reasoning in presence of inconsistent or incomplete information. However, this generality has a weak side in that it completely ignores the distinction between ordinary truth and falsity, on the one hand, and inconsistency and incompleteness, on the other. All the four truth-values have an equal status in the context of such a reasoning. Consequently, what seems to be missing is a mechanism that would allow us to infer`classical' information in the framework of biconsequence relations.
These considerations lead us to a natural and rather strong requirement saying that, though truth and falsity are largely independent, provable truth and refutability must coincide with provable classical truth and falsity. If this condition holds for a biconsequence relation, the information we can infer using it will be of a usual classical kind.
Biconsequence relations satisfying the above requirement will be called coherent. Note, however, that the strength of the requirement can vary depending on what propositional formulas are susceptible to coherence. Speaking generally, the more expressive is the language, the more strong is the corresponding constraint imposed by the requirement.
In what follows, by a language L we will mean a subset of classical connectives and by L-propositions propositions constructed from atoms using connectives from L. Then a rule that holds for a biconsequence relation will be called logical in a language L if it does not involve explicit occurrences of connectives, but is valid for substitutions of arbitrary L-propositions for propositional atoms.
De nition 4.1. A biconsequence relation will be called L-coherent if it satis es the following two logical rules with respect to L:
(Positive Coherence) A :
: A (Negative Coherence) A : : A The Positive Coherence rule says that if a proposition A is provably true, then it cannot be false (and hence it is classically true in all bimodels).
Similarly, Negative Coherence says that if A cannot be true, it must be false (and hence is classically false in all bimodels).
The in uence of the underlying language L amounts to imposing language restrictions on the applicability of the coherence rules. As we will see in the second part of the study, di erent semantics for logic programs can be obtained by varying these restrictions.
As is shown in 8], the actual constraint imposed by a logical rule can bè measured' in terms of what restrictions it imposes on the associated basic biconsequence relation. A rule that holds for a biconsequence relation will be called structural if it is a logical rule with respect to the empty language ;. In other words, a rule is structural if it does not involve connectives, but is valid for all substitutions of other propositional atoms for atoms involved in the rule. Alternatively, such a rule can be seen as a logical rule for the associated basic biconsequence relation. It turns out that logical rules considered in this paper can be always characterized in terms of some structural rules implied by it.
Nonmonotonic Completion and Semantics
Finally we have all we need in order to describe a nonmonotonic entailment and semantics generated by a given biconsequence relation. In fact, they arise from a combination of the two reasoning principles described earlier, namely coherence and minimization. Clearly, c L is a biconsequence relation obtained from by rst circumscribing it and then adding the coherence rules. As we will see in the second part of the study, this extension of the source biconsequence relation embodies all the information that can be nonmonotonically inferred from the latter.
Historical' note. As a matter of fact, the above construction of the nonmonotonic completion and semantics have arisen as a certain modi cation of Teodor Przymusinski's earlier, non-modal construction of stationary completion and semantics for disjunctive logic programs, suggested in 31]. Actually, the very formalism used by Przymusinski in that paper was very similar to that of a four-valued logic (we will discuss this in more details in 9]). The relevant modi cations made to Przymusinski's construction could be summarized as follows:
The underlying language was allowed to vary in order to characterize alternative semantics for logic programs (in Przymusinski's construction such a variation was achieved through a change in non-monotonic principles used).
The xed-point construction of the stationary completion was`splitted' into two consecutive stages: circumscription and coherence. As a result, the xed-point characterization of the completion was replaced by coherence closure of the circumscribed consequence relation. This idea of performing circumscription`in one step' with subsequent closure with respect to coherence rules was`borrowed', in fact, from 36]. Let us consider the extent to which the general construction of nonmonotonic completion above depends on the underlying language. Note rst that circumscription, as it is described earlier in the paper, is language independent since it is de ned on the level of basic bisequents. Coherence rules, however, depend crucially on what connectives are allowed. Consequently, the in uence of the language L amounts to imposing language restrictions on the applicability of the coherence rules. We will see, however, that in each particular case of interest there are structural rules that are equivalent to given L-coherence rules. As a result, the description of the corresponding nonmonotonic completion can be always given without the use of the logical connectives. It should be remembered, however, that the justi cation of the resulting construction lies ultimately in its logical formulation.
In accordance with the above de nition of a nonmonotonic completion, we can de ne a nonmonotonic L-semantics of a biconsequence relation as a pair of sets of L-propositions Due to L-coherence, all propositions that belong to SEM + will be both provably true and provably non-false in the nonmonotonic completion (that is classically true), while those from SEM ? will be provably classically false.
As we already said, for a general logic program P, we denote by P the least biconsequence relation containing bisequents corresponding to all clauses from P. This biconsequence relation can be seen as representing a logical theory corresponding to P. Now, for all semantics we will consider in the second part of this study 9], P and P (viewed as a set of program rules) will have the same semantics. In accordance with this, we can safely use SEM P to denote SEM P . As we will see in the second part of this study, f_; :g-completions correspond to a version of stationary semantics as well as to a natural generalization of stable class semantics for logic programs.
Existence
An important feature of nonmonotonic completions of regular biconsequence relations is that provably true and provably false propositions coincide, respectively, with propositions that are provably non-false and provably non-true. In other words, for provable propositions, truth coincides with non-falsity, and hence the nonmonotonic completion gives us, in a sense, classically coherent information. In this rst part of our study we have described a general logical formalism suitable for representing and reasoning about logic programs with negation by failure of a most general kind. We have presented also a uniform construction of the semantics for such programs. In the second part 9] we will show that this construction is su ciently expressive to capture major existing semantics of logic programs of this kind.
What we see as the main advantage of our formalism is that it has allowed us to provide a clear separation of logical and nonmonotonic aspects of reasoning about logic programs. As a rst bene t of this separation, we have`discerned' a logic appropriate for general logic programs, and thereby restored the connection between Logic and Logic Programming. Moreover, as will be seen from the results in the second part 9], common kinds of reasoning about logic programs and their semantics are reducible, in e ect, to di erent kinds of logical reasoning in a certain well-de ned (nonmonotonic) extension of the source theory. In a sense, in this paper we have described only one general semantics for logic programs, more speci c semantics being merely partial cases obtained by restricting the underlying language.
Note. It should be clear that the above claim is tailored to our representation of logic programs and does not exclude a possibility that some alternative formalism could achieve, in principle, the same goal of representing di erent semantics by preserving the underlying monotonic basis but varying, for example, its nonmonotonic part (see our discussion of Przymusinski's approach above). Cf. also 29] for still another account of the distinction between wellfounded and stable semantics.
Finally, as we mentioned in the Introduction, there is a fairly general way of`lifting' our formalism of biconsequence relations to a formalism that subsumes classical inference. In this way we will obtain such`standard' nonmonotonic formalisms as default logic and various modal nonmonotonic logics. These issues are studied in 5]. The very possibility of such a uniform extension shows that reasoning embodied in logic programs involving negation as failure can be seen as a special case of nonmonotonic reasoning in general. 
