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We show that the flocking transition in the Vicsek model is best understood as a liquid-gas
transition, rather than an order-disorder one. The full phase-separation observed in flocking models
with Z2 rotational symmetry is however replaced by a micro-phase separation leading to a smectic
arrangement of traveling ordered bands. Remarkably, continuous deterministic descriptions do not
account for this difference, which is only recovered at the fluctuating hydrodynamics level. Scalar
and vectorial order parameter indeed produce different types of number fluctuations, which we
show to be essential in selecting the inhomogeneous patterns. This highlights an unexpected role of
fluctuations in the selection of flock shapes.
Many of the phenomena heretofore only invoked to il-
lustrate the many facets of active matter are now being
investigated in careful experiments, and more and more
sophisticated models are built to account for them. For
flocking alone, by which we designate the collective mo-
tion of active agents, spectacular results have been ob-
tained on both biological systems [1–9] and man-made
self-propelled particles [10–12]. Nevertheless, it is fair to
say that the current excitation about flocking takes place
while our understanding of the simplest situations re-
mains unsatisfactory. This is true even for idealized self-
propelled particles interacting only via local alignment
rules, as epitomized by the Vicsek model (VM) [2] which
stands out for its minimality and popularity. Twenty
years after the introduction of this seminal model for the
flocking transition, and despite the subsequent extensive
literature [14], we still lack a global understanding of the
transition to collective motion.
It took a decade to show that the transition to col-
lective motion in the VM, initially thought to be criti-
cal [2], was discontinuous [3]: upon increasing the den-
sity or reducing the noise strength, high-density bands of
spontaneously aligned particles form suddenly [3] (Fig 1).
The homogeneous ordered “Toner-Tu” phase [16] is only
observed after a second transition at significantly lower
noise/higher density [3]. Since then, hydrodynamic-
level deterministic descriptions have been established and
shown to support band-like solutions [17–19], but it was
recently proved [20] that many such different solutions
generically coexist. In fact, the connection of these re-
sults to microscopic models remains elusive. More gener-
ally, we lack a unifying framework encompassing the two
transitions (disorder-bands, bands-Toner-Tu phase).
Such a global picture was recently proposed for the
active Ising model (AIM), where rotational invariance is
replaced by a discrete symmetry [1]: particles carrying
Ising spins diffuse in space with a constant-amplitude
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FIG. 1. Top: Micro-phase separation in the Vicsek model.
η = 0.4, v0 = 0.5, ρ1 = 1.05 (left), ρ2 = 1.93 (right). Bottom:
Phase separation in the Active Ising model. D = 1, ε = 0.9,
β = 1.9, ρ1 = 2.35 (left), ρ2 = 4.7 (right). System sizes
800× 100. Red arrows indicate the direction of motion.
bias along one arbitrarily fixed direction ±ux, the sign
being given by the local magnetization (see [31] for a
detailed definition). The emergence of flocking in this
model is akin to a liquid-gas transition between an or-
dered liquid and a disordered gas. Unlike the traveling
bands of the VM, inhomogeneous profiles in the AIM are
fully phase-separated, with a single macroscopic liquid
domain traveling in the gas (Fig 1). More generally, the
symmetry difference between the two models questions
the relevance of this framework for the VM.
In this Letter, we show that the flocking transition
in the Vicsek model is also best understood in terms
of a liquid-gas transition—rather than an order-disorder
one—but with micro phase separation in the coexistence
region. Closing a long-standing debate, we indeed show
that the dense ordered bands of the VM are arranged
periodically in space, leading to an effectively “smectic”
phase. We define an appropriate “liquid fraction” which
allows us to recover the usual linear behavior across the
coexistence region. But our most important results con-
cern the hydrodynamic descriptions of flocking models.
Surprisingly, deterministic hydrodynamic equations for
scalar (AIM) and vectorial (VM) order parameter both
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FIG. 2. a: Phase diagram of the Vicsek model. The bin-
odals ρ`(η) and ρh(η) mark the limit of the coexistence re-
gion. b: Number of bands vs L‖(ρ0− ρgas) varying either the
excess density for Lx×Ly = 2000× 100 (squares) or the sys-
tem size along the direction of propagation (dots) for ρ0 = 0.6
(η = 0.3) or ρ0 = 1.2 (η = 0.4). The straight black lines are
guide for the eyes. c: Density profiles of Fig. 1 averaged along
the transverse direction e⊥, ρ¯(x‖) = 〈ρ(x⊥, x‖)〉x⊥ . d: Time
average of the band profiles shown in c. A three-fold increase
of the excess density changes the number of bands but not
the gas density or the shape of the bands. v = 0.5, η = 0.4,
ρ0 = 1.05 (red), ρ0 = 1.93 (green).
support many different coexisting stable inhomogeneous
solutions selected by initial conditions, including single-
domain and micro-phase smectics. They thus do not
account for the differences observed in the microscopic
models. We then show that the two scenarios are how-
ever discriminated at the fluctuating hydrodynamic level:
the different symmetries result in qualitatively different
density fluctutations, effectively providing a selection cri-
terion. Scalar and vectorial stochastic partial differential
equations indeed generically lead to different, unique pro-
files, in agreement with the microscopic models.
We first recall the definition of the Vicsek model. N
point-like particles, labeled by index i, move at constant
speed v0 on a rectangular plane of surface S = LxLy with
periodic boundary conditions. At each discrete time step
∆t = 1, the headings θi of all particles are updated in
parallel according to [28]
θi(t+ 1) = 〈θj(t)〉j∈Ni + η ξti (1)
where Ni is the disk of unit radius around particle i, ξti
a random angle drawn uniformly in [−pi, pi], and η sets
the noise intensity. Then, particles hop along their new
headings: ri(t + 1) = ri(t) + v0e
t+1
i , where e
t+1
i is the
unit vector pointing in direction given by θi(t+ 1).
In agreement with [3], we find, varying the noise η
and the density ρ0 = N/S, three different phases: a dis-
ordered gas at high noise/low density, a polar liquid at
low noise/high density, and an intermediate region where
ordered bands travel in a disordered background. In
the thermodynamic limit, the homogeneous phases are
separated from the coexistence phase by two “binodals”
ρl(η), ρh(η), which are reported on Fig 2-a. One could
in principle add spinodal lines in the coexistence region,
marking the limits of linear stability of the homogeneous
phases. At finite “temperature” η, nucleation prevents us
from computing them directly but quenching the system
into the coexistence region, we see two distinct behav-
iors: metastability and nucleation close to the coexis-
tence lines, spinodal decomposition deeper in the coex-
istence region (see movies in [31]). As for the AIM, an
important difference with the phase diagram of a liquid-
gas phase transition in the canonical ensemble is its un-
usual shape, which stems from the different symmetries
of the two phases. Since it is impossible to go continu-
ously from the polar liquid to the disordered gas, there
is no supercritical region and the critical point is sent to
ρc =∞.
While the phase diagrams of VM and AIM have sim-
ilar shapes, their coexistence regions are fundamentally
different. Starting from random initial conditions, the
dynamics of the VM rapidly leads to randomly spaced
ordered bands propagating along a direction e‖ and span-
ning the system along e⊥, as reported before [3, 17]. On
much longer time-scales, unreached in these studies, the
relaxation of compression modes actually leads to regu-
larly spaced bands (See Fig. 2-c and movie in [31]). In the
thermodynamic limit, the bands have well-defined pro-
files, independent from the average density and the system
size. In this limit, increasing ρ0 at constant η thus does
not change the density ρgas of the gaseous background,
nor the celerity or the shape of the bands. Only the
band number nb increases, proportionally to L‖(ρ0−ρgas)
(Fig. 2-b&d). For finite systems, the quantization of the
liquid fraction has some interesting consequences. An ex-
cess mass S(ρ0−ρgas) which is not a multiple of the excess
mass mb of a single band does not allow the system to
relax to its asymptotic band-shape. To accomodate this
excess mass the bands are slightly deformed, but c and
ρgas barely change as ρ0 is varied (not shown).
This smectic arrangement of finite-width bands
markedly differs from the more conventional liquid-gas
phase-separation seen in the AIM, where increasing the
density simply widens the single liquid domain. One may
thus wonder whether all features of the liquid-gas sce-
nario survive. The global polarisation |P| = 1N |
∑
i ei|,
used in previous studies of the VM to characterize the
onset of ordering [2, 3, 17], does not show a linear
increase of the liquid fraction with density (Fig 3-a).
Such a scaling is however recovered by considering |v| ≡
1
S |
∑
i v0ei| = v0ρ0|P| (Fig 3-b). Indeed, for a propagat-
ing band of celerity c, integrating the continuity equa-
tion ρ˙ = −∇ ·W, where W(r) = ∑i δ(r− ri)v0ei is the
momentum field, yields c(ρ(r)− ρgas) = W‖(r) [17]. Av-
30.0 0.2 0.4 0.6
0.0
0.2
0.4
0.6
ρ0 − ρgas
|P| a
0.0 0.2 0.4 0.6
0.0
0.1
0.2
0.3
ρ0 − ρgas
|v| b
0.4 0.6 0.8 1.0 1.2
0.0
0.1
0.2
ρ0
|v| c
2.0 2.5 3.0 3.5 4.0 4.5
0
1
2
3
ρ0
∆ρ2‖ d
FIG. 3. Polarisation (a) and mean velocity (b) vs ρ0 for
L=2048 (squares) and L=1024 (lines). Red, green, blue, cyan
and magenta correspond to 1-5 band solutions. c: Hysteresis
loop between gas and micro-phase states. d: Hysteresis loop
between micro-phase and liquid states. The variance ∆ρ2‖
quantifies inhomogeneity along the direction of motion. 100
runs are used for c and d, with η = 0.4, system size 400×400.
eraging over space, this gives |v| = c(ρ0 − ρgas). Since
c and ρgas barely depend on ρ0, |v| scales linearly with
ρ0 − ρgas, even for finite systems where nearby values of
nb coexist (See Fig 3-b). This is yet another signature
of the first-order nature of the transition and confirms
the analogy with the canonical liquid-gas transition; the
apparent singularity of |P| close to ρgas is a simple con-
sequence of its normalisation, not of criticality (as often
assumed in the literature).
As expected [3], we observe hysteresis loops when
ramping ρ0 up and down close to ρ`(η) with two sharp
jumps in the mean velocity |v| (Fig. 3-c). If the ramping
is slow enough, they correspond to the nucleation and
vanishing of a single band which acts as a critical nu-
cleus. Indeed, a band can only be observed if the excess
density ρ0 − ρgas is of the order of mb/S. As the system
size increases, bands are hence seen closer and closer to
ρgas which thus coincide with the binodal ρ`, as in a stan-
dard liquid-gas transition. Moreover, the critical nucleus
contains a smaller and smaller fraction of the particles as
L increases so that |v| and |P| vary continuously to zero
in the infinite-size limit (cf. Fig 3-a,b).
The second transition line ρ`(η) between the smectic
micro-phase and the ordered liquid is harder to locate
accurately. For ρ0 . ρh(η), the bands are indeed closely
packed and interact strongly. Although global orienta-
tional order remains high, they break and merge in a
chaotic manner (See movie in [31]). The resulting dynam-
ics is thus difficult to distinguish from the giant density
fluctuations of the homogeneous phase. Following [3], we
use ∆ρ2‖ ≡ 〈(ρ¯(x‖) − ρ0)2〉x‖ , the variance along L‖ of
ρ¯, the density profile averaged in the transverse direc-
tion. Fig. 3-d shows hysteresis loops of ∆ρ‖ around the
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FIG. 4. Density field in the PDEs after integration over
t = 105. Left: scalar PDE, ordered initial condition with a
periodic perturbation. Right: vectorial PDE, disordered ini-
tial condition. Parameters: λ = ρc = D = P0 = 1, ρ0 = 1.2.
System size 800× 100.
transition line. We then define ρ`(η) as the high-density
end-point of the loops.
To account for the differences between the coexistence
phases of the VM and AIM, we now connect the above
results to the more theoretical level of continuous descrip-
tions. There are two important differences between the
hydrodynamic equations of VM and AIM: the nature of
the ordering field (vectorial in the VM, scalar in the AIM)
and the functional dependencies of the transport coeffi-
cients on density and momentum fields. When looking for
one-dimensional traveling solutions, the dimension of the
ordering field however becomes irrelevant. Furthermore,
it was recently shown [20] that hydrodynamic equations
of flocking models admit such traveling solutions with
both smectic micro-phases and phase-separated profiles.
We have checked that both types of solutions exist for
both the equation proposed for the AIM [1] and for those
proposed for Vicsek-like models [17].
Since [20] only established the existence of these so-
lutions, a possibility to account for the different inho-
mogeneous profiles seen in VM and AIM could be that
these solutions have different stability in the correspond-
ing two-dimensional equations, where the dimension of
the order parameter can play a role. To test this hy-
pothesis, we consider scalar and vectorial versions of
the “same” minimal two-dimensional partial differential
equations (PDE). The first one, sPDE, has a scalar mag-
netization field W corresponding to the AIM discrete
symmetry
∂tρ = −∂xW (2)
∂tW =
[
(ρ−ρt)−W
2
P 20 ρ
]
W+ν∇2W−∂xρ−λW∂xW (3)
The second set, vPDE, has a vectorial momentum ~W in
line with the continuous rotational symmetry of the VM
∂tρ=−∇ · ~W (4)
∂t ~W =
[
(ρ−ρt)− |
~W |2
P 20 ρ
]
~W+ν∇2 ~W−∇ρ−λ( ~W ·∇) ~W (5)
Clearly, the disordered solution |W | = 0 becomes linearly
unstable for ρ0>ρt. As in all active matter systems with
metric interactions, the homogeneous ordered solution
|W |2 = ρ0(ρ0 − ρt)P 20 that emerges from this mean-field
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FIG. 5. Left: Number fluctuations ∆n =
√〈n2〉 − 〈n〉2 where n is the number of particles in boxes of different sizes. Measures
done in the homogeneous liquid phase. Parameters: size 400 × 400 (all), ρ0 = 5, β = 2.4 (AIM), ρ0 = 5, η = 0.4 (VM),
λ = ρc = D = P0 = 1, γ
2 = 0.4, ρ0 = 3 (sSDE and vSDE). Right: Numerical integration of sSDE (top) and vSDE (bottom).
Parameters: ρc = λ = D = P0 = 1, γ
2 = 0.4, system size 2000× 100.
transition is itself linearly unstable to long wavelengths
until ρ0 > ρs [17, 18, 20]. Note that ρt and ρs correspond
to the spinodal lines mentioned above. Most of the inho-
mogeneous solutions classified in [20] exist in a ρ0 range
wider than [ρt, ρs]. It is possible to estimate ρmin and
ρmax, the extremal values of ρ0 between which solutions
exist. For instance, setting all parameters including ρt to
unity as in Fig. 4, one finds ρmin ' 0.808, ρs ' 1.25, and
ρmax ' 1.74.
We integrated numerically these two sets of equations
for various parameter values inside and outside the [ρt, ρs]
interval [29]. After transients, we end up with effec-
tively one-dimensional solutions taking constant values
along e⊥. In all cases we found both smectic micro-
phases and phase-separated profiles. Which solution is
observed depends only on the initial condition and not
on the symmetry of the ordering field. Fig. 4 shows a pe-
riodic solution in the sPDE and a single traveling domain
in the vPDE obtained for the same parameter values, a
striking evidence that the (deterministic) hydrodynamic
equations alone cannot explain the selection of different
patterns observed in microscopic models. This result was
found robust to modifications of Eqs. (2)-(5).
We call sSDE and vSDE the stochastic versions of
Eqs. (2-5) obtained by adding a zero-mean scalar (or vec-
torial) Gaussian white noise of variance γ2ρ(1− |W |2ρ2 ) in
the W (or ~W ) equation [30]. Integrating first sSDE and
vSDE in the homogeneous liquid phase, we recover the
same density fluctuations as in the corresponding micro-
scopic models (Fig. 5 left): normal fluctuations in sSDE,
giant ones in vSDE (with the same scaling as in micro-
scopic models). More importantly, we recover the correct
type of inhomogeneous profiles in each case, irrespective
of the initial conditions. For instance, starting from a
large liquid domain as initial condition in both sets of
equations with the same parameters, we find that sSDE
keeps this configuration while it breaks down in vSDE,
eventually leading to a periodic array of bands (Fig. 5
right). In the converse experiment, starting from a con-
figuration with many bands, we observe initially merging
events in both cases but this process stops in vSDE, lead-
ing to an asymptotic periodic state with a finite number
of bands, while coarsening proceeds for sSDE.
We conclude that fluctuations play an essential role in
selecting the phase-separated patterns. Note that sim-
ilar experiments performed in microscopic models yield
similar results. For instance, in the VM at relatively
high noise large liquid domains are metastable for a long
enough time to be observed before fluctuations break
them and lead the system to the smectic micro-phase
state (see movie in [31]). Giant density fluctuations
break large liquid domains and arrest band-coarsening
while normal fluctuations do not. Two different scenar-
ios emerge: In the active Ising class, magnetization is a
scalar quantity, density fluctuations are normal and the
system undergoes bulk phase separation. In the active
XY or Vicsek class, magnetization is vectorial, density
fluctuations in the liquid are anomalously large and drive
the system to the micro-phase separated state.
To summarize, we have shown that the flocking tran-
sition in the Vicsek model amounts to a micro-phase
liquid-gas transition in the canonical ensemble exhibiting
metastability, hysteresis and coexistence between a dis-
ordered gas and a smectic arrangement of liquid bands.
This is in contrast with the bulk phase separation exhib-
ited by the active Ising model [1]. We found that while
(deterministic) hydrodynamic equations do not explain
this difference, their stochastic counterparts do: the dif-
ferent nature of the order parameter produces different
types of number fluctuations, which are essential in se-
lecting the phase-separated patterns. This unexpected
role of fluctuations in the selection of flock shapes calls
for a greater care when trying to account for active sys-
tems based on purely deterministic continuum equations.
Interesting questions remain open. For example, the
mechanism by which the bands interact in the VM to
reach a periodic spacing and the chaotic behavior of
closely packed bands are still to be investigated. Fur-
ther, we so far have no analytical approach and limited
numerical results to ascertain the stability of the smectic
pattern in the direction along the bands. It is not incon-
ceivable that, like recently found in active nematics [23],
5the coexistence phase is asymptotically disordered. Last,
in the large density region, the finite sizes of real flock-
ing agents are not negligible and steric effects such as
motility-induced phase separation [24–26] could enrich
the simple liquid-gas scenario [27].
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62d Active Ising model [1]
N particles carrying a spin ±1 move and interact on a
2d lattice, an arbitrary number of particles being allowed
on each site.
Spins flip according to an on-site ferromagnetic inter-
action: the spin Sk on site i reverses its sign with rate
W (Sk → −Sk) = exp
(− βSkmi
ρi
)
(6)
where mi and ρi are the local magnetization and the
number of particles on site i, and β plays the role of an
inverse temperature.
Particles can also hop to a neighboring lattice site: par-
ticle k, of spin Sk, hops to the right (resp. left) with rates
D(1 + εSk) (resp. D(1 − εSk)) and to the top and bot-
tom with rate D. This sets an effective self-propulsion at
speed 2DεSk in the horizontal direction.
All simulations have been run using a random sequen-
tial update Monte-Carlo scheme with a finite time-step
dt = 1N(4D+exp(β)) .
Movies
All movies are numerical simulations of the Vicsek
model [2], as described in the main text.
• Supplementary movie 1: the relaxation of compres-
sion modes leads to a periodic arrangment of bands.
η = 0.25, ρ0 = 0.5.
• Supplementary movie 2: quench from the gas to the
smectic micro-phase region (nucleation). η = 0.4,
ρ0 = 0.9.
• Supplementary movie 3: quench from the gas to
the smectic micro-phase region (spinodal decom-
position). η = 0.4, ρ0 = 2.
• Supplementary movie 4: quench from the liquid to
the smectic micro-phase region (nucleation). η =
0.4, ρ0 = 3.5.
• Supplementary movie 5: quench from the liquid to
the smectic micro-phase region (spinodal decompo-
sition). η = 0.4, ρ0 = 2.8.
• Supplementary movie 6: chaotic bands close to the
transition line ρh(η). η = 0.2, ρ0 = 0.5.
• Supplementary movie 7: a large liquid domain is
broken by the giant density fluctuations, driving
the system to the micro-phase separated state. η =
0.4, ρ0 = 2.25.
[1] A.P. Solon, J. Tailleur, Phys. Rev. Lett. 111, 078101
(2013)
[2] T. Vicsek, A. Cziro´k, E. Ben-Jacob, I. Cohen, O. Shochet,
Phys. Rev. Lett. 75, 1226 (1995)
[3] G. Gre´goire, H. Chate´, Phys. Rev. Lett. 92 025702 (2004);
H. Chate´, F. Ginelli, G. Gre´goire, F. Raynaud, Phys. Rev.
E 77 046113 (2008).
