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THE ESSENTIAL NUMERICAL RANGE AND A THEOREM OF
SIMON ON THE ABSORPTION OF EIGENVALUES
BRIAN LINS
Abstract. Let A(t) be a holomorphic family of self-adjoint operators of type
(B) on a complex Hilbert space H. Kato-Rellich perturbation theory says that
isolated eigenvalues of A(t) will be analytic functions of t as long as they re-
main below the minimum of the essential spectrum of A(t). At a threshold
value t0 where one of these eigenvalue functions hits the essential spectrum, the
corresponding point in the essential spectrum might or might not be an eigen-
value of A(t0). Our results generalize a theorem of Simon to give a sufficient
condition for the minimum of the essential spectrum to be an eigenvalue of
A(t0) based on the rate at which eigenvalues approach the essential spectrum.
We also show that the rates at which the eigenvalues of A(t) can approach
the essential spectrum from below correspond to eigenvalues of a bounded
self-adjoint operator. The key insight behind these results is the essential nu-
merical range which was recently extended to unbounded operators by Bo¨gli,
Marletta, and Tretter.
1. Introduction
Let A(t) be a holomorphic family of self-adjoint operators on a complex Hilbert
space H with inner product 〈·, ·〉. For bounded operators, this means that
A(t) = A0 + tA1 + t
2A2 + . . .
where each Ak is a bounded self-adjoint operator on H, and there is an r > 0
such that the series converges absolutely in norm when |t| < r. If λ0 is an isolated
eigenvalue of A(t0) with finite multiplicity m, Kato-Rellich perturbation theory
predicts that there is a holomorphic family of m mutually orthogonal unit vectors
xj(t) ∈ H such that each xj(t) is an eigenvector of A(t) for 1 ≤ j ≤ m and t in a
neighborhood of t0, and the corresponding eigenvalues λj(t) satisfy λj(t0) = λ0 for
each 1 ≤ j ≤ m.
This theory was first introduced by Rellich [10] and later refined by Kato [6] and
Sz.-Nagy [13]. In addition to bounded self-adjoint families, the theory also applies
to certain special families of unbounded self-adjoint operators, the so called type
(A) and the more general type (B) holomorphic families [6]. For both type (A)
and type (B) families, the operators A(t) are self-adjoint and bounded below. The
main difference between the two types is that the domain of A(t) is constant for
type (A) families, but this is not assumed for type (B). Kato-Rellich theory applies
to isolated eigenvalues with finite multiplicity in both cases, however.
If λ(t) is an element in the discrete spectrum of A(t) that depends analytically
on t when t > t0, but λ(t) approaches an element of the essential spectrum of
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A(t0) as t → t+0 , then it is not possible in general to analytically continue λ(t)
beyond t0, and in fact, limt→t+
0
λ(t) may not even be an eigenvalue of A(t0). Still,
there are situations where it might be important to know the rate at which λ(t)
approaches the essential spectrum or to determine whether or not the limit of λ(t)
is an eigenvalue of A(t0). Such problems arise in mathematical physics when one
considers perturbations of a Schrodinger operator −∆ + tV [4, 7, 9] (see also [5]
and the references therein). They also arise when considering the boundary curves
of the numerical range of a bounded operator [8].
One result, due to Simon [11, Theorem 2.1] is the following.
Theorem 1.1. Let A,B be self-adjoint operators on H with D(|A|1/2) ⊆ D(|B|1/2).
Suppose that A ≥ 0, 0 is in the essential spectrum of A, and B is relative A-form
compact, that is, |B|1/2(A+ I)−1|B|1/2 is compact. Suppose also that A∔ tB has a
largest negative eigenvalue µ(t) which is non-degenerate (i.e., has multiplicity one)
for all 0 < t0 < t < ǫ for some t0 and ǫ > 0. If µ(t) converges to 0 as t→ t+0 , and
no other eigenvalue of A∔ tB converges to 0, then either
(1) limt→t+
0
µ(t)/(t− t0) = 0, or
(2) 0 is an eigenvalue of A∔ t0B.
In the later case, suppose that 0 is not an eigenvalue of A. Then 0 is a simple
eigenvalue of A∔ t0B and
lim
t→t+
0
µ(t)/(t− t0) = 〈Bη, η〉
where η obeys (A∔ t0B)η = 0, ‖η‖ = 1. (In particular, if 0 is not an eigenvalue of
A, then limt→t+
0
µ(t)/(t− t0) 6= 0 if and only if 0 is an eigenvalue of A∔ t0B.)
Note that the operator sum A+ tB may not be self-adjoint if B is not bounded,
so the expression A ∔ tB in the theorem above is meant to denote a self-adjoint
extension of the operator sum of A and tB. Such an extension is always possible,
and in fact forms a self-adjoint holomorphic family of type (B). In this paper, we
generalize Theorem 1.1 to any self-adjoint holomorphic family of type (B), denoted
A(t). Our results describe the rates at which the eigenvalues of A(t) approach the
minimum of the essential spectrum of A(t0) from below as t → t+0 . Specifically,
we prove that there is a bounded self-adjoint operator B0 such that if λ(t) is an
eigenvalue of A(t) below the essential spectrum that depends continuously on t
when t0 < t < ǫ, if Σ(t) is the minimum of the essential spectrum of A(t) for any t,
and if limt→t+
0
λ(t) = Σ(t0), then limt→t+
0
(λ(t)−Σ(t0))/(t− t0) is an eigenvalue of
B0. We also give a sufficient condition for the minimum of the essential spectrum to
be an eigenvalue of A(t0) at a threshold value t0 where eigenvalues from the discrete
spectrum are absorbed by the essential spectrum. Our results also generalize some
other previously known results, see [7, Theorem 1.1] and [11, Theorem 3.1].
In order to prove these results, we use the essential numerical range of an aux-
illiary sesquilinear form determined by the type (B) family A(t). The essential
numerical range was introduced by Stampfli and Williams for bounded operators
in [12]. Recently, Bo¨gli, Marletta, and Tretter extended the notion of essential nu-
merical range to unbounded operators and sesquilinear forms [1]. They also apply
it to the problem of spectral pollution. Their extension of the essential numerical
range to unbounded operators is what allows us to generalize Theorem 1.1.
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The paper is organized as follows. In Section 2, we introduce the essential
numerical range for operators and for sesquilinear forms. We also prove that the
essential numerical range of a densely defined unbounded operator is either empty
or unbounded, which appears to be a new result. In Section 3, we review type (B)
holomorphic families of self-adjoint operators and their properties. Our main results
are detailed in Section 4. Section 5 contains a minor observation about analytic
perturbations of isolated eigenvalues with infinite multiplicity, and we conclude with
examples in Section 6.
Throughout the paper, we will use the following notation. H will denote a com-
plex Hilbert space. All operators are assumed to act on H, unless stated otherwise.
For an operator T , the domain of T will be denoted D(T ) and the spectrum of T
is σ(T ). If xn ∈ H converges to x in norm, we write x → x and if xn converges
weakly to x, then we write xn
w−→ 0. For a sesquilinear form t on H, we write t[x]
as shorthand for t[x, x]. We denote the closure of a set A by A and the convex hull
by convA.
2. The Essential Numerical Range
For an operator T with domain D(T ) ⊆ H, the numerical range of T is the set
W (T ) = {〈Tx, x〉 : x ∈ D(T ) with ‖x‖ = 1}.
According to the Toeplitz-Hausdorff theorem, the numerical range of an operator
is always a convex set. The essential numerical range of T is the set
We(T ) = {λ ∈ C : ∃xn ∈ D(T ) with ‖xn‖ = 1, xn w−→ 0, 〈Txn, xn〉 → λ}.
There are several alternative definitions of essential spectrum, but we will follow
[1] and use the following:
σe(T ) = {λ ∈ C : ∃xn ∈ D(T ) with ‖xn‖ = 1, xn w−→ 0, ‖(T − λ)xn‖ → 0}.
The following lemma collects some of the basic properties of the essential numer-
ical range. The first two assertions are [1, Proposition 2.2], while the third follows
immediately from the definition of We(T ).
Lemma 2.1. Let T be an operator (unbounded or bounded) on H. Then
(1) We(T ) is closed and convex.
(2) σe(T ) ⊆We(T )
(3) We(cT ) = cWe(T ) for all c ∈ C.
If A is a self-adjoint operator on H that is bounded below, then minσe(A) =
minWe(A) [1, Theorem 3.8].
The following result shows that pre-images of points in the numerical range
have a kind of continuity property. We need it to prove an important fact about
the essential numerical range. A weaker version appeared as [2, Theorem 2] for
matrices in Cn×n and for bounded linear operators as [8, Proposition 3.2].
Theorem 2.2. Let T be an operator on H. Let z = 〈Tx, x〉 for some x ∈ D(T )
with ‖x‖ = 1. For any 0 < ǫ < 1, the set
{〈Ty, y〉 : y ∈ D(T ), ‖y‖ = 1, and | 〈x, y〉 |2 ≥ 1− ǫ}
contains ǫW (T ) + (1− ǫ)z.
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Proof. It suffices to prove the theorem for the compression of T onto any two
dimensional subspace of D(T ) that contains x. Therefore we will assume that
H = C2. In that case, Davis [3] observed that the numerical range of T is the
image of the set S = {yy∗ : y ∈ C2, ‖y‖ = 1} under the linear transformation
F : X 7→ tr(TX), and the set S is a sphere contained in the 3-dimensional real
affine space of 2-by-2 Hermitian matrices with trace equal to one.
The set of 2-by-2 Hermitian matrices has inner product 〈X,Y 〉 = tr(XY ). For
x, y ∈ C2,
〈xx∗, yy∗〉 = tr(xx∗yy∗) = x∗y tr(xy∗) = | 〈x, y〉 |2.
Let C = {yy∗ : y ∈ C2, ‖y‖ = 1, and | 〈x, y〉 |2 ≥ 1 − ǫ}. Thus C is the spherical
cap formed by intersecting S with the half-space H consisting of all 2-by-2 Hermit-
ian matrices Y such that 〈Y, xx∗〉 ≥ 1 − ǫ. The set ǫS + (1 − ǫ)xx∗ is contained
in both the convex hull of S and in the half-space H , therefore it is contained in
the convex hull of C. It is not hard to show that the image of the spherical cap C
under the linear transformation F is a convex set [2, Lemma 3]. Therefore
ǫW (T ) + (1 − ǫ)z = F (ǫS + (1− ǫ)xx∗) ⊂ F (convC) = F (C)
= {〈Ty, y〉 : y ∈ C2, ‖y‖ = 1, and | 〈x, y〉 |2 ≥ 1− ǫ}.

Theorem 2.2 lets us prove the following generalization of [1, Proposition 2.4].
Theorem 2.3. Let T be an unbounded operator on H. Suppose w ∈ We(T ) and
zn is a sequence in W (T ) such that |zn| → ∞. If zn−w|zn−w| has a limit point v, then
the ray {w + tv : t ≥ 0} is contained in We(T ).
Proof. Since w ∈We(T ), there is a sequence xn ∈ D(T ) with ‖xn‖ = 1, 〈Txn, xn〉 →
w and xn
w−→ 0. Let wn = 〈Txn, xn〉. For any t > 0, let ǫn = t/|zn − wn|. Then
ǫn → 0 as n→∞. We can assume that ǫn < 1 for all n. Observe that
wn + t
zn−wn
|zn−wn|
= wn + ǫn(zn − wn) ∈ ǫW (T ) + (1− ǫ)wn
for all n. By Theorem 2.2, there is a yn ∈ D(T ) with ‖yn‖ = 1 such that 〈Tyn, yn〉 =
wn + t
zn−wn
|zn−wn|
and | 〈xn, yn〉 |2 ≥ 1 − ǫn. Since 〈T (ωyn), ωyn〉 = 〈Tyn, yn〉 for all
unimodular constants ω ∈ C, we may assume that 〈xn, yn〉 > 0. Then ‖xn−yn‖2 ≤
2− 2√1− ǫn. This means that ‖xn − yn‖ → 0 and therefore yn w−→ 0. Then, since
〈Tyn, yn〉 = wn + t zn−wn|zn−wn| has a subsequence converging to w + tv, we conclude
that w + tv ∈We(T ). 
One consequence of Theorem 2.3 is that if We(T ) is nonempty and W (T ) is
unbounded, then We(T ) is also unbounded. It is possible, however, for W (T ) to
be unbounded and We(T ) to be empty, see [1, Example 2.6]. It is well known that
the numerical range of a densely defined unbounded operator is unbounded. This
can be seen from the polarization identity
〈Tx, y〉 = 14 (〈T (x+ y), x+ y〉 − 〈T (x− y), x− y〉
+ i 〈T (x+ iy), x+ iy〉 − i 〈T (x− iy), x− iy〉) for all x, y ∈ D(T ).
Therefore Theorem 2.3 implies the following.
Corollary 2.4. If T is a densely defined unbounded operator on a complex Hilbert
space H, then We(T ) is either empty or unbounded.
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The essential numerical range can also be defined for sesquilinear forms. Let t
be a sesquilinear form on H with domain D(t). The numerical range W (t) and the
essential numerical range We(t) are defined as
W (t) = {t[x] : x ∈ D(t), ‖x‖ = 1}
and
We(t) = {z ∈ C : ∃xn ∈ D(t) with ‖xn‖ = 1, xn w−→ 0, t[xn]→ z}.
The definition of the essential numerical range for forms was introduced in [1]. Note
that both the numerical range and the essential numerical range of a sesquilinear
form are convex, and the essential numerical range is closed. In addition, Theorem
2.3 applies to We(t) for any sesquilinear form t, and the proof is the same.
For a sesquilinear form t, the adjoint t∗ is defined by
t∗[x, y] = t[y, x]
for all x, y ∈ D(t) and D(t∗) = D(t). A sesquilinear form t is symmetric if t = t∗.
The real and imaginary parts of a form t are
Re t = 12 (t+ t
∗) and Im t = 12i(t− t∗).
Unlike with unbounded operators, it is always possible to define the real and imag-
inary part of a sesquilinear form, and the domains of the real and imaginary parts
are the same as the domain of the original form.
A sesquilinear form t is sectorial if there is a vertex v ∈ C and an angle θ < π/2
such that | arg(z−v)| ≤ θ for all z ∈W (t). Likewise, an operator T onH is sectorial
if the sesquilinear form qT defined by qT [x, y] = 〈Tx, y〉 with domain D(qT ) = D(T )
is sectorial. The following lemma is essentially [1, Theorem 3.10(ii)], although there
it is stated for m-sectorial operators, rather than sectorial forms. The proof is the
same, however, and we include it because it is short.
Lemma 2.5. Let t be a sectorial sesquilinear form on H. Then ReWe(t) =
We(Re t).
Proof. If z ∈ We(t), then there is a sequence xn ∈ D(t), ‖xn‖ = 1, xn w−→ 0 such
that t[xn] → z. Then (Re t)[xn] → Re z so Re z ∈ We(Re t). This proves that
ReWe(t) ⊆ We(Re t). Conversely, suppose that a ∈ We(Re t). Let xn ∈ D(t) be a
sequence with ‖xn‖ = 1 and xn w−→ 0 such that (Re t)[xn]→ a. Since t is sectorial,
(Im t)[xn] is bounded. We may pass to a subsequence such that (Im t)[xn] converges
to some b, and then t[xn]→ a+ ib ∈ We(t). Therefore We(Re t) ⊆ ReWe(t). 
Suppose that t is a sectorial form onH. We say that t is closed if for any sequence
xn ∈ D(t) such that xn converges to x ∈ H and t[xn − xm] → 0 when n,m → ∞,
we have x ∈ D(t). A sectorial form is closable if it has a closed extension. The
closure of a sectorial form s is the smallest closed extension t, and its domain is
the set of x, y ∈ H such that there exist sequences xn, yn ∈ D(s) such that xn → x,
yn → y, and s[xn − xm]→ 0, s[yn − ym]→ 0 as m,n→∞. For any such x and y,
t is defined by
t[x, y] = lim
n→∞
s[xn, yn].
If t is a closed sesquilinear form, then a subspace V ⊂ D(t) is a core of t if the
closure of the restriction of t to V is t. See [6, Chapter VI] for details. Note that if
t is the closure of a sesquilinear form s, then We(t) =We(s). This was observed in
[1], and is easy to verify from the definition above.
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The following technical lemma will be needed for the proof of our main result,
Theorem 4.1.
Lemma 2.6. Let a be a densely defined, closed, symmetric sesquilinear form on H
that is bounded below. Let x, y ∈ D(a). Suppose that xn ∈ D(a) is a sequence that
weakly converges to x and a[xn] is bounded. Then limn→∞ a[xn, y] = a[x, y].
Proof. Since a is bounded below, there is a constant c ∈ R such that a + c is
nonnegative. Then, by the second representation theorem for sesquilinear forms [6,
Theorem VI.2.23], there is a nonnegative self adjoint operator A such that a[x, y] =〈
A1/2x,A1/2y
〉 − c 〈x, y〉 for all x, y ∈ D(a) and D(a) = D(A1/2). Since ‖xn‖ and
a[xn] are bounded, it follows that ‖A1/2xn‖ is bounded. So A1/2xn must have a
weak limit point u ∈ H. Since the graph of A1/2 is closed in the weak topology, the
pair (x, u) must be in the graph, so u = A1/2x and A1/2xn
w−→ A1/2x. This implies
that a[xn, y] =
〈
A1/2xn, A
1/2y
〉− c 〈xn, y〉 converges to 〈A1/2x,A1/2y〉− c 〈x, y〉 =
a[x, y]. 
3. Perturbations of Self-Adjoint Operators
Let A be a self-adjoint operator on H that is bounded below. The sesquilinear
form qA defined by qA[x, y] = 〈Ax, y〉 with domain D(qA) = D(A) is closable [6,
Theorem VI.1.27]. Let a denote its closure. Then a is a closed, densely defined,
symmetric form that is bounded below. If ξ < min σ(A), then D(a) = D((A−ξ)1/2),
and
a[x, y] =
〈
(A− ξ)1/2x, (A − ξ)1/2y
〉
+ ξ 〈x, y〉
for all x, y ∈ D(a). This follows immediately from the second representation theo-
rem for sesquilinear forms [6, Theorem VI.2.23 and Problem VI.2.25]. We will refer
to the form a as the closed sesquilinear form corresponding to A. The correspon-
dence also works the other way. That is, for any densely defined, closed, symmetric,
sesquilinear form a there is a unique self-adjoint operator A such that D(A) is a
core for a [6, Theorems VI.2.1 and VI.2.6]. In particular the essential numerical
range of A and a are the same, so minσe(A) = minWe(A) = minWe(a).
A family a(t) of sesquilinear forms defined in a neighborhood of 0 is called holo-
morphic of type (a) if each a(t) is closed and sectorial, the domain D(a(t)) is con-
stant and dense in H, and a(t)[x, y] is a holomorphic function of t in a neighborhood
of 0 for all x, y ∈ D(a(t)). Since the domain is constant, we’ll write D(a) in place of
D(a(t)). If each a(t) is symmetric when t is real, then for every real t in a neighbor-
hood of zero there is a self-adjoint operator A(t) such that 〈A(t)x, y〉 = a(t)[x, y]
for all x, y ∈ D(A(t)), and the domain of each A(t) is a core for D(a). This family
A(t) is a holomorphic family of type (B) [6].
Lemma 3.1. Let A(t) be a self-adjoint holomorphic family of type (B). Let a(t) be
the corresponding type (a) family of sesquilinear forms. There is a constant R > 0
and a sequence of symmetric sesquilinear forms ak such that
a(t)[x, y] = a0[x, y] + ta1[x, y] + t
2a2[x, y] + . . . (3.1)
for all |t| < R. Each ak has D(a) ⊆ D(ak) and for any 0 < r < R, there are
constants b, c ≥ 0 such that
|ak[x, y]| ≤ c
rk
√
a0[x] + b‖x‖2
√
a0[y] + b‖y‖2 (3.2)
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for all x, y ∈ D(a) and k ∈ N. In particular, the series (3.1) converges absolutely
for all x, y ∈ D(a) when |t| < R.
Proof. The self-adjoint operator A = A(0) is bounded below, so we can choose b > 0
such that −b < minσ(A). Then (A + bI)−1/2 is a bounded self-adjoint operator.
The family B(t) = (A+ bI)−1/2A(t)(A+ bI)−1/2 is a bounded-holomorphic family
of self-adjoint operators (see the proof of [6, Theorem VII.4.2]). Therefore it has a
series expansion which converges absolutely in norm for all t such that |t| < R for
some R > 0:
B(t) = B0 + tB1 + t
2B2 + . . . .
Then
a(t)[x, y] =
〈
B(t)(A+ bI)1/2x, (A+ bI)1/2y
〉
=
∞∑
k=0
tk
〈
Bk(A+ bI)
1/2x, (A+ bI)1/2y
〉
for any x, y ∈ D(a). Let ak[x, y] =
〈
Bk(A+ bI)
1/2x, (A+ bI)1/2y
〉
for all x, y ∈
D(a). Let 0 < r < R. Since the series for B(t) converges absolutely in norm when
|t| < R, there is a constant c > 0 such that ‖Bk‖ ≤ c/rk for all k. Observe that
‖(A+ bI)1/2v‖2 = a0[v] + b‖v‖2 for any v ∈ D(a). Therefore (3.2) follows from the
Cauchy-Schwarz inequality. 
As observed in the proof, the constant b in (3.2) can be any value such that
−b < minσ(A). It will be convenient for a type (B) family A(t) to fix such a
constant b, and introduce the norm ‖x‖a =
√
a0[x] + b‖x‖. Then (3.2) becomes
|ak[x, y]| ≤ c
rk
‖x‖a‖y‖a.
Since the series in Lemma 3.1 converges absolutely when |t| < R, if we fixed 0 <
r < R, then there are constants M1,M2 > 0 such that
|a(t)[x, y]− a0[x, y]| ≤M1t‖x‖a‖y‖a (3.3)
and
|a(t)[x, y]− (a0 + ta1)[x, y]| ≤M2t2‖x‖a‖y‖a (3.4)
for all x, y ∈ D(a) when |t| ≤ r < R. If t > 0 is sufficiently small so that M1t and
M1t+M2t
2 are both less than 12 , then (3.3) and (3.4) imply that
1
2‖x‖a ≤ a(t)[x] + b‖x‖2 ≤ 32‖x‖a and
1
2‖x‖a ≤ (a+ ta1)[x] + b‖x‖2 ≤ 32‖x‖a
(3.5)
for any x ∈ D(a).
The next result connects the minimum of the essential spectrum of A(t) with
the essential numerical range of an auxiliary sesquilinear form.
Proposition 3.2. Let A(t) be a self-adjoint holomorphic family of type (B) on a
complex Hilbert space H. Let Σ(t) = min σe(A(t)) and assume that Σ(0) = 0, let
a(t) be the family of sesquilinear forms corresponding to A(t), and let t = a0 + ia1
where a0, a1 are defined as in Lemma 3.1. Then limt→0+ Σ(t)/t = ω where ω is the
smallest value such that iω ∈ We(t).
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Proof. Observe that Σ(t) = minWe(A(t)) = minWe(a(t)). The bound in (3.2)
implies that t is sectorial, and also that (1− it)t is sectorial when 0 < t < ǫ as long
as ǫ is chosen sufficiently small. So
ReWe((1− it)t) = We(Re((1 − it)t)) =We(a0 + ta1)
by Lemma 2.5. Let Σ1(t) denote the minimum of We(a0+ ta1). Of course, Σ1(0) =
Σ(0) = 0, andWe(t) has nonempty intersection with the imaginary axis. Let ω ∈ R
be the minimum value such that iω ∈We(t).
For any ω′ < ω, there is a line ℓ passing through iω′ that does not intersect
We(t), see Figure 1. Let K be the closed convex set in C containing all points
to the right of the imaginary axis and above the line ℓ. In particular, K contains
We(t). As long as t > 0 is small enough so that (1− it)ℓ is not vertical, the leftmost
point in (1− it)K is tω′ + iω′. Thus, Re((1 − it)K) = [tω′,∞). We then have
Σ1(t) ∈ ReWe((1 − it)t) ⊂ Re((1 − it)K) = [tω′,∞).
Therefore, Σ1(t) ≥ tω′ for all t > 0 sufficiently small.
K
iω′
We(t)
(1− it)iω′
(1− it)We(t)
(1− it)K
Figure 1. iω′ can be separated fromWe(t) (left). So the real part
of We((1 − it)t) is bounded below for small t (right).
At the same time, tω ∈ ReWe((1 − it)t), so Σ1(t) ≤ tω for all 0 < t < ǫ.
Therefore all limit points of Σ1(t)/t lie between ω and ω
′. But since ω′ can be
chosen arbitrarily close to ω, we conclude that limt→0+ Σ1(t)/t = ω.
As in the comments after Lemma 3.1, choose b > 0 so that −b < σ(A). Define
‖x‖a =
√
a0[x] + b‖x‖2. Since Σ(0) = 0, there is a sequence xn ∈ D(a), xn w−→ 0,
‖xn‖ = 1, such that a0[xn]→ 0. That means ‖xn‖a → 1, and so it follows from (3.3)
and (3.4) that a(t)[xn] and (a0 + ta1)[xn] are bounded. We can take a subsequence
of xn such that both a(t)[xn] and (a0+ ta1)[xn] converge to points in w ∈ We(a(t))
and z ∈ We(a0 + ta1), respectively. As long as t is sufficiently small, (3.5) implies
that z, w < 32 − b so Σ(t) ≤ 32 − b and Σ1(t) ≤ 32 − b, as well.
Now, take a sequence xn ∈ D(a), xn w−→ 0, ‖xn‖ = 1 such that a(t)[xn] →
Σ(t). Observe that lim supn→∞ ‖xn‖a ≤ 2(Σ(t) + b) by (3.5), so (a0 + ta1)[xn] is
bounded and we can pass to a subsequence such that (a0 + ta1)[xn] converges to
z ∈We(a0+ta1). By definition, Σ1(t) ≤ z. Applying (3.4) to the terms a(t)[xn] and
(a0+ ta1)[xn] and taking the limit, we see that there is a constant C > 0 such that
|Σ(t)−z| ≤ Ct2 for all t sufficiently small. Similarly, if we take a sequence yn ∈ D(a)
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such that yn
w−→ 0, ‖yn‖ = 1, and (a0+ ta1)yn → Σ1(t), then we have a subsequence
of yn such that a(t)[yn] → w ∈ We(a(t)) and |Σ1(t) − w| ≤ Ct2. If Σ1(t) ≥ Σ(t),
then Σ1(t) − Σ(t) ≤ z − Σ(t) ≤ Ct2. If, on the other hand, Σ(t) ≥ Σ1(t), then
Σ(t)−Σ1(t) ≤ w−Σ1(t) ≤ Ct2. Either way, we conclude that |Σ(t)−Σ1(t)| ≤ Ct2
when t is small, and therefore limt→0+ Σ(t)/t = limt→0+ Σ1/t = ω. 
4. Main Results
Let A(t) be a self-adjoint holomorphic family of type (B) on a complex Hilbert
space H. Let a(t) be the type (a) family of sesquilinear forms corresponding to
A(t), and suppose that a(t) has series expansion a(t) = a0 + ta1 + t
2a2 + . . . given
by Lemma 3.1. If the kernel of A = A(0) is nontrivial, let P denote the orthogonal
projection onto the kernel of A. Since the quadratic form defined by x 7→ a1[Px]
is bounded and symmetric, there is a bounded self-adjoint operator B0 defined by
the sesquilinear form
〈B0x, y〉 = a1[Px, Py] (4.1)
for all x, y ∈ H [6, Section V.2.1]. With this observation, we are now ready to state
our main result.
Theorem 4.1. Let A(t) be a self-adjoint holomorphic family of type (B). Let Σ(t) =
minσe(A(t)) and assume that Σ(0) = 0. If λ(t) < Σ(t) is an eigenvalue of A(t) that
depends continuously on t when 0 < t < ǫ, limt→0+ λ(t) = 0, and lim inf t→0+(λ(t)−
Σ(t))/t < 0, then 0 is an eigenvalue of A(0). Furthermore, limt→0+ λ(t)/t exists
and is equal to an eigenvalue of the self-adjoint operator B0 defined by (4.1).
Proof. Let ω = limt→0+ Σ(t)/t and β = lim inft→0+ λ(t)/t. So β < ω by assump-
tion. Note that the limit ω exists by Proposition 3.2. Let A = A(0) and let a(t) be
the type (a) family of sesquilinear forms corresponding to A(t). Suppose that a(t)
has series expansion a(t) = a0 + ta1 + t
2a2 + . . . given by Lemma 3.1.
By the Kato-Rellich theory, λ(t) is an analytic function of t, except possibly at
isolated points 0 < t < ǫ where λ(t) crosses another eigenvalue function. For each t
where λ(t) does not have a crossing, any unit eigenvector x(t) of A(t) corresponding
to λ(t) will have λ′(t) = a1[x(t)] [6, Problem VII.4.19].
If λ(t)/t has more than one limit point as t → 0+, then λ(t)/t will oscillate
between β and a value greater than β infinitely many times, so it will be possible
to choose a sequence tn → 0+ such that λ(tn)/tn → β and λ′(tn)→ β′ ≤ β by the
mean value theorem.
Suppose, on the other hand, that λ(t)/t converges to β. Observe that
d
dt
λ(t)
t
=
1
t
(
λ′(t)− λ(t)
t
)
,
and therefore for any 0 < t < t0, we have
λ(t0)
t0
− λ(t)
t
=
∫ t0
t
1
τ
(
λ′(τ)− λ(τ)
τ
)
dτ.
Fix δ > 0 and suppose that t0 is small enough so that |λ(t)/t − β| < δ for every
0 < t ≤ t0. If λ′(t) > β + 2δ for almost every 0 < t < t0, then
2δ >
λ(t0)
t0
− λ(t)
t
=
∫ t0
t
1
τ
(
λ′(τ) − λ(τ)
τ
)
dτ ≥ δ ln
(
t0
t
)
.
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This is a contradiction, since ln(t0/t)→∞ as t→ 0+. Therefore, for every t0, δ > 0,
it is possible to choose t such that 0 < t < t0 and λ
′(t) < β + 2δ. So we can
choose a sequence tn → 0+ such that λ(tn)/tn → β and limn→∞ λ′(tn) = β′ where
β′ ≤ β + 2δ < ω.
Regardless of whether or not λ(t)/t converges, we have shown that we can con-
struct a sequence tn → 0+ such that λ(tn)/tn → β and λ′(tn)→ β′ < ω. For each
tn, let λn = λ(tn) and let xn be a unit eigenvector of A(tn) corresponding to λn.
By (3.3) and (3.5), limn→∞ a0[xn] = 0. Then limn→∞(a0 + ia1)[xn] = iβ
′. Since ω
is the smallest value such that iω ∈ We(a0 + ia1) by Proposition 3.2, we see that
iβ′ is outside We(a0 + ia1). By passing to a subsequence, we can assume that xn
converges weakly to some x ∈ H. Since iβ′ /∈ We(a0+ ia1), we conclude that x 6= 0.
The domain of A is a core for a0 and a0[y] = 〈Ay, y〉 for all y ∈ D(A). Therefore
there is a sequence yn ∈ D(A) such that ‖yn‖ = 1, ‖yn−xn‖ < 1n , and | 〈Ayn, yn〉−
a0[xn]| < 1n for all n. Then
lim
n→∞
〈Ayn, yn〉 = lim
n→∞
a0[xn] = 0.
Let A± denote the positive and negative parts of A. For each negative eigen-
value ν of A with multiplicity m, there is a corresponding analytic family of m
mutually orthogonal unit eigenvectors vj(t), j = 1, . . . ,m, of A(t) defined in a
neighborhood of t = 0 such that vj(0) is an eigenvector of A with eigenvalue
ν. Since the eigenvectors xn correspond to eigenvalues λn that converge to 0,
xn will be orthogonal to each of the vj(tn) when n is large enough. Therefore
limn→∞ 〈yn, vj(t0)〉 = limn→∞ 〈xn, vj(tn)〉 = 0. Since A− is compact and self-
adjoint, this implies that A−yn → 0. We also know that 〈Ayn, yn〉 → 0, so we must
also have 〈A+yn, yn〉 = ‖A1/2+ yn‖2 → 0. Since both A− and A1/2+ are positive oper-
ators, both have graphs that are weakly closed. Then since yn
w−→ x, we conclude
that A−x = 0 and A
1/2
+ x = 0. This implies that x ∈ D(A) and Ax = 0, so 0 is an
eigenvalue of A.
Since P is the orthogonal projection onto the kernel of A, we have Px = x. For
any y ∈ H we calculate
〈x, y〉 = 〈Px, y〉 = 〈x, Py〉 = lim
n→∞
〈xn, Py〉
= lim
n→∞
〈A(tn)xn, Py〉 /λn
= lim
n→∞
〈A(tn)xn, Py〉 /λn
Note that 〈A(tn)xn, Py〉 = a(tn)[xn, Py]. Since a0[xn]→ 0, (3.4) implies that there
is a constant C > 0 such that
|a(tn)[xn, Py]− (a0 + tna1)[xn, Py]| ≤ Ct2n
for all n. Therefore,
〈x, y〉 = lim
n→∞
〈A(tn)xn, Py〉 /λn
= lim
n→∞
(a0 + tna1)[xn, Py]/λn
= lim
n→∞
(a0[xn, Py] + tna1[xn, Py])/λn.
The sesquilinear form a0 + ta1 is closed when t is small by [6, Theorem VI.1.33].
By Lemma 2.6, limn→∞(a0 + ta1)[xn, Py] = (a0 + ta1)[x, Py] for all 0 ≤ t <
ǫ. Therefore limn→∞ a1[xn, Py] = a1[x, Py]. Since D(A) is a core for a0 and
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a0[v, Py] = 〈Av, Py〉 = 〈PAv, y〉 = 0 for all v ∈ D(A), we can use a limiting
argument to show that a0[xn, Py] = 0 for all n ∈ N. Then, continuing the expansion
of 〈x, y〉 from above, we have,
〈x, y〉 = lim
n→∞
(a0[xn, Py] + tna1[xn, Py])/λn
= lim
n→∞
(tn/λn)a1[xn, Py]
= β−1a1[x, Py] = β
−1a1[Px, Py] = β
−1 〈B0x, y〉 .
This implies that 〈B0x, y〉 = 0 for all y ∈ x⊥, so x is an eigenvector of B0. It
also implies that 〈B0x, x〉 = β‖x‖2, so x has eigenvalue β.
Observe that the limit points of λ(t)/t as t → 0+ form an interval. Any other
limit point γ of λ(t)/t that is sufficiently close to β so that iγ is not in We(a0+ ia1)
would also have to be an eigenvalue of B0 by the argument above. However, since
iβ /∈ We(a0 + ia1), β must be an isolated eigenvalue of B0 with finite multiplicity.
This implies that limt→0+ λ(t)/t = β. 
Remark 4.2. In many examples, there is a series expansion for the self-adjoint
holomorphic family in Theorem 4.1, that is,
A(t) = A+ tA1 + t
2A2 + . . .
which converges for all x ∈ D(A) when |t| is sufficiently small. This is true for
bounded families and also when A(t) is type (A) or type (B0) (see [6]). In these
cases B0 = PA1P .
Corollary 4.3. Let A(t) be a self-adjoint holomorphic family of type (B). Let
Σ(t) = minσe(A(t)). If λ(t) < Σ(t) is an eigenvalue of A(t) that depends contin-
uously on t when t0 < t < ǫ, limt→t+
0
λ(t) = Σ(t0), and lim inf t→0+(λ(t)−Σ(t))/(t−
t0) < 0, then Σ(t0) is an eigenvalue of A(t0). Furthermore, limt→t+
0
(λ(t)−Σ(t))/(t−
t0) exists and is equal to an eigenvalue of the self-adjoint operator B0 defined by
(4.1) when P is the orthogonal projection onto the kernel of A(t0)− Σ(t0).
Proof. Apply Theorem 4.1 to the type (B) self-adjoint family A˜(t − t0) = A(t) −
Σ(t0). 
If the operator A = A(0) in Theorem 4.1 has only a finite number of negative
eigenvalues, then we can say more about how the minimal eigenvalues ofA(t) behave
as t approaches zero from above.
Theorem 4.4. With the same conditions and notation as Theorem 4.1, suppose in
addition that A = A(0) has exactly m <∞ negative eigenvalues counting multiplic-
ity. Let ω = limt→0+ Σ(t)/t, let P denote the orthogonal projection onto the kernel
of A, and let B0 be defined as in (4.1). Suppose that the smallest k+1 eigenvalues
of B0 (counting multiplicity) are all less that ω. Label these eigenvalues
µ0 ≤ µ1 ≤ . . . ≤ µk,
and label the smallest m+ k + 1 eigenvalues of A(t) as
λ−m(t) ≤ . . . ≤ λ0(t) ≤ λ1(t) ≤ ... ≤ λk(t).
Then limt→0+ λk(t)/t = µk. Moreover, if xk(t) is a family of unit eigenvectors of
A(t) corresponding to λk(t) for 0 < t < ǫ, then for any sequence tn → 0+, xk(tn)
has a limit point that is a unit eigenvector of B0 corresponding to µk.
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Proof. Let a(t) be the type (a) family of sesquilinear forms corresponding to A(t).
Then a(t) has a series expansion (3.1) by Lemma 3.1. Fix b > 0 large enough so
that −b < minσ(A) and let ‖x‖a =
√
a0[x] + ‖x‖2 for all x ∈ D(a). Let vj denote
a unit eigenvector of A corresponding to the eigenvalue λj(0) for −m ≤ j < 0,
and let vj denote a unit eigenvector of B0 corresponding to µj for 0 ≤ j < k.
Then limt→0+ a(t)[vj ] = a0[vj ] = λj(0) when −m ≤ j < 0 and (a0 + ta1)[vj ] = tµj
for 0 ≤ j ≤ k and all 0 < t < ǫ. By (3.4) there is a constant M2 > 0 such
that, a(t)[vj ] ≤ tµj +M2t2‖vj‖a = µjt +M2bt2. Therefore the Courant-Fischer-
Weyl min-max principal implies that λk(t) ≤ tµk +M2bt2 for all t > 0 sufficiently
small. We also know that limt→0+ λk(t)/t converges by Theorem 4.1. Therefore
limt→0+ λk(t)/t ≤ µk. We just need to prove that limt→0+ λk(t)/t = µk.
Let 0 < t0 < ǫ. The Kato-Rellich theory says that for any eigenvalue λ <
Σ(t0) of A(t0), it is possible to find analytic functions x(t) and λ(t) defined for
t in a neighborhood of t0 such that x(t) is a unit eigenvector of A(t), λ(t) is the
corresponding eigenvalue, and λ(t0) = λ. As long as λ(t) < Σ(t), the functions
x(t) and λ(t) can be analytically continued. Observe that λ(t) = 〈A(t)x(t), x(t)〉 =
a(t)[x(t)]. We also know that λ′(t) = a1[x(t)] for all t [6, Section VII.4.6]. By (3.4)
|a(t)[x(t)] − (a0 + ta1)[x(t)]| < M2t2‖x(t)‖2a.
Therefore
|λ(t)− tλ′(t)− a0[x(t)]| < M2t2‖x(t)‖2a.
This implies that
d
dt
λ(t)
t
=
tλ′(t)− λ(t)
t2
≤ −a0[x(t)]
t2
+M2‖x(t)‖2a. (4.2)
For all x ∈ D(A), we have a0[x] = 〈Ax, x〉 = 〈A+x, x〉 − 〈A−x, x〉 where A± are
the positive and negative parts of the self-adjoint operator A, that is,
A+ =
1
2 (|A|+A) and A− = 12 (|A| −A). (4.3)
Since A has only a finite number of negative eigenvalues, A− is a compact operator.
There is also an analytic projection operator P (t) such that P (0) is the spectral
projection corresponding to the negative eigenvalues of A, and P (t) is the spectral
projection corresponding to the eigenvalues of A(t) that are in a neighborhood of the
negative eigenvalues of A(0) when t > 0 is sufficiently small. Let Q(t) = I − P (t).
Then Q(t) has a power series expansion
Q(t) = Q0 + tQ1 + t
2Q2 + . . .
that is absolutely convergent in norm when |t| < r for some r > 0. This follows
from the fact that Q(t) is bounded-holomorphic using Cauchy’s Inequality, see [6,
Chapter VII] for details.
The series expansion for Q(t)A−Q(t) is
Q(t)A−Q(t) = Q0A−Q0 + (Q0A−Q1 +Q1A−Q0)t+ o(t
2).
This series is also absolutely converging in norm, and since Q0A− = A−Q0 = 0, we
see that ‖Q(t)A−Q(t)‖/t2 is bounded by some constant M0 > 0 in a neighborhood
of t = 0.
Let a− be the sesquilinear form corresponding to A−, and define a+ to be a0+a−.
Then D(a+) = D(a) since D(a−) = H. Also, D(A) is a core for a0, so it is also a
core for a+. This implies that a+[x] ≥ 0 for all x ∈ D(a) since A+ ≥ 0.
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Suppose that x ∈ D(A(t)) has ‖x‖ = 1, and Q(t)x = x. Then
a0[x] = a+[x]− a−[x] ≥ −〈A−x, x〉 = −〈Q(t)A−Q(t)x, x〉 ≥ −M0t2.
Combined with (4.2) and the fact that a0[x(t)] is bounded, this implies that for
any eigenvalue λ(t) < Σ(t) of A(t) corresponding to an eigenvector x(t) such that
Q(t)x(t) = x(t), there is a constant M > 0 such that
d
dt
λ(t)
t
≤M and λ′(t) ≤ λ(t)
t
+Mt (4.4)
when t > 0 is sufficiently small.
Recall that λ′k(t) is defined and analytic, except at isolated points where the
analytic curves corresponding to the eigenvalues of A(t) near λk(t) cross. Then
(4.4) implies that λ′k(t) ≤ µk +Mt wherever it is defined. In particular, if δ > 0 is
small enough so that µk+ δ < ω, then for all t < δ/M , we have λ
′
k(t) ≤ µk+ δ < ω.
Even at points where λ′k(t) is not defined, each of the analytic eigenvalue curves
that cross λk(t) at that point will have a derivative at most µk + δ. The same
argument applies to each λj(t) for 0 ≤ j ≤ k. For each 0 < t < δ/M , we can choose
a mutually orthogonal collection of unit eigenvectors xj(t) of A(t) corresponding to
λj(t) for 0 ≤ j ≤ k. For any sequence tn → 0+, we can take a subsequence such that
each xj(tn) converges weakly to some xj for each 0 ≤ j ≤ k. Then the argument of
Theorem 4.1 implies that each xj is a nonzero eigenvector of B0 with an eigenvalue
equal to limt→0+ λj(t)/t. In addition, the eigenvectors xj are mutually orthogonal.
If limt→0+ λk(t)/t < µk, then B0 has k + 1 mutually orthogonal eigenvectors with
eigenvalues strictly less than µk, but that contradicts the Courant-Fischer-Weyl
min-max principal. Therefore we conclude that limt→0+ λk(t)/t = µk.
Now consider any sequence tn → 0+ such that xk(tn) converges weakly to xk.
We know that xk is an eigenvector of B0 with eigenvalue equal to µk. Now consider
a1[xk(tn)− xk] = a1[xk(tn)]− a1[xk(tn), xk]− a1[xk, xk(tn)] + a1[xk].
It was observed in the proof of Theorem 4.1 that limn→∞ a1[xk(tn), x] = a1[xk] =
µk‖xk‖2. Therefore
lim
n→∞
a1[xk(tn)] = lim
n→∞
a1[xk(tn)− xk] + µk‖xk‖2.
By construction, xk(tn)− xk w−→ 0 and a quick calculation shows that
lim
n→∞
‖xk(tn)− xk‖2 = 1− ‖xk‖2.
We also know that a1[xk(tn) − xk] is bounded by (3.2) since a0[xk(tn) − xk] → 0.
Therefore we can pass to a subsequence such that a1[xk(tn) − xk]/‖xk(tn) − xk‖2
converges to some z ∈ We(a1). By Proposition 3.2, z ≥ ω. Then, we have
lim
n→∞
a1[xk(tn)] = (1 − ‖xk‖2)z + µk‖xk‖2 ≥ µk.
Recall from the Kato-Rellich theory that λ′k(t) = a1[xk(t)] wherever the derivative
is defined. Even where the derivative is not defined because multiple analytic
eigenvalue curves cross at λk(t), each of the crossing curves will have a derivative at
most λk(t)/t+Mt by (4.4) and therefore limn→∞ a1[xk(tn)] = µk. Then ‖xk‖ = 1,
so xk(tn) converges to xk in norm. 
If B is a self-adjoint operator on H that is not bounded below, it is still possible
to define a sesquilinear form corresponding to B. We use the spectral theorem to
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decompose B into positive and negative parts, that is, B = B+−B− where B± are
given by (4.3). Then define the sesquilinear form b associated with B to be
b[x, y] =
〈
B
1/2
+ x,B
1/2
+ y
〉
−
〈
B
1/2
− x,B
1/2
− y
〉
,
and D(b) = D(|B|1/2). Theorem 1.1 is a special case of Corollary 4.3 and Theorem
4.4 because the assumption that B is relative A-form compact implies that the
essential numerical range of the corresponding sesquilinear form a+ ib is contained
in the ray [0,∞).
Lemma 4.5. Let A,B be self-adjoint operators on a Hilbert space H with cor-
responding quadratic forms a and b, respectively. Let t = a + ib. Suppose that
A ≥ 0 and B is relative A-form compact, that is, |B|1/2(A+ I)−1|B|1/2 is compact.
Then We(t) ⊂ [0,∞) and if A(t) is the type (B) family of self-adjoint operators
corresponding to the sesquilinear form a+ tb, then minσe(A(t)) = 0 for all t ∈ R.
Proof. Consider any z ∈ We(t). There is a sequence xn in D(t) with ‖xn‖ = 1,
xn
w−→ 0, such that t[xn] converges to z. In particular a[xn] is bounded. Note that
D(a) = D(A1/2) = D((A + I)1/2) (see e.g., [6, Problem VI.2.25]) so〈
(A+ I)1/2xn, (A+ I)
1/2xn
〉
= a[xn] + ‖xn‖2
for all n, and therefore ‖(A + I)1/2xn‖ is bounded. By passing to a subsequence,
we can assume that yn = (A+ I)
1/2xn converges weakly to some y ∈ H.
Since xn = (A + I)
−1/2yn and the graph of (A + I)
−1/2 is weakly closed, it
follows that xn
w−→ (A+ I)−1/2y. We also know that xn w−→ 0, so we conclude that
(A+ I)−1/2y = 0.
For each n, let y˜n = yn − y. Then y˜n w−→ 0. Observe that
|B|1/2xn = |B|1/2(A+ I)−1/2yn
= |B|1/2(A+ I)−1/2y˜n + |B|1/2(A+ I)−1/2y
= |B|1/2(A+ I)−1/2y˜n
This converges to zero because |B|1/2(A+I)−1/2 is compact. Therefore |B|1/2xn →
0 and so b[xn] → 0 which proves that We(t) ⊂ R. Since A ≥ 0, it follows that
We(t) ⊂ [0,∞). Then we use Lemma 2.5 to observe that
minσe(A(t)) = minWe(A(t)) = minWe(a+ tb)
= minReWe((1− it)t) = 0
for all t ∈ R. 
Remark 4.6. Lemma 4.5 and Corollary 4.3 together imply that if
lim
t→t+
0
µ(t)/(t− t0) < 0,
in the notation of Theorem 1.1, then 0 is an eigenvalue of A ∔ t0B. If zero is not
an eigenvalue of A, then the converse is also true, as was observed in [11]. Let A(τ)
denote the type (B) family of self-adjoint operators corresponding to the family of
sesquilinear forms (a+ t0b) + τb (here τ = t− t0). Suppose that 0 is an eigenvalue
of A(0) (here A(0) = A∔ t0B), and x is an eigenvector of A(0) corresponding to 0.
Then (a + t0b)[x] = 0. Since A ≥ 0, b[x] < 0. Therefore the self-adjoint operator
B0 defined by (4.1) has a minimal eigenvalue β < 0. If µ(τ) is the sole negative
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eigenvalue of A(τ) that approaches 0 as τ → 0+, then µ(τ)/τ → β by Theorem 4.4.
5. Isolated Eigenvalues
If A(t) is a family of self-adjoint operators that depend analytically on the real
parameter t, then the Kato-Rellich perturbation theory applies to the isolated eigen-
values of A(t) with finite multiplicity. In general, it is not possible to analytically
continue an eigenvalue function λ(t) after it approaches an element of the essential
spectrum, see Example 6.2. In some circumstances, the Kato-Rellich theory can be
adapted to isolated eigenvalues with infinite multiplicity, as the following theorem
shows.
Theorem 5.1. Suppose that A(t) is a holomorphic family of self-adjoint bounded
linear operators on H with power series expansion
A(t) = A0 + tA1 + t
2A2 + . . .
defined in a neighborhood of t = 0. Suppose that 0 is an isolated element of the
spectrum of A0. Let P denote the spectral projection onto the kernel of A0. If µ
is an element of the discrete spectrum of PA1P with multiplicity k, then there is a
family of k analytic functions xj(t) ∈ H defined on an open interval I containing 0
such that the collection xj(t), j = 1, . . . , k, is a mutually orthogonal family of unit
eigenvectors of A(t) with corresponding eigenvalues λj(t) that satisfy λj(0) = 0 and
λ′j(0) = µ for all 1 ≤ j ≤ k.
Proof. Since 0 is an isolated element of the spectrum of A(0), we can construct
an analytic spectral projection function P (t) such that P (0) = P [6, Theorem
VII.1.7]. We will show that the expression B(t) = t−1P (t)A(t)P (t) has a power
series expansion that converges in a neighborhood of t = 0. The spectral projection
P (t) has a power series of the form P (t) = P0 + P1t + P2t
2 + . . .. Expanding the
power series for P (t)A(t)P (t) gives:
P0A0P0 + t(P0A1P0 + P1A0P0 + P0A0P1) + o(t
2)
Observe that P0A0 = A0P0 = 0, so the expression above simplifies to:
t(P0A1P0) + o(t
2).
This means that B(t) = t−1P (t)A(t)P (t) is analytic in a neighborhood of t = 0.
Also, µ is an isolated eigenvalue of B(0) with multiplicity k. Therefore the Kato-
Rellich perturbation theory applies, so there is a family of mutually orthogonal unit
eigenvectors x1(t), . . . , xk(t) of B(t) that are analytic functions of t in an interval
of 0, and such that B(0)xj(0) = µxj(0) for all j. Each xj(t) is an eigenvector of
A(t) with corresponding eigenvalue λj(t) = 〈A(t)xj(t), xj(t)〉 = t 〈B(t)xj(t), xj(t)〉.
Let µj(t) denote 〈B(t)xj(t), xj(t)〉 and observe that µj(t) is analytic in t for all
1 ≤ j ≤ k. Then λ′j(t) = µj(t)+ tµ′j(t) and λ′j(0) = µj(0) = µ for all 1 ≤ j ≤ k. 
6. Examples
Example 6.1. Let H = L2(0, 1). The Volterra operator V : H → H is
(V f)(t) :=
∫ t
0
f(s) ds.
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It is well known that the Volterra operator is a compact linear operator. The
adjoint of V is (V ∗f)(t) =
∫ 1
t
f(s) ds and therefore the real part of V is a rank one
self-adjoint operator with non-zero eigenvalue equal to 1/2 and the corresponding
eigenspace consists of all constant functions. Let V (θ) denote the real part of e−iθV
and note that
V (θ) = 12 (e
−iθV + eiθV ∗) = cos θReV + sin θ ImV.
Suppose that f is a unit eigenvector of V (θ) for θ ∈ R\{0}. Then V (θ)f = λf for
some λ ∈ R and
λf ′(x) = 12e
−iθf(x)− 12eiθf(x) = −i sin θf(x).
This means that the eigenvectors of V (θ) have the form f(x) = e−ix sin θ/λ when
λ 6= 0. By substituting into the expression for V (θ) we see that the eigenvalues and
corresponding unit eigenvectors of V (θ) are
λn =
sin θ
2θ + 2nπ
, fn(t) = e
−it(2θ+2npi) where n ∈ Z.
In particular, λ = 0 is an isolated eigenvalue of V (0) with infinite multiplicity. The
power series expansion for V (θ) centered at θ = 0 is
V (θ) = ReV + θ ImV + o(θ2).
As predicted by Theorem 5.1, the eigenvectors of V (θ) are analytic functions of θ
and can be continued analytically even when θ = 0. The corresponding eigenvalues
at θ = 0 are the eigenvalues of P (ImV )P where P is the orthogonal projection
onto the kernel of ReV . Theorems 4.1 and 4.4 also apply to V (θ), but they do not
show that the eigenvalues and eigenvectors of V (θ) can be analytically continued
through θ = 0.
Example 6.2. Let H be the operator on ℓ2(N) defined by
H(x)k =
{
0 if k = 1.
e−kxk otherwise.
We also choose two elements a, b ∈ ℓ2(N) with nonnegative entries such that
a2k =


1 if k = 1,
3
4n if k = (4n)
2 for n ∈ N,
0 otherwise,
and
b2k =


1 if k = 1,
1
2 if k = 2,
3
2(4n) if k = (4n+ 2)
2 for n ∈ N,
0 otherwise.
Observe that ‖ak‖ = ‖bk‖ =
√
2. In particular,
∑∞
k=2 a
2
k =
∑∞
k=2 b
2
k = 1. We also
note that
(4n+1)2∑
k=2
a2k =
(4n+3)2∑
k=2
a2k = 1−
1
4n
,
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while
(4n+1)2∑
k=2
b2k = 1−
2
4n
and
(4n+3)2∑
k=2
b2k = 1−
1
2(4n)
.
Let Ka be the rank one operator Ka(x) = 〈x, a〉 a and likewise let Kb(x) =
〈x, b〉 b. Since H ≥ 0, and 〈H − tKae1, e1〉 = −t where e1 = (1, 0, 0, . . .) ∈ ℓ2(N), it
follows from that H − tKa must have at least one negative eigenvalue. However,
since Ka is rank one, the Courant-Fischer-Weyl max-min principal implies that
H−tKa has only one negative eigenvalue, counting multiplicity. The same argument
applies to H − tKb. Let λa(t) denote the minimal eigenvalue of H − tKa and let
λb(t) denote the minimal eigenvalue of H − tKb. Both λa(t) and λb(t) are analytic
functions of t when 0 < t < ∞ by the Kato-Rellich theory. We will show that the
minimal eigenvalues of H− tKa and H− tKb cross infinitely many times as t→ 0+,
and therefore at least one of the two eigenvalue functions λa(t) or λb(t) cannot be
analytically continued beyond t = 0.
Fix 0 < t < 1 and suppose that (H − tKa)x = λx for x ∈ ℓ2 with ‖x‖ = 1 and
λ < 0. Then
Hx− tKax = λx
(H − λI)x = t 〈x, a〉 a.
Since H ≥ 0 and λ < 0, H − λI is invertible, so
x = t 〈x, a〉 (H − λI)−1a
Taking the inner-product of both sides of the expression above with a and solving
for t, we get
1
〈(H − λI)−1a, a〉 = t
The expression
〈
(H − λI)−1a, a〉 can be expanded as:
1
−λa
2
1 +
∞∑
k=2
1
e−k − λa
2
k.
It is apparent that this expression is a strictly monotone function of λ ∈ (−∞, 0)
and therefore so is t. For convenience, let fa(λ) =
〈
(H − λI)−1a, a〉, and likewise,
let fb(λ) =
〈
(H − λI)−1b, b〉. The minimum eigenvalues of H − tKa and H − tKb
are given by λa(t) = f
−1
a (1/t) and λb(t) = f
−1
b (1/t) respectively. We will show that
the functions fa(λ) and fb(λ) cross infinitely many times as λ approaches 0 from
below. This in turn will show that the functions λa(t) and λb(t) cross infinitely
many times as t→ 0+.
If k ≤ (m− 1)2, then
1
1 + em2−k
≤ 1
1 + e2m−1
<
1
2m
,
and similarly if k ≥ (m+ 1)2, then
1
1 + em2−k
≥ 1
1 + e−2m−1
>
2m − 1
2m
.
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If m = 4n+ 1 and λ = −e−m2, then
fa(λ) = e
m2
(
1 +
∞∑
k=2
(
1
1 + em2−k
)
a2k
)
< em
2

1 + m
2∑
k=2
(
1
1 + em2−k
)
a2k +
∞∑
k=m2
a2k


< em
2

1 + m
2∑
k=2
(
1
2m
)
a2k +
∞∑
k=m2
a2k


= em
2
(
1 +
(
1
2m
)(
1− 1
4n
)
+
1
4n
)
= em
2
(
1 +
1
2m
+
(
1− 1
2m
)
1
4n
)
,
while
fb(λ) = e
m2
(
1 +
∞∑
k=2
(
1
1 + em2−k
)
b2k
)
> em
2
(
1 +
∞∑
k=m2
(
1
1 + em2−k
)
b2k
)
> em
2
(
1 +
∞∑
k=m2
(
2m − 1
2m
)
b2k
)
= em
2
(
1 +
(
2m − 1
2m
)(
2
4n
))
= em
2
(
1 +
(
1− 1
2m
)
2
4n
)
.
By inspection, it is clear from the above inequalities that fa(λ) < fb(λ) when
λ = −e−(4n+1)2 . Essentially the same argument shows that fb(λ) < fa(λ) when
λ = −e−(4n+3)2 . Therefore the functions fa(λ) and fb(λ) cross infinitely many
times as λ → 0−, which proves that at least one of the eigenvalue functions λa(t)
or λb(t) cannot be analytically continued past beyond t = 0.
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