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Abstract
We aim to quantify the stability of systems of (possibly infinitely many) linear inequalities under arbitrary perturbations of the
data. Our focus is on the Aubin property (also called pseudo-Lipschitz) of the solution set mapping, or, equivalently, on the metric
regularity of its inverse mapping. The main goal is to determine the regularity modulus of the latter mapping exclusively in terms
of the system’s data. In our context, both, the right- and the left-hand side of the system are subject to possible perturbations. This
fact entails notable differences with respect to previous developments in the framework of linear systems with perturbations of
the right-hand side. In these previous studies, the feasible set mapping is sublinear (which is not our current case) and the well-
known Radius Theorem constitutes a useful tool for determining the modulus. In our current setting we do not have an explicit
expression for the radius of metric regularity, and we have to tackle the modulus directly. As an application we approach, under
appropriate assumptions, the regularity modulus for a semi-infinite system associated with the Lagrangian dual of an ordinary
nonlinear programming problem.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we aim to quantify the Lipschitz behavior of the feasible set mapping for arbitrarily perturbed linear
inequality systems in Rn (with possibly infinitely many inequalities; see (1) below). This quantitative approach con-
stitutes a natural next step to the ‘qualitative’ stability analysis developed in [10]. More specifically, we are concerned
with the Aubin property (also called pseudo-Lipschitz) and the ‘sharp Lipschitz constant’ of the feasible set mapping
around a nominal system σ and a nominal feasible point x. Aubin property of a set-valued mapping is known to
be equivalent to the metric regularity of the inverse mapping. In these terms, our focus is on the modulus of metric
regularity (regularity modulus, for short) of this inverse mapping exclusively in terms of x and σ .
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case in which the nominal coefficients are only approximately known or they have to be rounded off in the computing
process. An application to the stability of the Lagrangian dual of ordinary nonlinear programming problems is also
presented (see Section 4).
An immediate antecedent of this research, developed in a different context, can be found in [1] where a formula
for the referred modulus is provided. However, neither the results nor the techniques of that paper apply to the current
setting. The main difference comes from the fact that [1] deals with (continuous) perturbations of the right-hand side
(RHS in brief) of the constraints, which yields, firstly, that the feasible set mapping is sublinear. Moreover, in [1] an
operative expression for the radius of metric regularity is derived and, via the Radius Theorem, a lower bound on the
regularity modulus is provided as a consequence of that. None of these two facts is preserved in our current setting of
arbitrary perturbations of both sides of the system, as Section 5 formalizes.
This paper deals with the parameter space Θ of all linear inequality systems, in Rn, of the form
σ := {a′t x  bt , t ∈ T }, (1)
where x ∈ Rn is the vector of decision variables, regarded as a column-vector, y′ denotes the transpose of y ∈ Rn,
T is an arbitrary index set, and the functions t → at ∈ Rn and t → bt ∈ R are also arbitrary. So, we may identify
Θ ≡ (Rn ×R)T . When T is infinite, σ is a linear semi-infinite system. Nevertheless, the case of ordinary (finite) linear
systems is also included in our approach. With respect to the notation, when different elements are considered in Θ,
they and their associated elements are distinguished by superscripts or accents. So, for instance, σ r := {(art )′x  brt ,
t ∈ T } ∈ Θ, for r ∈ N.
The subset of Θ formed by all the consistent systems is denoted by Θc (i.e., Θc := {σ ∈ Θ | F(σ ) = ∅}). We
consider Θ endowed with the topology of the uniform convergence of the coefficient vectors, via the extended distance
d : Θ × Θ → [0,+∞] given by
d
(
σ 1, σ 2
) := sup
t∈T
{∥∥∥∥(a1tb1t
)
−
(
a2t
b2t
)∥∥∥∥},
where ‖ · ‖ is any given norm in Rn+1 verifying∥∥∥∥(ab
)∥∥∥∥= ∥∥∥∥( a−b
)∥∥∥∥ for all (ab
)
∈Rn+1. (2)
Observe that the topology defined on Θ does not depend on the norm ‖ · ‖ under consideration. Given σ ∈ Θ and
Θ˜ ⊂ Θ , we write
d(σ, Θ˜) := inf{d(σ, σ˜ ), σ˜ ∈ Θ˜} ∈ [0,+∞]
where, as usual, d(σ,∅) = +∞.
In this framework, we consider the feasible set mapping F : Θ⇒Rn defined by
F(σ ) := {x ∈ Rn ∣∣ a′t x  bt ∀t ∈ T },
and its inverse G :=F−1, i.e.,
G(x) := {σ ∈ Θ | a′t x  bt ∀t ∈ T }. (3)
Recall that G is said to be metrically regular at (x, σ ) ∈ gphG (the graph of G) if there exist some neighborhoods
U and V of x and σ, respectively, and a constant κ  0 such that
d
(
x,F(σ )) κd(σ,G(x)) for all x ∈ U and all σ ∈ V. (4)
The infimum of such constants κ (associated to some neighborhoods) is the modulus of metric regularity of G at
(x, σ ), denoted by regG(x | σ). When G is not metrically regular at (x, σ ) we set regG(x | σ) := +∞.
Adopting the convention 0/0 := 0, we may write, as a direct consequence of the definition,
regG(x | σ) = lim sup
(x,σ )→(x,σ )
d(x,F(σ ))
d(σ,G(x)) (5)
(where the lim sup may be viewed, as usual, as the supremum of all lim sup associated with all sequences {(xr , σ r)}r∈N
approaching (x, σ )).
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regularity together with other variational notions. The reader is addressed to the pioneer works of Dontchev, Lewis and
Rockafellar [7] and Ioffe [12] for the study of the regularity modulus of generic multifunctions. See also Klatte and
Kummer [14], Mordukhovich [17], and Rockafellar and Wets [19] for a comprehensive view on variational analysis.
Studies on the metric regularity of systems of convex inequalities and its relation to different constraint qualifications
can be traced out from Li [16] and Zheng and Ng [21]. See also Henrion and Klatte [11] for details about met-
ric regularity in connection with the so-called extended Mangasarian–Fromovitz constraint qualification of certain
parametrized semi-infinite systems with C1 data and subject to RHS perturbations. With respect to convex optimiza-
tion problems under canonical perturbations, paper [3] connects the metric regularity with a certain specification of
Karush–Kuhn–Tucker optimality conditions.
When confined to the context of linear systems (1), the metric regularity property turns out to be equivalent to
different stability criteria spread out in the literature (see, e.g., Jongen, Twilt, and Weber [13], Robinson [18], and
Tuy [20]). Proposition 1 gathers some of them, and the reader can find original references in Cánovas et al. [4],
Goberna and López [8,9], and Goberna, López, and Todorov [10]. With respect to the finite linear optimization setting,
we quote Li [15], dealing with sharp Lipschitz constants for the feasible and the optimal set under perturbations of
the RHS of the constraints. In the semi-infinite context, [1] and [2] are concerned with the regularity modulus for
constraint systems and optimization problems, respectively, with continuous data and canonical perturbations (RHS
perturbations of the constraints and linear perturbations of the objective function).
Next we summarize the structure of the paper, emphasizing the main contributions. Section 2 contains some nec-
essary notation and previous results about metric regularity, including characterizations of this property. Section 3
provides the aimed formula for the modulus of metric regularity of G, which constitutes the main original result of
this paper (Theorem 1). We point out the fact that the formula is new even in the context of ordinary linear program-
ming (i.e., for finite systems) under arbitrary perturbations of all the coefficients. Section 4 applies this result to the
linear semi-infinite version of the Lagrangian dual of a nonlinear programming problem. Finally, Section 5 provides
a comparative analysis with the referred antecedents developed in the context of RHS perturbations. In this section
we emphasize the main technical difficulties (related to the radius of metric regularity) which appear in our context of
systems (1), in contrast to these antecedents.
2. Preliminaries
In this section we collect the necessary notations, definitions and results that will be used later on. Given ∅ =
X ⊂ Rk , k ∈ N, by conv(X) and cone(X) we denote the convex hull of X and the conical convex hull of X. It is
assumed that cone(X) always contains the zero-vector, 0k, and so cone(∅) = {0k}. The positive polar cone of X is the
closed convex cone given by
X◦ := {u ∈Rk ∣∣ u′x  0 ∀x ∈ X}.
If X is a subset of any topological space, int(X) and cl(X) will denote the interior and the closure of X, respectively.
The dual norm of ‖ · ‖ in Rk is denoted by ‖ · ‖∗, i.e., for u ∈Rk ,
‖u‖∗ := max
{
u′x
∣∣ ‖x‖ 1}.
We denote by [α]+ := max{0, α} the positive part of α ∈ R; and limr should be interpreted as limr→+∞.
Our condition (2), with respect to the norm in Rn+1, implies that∥∥∥∥( ab1
)∥∥∥∥ ∥∥∥∥( ab2
)∥∥∥∥ whenever |b1| |b2|, (6)
which comes straightforwardly from the fact that
(
a
b1
)
is a convex combination of
(
a
b2
)
and
(
a
−b2
)
. In Rn we consider
the norm given by
‖a‖ :=
∥∥∥∥(a0
)∥∥∥∥ for all a ∈ Rn. (7)
The reader can check that conditions (2), (6), and (7) also hold for the dual norms in Rn+1 and Rn.
Associated with system σ we consider the following convex sets:
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({(
at
bt
)
, t ∈ T
})
,
N(σ ) :=R+C(σ), K(σ) := N(σ) +R+
(
0n
−1
)
,
where R+ := [0,+∞[. N(σ) and K(σ) are called, respectively, second moment cone and characteristic cone as-
sociated with σ . They both characterize the consistency of σ. Specifically, σ ∈ Θc if and only of
(0n
1
)
/∈ cl(N(σ))
(equivalently, (0n1 ) /∈ cl(K(σ))). Moreover, cl(K(σ)) is sometimes referred to as the consequent relations cone of σ,
provided that σ is consistent. Indeed, the (nonhomogeneous) Farkas Lemma [22] characterizes the linear inequalities
a′x  b which are consequences of σ ∈ Θc (i.e., inequalities which are satisfied at every feasible point of σ ) as those
satisfying
(
a
b
) ∈ cl(K(σ)), i.e.,(
a
b
)
= lim
r
(∑
t∈T
λrt
(
at
bt
)
+ ηr
(
0n
−1
))
,
for some sequences {λr} ⊂ R(T )+ and {ηr} ⊂ R+, where R(T )+ denotes the cone of all functions λ : T → R+ taking
positive values only at finitely many points of T .
The following statement gathers different characterizations of the metric regularity property traced out from
[10, Theorem 3.1] and [6, Corollary 5]. One of these refers to the lower semicontinuity. Recall that F is said to
be (Berge) lower semicontinuous (lsc, in brief) at σ ∈ Θ , if for each open set U such that F(σ ) ∩ U = ∅ there exists
an open neighborhood V of σ such that F(σ 1) ∩ U = ∅ for every σ 1 ∈ V. Also recall that σ is said to satisfy the
strong Slater condition (SSC, in brief) if there exists x˜ ∈ Rn such that inft∈T {a′t x˜ − bt } > 0. Such an x˜ is referred to
as a strong Slater point for σ.
Proposition 1. Let σ ∈ Θc. Then the following conditions are equivalent:
(i) σ ∈ int(Θc);
(ii) 0n+1 /∈ cl(C(σ ));
(iii) σ satisfies the SSC;
(iv) F is lsc at σ ;
(v) G is metrically regular at (x, σ ) for all x ∈F(σ ).
The following two lemmas collect key results when looking for the regularity modulus (recall 0/0 := 0). The first
one was essentially established in [1, Lemma 2.3] under more restrictive assumptions. Here we give a sketch of the
proof of the current generalized version.
Lemma 1. Given σ := {a′t x  bt , t ∈ T } ∈ Θc and z ∈Rn, one has:
d
(
z,F(σ ))= sup
(uv)∈C(σ)
d
(
z,H(u, v)
)= sup
(uv)∈C(σ)
[v − u′z]+
‖u‖∗ ,
where H(u,v) := {x ∈Rn | u′x  v}.
Proof (sketch). Equality d(z,H(u, v)) = [v−u′z]+‖u‖∗ comes from the well-known Ascoli formula. Inequality
d(z,F(σ ))  sup(uv)∈C(σ) d(z,H(u, v)) follows from the fact that F(σ ) ⊂ H(u,v) for
(
u
v
) ∈ C(σ) (recall Farkas
Lemma). For the converse inequality we appeal to [6, Lemma 9] to conclude that, in the nontrivial case z /∈F(σ ), we
can write
d
(
z,F(σ ))= ‖z − zˆ‖ = u′(z − zˆ)
for some zˆ ∈F(σ ) and u ∈Rn with ‖u‖∗ = 1 such that (due again to [6, Lemma 9] and Farkas Lemma)(
u
u′zˆ
)
= lim
r
∑
λrt
(
at
bt
)
t∈T
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∑
t∈T λrt (> 0 for r large enough), we have
u′(zˆ − z) = lim
r
vr − (ur)′z
‖ur‖∗ ,
with
(
ur
vr
) := γ−1r ∑t∈T λrt (atbt) ∈ C(σ). 
Lemma 2. (See [6, Lemma 10].) Given σ := {a′t x  bt , t ∈ T } ∈ Θ and z ∈Rn, one has:
d
(
σ,G(z))= ∥∥∥∥( z−1
)∥∥∥∥−1∗ supt∈T [bt − a′t z]+.
Remark 1. Observe that
sup
t∈T
[
bt − a′t z
]
+ = sup
(uv)∈C(σ)
[v − u′z]+.
Just note that if
(
u
v
)=∑t∈T λt(atbt) with λ ∈ R(T )+ , ∑t∈T λt = 1, then, multiplying both sides by (−z1 ), we obtain
[v − u′z]+ =
[∑
t∈T
λt
(
bt − a′t z
)]
+
 sup
t∈T
[
bt − a′t z
]
+.
3. Modulus of metric regularity
Our main goal in this section is to obtain a formula for the regularity modulus of G at a given (x, σ ) ∈ gphG
exclusively in terms of x and the coefficients of σ (see (8) below). To do this, first we compute, in Proposition 2, the
regularity modulus of a mapping associated with a single inequality.
We introduce the mapping H :Rn⇒Rn+1 given by
H(x) :=
{(
x
−1
)}◦
=
{(
a
b
)
∈ Rn+1
∣∣∣ a′x − b 0}.
Proposition 2. H is metrically regular at (x, (a
b
)) ∈ gphH if and only if either a′x > b or a = 0n and, in this case,
regH
(
x
∣∣∣ (a
b
))
=
{∥∥( x−1)∥∥∗‖a‖−1∗ if a′x = b, a = 0n,
0 if a′x > b.
Proof. The characterization of the metric regularity of H at (x, (a
b
))
follows directly from Proposition 1(ii).
In the case a′x > b, it is obvious that regH(x | (a
b
))= 0 because a′z > b for z and (a
b
)
close enough to x and
(a
b
)
,
respectively. Just apply (5) to the particular case of systems with a single inequality and note that both distances
involved are zero (recall the convention 0/0 := 0).
In the case a′x = b, a = 0n we have, appealing to (5) and Lemmas 1 and 2,
regH
(
x
∣∣∣ (a
b
))
= lim sup(
z,(ab)
)→(x,(ab))
d
(
z,H−1(a
b
))
d
((
a
b
)
,H(z))
= lim sup(
z,(ab)
)→(x,(ab))
‖a‖−1∗ [b − a′z]+∥∥( z−1)∥∥−1∗ [b − a′z]+ =
∥∥∥∥( x−1
)∥∥∥∥∗‖a‖−1∗ . 
Now we present the main result of this paper. Recall that the condition ‘G is metrically regular at (x, σ )’ is equiv-
alent to ‘σ ∈ int(Θc).’
Following our notational convention, we write σ := {a′t x  bt , t ∈ T }.
Theorem 1. Let (x, σ ) ∈ gphG with {at , t ∈ T } bounded, and assume that G is metrically regular at (x, σ ). Then
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(ii) If x is not a strong Slater point of σ, then {u ∈ Rn | ( u
u′x
) ∈ cl(C(σ ))} is nonempty and compact. Moreover,
regG(x | σ) =
∥∥∥∥( x−1
)∥∥∥∥∗ max
{
1
‖u‖∗
∣∣∣ ( u
u′x
)
∈ cl(C(σ))}. (8)
Remark before the proof. If
(
u
u′x
) ∈ cl(C(σ )), then Proposition 1(ii) ensures u = 0n, so the maximum in (8) is
attained.
Proof. (i) Let ε > 0 be such that a′t x − bt  ε for all t ∈ T and let us establish the existence of δ > 0 such that
d(σ,σ ) δ, ‖z − x‖ δ and ‖z − x‖∗  δ imply a′t z − bt  0 for all t ∈ T . For each t ∈ T , taking (7) into account,
we have
a′t z − bt =
(
a′t x − bt
)+ (at − at )′z + bt − bt + a′t (z − x)
 ε −
∥∥∥∥(at − atbt − bt
)∥∥∥∥∥∥∥∥( z−1
)∥∥∥∥∗ − supt∈T ‖at‖∗‖z − x‖
 ε − d(σ,σ )
(∥∥∥∥( x−1
)∥∥∥∥∗ + ‖z − x‖∗
)
− sup
t∈T
‖at‖∗‖z − x‖.
So, if d(σ,σ ) δ, ‖z − x‖ δ and ‖z − x‖∗  δ, then
a′t z − bt  ε − δ
(∥∥∥∥( x−1
)∥∥∥∥∗ + δ
)
− δ sup
t∈T
‖at‖∗.
Thus, clearly a′t z − bt  0, for all t ∈ T , if δ is chosen small enough, which entails σ ∈ G(z). Then regG(x | σ) = 0
follows directly from (5).
(ii) If x is not a strong Slater point of σ , there must exist a sequence {tr}r∈N ⊂ T such that limr (a′tr x − btr ) = 0.
Since {at , t ∈ T } is bounded, we may assume w.l.o.g. (taking a suitable subsequence) that {atr } converges to a certain
u ∈Rn. Then limr btr = u′x and therefore(
u
u′x
)
= lim
r
(
atr
btr
)
∈ cl(C(σ)).
Hence, {u ∈ Rn | ( u
u′x
) ∈ cl(C(σ ))} is nonempty. This set is closed, because it is the pre-image of cl(C(σ )) under the
continuous function u → ( u
u′x
)
, and bounded, because of the boundedness of {at , t ∈ T }.
Next we prove the inequality ‘’ in (8). Appealing to (5) and Lemmas 1 and 2, and taking Proposition 1(i) and
Remark 1 into account, we have
regG(x | σ) = lim sup
(z,σ )→(x,σ )
sup(uv)∈C(σ) ‖u‖−1∗ [v − u′z]+∥∥( z−1)∥∥−1∗ sup(uv)∈C(σ)[v − u′z]+
=
∥∥∥∥( x−1
)∥∥∥∥∗ lim sup(z,σ )→(x,σ )
sup(uv)∈C(σ) ‖u‖−1∗ [v − u′z]+
sup(uv)∈C(σ)[v − u′z]+
=
∥∥∥∥( x−1
)∥∥∥∥∗ limr→∞
sup(uv)∈C(σ r ) ‖u‖−1∗ [v − u′zr ]+
sup(uv)∈C(σ r )[v − u′zr ]+
,
for some sequence {(zr , σ r)} converging to (x, σ ). Since x is not a strong Slater point of σ, for any s ∈N there exists
rs ∈N such that for each r  rs one has brtrs − (artrs )′zr − 1s for a certain t rs ∈ T . Consequently,{(
u
v
)
∈ C(σ r) ∣∣∣ v − u′zr −1
s
}
= ∅, for r  rs .
We may assume w.l.o.g. that r1 < r2 < · · · . So,
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∥∥∥∥( x−1
)∥∥∥∥∗ lims→∞
sup(uv)∈C(σ rs ),v−u′zrs− 1s ‖u‖
−1∗ [v − u′zrs ]+
sup(uv)∈C(σ rs )[v − u′zrs ]+

∥∥∥∥( x−1
)∥∥∥∥∗ lims→∞
{
sup
(uv)∈C(σ rs ), v−u′zrs− 1s
‖u‖−1∗
}
=
∥∥∥∥( x−1
)∥∥∥∥∗ lims→∞‖us‖−1∗ , (9)
for certain {us}, having some associated sequence {vs} verifying(
us
vs
)
∈ C(σ rs ) and vs − (us)′zrs −1
s
, for all s ∈N. (10)
Therefore,
lim inf
s→∞
{
vs − (us)′zrs} 0. (11)
The rest of the proof of the current inequality consist of establishing the existence of some subsequence of {us},
denoted in the same way for simplicity, such that
lim
s
(
us
vs
)
=
(
u
u′x
)
∈ cl(C(σ)) (12)
for some u ∈ Rn. In this way, (9) yields (recall u = 0n)
regG(x | σ)
∥∥( x−1)∥∥∗
‖u‖∗ .
First, let us see that
lim
s→∞
{
vs − (us)′zrs}= 0. (13)
Since
(
us
vs
) ∈ C(σ rs ), taking Carathéodory’s Theorem into account, we can write(
us
vs
)
=
n+2∑
i=1
λsi
(
a
rs
tsi
b
rs
tsi
)
, (14)
with λsi  0, t si ∈ T , i = 1, . . . , n + 2, and
∑n+2
i=1 λsi = 1. So,
vs − (us)′zrs = n+2∑
i=1
λsi
(
b
rs
tsi
− (ars
tsi
)′
zrs
)
 sup
t∈T
{
b
rs
t −
(
a
rs
t
)′
zrs
}
, for all s.
Then, given any ε > 0, since bt − a′t x  0 < ε for all t, following a similar argument to the proof of statement (i)
above, one easily derives
sup
t∈T
{
b
rs
t −
(
a
rs
t
)′
zrs
}
 ε, for s large enough,
yielding
lim sup
s→∞
vs − (us)′zrs  0.
This, together with (11) entail (13).
Moreover, the boundedness of {at , t ∈ T } ensures the boundedness of {us}, and we may assume w.l.o.g. by taking
an appropriate subsequence that {us} converges to a certain u ∈ Rn, and from (13) we have
limvs = u′x.
s
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us
vs
)
:=
n+2∑
i=1
λsi
(
atsi
btsi
)
∈ C(σ),
we obtain(
us
vs
)
−
(
us
vs
)
=
n+2∑
i=1
λsi
{(
a
rs
tsi
b
rs
tsi
)
−
(
atsi
btsi
)}
, for all s.
So, ∥∥∥∥(usvs
)
−
(
us
vs
)∥∥∥∥ d(σ rs , σ )→ 0,
and one has(
u
u′x
)
= lim
s
(
us
vs
)
= lim
s
(
us
vs
)
∈ cl(C(σ)),
as we wanted to prove.
Next we prove ‘’ in (8). Suppose, reasoning by contradiction, that there exists α > 0 such that
regG(x | σ) < α <
∥∥∥∥( x−1
)∥∥∥∥∗ max
{
1
‖u‖∗
∣∣∣ ( u
u′x
)
∈ cl(C(σ))}. (15)
The second inequality yields the existence of u¯ = 0n such that
(
u¯
u¯′x
) ∈ cl(C(σ )) and
α <
∥∥( x−1)∥∥∗
‖u¯‖∗ = regH
(
x
∣∣∣ ( u¯
u¯′x
))
,
where we have appealed also to Proposition 2. Then there exist certain sequences, {xr} converging to x and {(ur
vr
)}
converging to
(
u¯
u¯′x
)
, such that
d
(
xr ,H−1
((
ur
vr
)))
> αd
((
ur
vr
)
,H(xr)), for all r. (16)
We will construct {σ r} converging to σ verifying, for each r, the following conditions:
d
(
xr ,F(σ r)) d(xr,H−1((ur
vr
)))
(17)
and
d
(
σ r,G(xr))= d((ur
vr
)
,H(xr)). (18)
In this way, from (16), (17), and (18) we would have, for all r,
d
(
xr ,F(σ r))> αd(σ r,G(xr)),
which represents a contradiction with the current assumption regG(x | σ) < α (recall (15)).
We organize the proof in two steps. The first one can be viewed as a technical lemma.
Step 1. Let
(
u
u′x
) ∈ cl(C(σ )) be written in the form ( u
u′x
) = limk∑t∈T μkt (atbt), with {μk}k∈N ⊂ R(T )+ and∑
t∈T μkt = 1 for all k ∈ N. Given any ε > 0, we may replace each μkt by a certain λkt in such a way that λkt = 0
for all t ∈ T such that a′t x − bt > ε and for all k ∈ N.
To see this, write
Tε :=
{
t ∈ T ∣∣ a′t x − bt  ε}. (19)
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(
u
u′x
)
by(
x
−1
)
, we obtain
0 = lim
k
∑
t∈T
μkt
(
a′t x − bt
)
 lim sup
k
∑
t /∈Tε
μkt
(
a′t x − bt
)
 ε lim sup
k
∑
t /∈Tε
μkt  0.
So, limk
∑
t /∈Tε μ
k
t = 0, and then the boundedness of {at , t ∈ T } also ensures limk
∑
t /∈Tε μ
k
t at = 0n and, hence,
limk
∑
t /∈Tε μ
k
t
(at
bt
)= 0n+1. Consequently,(
u
u′x
)
= lim
k
∑
t∈Tε
μkt
(
at
bt
)
= lim
k
∑
t∈Tε
λkt
(
at
bt
)
,
with λkt := μkt /(
∑
t∈Tε μ
k
t ).
Step 2. Definition of {σ r}r∈N.
According to Lemma 2, the aimed condition (18) is equivalent to
sup
t∈T
(
brt −
(
art
)′
xr
)= vr − (ur)′xr > 0
(the last inequality comes from (16)), whereas condition (17) will be guaranteed if the inequality (ur)′x  vr is a
consequence of σ r (which may be assumed to be consistent for all r because our metric regularity assumption, see
Proposition 1(i)). Keeping these two facts in mind, we look for an appropriate definition of σ r .
Given any εr > 0, Step 1 allows us to write(
u
u′x
)
= lim
k
∑
t∈Tεr
λ
k,r
t
(
at
bt
)
, (20)
where Tεr is given by (19) and
∑
t∈Tεr λ
k,r
t = 1 for all k, r ∈ N. The definition of εr will be given later.
Let us define σ r := {(art )′x  brt , t ∈ T } as follows:
art := at + ur − u¯, t ∈ T ,
brt :=
{
(art )
′xr + vr − (ur)′xr if t ∈ Tεr ,
bt if t /∈ Tεr .
Then (20) yields, taking into account that ∑t∈Tεr λk,rt = 1 for all k and all r,
lim
k
∑
t∈Tεr
λ
k,r
t a
r
t =
(
lim
k
∑
t∈Tεr
λ
k,r
t at
)
+ ur − u¯ = ur, (21)
and then
lim
k
∑
t∈Tεr
λ
k,r
t b
r
t =
(
lim
k
∑
t∈Tεr
λ
k,r
t a
r
t
)′
xr + vr − (ur)′xr = vr . (22)
Putting together (21) and (22) we obtain
lim
k
∑
t∈Tεr
λkt
(
art
brt
)
=
(
ur
vr
)
, (23)
and then Farkas Lemma ensures that (ur)′x  vr is a consequence of σ r, and (17) follows.
Moreover, it is clear from the definition of br that brt − (art )′xr = vr − (ur)′xr for t ∈ Tεr . Now, let us see that
brt − (art )′xr  vr − (ur)′xr for t /∈ Tεr , and we will have (18). Indeed, for t /∈ Tεr we have, taking into account
‖u‖∗  supt∈T ‖at‖∗ (easily derived from (20)),
brt −
(
art
)′
xr − vr + (ur)′xr = bt − a′t x + (at − u)′(x − xr)+ u′x − vr
< −εr + 2
∥∥x − xr∥∥ sup‖at‖∗ + ∣∣u′x − vr ∣∣. (24)t∈T
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εr := 1
r
+ 2∥∥xr − x∥∥ sup
t∈T
‖at‖∗ +
∣∣u′x − vr ∣∣
for all r ∈N (we add 1
r
just to guarantee εr > 0).
Finally, we have to show that σ r → σ . On the one hand, art − at = ur − u¯ for all t and all r. On the other hand,
brt − bt = 0, if t /∈ Tεr and, if t ∈ Tεr , we have∣∣brt − bt ∣∣= ∣∣(art )′xr + vr − (ur)′xr − bt ∣∣= ∣∣a′t x − bt − (at − u)′(x − xr)− (u′x − vr)∣∣ 2εr .
Then, appealing to (6),
d
(
σ r, σ
)

∥∥∥∥(ur − u¯2εr
)∥∥∥∥→ 0. 
4. Application to the Lagrangian dual of a nonlinear problem
Let us consider the nonlinear programming problem given by
P : Inff (t)
s.t. gi(t) 0, i = 1, . . . ,m,
t ∈ T0 ⊂Rn,
where f and gi : Rn → R, i = 1, . . . ,m, are continuous functions on the compact subset T0 of Rn. Problem P is
assumed to be consistent.
The Lagrangian dual of P, given by
D: Sup
λ∈Rm+
inf
t∈T0
{
f (t) +
m∑
i=1
λigi(t)
}
,
can be translated, in the sense that they have the same optimal value, into the following linear semi-infinite program-
ming problem:
Sup z
s.t. z f (t) + λ′g(t), t ∈ T0,
λ 0m, (25)
where g := (g1, . . . , gm).
So, adapted to our notation, the linear constraint system of the previous problem writes
σ := {a′t x  bt , t ∈ T } ∈ Θ ≡ (Rm+1 ×R)T ,
where T := T0 ∪ {s1, . . . , sm}, with {s1, . . . , sm} ⊂Rn\T0,
at :=
{(g(t)
−1
)
, t ∈ T0,(
ei
0
)
, t = si , i = 1, . . . ,m,
bt :=
{−f (t), t ∈ T0,
0, t = si , i = 1, . . . ,m
(ei represents the ith vector of the usual basis of Rm) and x := (λ
z
) ∈Rm+1, λ = (λ1, . . . , λm)′.
A qualitative approach to the stability of problem (25) is given in [5, Section 6].
We keep the previous notation for the feasible set mapping, F : Θ ⇒ Rm+1, and its inverse G. Note that
(1m,mint∈T0{f (t) + 1′mg(t)} − 1)′ is a strong Slater point of σ, where 1m := (1, . . . ,1)′ ∈ Rm. Thus, appealing
to Proposition 1, G is metrically regular at (x, σ ) for all x = (λ
z
) ∈F(σ ).
Consider a given x = (λ
z
) ∈F(σ ) such that λi > 0 for all i = 1, . . . ,m and x is not a strong Slater point of σ, i.e.,
z = min
t∈T0
{
f (t) +
m∑
λigi(t)
}
.i=1
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see that T is compact, and Mazur’s Theorem provides the compactness of C(σ). Hence, if
(
u
u′x
) ∈ cl(C(σ )) (= C(σ)),
we may write(
u
u′x
)
=
∑
t∈T
αt
(
at
bt
)
(26)
for a certain α ∈ R(T )+ such that
∑
t∈T αt = 1, and multiplying both sides by
(
x
−1
)
we conclude that αt = 0 whenever
a′t x − bt > 0 (recall x ∈F(σ )). In particular, for t = si , i = 1, . . . ,m, we have a′t x − bt = λi > 0, and hence we can
replace T by T0 in (26). Consequently, taking into account that the (m+ 1)th coordinate of any at with t ∈ T0 is equal
to −1, we conclude(
u
u′x
)
= (w,−1,w′λ − z)′ ∈ conv{(g(t),−1,−f (t))′, t ∈ T0}.
Therefore, as a direct application of Theorem 1 we obtain:
Proposition 3. Assume that x = (λ
z
) ∈F(σ ) is such that λi > 0 for all i = 1, . . . ,m and x is not a strong Slater point
of σ . Then
regG(x | σ) =
∥∥∥∥( x−1
)∥∥∥∥∗ max( ww′λ−z)∈conv{( g(t)−f (t)), t∈T0}
∥∥∥∥( w−1
)∥∥∥∥−1∗ .
(Note that x ∈ Rm+1 whereas the w’s belong to Rm.) Also observe that (2) applied to the dual norm entails∥∥(0m−1)∥∥∗  12∥∥(w1)∥∥∗ + 12∥∥( w−1)∥∥∗ = ∥∥( w−1)∥∥∗ for all w ∈Rm.
Corollary 1. Under the assumptions of the previous propositions, one has
regG(x | σ)
∥∥∥∥( x−1
)∥∥∥∥∗
∥∥∥∥(0m−1
)∥∥∥∥−1∗ .
Remark 2. Observe that the upper bound of the previous corollary is attained when
(0m
z
) ∈ conv({(g(t)
f (t)
)
, t ∈ T0
})
. In
particular, this happens if, for a certain t0 ∈ T0, we have g(t0) = 0m and z = mint∈T0{f (t) +
∑m
i=1 λigi(t)} = f (t0).
This is the case when t0 is a global optimal solution of P such that g(t0) = 0m, λ is a nondegenerate (λi > 0 for all i)
global optimal solution of the dual problem D, there is no duality gap and z is the common optimal value.
Remark 3. In the case when, instead of inequalities, we consider in P only equality constraints, i.e., g(t) = 0m, we
do not have sign constraints for the multipliers (i.e., T = T0). In such a case (0m,mint∈T0 f (t) − 1)′ is a strong Slater
point of σ and, if t0 is an optimal solution of P (with equalities) and z = f (t0), then
regG
((
0m
z
) ∣∣∣ σ)= ∥∥(0m, z,−1)′∥∥∗∥∥∥∥(0m−1
)∥∥∥∥−1∗ .
5. Arbitrary versus RHS perturbations in relation to the radius of metric regularity
For comparative purposes, at this point we provide some details about the techniques used in [1], where only
perturbations of the right-hand side of the system are allowed. Moreover, we show the technical difficulties arising
when all coefficients may be perturbed.
Paper [1] considers the possibility of having equations, nevertheless, for the sake of simplicity, we confine our-
selves to the case of inequality systems (as in the rest of this paper). Specifically, that work deals with linear systems
parametrized with respect to the RHS, i.e.,
σˆ (b) := {a′t x  bt , t ∈ T }.
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t → bt are continuous on T . The at ’s are fixed, and so, the feasible set mapping assigns to each continuous function
b : T →R, the set
F̂(b) := {x ∈Rn ∣∣ a′t x  bt ∀t ∈ T }, (27)
and Ĝ denotes its inverse mapping.
In this framework, the radius of metric regularity of Ĝ at (xˆ, bˆ) ∈ gph Ĝ is given by
rad Ĝ(xˆ | bˆ) = inf
l∈L(Rn,C(T ,R))
{‖l‖ ∣∣ Ĝ + l is not metr. regular at (xˆ, bˆ + l(xˆ))} (28)
where C(T ,R) denotes the set of continuous functions from T to R, and L(Rn,C(T ,R)) is the set of all linear
operators between the respective spaces.
Any l ∈ L(Rn,C(T ,R)) can be expressed as
l(x) := g(·)′x
for some g ∈ C(T ,Rn), and ‖l‖ := supt∈T ‖g(t)‖∗ is the usual operator norm.
The Radius Theorem (see [7]) provides the inequality
reg Ĝ(xˆ | bˆ) 1
rad Ĝ(xˆ | bˆ) .
So, any upper bound on the radius yields a lower bound on reg Ĝ(xˆ | bˆ). This relation is exploited in [1], while it is
not the case of the present paper. The following remarks are intended to clarify the essential difference between both
contexts.
Remark 4. A crucial point when calculating rad Ĝ(xˆ | bˆ) in [1] is the following: the metric regularity of the linearly
perturbed mapping Ĝ+ l may be characterize in the same operative terms as the metric regularity of Ĝ (via Robinson–
Ursercu Theorem). It is because Ĝ + l is exactly of the same type as Ĝ. Specifically, Ĝ + l is the inverse of some
feasible set mapping of the same form (27), associated to a new fixed set of at ’s. Formally,
(Ĝ + l)(x) = {b ∈ C(T ,R) ∣∣ (at + g(t))′x  bt , t ∈ T },
since
b ∈ (Ĝ + l)(x) ⇔ b − l(x) ∈ Ĝ(x) ⇔ a′t x  bt − g(t)′x, t ∈ T .
Remark 5. On the contrary, if G is the mapping defined in (3) and we consider the linearly perturbed mapping G + l
(l ∈ L(Rn,Θ)) is not of the same type as G. Specifically, G+ l can be seen as the inverse of some feasible set mapping
associated not to a linear but to a quadratic system. Formally, let us write
l(x) ≡
(
F(·)x
g(·)′x
)
∈ (Rn ×R)T (≡ Θ),
where, for each t ∈ T , F (t) is a n × n real matrix and g(t) ∈ Rn. So, given Θ  σ = {a′t x  bt , t ∈ T } ≡
(
at
bt
)
t∈T ∈
(Rn ×R)T , we have
σ ∈ (G + l)(x) ⇔
(
at
bt
)
t∈T
− l(x) ∈ G(x)
⇔ (at − F(t)x)′x  bt − g(t)′x ∀t ∈ T
⇔ −x′F(t)′x + (g(t) + at)′x  bt ∀t ∈ T .
Thus,
(G + l)(x) = {σ ∈ Θ ∣∣−x′F(t)′x + (g(t) + at)′x  bt , t ∈ T }.
So, G + l is associated to a quadratic system subject to perturbations of the linear part and of the RHS.
M.J. Cánovas et al. / J. Math. Anal. Appl. 343 (2008) 315–327 327According to this remark, an open problem to be tackled is to find an operative characterization (in terms of the
nominal data) of the metric regularity of this mapping G + l, which should constitute a first step when looking for the
radius of metric regularity of G.
References
[1] M.J. Cánovas, A.L. Dontchev, M.A. López, J. Parra, Metric regularity of semi-infinite constraint systems, Math. Program. B 104 (2005)
329–346.
[2] M.J. Cánovas, F.J. Gómez-Senent, J. Parra, On the Lipschitz modulus of the arg min mapping in linear semi-infinite optimization, Set-Valued
Anal., doi:10.1007/s11228-007-0052-x, in press.
[3] M.J. Cánovas, D. Klatte, M.A. López, J. Parra, Metric regularity in convex semi-infinite optimization under canonical perturbations, SIAM J.
Optim. 18 (2007) 717–732.
[4] M.J. Cánovas, M.A. López, J. Parra, M.I. Todorov, Stability and well-posedness in linear semi-infinite programming, SIAM J. Optim. 10
(1999) 82–98.
[5] M.J. Cánovas, M.A. López, J. Parra, M.I. Todorov, Solving strategies and well-posedness in linear semi-infinite programming, Ann. Oper.
Res. 101 (2001) 171–190.
[6] M.J. Cánovas, M.A. López, J. Parra, F.J. Toledo, Distance to ill-posedness and the consistency value of linear semi-infinite inequality systems,
Math. Program. A 103 (2005) 95–126.
[7] A.L. Dontchev, A.S. Lewis, R.T. Rockafellar, The radius of metric regularity, Trans. Amer. Math. Soc. 355 (2003) 493–517.
[8] M.A. Goberna, M.A. López, Topological stability of linear semi-infinite inequality systems, J. Optim. Theory Appl. 89 (1996) 227–236.
[9] M.A. Goberna, M.A. López, Linear Semi-Infinite Optimization, John Wiley & Sons, Chichester, UK, 1998.
[10] M.A. Goberna, M.A. López, M.I. Todorov, Stability theory for linear inequality systems, SIAM J. Matrix Anal. Appl. 17 (1996) 730–743.
[11] R. Henrion, D. Klatte, Metric regularity of the feasible set mapping in semi-infinite optimization, Appl. Math. Optim. 30 (1994) 103–109.
[12] A.D. Ioffe, Metric regularity and subdifferential calculus, Uspekhi Mat. Nauk 55 (3) (333) (2000) 103–162; English translation: Math. Sur-
veys 55 (2000) 501–558.
[13] H.Th. Jongen, F. Twilt, G.W. Weber, Semi-infinite optimization: Structure and stability of the feasible set, J. Optim. Theory Appl. 72 (1992)
529–552.
[14] D. Klatte, B. Kummer, Nonsmooth Equations in Optimization. Regularity, Calculus, Methods and Applications, Kluwer Academic, Dordrecht,
2002.
[15] W. Li, The sharp Lipschitz constants for feasible and optimal solutions of a perturbed linear program, Linear Algebra Appl. 187 (1993) 15–40.
[16] W. Li, Abadie’s constraint qualification, metric regularity, and error bounds for differentiable convex inequalities, SIAM J. Optim. 7 (1997)
966–978.
[17] B.S. Mordukhovich, Variational Analysis and Generalized Differentiation (I, II), Springer-Verlag, Berlin, 2006.
[18] S.M. Robinson, Stability theory for systems of inequalities. Part I: Linear systems, SIAM J. Numer. Anal. 12 (1975) 754–769.
[19] R.T. Rockafellar, R.J.-B. Wets, Variational Analysis, Springer-Verlag, Berlin, 1997.
[20] H. Tuy, Stability property of a system of inequalities, Math. Oper. Statist. Ser. Opt. 8 (1977) 27–39.
[21] X.Y. Zheng, K.F. Ng, Metric regularity and constraint qualifications for convex inequalities on Banach spaces, SIAM J. Optim. 14 (2004)
757–772.
[22] Y.-J. Zhu, Generalizations of some fundamental theorems on linear inequalities, Acta Math. Sin. 16 (1966) 25–40.
