In this paper, we propose a comparative benchmark of MO-CMA-ES, COMO-CMA-ES (recently introduced in [12]) and NSGA-II, using the COCO framework for performance assessment and the Bi-objective test suite bbob-biobj. For a fixed number of points p, COMO-CMA-ES approximates an optimal p-distribution of the Hypervolume Indicator. While not designed to perform on archivebased assessment, i.e. with respect to all points evaluated so far by the algorithm, COMO-CMA-ES behaves well on the COCO platform. e experiments are done in a true Black-Blox spirit by using a minimal se ing relative to the information shared by the 55 problems of the bbob-biobj Testbed. 
INTRODUCTION
As the COCO platform assesses bi-objective algorithms by computing the covered Hypervolume of evaluated points in a black-box optimization framework, it is natural that well-performing benchmarked algorithms on COCO are designed to tackle these two issues (covering the front and black-box paradigm). Hence [9] uses a hybrid algorithm and parameter tuning to handle the black-box difficulty, and [11] develops an unbounded population size variant of MO-CMA-ES [8, 14] for the Pareto front covering issue. MO-CMA-ES and COMO-CMA-ES, however, are non-hybrid algorithms with a population size p (number of kernels for COMO-CMA-ES) fixed a priori.
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ALGORITHMS DESCRIPTION
NSGA-II is a popular choice among Evolutionary Multi-Objective (EMO) algorithms [3] , based on non dominated sorting of candidates and crowding distance comparisons. It has already been benchmarked on the bbob-biobj Testbed [1] . e archive data, i.e. the data for all points evaluated so far, is shown under the name NSGA-II along with the best2016 reference, as a baseline for the reader.
e elitist Multiobjective CMA-ES, MO-CMA-ES [8] , is based on a two-way ranking: the Pareto ranking and the hypervolume contribution among individuals with the same Pareto rank. Each parent is not only a point in the search space but a 5-tuple of data representing a (1+1)-CMA-ES, which is a Single Objective (SO) optimizer defined in [8] . We use here the improved step-size adaptation designed in [14] . e algorithm also uses greedy mating, which means that parents are selected only among non-dominated solutions. We choose the default se ings for the λ MO -(1+1)-CMA-ES presented in [8] . In this paper, the term population size refers to the MO population size, namely the parameter λ MO .
A recent EMO algorithm using the non-elitist CMA-ES [4] is the Comma Multiobjective CMA-ES (COMO-CMA-ES) defined in [12] , and is designed to approximate the optimal p-distribution of the Hypervolume indicator. It is the instantiation of a wider framework called Sofomore, on the non-elitist CMA-ES [12] . We also take the default setup for the standard CMA-ES presented in [4] . e Singleobjective Optimization FOr Optimizing Multiobjective Optimization pRoblEms framework (Sofomore) finds p points approximating the optimal p-distribution of the Hypervolume indicator, by iteratively maximizing an extended notion of the hypervolume contribution (hypervolume improvement) called Uncrowded Hypervolume Improvement UHVI [12] . As the two-way ranking in [8] , UHVI unfla ens the hypervolume improvement's level sets in dominated regions, but the novelty is inherent to the fact that this unfla ening operation still preserves diversity among the solutions, by ensuring them to be uncrowded.
IMPLEMENTATION AND EXPERIMENTAL PROCEDURE
e code for MO-CMA-ES was wri en in Matlab, 2014, using routines from the Shark library for hypervolume computation. COMO-CMA-ES is implemented in Python and uses NumPy. Note that the hypervolume is computed in pure Python and does not call any NumPy method. Implementation details for NSGA-II can be found in [1] .
For MO-CMA-ES, the algorithm starts with random starting point uniformly sampled in I = [−5, 5] n with an initial stepsize σ 0 equals to 1. From this starting point a population of p (1+1)-CMA-ES is evolved, with p the population size of the algorithm. Any (1+1)-CMA-ES can send a warning, meaning that it has somehow terminated. When any warning is met, the MO algorithm stops.
en a restart is performed with a random starting point in I , with the same se ings. e population size is a core parameter fixed a priori for each run (including restarts), which is why MO-CMA-ES is benchmarked with different population sizes, namely 10, 32 and 100. e reference point used for computing the contributing hypervolume is iteratively chosen as the nadir point among the current population, and adding 1 to each coordinate.
COMO-CMA-ES also starts with a random point sampled in I , with an initial stepsize σ 0 = √ n. No restart is performed and no parameter tuning is done on purpose to observe the behaviour of the algorithm with default se ings. In the same spirit, the only stopping criteria is given by the allocated budget of function evaluations. As COMO-CMA-ES is designed to approximate the optimal p-distribution of the Hypervolume indicator, it is then necessary to fix one and for all a reference point for each run; which is done by se ing an a ribute of each COCO problem called largest fvalues of interest [7] as reference point.
We benchmark MO-CMA-ES (with population sizes equal to 10, 32 and 100), COMO-CMA-ES (with 3, 10, 32, 100, 316 and 1000 kernels), and NSGA-II. e la er is run with a population size of 100 as in [1] . COCO is run with the common se ings for the bbob-biobj test suite; 10 instances with dimension n ∈ {2, 3, 5, 10, 20}. e allocated budget is 10 4 n function evaluations for each MO-CMA-ES, and 10 5 n for NSGA-II and each COMO-CMA-ES.
CPU TIMING
In order to evaluate the duration of each algorithm, we have reported here the timing results when running the full budget experiment. Both codes were run on a linux machine with 64 cores, Intel®Xeon ®E7 to E3 v4 processors. We are interested in CPU time per function evaluation for varying dimensions and population sizes. To account for Matlab internal parallelization we use the function cputime and not real timing. e results can be found in Table 1 . We are benchmarking algorithms wri en in different languages, therefore comparisons should be made carefully. COMO-CMA-ES computation per function evaluation takes 1.5 to 4 times longer than MO-CMA-ES, and this ratio is less important when the dimension increases.
RESULTS
Results from experiments according to [7] , [5] and [2] on the benchmark functions given in [13] for the three algorithms called MO-*, NSGA-II or COMO-* (with * being the fixed population size) are presented in Figures 1, 2, 3 and 4. In Tables 2 and 3 we display results for each algorithm only with a population size of 100.
e average runtime (aRT) used in the tables depends on a given quality indicator value, I target = I ref + ∆I COCO HV , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best indicator value did not reach I target , summed over all trials and divided by the number of trials that actually reached I target [7] . Statistical significance is tested with the rank-sum test for a given target I target using, for each trial, either the number of needed function evaluations to reach I target (inverted and multiplied by −1), or, if the target was not reached, the best ∆I COCO HV -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
e experiments were performed with COCO [6], version 2.2, the plots were produced with version 2.3.1.
For either COMO-CMA-ES or MO-CMA-ES, one can compare the shapes of the empirical cumulative distribution functions (ECDFs) for different population sizes. Note that for each algorithm and each COCO problem, the function is evaluated first with a zero-vector, since we know this produces a point with be er f-values than a random sampled point.
is allows rigorous comparison of the different algorithms ECDFs.
A glance on the data allows to surmise the following: the larger the population size, the be er the reached target precisions are in the long run. However for small budgets, algorithms with smaller population size reach be er target precisions. For example in Figure  1 on function f28, MO-10 is the first to solve 35% of the targets, MO-32 is the first to solve 45% for a larger budget, and finally MO-100 has the best overall performance with more than 50% of the targets solved. is result is not new and a MO-CMA-ES adapting the population size has been studied for example in [10] . It is still interesting to note that this tendency appears for almost all functions in the test suite.
e same comment can be made on the same function f28 for COMO-CMA-ES with 3, 10 and 32 kernels: among the COMO-CMA-ES variants, COMO-3 is the first one to solve 40% of the targets, COMO-10 the first to solve 55%, and COMO-32 the first to solve 70%. Note that COMO-32 performs well at a budget of 10 4 n, compared to the other COMO-CMA-ES. And for a budget of 10 5 n, COMO-100 and COMO-316 are systematically be er. We can expect the variants with more kernels (1000 is proposed here) to solve more targets for longer runs, where the ones with smaller number of kernels will stagnate sooner. ere are some functions where MO-CMA-ES outperforms the best 2016 data for small budgets, say up to 10 2 n, see f7, f17, f27, f32
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e different target ∆I . e median number of conducted function evaluations is additionally given in italics, if the target in the last column was never reached. Entries, succeeded by a star, are statistically significantly better (according to the rank-sum test) when compared to all other algorithms of the table, with p = 0.05 or p = 10 −k when the number k following the star is larger than 1, with Bonferroni correction by the number of functions (55). A ↓ indicates the same tested against the best algorithm from BBOB 2016. Best results are printed in bold.
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