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ABSTRACT
Heterogeneous Sensor Networks (HSNs) are becoming more
commonly used for purposes such as monitoring and surveil-
lance, astheyofferrichersourcesofdataforsituationalaware-
ness. An important aspect of HSNs is localization. In this
paper, we describe a novel method for localizing a network
of cameras equipped with wireless radios. Our method fuses
both the image data and radio interferometry data in order to
determine the position of the sensors and the orientation of
each camera’s ﬁeld of view. While existing methods that rely
solely on image data alone are often limited in that they can
only recover position up to scale factors, by fusing the image
data and radio interferometry data, we are able to recover the
position and orientation with no scale factor ambiguity. In
contrast, localization of sensor nodes using radio alone only
recovers the position of the sensors and often relies on com-
putationally expensive methods. The method discussed in this
paper exploits both the image and radio data for a more com-
putationally efﬁcient process of localization. We discuss both
a linear and nonlinear approach to fusing the data which de-
pend on different constraints on the network. We demonstrate
our approach on a real network of camera and radio nodes.
Index Terms— camera network, sensor network, local-
ization, motes, wireless, heterogeneous, data fusion.
1. INTRODUCTION
Advances in camera technology have led to the concept of
camera networks. These networks consists of a number of
cameras, which have sensing, communication and processing
capabilities. Cameras offer a rich source of data and are be-
ing used in applications such as surveillance [1, 2], intelligent
environments [3, 4], and trafﬁc monitoring [5, 6, 7].
In order to fully take advantage of the measured data, it
is important to perform localization and compute the position
of the cameras in the network as well as the orientation of
their ﬁelds of view. By localizing the cameras, the image data
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becomes more useful as the relations of data from one sen-
sor to data from another is known and tasks, such as fusion,
power hand-off, and tracking, can be better performed. Lo-
calization aids in data analysis and helps the network operate
more efﬁciently. As cameras are power consumptive and re-
quire a high-bandwidth communication medium, the use of
localization information can help make the rich image infor-
mation more effective in the network, as we know what por-
tions of the scene are shared by which cameras. For instance,
bandwidth and energy constraints can be eased by selectively
choosing a scene from one camera for data transmission when
multiple cameras observe similar portion of the same scene.
Manually measuring the pose (location and orientation) of all
cameras in the network is a very tedious and time consuming
task and sometimes requires special environmental conditions
that may not be present, such as special lighting conditions
[8]. Thus, a generalizable automatic method to localize the
cameras in the network is of paramount importance for the
success of HSNs.
The use of automatic feature correspondences between
overlapping cameras combined with prior knowledge about
the 3D distance between these features, or 3D locations of
these features, would allow us to fully localize the network.
However, as camera networks are used in many uncontrolled
environments, it is often difﬁcult to obtain this 3D informa-
tion beforehand without the manual intervention. With just
the image data, and no prior knowledge on the 3D scene, we
can still detect features and use feature correspondences be-
tween images to determine orientation, but the position can
now only be determined up to a scale factor. By using the un-
known internal parameters of the camera and enough feature
correspondences, the epipolar geometry allows the essential
matrix of the camera to be determined [9]. The orientation of
the cameras can be determined from the essential matrix, but
the position can only be determined up to a scale factor. Due
to the fact that there is no prior knowledge of the 3D scene
or the geometry of the cameras, the scale factor ambiguity is
intrinsic. It cannot be disambiguated whether the cameras are
located at twice the distance, for example, from one another
looking at a scene twice as large and two times further awayor if the cameras are located at half the distance, looking at a
scene half as large and half as far away.
Whilethereareautomaticmethodsforfeaturepointcorre-
spondences in a camera network, many need prior knowledge
of the environment or certain camera parameters or cannot
handle wide-baseline cameras. These artiﬁcially imposed re-
quirements limit the application domain of camera networks.
For example, in [10], a common set of static scene feature
points is assume to be seen by each set of three cameras. In
[11], theheightofthecamerasisalreadyknownaswellastwo
orientation parameters. In [12, 13] a single object is tracked
in a common ground plane and it is already known how each
camera locally maps to the ground plane. This ground plane
concept is extended in [14, 15], where the relation of the local
ground plane to the camera is not known, but the localization
problem is solved for based on a single tracked objects and
then these local ground planes are aligned to a global ground
plane based on homographies.
Without making assumptions on the scene or the objects
seen by the cameras, the method proposed in [16] uses tracks
of objects in the image plane as (spatio-temporal) features to
do correspondence between cameras. This method is well
suited for localizing a camera network in an uncontrolled en-
vironment due to realistic and fewer requirements and its abil-
ity to handle wide-baseline cameras. But the method still can-
not determine the scale factor for the position of the camera
nodes due to the fundamental limitations in image geometry.
Image data alone is not sufﬁcient to do automatic local-
ization of a camera network in an unknown environment. It is
necessary to incorporate another type of data in order to fully
localize the network. For low-bandwidth sensor networks, a
number of automatic localization techniques has been devel-
oped, using acoustic information or radio frequency intensi-
ties and exploiting received signal strength indicators, time of
arrival, time difference of arrival, or angle of arrival to deter-
mine positions of nodes [17]. These methods cannot provide
all the localization parameters necessary for cameras, as there
is no sufﬁcient data to determine the orientation of the ﬁeld of
view.
In this paper, we present a novel automatic multi-modality
localization method which leverages both the high-level im-
age data and low-level radio information. Feature correspon-
dence information is found using an extension of [16] so that
the orientation and position, up to scale, are found for a pair
of cameras with overlapping view. The algorithm automat-
ically determines whether a pair of cameras has an overlap-
ping view. We then use the position vectors up to scale from
the image data and combine it with the radio interferometry
based approach described in [18]. We demonstrate both a lin-
ear and a non-linear approach to fuse the image data and the
radio interferometry data in order to fully localize the camera
network. This Fused-Based Localization (FBL) can recover
both the orientation of camera’s ﬁelds of view as well as their
complete positions.
This paper organization is as follow: In Section 2, we for-
mally state the localization problem and give an overview of
the Fused-Based Localization (FBL) method. The compo-
nents of FBL method are based on the single modality cam-
era localization method from [16] and the single modality ra-
dio interferometry-based method from [18] and they are de-
scribed in Section 3. In Section 4, we describe both linear
and nonlinear fusion methods for combining image data and
radio interferometry data. We demonstrate and evaluate the
proposed method in simulation and on data collected from
outdoor experiments in Section 5.
2. AN OVERVIEW OF FUSION-BASED
LOCALIZATION
Fig. 1. The structure of the data fusion localization method.
Suppose that we have N cameras in the network. We
assume that all the cameras are time-synchronized and each
camera is equipped with a radio for wireless communication.
Each camera is assumed to have the capability of detecting
features, F, in the scene as well as having some overlap in
what it sees with another camera in the network for corre-
spondence. While feature correspondence in image data can
be used to determine the orientation of a camera relative to
another camera that overlaps, the position can only be de-
termined up to scale due to the geometry constraints on the
epipoles. Due to this, multiple set of possible positions of
cameras will results from the same set of images.
The omnidirectional radios on a wireless node can trans-
mit and receive data but they do not provide directional infor-
mation. By communicating with one another, the radio nodes
can use signal interference to determine linear combination of
distances between groups of nodes. Note that the orientations
of cameras can not be solved using radio data alone.
We propose a Fusion-Based Localization (FBL) method
that can solve for the complete localization of a camera net-
work, ﬁnding both the orientation of the ﬁelds of view of eachcamera as well as the positions of cameras including the scale
factor, by using q-ranges, fdijklg, computed from the radio
interferometry; and the orientations, fRijg, and positions up
to scale, fTijg, from the image data feature correspondences.
The structure of the FBL method is shown in Figure 1.
From the image data from each camera, tracks of mov-
ing objects in the scene are built in the image plane using the
multi-target tracking algorithm called Markov Chain Monte
Carlo Data Association [19]. Segments of computed tracks
are then used as (spatio-temporal) features. Between pairs of
cameras, the tracks are used as features to decide if there is
correspondence between the cameras. If correspondence ex-
ists, then the relative orientation and position up to a scale
factor between pairs of cameras is done using an extension
of [16]. This extension uses the minimization of the repro-
jection error between the features in each pair of cameras to
determine if they overlap and what the relative orientation and
and position, up to a scale factor, is for the pair. In conjunc-
tion with this, the radio nodes are transmitting information to
one another in order to determine q-ranges between groups of
4 radio sensors using radio inferometry [18].
The q-ranges, fdijklg are then fused with fRij;Tijg from
the image data. A non-linear fusion method can be used then
to ﬁnd the resulting scale factor so the position of the cam-
eras is fully known. A computationally efﬁcient linear fusion
method can be used for special cases and it is described below
along with conditions under which the method can be applied.
The building blocks of the fused localization method are dis-
cussed in the following sections in more detail.
3. SINGLE MODALITY RADIO INFEROMETRY
AND IMAGE METHODS
3.1. Localization Using Spatio-Temporal Feature Corre-
spondence in Images
For the image analysis block of the fusion-based localiza-
tion method, feature detection and then correspondence of
features between cameras is needed. Since camera network
cannot be limited to small baseline, one cannot necessarily
use brightness or proximity constraints and traditional meth-
ods of static features detection and correspondence, such as
SIFT features [20] or Salient Region [21], will not work in
the majority of cases. Thus other visual information must be
leveraged.
A different approach is to detect moving foreground ob-
jects in the scene. If two cameras overlap in their ﬁeld of
view and a moving foreground object appears in the overlap,
then both cameras will see the moving object. As the shape
and appearance of the object might be different between these
cameras, we do not want to use the whole object or a visual
descriptor of the object as the feature. Instead we just choose
a point on the object in the image. Since we do not know how
the cameras are oriented, we choose the centroid of the object
as the point. Once we have enough points, that are detected
in the cameras at the same time, we can use the epipolar con-
straint to estimate the rotation R and translation T between
the cameras.
Using centroid points alone is not sufﬁcient for a cam-
era network though. First, for generalized systems where we
know no information about the object or the scene, detecting
foreground objects can be done using adaptive background
subtraction techniques. However, background subtraction re-
acts to noise in the scene, so shadows and slight motion of the
background, i.e., swaying tree due to wind, would create an
foreground object detection and lead to a centroid point for
non-foreground objects. Second, if there multiple foreground
objects moving through the scene it becomes more difﬁcult to
do correspondence between points in a pair of cameras.
To overcome these difﬁculties, we use the timing informa-
tion on the detection of foreground objects and MCMCDA
[19] to form tracks of the foreground objects in the image
plane as they move through the scene. This cuts down on
the number of possible correspondences and noisy detections,
while providing robust foreground points to be used for solv-
ing the epipolar constraint.
We then extend [16] which uses object image tracks as
features for correspondences. We deﬁne the problem simi-
larly, as for a given time period [t0;t0 + 1;:::;tn]: where
(Ci;Cj): pair of cameras i and j, where i 6= j
pi: the total number of tracks in Ci over the time span
i: set of tracks in Ci
ts(m
i ): starting time of a track m
i 2 i where
m 2 f1;2;:::;pig
te(m
i ): ending time of a track m
i 2 i,
t0  ts(i) < te(i)  tn;8i 2 i.
First, we look to see if there are enough tracks that overlap
in time between the camera pair (Ci;Cj). A track i 2 i
can be matched to a track j 2 j if i and j overlaps in
time. Now we let  ij be a set of all matchings between tracks
in i and j. A matching ij 2  ij is a subset of matches
such that a track in i is matched to at most one track in j.
This is similar to a matching in a bipartite graph, but in our
case each vertex is a track.
For each matching ij, we solve for the essential matrix
E(ij) using the standard algorithm [9] . From E(ij), the
translation matrix Tij and rotation matrix Rij between cam-
era i and j can be computed. However, if there is no overlap-
ping ﬁeld of view between camera i and camera j, this leads
to an incorrect solution. We can determine whether a pair of
cameras has an overlapping ﬁeld of view by thresholding the
the average reprojection error, d, which is deﬁned as:
d =
(xT
j ^ TRxi)2
jj^ e3 ^ TijRijxijj
where xi and xj are ordered feature points from matchedAlgorithm 3.1: LOCALIZATION(rawvideo)
for t   1 to tmax
for each Ci, build object tracks
ﬁnd candidate matches using  
if   6= ?
do
8
> > > > > > <
> > > > > > :
8 2  
Find ^  = argmind
if d(^ )  threshold
do

^ E = E(^ )
Stop
else ^ E = NULL
else increase tmax  threshold and run again
return ( ^ E)
tracks in ij and e3 = [0;0;0;1]T 2 R3. The pseudo code
for the whole process is as shown in Algorithm 3.1. When the
algorithm returns NULL, the pair of cameras do not have an
overlapping ﬁeld of view.
This then gives us the orientation Rij and the position up
to scale, Tij, for cameras that overlap in the ﬁeld of view.
We still need to get the scale factor for the position element
and thus we need to use additional information from the radio
nodes.
3.2. Radio Interferometry
TheRadioInterferometricPositioningSystem(RIPS)waspro-
posed in [18] for node localization using the phase measure-
ments of the radio signals with low cost hardware. The basic
idea behind RIPS is to utilize two transmitter nodes to cre-
ate an interference signal. The two nodes transmit sine waves
at slightly different frequencies at the same time, creating a
composite interference signal with a low frequency envelope.
This interference frequency can be measured by cheap and
simple hardware available on a wireless sensor node.
Figure 2 shows an example of the interference signal and
its low frequency beats at nodes C and D. The model of the
radio interference was developed in [18]. The phase offset
of the interference signals received at two different receivers
can be expressed in terms of a quantity called the q-range,
which is a linear combination of distances between the two
transmitters and two receivers deﬁned as
qABCD = dAD   dBD + dBC   dAC
An important theorem on q-range presented in [18] states
that the relative phase offset of received interference signals
at nodes C and D are related to q-range as follows
'CD = 2
qABCD
c=f
(mod 2); (1)
D
A
B
C
dAC
dBC
dAD
dBD
) 2   mod (    2 offset   phase
carrier
AC BC BD AD π
λ
π
d d d d − + −
=
Fig. 2. Two transmitters A and B transmit at the same time
at two close frequencies. The interfere signal is observed by
receivers C and D. Figure from [18].
and f = fA + fB, where fA;fB are carrier frequencies of
transmitters A and B, and c is speed of light.
Another important result presented in [22] states that in
a network of n wireless nodes, there exist a maximum of
n(n   3)=2 linearly independent q-ranges. It was shown
that by taking independent q-range measurements for differ-
ent combinations of four nodes, it is possible to reconstruct
the relative location of the nodes. An algorithm and imple-
mentation for localization was presented in [18].
Themain beneﬁtof RIPSliesin thefact thatit doesnotre-
quireanyadditionalhardwarebecausecommonradiotransceivers
can be utilized for phase measurements.
By using the q-ranges we now have distances that can be
used in conjunction with the Ri’s and Ti’s we found from
the image data. We now need to combine these two sets of
information to determine the position of the cameras.
4. RADIO INFEROMETRY AND IMAGE
CORRESPONDENCE FUSION
While q-ranges alone or image data alone do not have enough
information to completely localize the cameras, fusing the
two sets of information gives us complete localization. Here
we present both linear and nonlinear methods for solving this
data fusion problem. The linear method has a unique solu-
tion, but requires certain conditions on the topology of the
camera network. If these conditions are not met, the nonlin-
ear method is used for complete localization.Fig. 3. The overlap in ﬁelds of view between the cameras
nodes based on the object image tracks
4.1. Linear Method
For a network of N cameras, there exist N(N   3)=2 inde-
pendent q-range equations as stated in [22]. We also know,
given the network, that there are N(N   1)=2 possible pair-
ings of cameras, thus N(N 1)=2 pairwise distances exist. In
addition to the N(N   3)=2 independent q-range equations,
N more independent equations are necessary in order to solve
for all the pairwise unknown distances. We look to the cam-
era translations vectors, Tij, where i 6= j 2 1;:::;k and where
k  N to provide us with these additional equations.
Using the available Tij, we want to ﬁnd equations such
that we can use the vector notation and the unknown scalars
to write one Tij, with it’s unknown scale ij, as a sum of
Tkl and kl and Tmn and mn such that ij 6= kl 6= mn.
For example, ﬁgure 3, the unit translation vector T13 can be
written as:
13T13 = 12T12 + 23T23 (2)
If we take this equation and write it in terms of the un-
known scales, ij we get:
[T12 T12   T13]
2
4
12
23
13
3
5 =
2
4
0
0
0
3
5 (3)
As can be seen, the matrix [T12 T23   T13] is not full
rank and [12 23 13]T lies in the null space of the matrix.
Thus, we can only get at most, two independent equations
from using Equation 3. Additionally, it can be seen that a
clique of three cameras all being able to view one another,
is needed to write this type of equation, in order to write one
Tij in terms of other Tij. Therefore, in addition to the q-range
independent equations, we need N equations from the camera
network which means N=2 cliques of three cameras need to
exist in the camera network.
If enough cliques are found in the camera network, then
we can write the unknown scales, ij in terms of the q-ranges
and translations Tij as:
Ax = b (4)
where
b =

d1234 d1324 0 0 0 0
T
(5)
A =
2
6 6
4
0  1 1 1  1 0
 1 0 1 1 0  1
T12  T13 0 T23 0 0
0 T13  T14 0 0 T34
3
7 7
5 (6)
x =

12 13 14 23 24 34
T
(7)
Thus, given enough cliques of three cameras in a network
which have overlapping ﬁelds of view such that all Tij can be
found for that clique, a linear method exists to solve for the
scales ij as shown in Equation 7.
4.2. Nonlinear
While a unique solution from the linear method can be found
if certain conditions exist in the camera network, we have de-
veloped a nonlinear method for general cases. From the lo-
calization algorithm described in section 3.1 we have a set of
pair of camera nodes with overlapping ﬁeld-of-views (FoV).
Lets denote the set as,
O = f(Ci;Cj) : Ci has overlapping FoV with Cj;i 6= jg
For a camera pair Pk = (Ci;Cj) 2 O, denote scaling factor
between camera nodes Ci and Cj as k. We also know the
relative rotation matrix and unit translation vector for the pair.
Let the rotation matrix denoted as Ri
j and the unit translation
vector as, T
i
ij. Assuming the camera network is connected,
we can compute the rotation matrices for each of the camera
node in a common frame of reference. Without loss of gener-
ality, lets consider reference frame of node 1 as the global ref-
erence frame. With successive multiplications of the relative
rotation matrices we can compute absolute rotation matrices
R1
i for i > 1 as
R1
i = R1
i1  R
i1
i2    R
in
i
where f1;i1;i2; ;in;ig is a path from node 1 to node i.
For i = 1 the rotation matrix is an identity matrix of size 3.
Using the unit translation vectors, absolute rotation ma-
trices and the scaling factor for each pair, we can compute
vector for pair Pk as
x1
ij = R1
i  T
i
ij  kThe camera node locations in the global reference frame can
be computed as
x1
i = x1 + x1
1i1 + x1
i1i2 +  + x1
ini
where f1;i1;i2; ;in;ig is a path from node 1 to node i,
and x1 = [0;0;0]T.
Both vectors x1
ij and x1
i are functions of the scaling factors
, i.e. x1
ij = R1
i  T
i
ij  k , Fij(k), and x1
i , Gi().
Hence, thedistancebetweenallothercamerapairsthatarenot
members of the set O can also be represented as a function of
scaling factors as
dij = jjGi()   Gj()jj , Hij()
The q-ranges deﬁned in section 3.2, which are linear com-
binations of distances can also be expressed as functions of
scaling factors as
qABCD = dAD   dAC + dBC   dBD
= HAD()   HAC() + HBC()   HBD()
, QABCD()
Theproblemcanbeexpressedasanon-linearleastsquares
problem as
minimize L() =
X
ABCD2T
(QABCD()   ~ qABCD)2
where T is the set of q-range tuples, ~ qABCD is the measured
q-range for tuple ABCD.
5. EXPERIMENTAL RESULTS
In this section, we apply our fusion method on real data. The
algorithm is tested on an outdoor deployment of a network of
cameras. Using both the camera images and the radio data we
are able to estimate the position and orientation of the cam-
eras. The network consists of Linux PCs equipped with Log-
itech Quick Cam Pro 4000 cameras, and XSM wireless sen-
sor motes. Six camera nodes and 7 XSM motes are used. The
ground truth location of the cameras+XSM motes is show in
ﬁg 4. The cameras have a resolution of 240 x 320 pixels and
acquired images at 8 frames per second(fps). 12minutes of
data is taken from the cameras for localization. Multiple types
of objects moved through the scene during this recording. An
example of the different objects is shown in Figure 5
We use the existing TinyOS implementation of RIPS de-
veloped at Vanderbilt. The TinyOS implementation running
on 7 XSM motes and a java application running on base sta-
tion provide us with the required q-range measurements. For
more detail of RIPS and its implementation we refer reader to
[22].
The steps of the automatic method applied are as follows.
Adaptive background subtraction is applied to each image to
Fig. 4. An overhead view of the layout of the cameras+radio
sensors. The units are measured in meters
Fig. 7. The overlap in ﬁelds of view between the cameras
nodes based on the object image tracks
obtain the foreground objects. Bounding boxes are created
around the foreground object and if a bounding boxe is lo-
cated at the edge of an image, the foreground object is not
considered for further processing to build object image track.
The reason this check is implemented in the algorithm is be-
cause a bounding box at the edge of the image could indicate
that part of the foreground objects it getting occluded and thus
the centroid would not be unstable.
Using the remaining centroids from the bounding boxes,
object image tracks are built using MCMCDA. In our method,
the number tracks needed is deﬁned to be at least 4 seconds
long to further constrain the paths used and so each track had
to have at least 32 points due to the frame rate. This parameter
in the algorithm can be adjusted as desired.
The tracks from the centroids are then used for feature
correspondence between the cameras using the epipolar con-
straint and R and T, up to scale, solved using SVD. Figure
7 shows what cameras are visually connected given the cor-
respondence between object image tracks. As can be seen,
cameras 104 and 106 are disjoint from the rest of the net-
work. While their ﬁelds of view overlap with each other, they
are not connected to the rest of the network. We verify this is
correct based on the ground truth of the setup. The average
reprojection error for all camera pairs is < 3 pixels.
Using the T ’s for all overlapping camera pairs, this is fedFig. 5. Some of the moving foreground objects in the scene as observed from camera 101
(a) Camera 101 (b) Camera 102 (c) Camera 107 (d) Camera 108
(e) Camera 104 (f) Camera 107
Fig. 6. (Top) Object image tracks for frames 1 through 500 for cameras which had correspondence in their respective tracks (Bottom) Object
image tracks for frames 1 through 500 for cameras that did not have correspondence with the top row cameras, but which had correspondence
with each other.
Camera Pair Ground
Truth
Nonlinear
Estimate
Linear
Estimate
101 to 102 3.7417 3.2376 4.2593
101 to 107 15.0326 15.5074 13.5940
101 to 108 12.9797 13.2370 13.1016
102 to 107 17.8260 15.4361 14.9415
102 to 108 16.2440 – 15.4440
107 to 108 3.8179 3.6743 1.5795
Table 1. The scale factors for the distances between cameras.
into both an automatic nonlinear and linear methods along
with the q-ranges obtained from the XSM motes. The result-
ing scale factors are shown in Table 1. It should be noted that
linear method solves for all scaling factors even if the camera
pair does not have overlapping ﬁeld-of-view.
6. CONCLUSION
Localization of a camera network is important for full efﬁ-
ciency of the network. In this paper, we have shown that using
image information alone will not be enough to fully localize
a camera network, but using radio information in conjunction
with image information, will allow a camera network to be
fully localized. We have presented both a linear method to
fuse the data which can be used to ﬁnd a unique solution if
there are certain conditions on the camera network such that
enough camera cliques of size three exist. We have also pre-
sented a nonlinear method for fusing the data which will work
on any network.
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