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Abstract
The aim of this paper is to generalize the uniform method of obtaining integral inequalities in order to derive inequalities
involving a function h, its first and second derivatives with weights. Such inequalities have been considered before by others,
but other methods were applied. Our method makes it possible to obtain, in a natural way, the equality conditions important
in differential equations. Moreover it allows us to avoid some assumptions on weights that have to be given in other methods.
Then the inequality will be examined in order to simplify the boundary conditions for h. These considerations will be followed by
examples with Chebyshev weight functions and constant weights with the classical Hardy, Littlewood, Polya inequality as a special
case.
© 2007 Published by Elsevier Inc.
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1. Introduction
Integral inequalities is a branch of mathematics developing rapidly during last years. We refer the reader to the
monographs by Kufner and Persson [9] and Mitrinovic´, Pec˘aric´ and Fink [12] for more detailed bibliographical infor-
mation.






sh2 + rh′′2)dt for all h ∈ H, (1)
where I = (α,β),−∞  α < β ∞, r , s and u are fixed real valued functions of the variable t , H is a class of
absolutely continuous functions.
To derive (1) a uniform method of obtaining and investigating various types of integral inequalities is used. This
method was first introduced by Florkiewicz and Rybarski in [4] for the first order integral inequalities. In [5], the
method was applied to derive second order integral inequalities of generalized Hardy type. For references see [5] and
a book [9]. However, there are not many papers on the inequalities of the type (1). For the first time they have been
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Unfortunately, the classical Hardy, Littlewood, Polya’s inequality (HLP) (see [1,7]) could not be obtained in this way.
Our aim is to obtain more general class of functions H satisfying (1) and also classical HLP inequality as a special
case. Then we show that it is sometimes possible to simplify boundary conditions for the class H . Considerations are
followed by an example with Chebyshev weight functions and with constant weights that has been considered in [10]
with the classical HLP inequality as a special case. That example shows that the class H of functions satisfying (1)
defined in [6] and the one considered in this paper are different and our result in this paper is more general.
In [13], the inequality (1) has been also considered in slightly different form ∫
I
(rh′′2 + sh′2 + uh2) dt  0 with
different integral conditions. However this inequality was given without the proof and it was followed by the example
with constant weights without justification, too.
The inequalities of the type (1) have been also obtained before, by different approach. In this case, some integral
inequalities of nth order have been investigated, too. For references see, e.g. [2,3,8,10,11]. Further detailed studies of
this type of integral inequalities can be found in the monographs [7] and [12].
2. Main result
Definition 1. Let A denote the class of triples (r, ϕ1, ϕ2) of given functions such that r ∈ AC(I) and r > 0 on I . We
require ϕ1, ϕ2 ∈ AC2(I ) to satisfy ϕ1ϕ′2 − ϕ′1ϕ2 > 0.
For given (r, ϕ1, ϕ2) ∈A, let us put
σ ≡ ϕ1ϕ′2 − ϕ′1ϕ2, τ ≡ ϕ′1ϕ′′2 − ϕ′′1ϕ′2. (2)
We define the weight functions s and u and auxiliary functions v0, v1 and v2 as follows:
u ≡ −[(rσ ′)′ − 2rτ ]σ−1, (3)
s ≡ [(rτ )′σ−1]′ + rτ 2σ−2, (4)
v0 ≡ (rτ )′σ−1, v1 ≡ −rτσ−1, v2 ≡ rσ ′σ−1. (5)
Let us notice that σ ∈ AC(I), σ−1 = 1
σ
∈ AC(I) and v0, v1 and v2 are absolutely continuous on I .
Definition 2. Denote by H the class of functions h ∈ AC1(I ) satisfying the following integral conditions∫
I
rh′′2 dt < ∞,
∫
I
sh2dt < ∞, (6)
∫
I
uh′2 dt > −∞, (7)
and the limit conditions
lim inf
t→α V (t, h,h
′) < ∞, lim sup
t→β
V (t, h,h′) > −∞, (8)
lim inf
t→α V (t, h,h
′) lim sup
t→β
V (t, h,h′), (9)
where V (t, h,h′) = v0h2 + 2v1hh′ + v2h′2.
Our main result is contained in the following theorem.






sh2 + rh′′2)dt (10)
holds true.
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2 + 2v1ϕϕ′ + v2ϕ′2
) (11)
are satisfied.
Proof. Let (r, ϕ1, ϕ2) ∈A. Let h ∈ AC(I). If we substitute (3) and (4) in the expression rh′′2 − uh′2 + sh2, then we
get
rh′′2 − uh′2 + sh2 = rh′′2 + (rσ ′σ−1h′2)′ + rσ ′2σ−2h′2 − 2rσ ′σ−1hh′′ + 2(−rτσ−1hh′)′ + 2(rτ )′σ−1hh′
− 2rτσ ′σ−2hh′ + 2rτσ−1hh′′ + [(rτ )′σ−1h2]′ − 2(rτ )′σ−1hh′ + rτ 2σ−2h2
= [rσ ′σ−1h′2 − 2rτσ−1hh′ + (rτ )′σ−1h2]′
+ r[(σh′′ + τh)2 − 2(σh′′ + τh)σ ′h′ + (σ ′h′)2]σ−2.
Therefore the following identity
rh′′2 − uh′2 + sh2 = (v0h2 + 2v1hh′ + v2h′2)′ + g (12)
is valid almost everywhere on I , where g = r(σh′′ − σ ′h′ + τh)2σ−2  0.
For every function h ∈ H we have that all components in (12) are summable on I . Moreover both limits in (8) are
finite and can be replaced by limt→α(v0h2 + 2v1hh′ + v2h′2) and limt→β(v0h2 + 2v1hh′ + v2h′2), respectively. The
proof of this fact can be found in [6, p. 4309].











2 + 2v1hh′ + v2h′2
)
< ∞. (13)
As all components in (12) are summable on I we obtain the equality∫
I
(
















2 + 2v1hh′ + v2h′2
) (14)
whence, in view of (13), we obtain the inequality (10) since g  0 a.e. on I .
If the inequality (10) becomes an equality for a non-vanishing function h ∈ H , by (13) and (14), we have∫
I












As g  0 a.e. on I we obtain g = 0 a.e. on I . Since r > 0 and σ > 0, we have
σh′′ − σ ′h′ + τh = 0 (16)
a.e. on I . Let us notice that ϕ1 and ϕ2 satisfy the homogeneous linear differential equation (16). By assumption (2)
these solutions are independent and every solution of (16) can be written in the form h = ϕ with ϕ ≡ a1ϕ1 + a2ϕ2,
a1, a2 ∈ R. As h ≡ 0 so a21 + a22 > 0. Because h = ϕ, then ϕ ∈ H and we obtain the first condition of (11). From the
second condition of (15) we get the second condition of (11) and the equality conditions in Theorem 3 are satisfied.
Now let (11) be satisfied and let h = ϕ, where ϕ = a1ϕ1 + a2ϕ2, a1, a2 ∈ R and a21 + a22 > 0. Then h satisfies the
differential equation (16). That implies g = 0 a.e. on I so that ∫
I
g dt = 0 and, in view of (14), the inequality (10)
becomes an equality which completes the proof. 
Remark 4. The identity (12) was already used by Kreith and Swanson [8]. To derive it the authors considered ad-
missible functions vanishing at the endpoints on the closed interval [a, b]. This identity was also derived by, e.g.,
Leighton [11], Easwaran [3] (by integration by parts) for functions vanishing together with derivatives at the end-
points on the closed interval [a, b].
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functions to satisfy some general limit conditions. Moreover in our case the considered interval can be bounded or
unbounded, closed or open.
3. Functions satisfying the inequality
In this section, we will show that limit conditions (8) and (9) can be simplified for some v0, v1 and v2.
From now we will consider the case when the weight function u is positive, because it is the most interesting case.
Here we can prove some additional properties of function v2 on Uα , where Uα is some right-hand neighborhood of
the point α. For the point β the considerations are analogous.
Lemma 5. Let v1  0 on Uα . Then the function v2 is decreasing on Uα . Moreover if v2(α) = 0, then
∫ t
α
r−1 dτ < ∞
and if v2(α) > 0, then v2
∫ t
α
r−1 dτ = O(1) for t → α.
Proof. We assumed that the weight function u = −[(rσ ′)′ − 2rτ ]σ−1 > 0. Therefore (rσ ′)′ < 2rτ = − 12v1σ , so, if
v1  0 on Uα , we get (rσ ′)′  0 on Uα . Then (v2)′ = (rσ ′)′σ−1 − rσ ′2σ−2  (rσ ′)′σ−1  0 and v2 is decreasing.
If v2(α) > 0, then v2 > 0 on Uα and we obtain that (v2)′  −rσ ′2σ−2 = −r−1v22, so taking a, t ∈ Uα such that






−(v2)′v−22 dτ = v−12 (t) − v−12 (a). (17)




r−1 dτ < v−12 (t) < ∞.
Moreover we have 0 v2(t)
∫ t
α
r−1 dτ  1, so, v2
∫ t
α
r−1 dτ = O(1) for t → α.
The proof for v2(α) < 0, follows in the similar way. 
Now we can prove the lemma which allows us to simplify some limit conditions on v2h′2.
Lemma 6. If h′(α) = 0, ∫
I
rh′′2 dt < ∞, ∫ t
α
r−1 dτ < ∞ for some t ∈ I and v2
∫ t
α
r−1 dτ = O(1), as t → α, then
limt→α v2h′2 = 0.
Proof. Using assumptions we get for v2(α) 0









rh′′2 dτ → 0
as t → α. If v2(α) < 0, then we have 0 v2h′(t)2 
∫ t
α
rh′′2 dτ → 0, what completes the proof. 
In the sequel we will also use the following fact that has been obtained in [7, p. 952].
Lemma 7. If h ∈ AC1(I ), ∫
I
rh′′2 dt < ∞ and ∫ t
α
r−1 dτ < ∞ for some t ∈ I , then there exists a proper and finite
limit h′(α) ≡ limt→α h. Furthermore if α > −∞, then, similary, there exists a finite limit value h(α) ≡ limt→α h.
For further consideration we introduce the following terminology:
Definition 8. A boundary point α of the interval I is of the type
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• α3 if v0  0, v1 < 0, v2  0 on Uα ;
• α4 if
(i) v1 < 0, v2  0 on Uα ; 0 v0(α) < ∞;
(ii) v1  0 on Uα ; 0 v0(α) < ∞ or v0(α) = ∞ and (v−10 )′(α) > 0, v1(α) < ∞, v2(α) < 0;• α5 if
(i) v1  0 on Uα ; 0 v0(α) < ∞ or v0(α) = ∞ and (v−10 )′(α) > 0, v1(α) < ∞, v2(α) = 0;
(ii) v2  0 on Uα ; v0(α) = ∞ and (v−10 )′(α) > 0; −∞ < v1(α) 0;• α6 if v0  0, v1 > 0 on Uα , v1(α) < ∞, v2(α) > 0;
• α7 if v0  0, v1 < 0 on Uα , v1(α) > −∞, 0 v2(α) < ∞;
• α8 if
(i) v0(α) < ∞ or v0(α) = ∞ and (v−10 )′(α) > 0 or v0(α) = ∞, (v−10 )′(α) = 0 and (v−10 )′′(α) = 0; 0 < v1(α) < ∞
or v1(α) = ∞ and (v−11 )′(α) = 0; v2(α)—arbitrary;
(ii) v0(α) < ∞ or v0(α) = ∞ and (v−10 )′(α) = 0 or v0(α) = ∞, (v−10 )′(α) = 0 and (v−10 )′′(α) = 0; −∞ <
v1(α) 0 or v1(α) = −∞ and (v−11 )′(α) = 0; v2(α) < ∞.
For the point β it we introduce types β1–β8 in the analogous way.
Definition 9. Let I = (α,β) for some −∞ α < β ∞.
Denote by Hi , i = 1,2, . . . ,8 the class of functions h ∈ AC1(I ) satisfying the following limit condition at the
point α:
• H1 = AC1(I );
• H2 = {h ∈ AC1(I ): (hh′)(α) 0};
• H3 = {h ∈ AC1(I ): (hh′)(α) 0};
• H4 = {h ∈ AC1(I ): h(α) = 0};
• H5 = {h ∈ AC1(I ): h(α) = 0, (hh′)(α) = 0};
• H6 = {h ∈ AC1(I ): h′(α) = 0, (hh′)(α) 0};
• H7 = {h ∈ AC1(I ): h′(α) = 0, (hh′)(α) 0};
• H8 = {h ∈ AC1(I ): h(α) = h′(α) = 0}.
Analogously, we define Hk with the point α replaced by β .
Theorem 10. If h ∈ AC1(I ) satisfy the integral conditions ∫
I
rh′′2 dt < ∞, ∫
I
sh2 dt < ∞ and the point α is of the
type αj , for some j ∈ {1,2, . . . ,8}, and the point β is of the type βk , for some k ∈ {1,2, . . . ,8}, then
Hj ∩ Hk ⊂ H.
Proof. We will show that if h ∈ Hj and the point α is of the type αj , for j ∈ {1,2, . . . ,8}, then
lim inf
t→α V (t, h,h




2 + 2v1hh′ + v2h′2
)
 0. (18)
Let h ∈ AC1(I ) and let α be of the type α1. Then ω 0 on Uα and v0(α) < 0.
Let us notice that, if v0 = 0, we can rewrite (18) in the form:
lim inf
t→α V (t, h,h





h + v−10 v1h′
)2 + v−10 ωh′2
)
. (19)
Because v0(α) < 0, then v0 < 0 on some Uα and v−10 ω  0 on Uα . Therefore v
−1
0 ωh
′2  0 on Uα and whence
lim inft→α v−10 ωh′2  0. Moreover as (h + v−10 v1h′)2  0, then v0(h + v−10 v1h′)2  0 on Uα . Hence we obtain
lim inft→α v0(h + v−10 v1h′)2  0. Therefore lim inft→α V (t, h,h′)  0 for α of the type α1 so the inequality (18)
holds true. Let us notice that the condition ω 0 on Uα and v0(α) < 0 is possible only if v2(α) < 0.
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show under what boundary conditions on function h we obtain lim inft→α v0h2  0, lim inft→α v1hh′  0 and
lim inft→α v2h′2  0, respectively.
It was proved in [7, p. 954] that if v0 < 0 on Uα , then for every function h ∈ AC1(I ) lim inft→α v0h2  0. If
0 v0(α) < ∞, h ∈ AC1(I ) with h(α) = 0 or v0(α) = ∞, (v−10 )′(α) > 0 and h ∈ AC1(I ), h(α) = (hh′)(α) = 0 or
v0(α) = ∞, (v−10 )′(α) = 0, and (v−10 )′′(α) = 0 and h ∈ AC1(I ), h(α) = h′(α) = 0, then limt→α v0h2 = 0. Similarly
if v1  0 on Uα and v1(α) > −∞, then lim inft→α v1hh′  0 for (hh′)(α)  0. If v1(α) = ±∞ and (v−11 )′(α) = 0,
then for every function h ∈ AC1(I ), such that h(α) = h′(α) = 0, there exists a limit value limt→α v1hh′ = 0 (see
[7, p. 955]).
If v1  0 on Uα and v1(α) < ∞, then in analogous way we get lim inft→α v1hh′  0, provided that (hh′)(α) 0.
If we only have information that v1(α) = 0 without knowledge about behaviour of v1 on Uα we need (hh′)(α) = 0
to obtain limt→α v1hh′  0.
Let us notice that in the class H4 corresponding to type α4 we have h(α) = 0 without any condition for the sign of
(hh′)(α). But if v1 < 0 on Uα (α4(i) and (ii)) and h(α) = 0, then we have lim inft→α v1hh′  0. Indeed, for h(α) = 0
we have h2(α) = 0. But h2  0 so the function h2 is nonincresing on Uα . Hence (h2)′ = 2hh′  0 on Uα . Therefore if
v1 < 0 on Uα , then v1hh′  0 on Uα and lim inft→α v1hh′  0. If v1  0 on Uα , v1(α) < ∞ and v2(α) = 0 (α4 (ii)),
then we obtain from Lemmas 5 and 7 that limt→α h′ = h′(α) is proper and finite. Therefore, for h(α) = 0, we have
(hh′)(α) = h(α) · h′(α) = 0, so limt→α v1hh′ = v1(α)(hh′)(α) = 0.
If v2 < 0 on Uα , then similary as for v0, we have lim inft→α v2h′2  0, provided h ∈ AC1(I ).
If 0 v2(α) < ∞, then for every function h ∈ AC(I) such that h′(α) = 0 we have limt→α v2h′2 = 0.
Untill now we considered the cases v2 < 0 on Uα without boundary conditions for h′ and 0 v2(α) < ∞ where
we wanted h′(α) = 0. Now using Lemmas 5 and 6 we show how we can generalize them provided v1  0 on Uα .
In the types α2, α4(iii) and α5(ii) we consider v2(α)  0 and v1  0 on Uα without boundary conditions for h′.
But then lim inft→α v2h′2  0 for h ∈ AC1(I ). Indeed, if v2(α) < 0, then v2 < 0 on Uα so lim inft→α v2h′2  0 for
h ∈ AC1(I ). If v2(α) = 0 and v1  0 on Uα , then from Lemma 5 we have that v2 is decreasing and therefore v2 < 0
on Uα so, as above, lim inft→α v2h′2  0.
If v2(α) > 0 and v1  0 on Uα , then from Lemmas 5 and 6 we have that limt→α v2h′2 = 0 for h′(α) = 0. Therefore
in the types α6 and α8, where v1  0 on Uα , we can omit the assumption v2(α) < ∞.





2 + 2v1hh′ + v2h′2
)
 0. (20)





2 + 2v1hh′ + v2h′2
)
 0.
Based on these considerations it is easily seen that the limit condition (13) is satisfied so the theorem is true. 
4. Examples
Example 1. Let r = (1 − t2)a , where 1  a < 53 , ϕ1 = (1 − t2)2−a , ϕ2 = (1 − t2)2−a(1 +
∫ t
0 (1 − 2)a−2 d)
on I = (−1,1). Then r > 0 and σ = (1 − t2)2−a > 0, so (r, ϕ1, ϕ2) ∈ A and the inequality (10) with u =
2(5 − 3a)(1 − t2)a−1 and s = 4(a − 2)2(1 − t2)a−2 is valid for h ∈ AC1((−1,1)) satisfying the integral con-
ditions (6) as ∫ 1−1(1 − t2)a−1h′2 dt  0 > −∞, and the limit conditions (13) with v0h2 + 2v1hh′ + v2h′2 =
2(a − 2)(1 − t2)a−2hh′ + 2t (a − 1)(1 − t2)a−1h′2. The point 1 is of the type α8(ii), and the point −1—β8(ii) for
1 a < 53 . Therefore, from Theorem 10, we have (13) for h(−1) = h′(−1) = h(1) = h′(1) = 0.
Example 2. Let r = 1, ϕ1 = e−at cosbt, ϕ2 = e−at sinbt with 0 < a < b. Then σ = be−2at > 0 on I = (0,∞) and




b2 − a2)h′2 
∞∫ (
h′′2 + (a2 + b2)2h2)dt (21)0 0
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−2a(a2 + b2)h2 − 2(a2 + b2)hh′ − 2ah′2.
For 0 < a < b  a
√
3 we have ω = 4(a2 + b2)(b2 − 3a2)  0 so the point α is of the type α1 and, from Theo-
rem 10, lim inft→α V (t, h,h′) 0 for h ∈ AC1(I ). If b > a
√
3, then the point α is of the type α2 and for hh′(0) 0
lim inft→α V (t, h,h′) 0.
The point β is of the type VIIIβ (i) for 0 < a < b and if h(β) = h′(β) = 0, then lim inft→β V (t, h,h′) = 0. However
for β = ∞ we can use the following lemma.
Lemma 11. (See Lemma 1.5 in [10].) If ∫
I
h′′2 dt < ∞, ∫
I
h2 dt < ∞ and h ∈ AC1(I ), then limt→∞ h =
limt→∞ h′ = 0.
Therefore the inequality (21) is valid for h ∈ AC1((−1,1)) satisfying the integral conditions (6) with no limit
conditions for 0 < a < b a
√
3 and the limit condition hh′(0) 0 for b > a
√
3.
This result shows that the inequality (21) considered in [10] with classical HLP inequality for b = a√3 can be
obtained as a special case from our inequality derived for more general weights. These inequalities, but with different
constant weights, can be also obtained in [2].
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