I. INTRODUCTION
Driver's drowsiness causes each year a large number of road traffic accidents. Statistics show that 10% to 20 % of accidents overall road traffic are due to the decrease level of driver's alertness [1] .
The hypovigilance reduce the capacity to react, judge and analyze information and it is often caused by fatigue and/or drowsiness. However fatigue and drowsiness are different. The first one refers to a cumulative process producing difficulty to pay attention while the second one concerns the inability to stay awake. Therefore, it is important to monitor driver's vigilance level and issue an alarm when he is not paying attention.
Monitoring driver's responses are approached by a lot of methods, sensing physiological characteristics, driver operations, or vehicle response. These methods work well and give good indicators of vigilance state.
Recently, we can find detection systems using vehicle embedded cameras [2] . These systems analyze visual cues generated by the drowsiness such as eye blinking, the driver's gaze or positioning of the driver's head [3] because the decline of the head could be a good indicator of drowsiness.
This paper investigates the ability of Gabor representation and Support Vector Machine for visual features extraction and captures the important information by discriminatory method for face detection task. The idea is to decompose a face image into different spatial frequencies (scales) and orientations where salient discriminant features may appear. 1 Manuscript received October 15, 2012; revised December 22, 2012. Dimensionality reduction is adopted by PCA technique to create low dimensional features vectors for more convenient processing. SVM is used to extract relevant information from this low dimensional training data in order to construct a robust specific classifier. This method has been tested on two available AT&T (ORL) and (PIE) Databases of human faces. The statistical evaluation is presented for two different databases using both SVM's kernels namely linear and Gaussian kernels, implemented separately in order to detect the presence of a face or not.
A. Proposed Algorithm
The use of non-intrusive drowsiness detection methods requires several processing modules. In the proposed approach a first step of extracting essential features of the face detection is performed by applying the Gabor's representation on the image database. The advantage of this representation is that it allows us better spatialfrequency features localization. For the separation of features obtained by the Gabor filter bank, we use an SVM classifier.
Dimensionality reduction is applied using PCA to create low dimensional features vectors for more convenient processing. For the separation of the reduced features obtained by Gabor filter bank, we use an SVM classifier. The classification will be followed by a dynamic neural network module (TDNN). This phase of decision takes into account the dynamics of yawning and blinking. The structure of this algorithm is illustrated in " Fig. 1 ". 
B. Feature Extraction
The features extraction step consists in transforming the input raw data into meaningful information. Thus, we obtain a reduction of the decision space which may accelerate the processing time. The Gabor filters provide a simultaneous representation in spatial and frequency domain. This representation is an optimal tool used for the purpose of local features extraction. It is efficient because it produces the same operating principle of simple cells in visual cortex of the mammal's brain and also properties in multi-directions, optimal for measuring local spatial frequencies. Based on these advantages, the Gabor representation is widely used in applications of image analysis and applications of face recognition [4] , [5] and extraction of features such as facial expressions.
The family of complex Gabor wavelets could be represented as follows:
where  is the standard deviation of Gaussian kernel ,  and  define the orientation and scale of Gabor filter kernels and wave vector , k  can be represented as: 
We applied the Gabor filters bank with eight orientations and five central frequencies 
C. Dimentionality Reduction
Principal component analysis is applied for the dimensionality reduction task, knowing that the features vector obtained from the application of the Gabor representation resides in high dimensional space and learning in high dimensional space in not efficient since number of training examples cannot match the dimensionality to attain a good level of performance from a viewpoint of computation time. Therefore, our aim is to identify the lower dimensional subspace that spans the high-dimensional feature space and containing mainly the most useful information. Dimensionality reduction can be achieved by projection the high dimensional image into a lower dimensional image using projection basis which is optimal in mean-squared error sense. Principal component analysis (PCA) is a decorrelation technique to derive the desired orthonormal projection basis from high-dimensional data. Orthonormal projection basis is derived from finding the eigenvectors of the covariance matrix that captures the important features with expressive information.
D. Support vector Machine
Support vector machines (SVM's) are a very popular method for binary classification. The support vector classifier chooses one particular solution, the classifier which separates the classes with maximal margin.
SVM's has many advantages. A unique global optimum for its parameters can be found using standard optimization software. Nonlinear boundaries can be found without much extra computational effort.
Mathematically, this is an optimization problem that seeks to find a linear classifier   
where K is a specific kernel.
An RBF kernel is given by Experimental results reported in this document use publicly available SVM library known as LIBSVM [7] . In this work, we use two kernel function, linear and RBF kernels, for evaluation in order to get the best classification of training data for face detection task. 
E. PIE Database
The CMU pose, illumination and expressions dataset, namely PIE database of human faces was collected between October and December 2000, it contains 41 368 images of 68 peoples. Each person's image is captured under 13 different poses, 43 different illumination conditions and with 4 several different expressions such neutral expression, to smile, to blink and talk. These particular expressions are supposed to be the four most common «expressions» in normal life. 
F. ORL Database
The ORL database contains a set of face images, commonly used in the context of face recognition. This database contains various images of 40 distinct subjects, taken under different conditions, changes in lighting and facial expressions (eyes open / closed, smiling / not smiling), with presence or absence of particular features (glasses / no glasses ). These images are captured with a dark homogeneous background and ten different poses for each individual. The results are presented as statistical measure such True Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN) and F-score for a final evaluation, see Table I .
Our system for driver's face detection part is evaluated with both SVM's Kernels for two datasets, we use 100 face images for each datasets for training and testing part, for ORL-database this system provides success accuracy rate of 91,34% with an SVM's Gaussian kernel and 89,94% with a linear kernel. On PIE-dataset it yields 93, 07% with a Gaussian kernel and 91, 96% with linear kernel. The PIE-database is more challenging than AT&T dataset and gives better classification results for face detection task, because of larger lighting variations due to non-uniform illumination source. These conditions are nearer to the real world's conditions.
III. CONCLUSION
Face detection is a preliminary step in car driver drowsiness monitoring. In this work, we presented the potential of Gabor representation with Support Vector Machines for face detection task. The application of the
