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“Our knowledge can only be finite, while our ignorance must
necessarily be infinite.”
- Karl Popper

Abstract
Context: Software systems often exist in many variants to support varying
stakeholder requirements, such as specific market segments or hardware con-
straints. Systems with many variants (a.k.a. variant-rich systems) are highly
complex due to the variability introduced to support customization. As such,
assuring the quality of these systems is also challenging since traditional single-
system analysis techniques do not scale when applied. To tackle this complexity,
several variability-aware analysis techniques have been conceived in the last two
decades to assure the quality of a branch of variant-rich systems called software
product lines. Unfortunately, these techniques find little application in practice
since many organizations do not use product-line engineering techniques, but
instead rely on low-maturity clone&own strategies to manage their software
variants. For instance, to perform an analysis that checks that all possible vari-
ants that can be configured by customers (or vendors) in a car personalization
system conform to specified performance requirements, an organization needs
to explicitly model system variability. However, in low-maturity variant-rich
systems, this and similar kinds of analyses are challenging to perform due to
(i) immature architectures that do not systematically account for variability,
(ii) redundancy that is not exploited to reduce analysis effort, and (iii) missing
essential meta-information, such as relationships between features and their
implementation in source code.
Objective: The overarching goal of the PhD is to facilitate quality assurance in
low-maturity variant-rich systems. Consequently, in the first part of the PhD
(comprising this thesis) we focus on gaining a better understanding of quality
assurance needs in such systems and of their properties.
Method: Our objectives are met by means of (i) knowledge-seeking research
through case studies of open-source systems as well as surveys and interviews
with practitioners; and (ii) solution-seeking research through the implementa-
tion and systematic evaluation of a recommender system that supports recording
the information necessary for quality assurance in low-maturity variant-rich
systems. With the former, we investigate, among other things, industrial needs
and practices for analyzing variant-rich systems; and with the latter, we seek to
understand how to obtain information necessary to leverage variability-aware
analyses.
Results: Four main results emerge from this thesis: first, we present the state-
of-practice in assuring the quality of variant-rich systems, second, we present
our empirical understanding of features and their characteristics, including
information sources for locating them; third, we present our understanding
of how best developers’ proactive feature location activities can be supported
during development; and lastly, we present our understanding of how features
are used in the code of non-modular variant-rich systems, taking the case of
feature scattering in the Linux kernel.
Future work: In the second part of the PhD, we will focus on processes for
adapting variability-aware analyses to low-maturity variant-rich systems.
Keywords
Variant-rich Systems, Quality Assurance, Low Maturity Software Systems,
Recommender System
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Chapter 1
Introduction
Software often needs to be customized to address varying stakeholder require-
ments, such as specific market segments or hardware constraints. To achieve
this, organizations create variants of their systems, resulting in a portfolio of
software variants that need to be maintained. Each variant in the portfolio
is distinguished by the set of features comprising it. Developers commonly
use features to communicate and manage functional and quality aspects of
their software as well as to reuse and adapt existing variants to new require-
ments [1,2]. In practice, variant-rich systems are of varying maturity levels with
regard to how they are engineered and managed; from ad hoc clone&own to
integrated configurable systems.
Variant-rich systems pervade and greatly enhance modern life; as such,
customers demand high quality for these systems as well as they do for software
products resulting from traditional single-system development. However, the
complexity of variant-rich systems demands quality assurance techniques that
take into account variability. Thus, over the last decades, hundreds of dedicated
variability-aware analysis techniques [3, 4] have been conceived, many of which
are able to analyze system properties for all possible variants, as opposed to
traditional, single-system analyses. Unfortunately, these techniques target well
established integrated platforms (right side of Figure 1.1) that have variability
concepts, such as feature models and feature-to-asset traceability, implemented
and formally specified. Yet, many industrial variant-rich systems are still
immature [5, 6] and can hardly use these analysis techniques. Hence, to
facilitate their adoption, different challenges need to be addressed; for instance,
features comprising different variants need to be explicitly documented and
traced to software assets that implement them.
Figure 1.1 illustrates two contrasting approaches to engineering and man-
aging variants of a system. The first and most commonly used is called
clone&own (left side of Figure 1.1) in which developers clone an existing project
and adapt it to new requirements to create a new variant. This method is
convenient and requires little upfront investment, hence its wide adoption in
industry [5,6]. However, ad hoc clone&own imposes significant maintenance
overheads as the number of variants grows; for instance, when fixing bugs
in multiple variants. The second and most mature approach is to use a con-
figurable and integrated platform (right side of Figure 1.1) that uses software
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ad hoc clone & own                         product-line engineering
project 1
project 2
integrated platform
(shared reusable assets)
No features
No consistency
Redundancy
Missing meta information 
(traceability)
Variability model
Configuration
Features
Traceability
project 3
Figure 1.1: Ad hoc clone&own strategy vs configurable and integrated platform
strategy
product line engineering (SPLE) [1,7,8] methods to engineer and automatically
derive variants. With this approach, rather than independently developing
variants, reusable assets are engineered and configured to generate desired
variants based on selected features. Examples of variant-rich systems developed
using the product-line approach include highly configurable systems, such as
the Linux kernel and software product lines found in the avionics, automotive,
industrial automation, and telecommunications domains. While this approach
offers several advantages over clone&own, such as better product quality and
faster time to market, it is difficult to adopt in practice, because, firstly, it may
be difficult for an organization to foresee market needs a priori, and secondly,
it requires a substantial upfront investment for the organization to make its
code-base configurable and implement variability concepts such as feature
modeling [2] and asset-to-feature traceability. Thus, most organizations begin
with clone&own and later migrate gradually to a configurable platform, albeit
the migration is costly and risky [9–11].
The overarching goal of the PhD is to facilitate variability-aware quality
assurance in low-maturity variant-rich systems. To work towards this goal,
in this thesis we aim to gain a better understanding of variability-aware
analysis in low-maturity variant-rich systems. To that effect, we conduct three
knowledge seeking studies and one solution-seeking study, whose contributions
are summarized in Figure 1.2. As a first step, we investigate the state-of-practice
w.r.t analysis of variant-rich systems, using the following research question:
3Goal: understanding variability-aware 
analysis in low-maturity variant-rich systems
empirical evidence for industrial 
analysis practices (Paper A)
empirical understanding of 
features and their usage in 
code (Paper B,D)
understanding of how best to 
support developer’s proactive 
feature location activities (Paper C)
provide increase 
improve 
improve 
Figure 1.2: Summary of paper contributions to achieving the aim of the thesis
RQ1: What are industrial practices for assuring the quality of variant-rich
systems and what properties are assured? (Paper A)
As stated above, several variability-aware analysis techniques have been
proposed over the last two decades. We seek to understand whether these
techniques are adopted in practice, whether they address actual needs, and
what strategies practitioners actually apply to analyze variant-rich systems.
The results of this investigation are reported in Paper A and form the basis for
corresponding research questions.
Our findings from RQ1 reveal that many organizations still need more
systematic and explicit variability management to be able to apply state-of-
the-art variability-aware analysis techniques. Furthermore, features play a
pivotal role in variability-aware analysis since they are commonly used to
communicate and manage both common and variable functionalities of variant-
rich systems: For instance, activities such as change-impact analysis, selection
of test cases targeting specific features, and tracing failed test cases to affected
variants or features, all require explicit feature documentation. In a variant-
rich system, maintenance tasks, such as bug fixing, that may be easier to
perform in single systems, are complicated on account of variability and require
analysis techniques that can, for instance, indicate to a developer which feature
combinations or variants are affected by a specific bug. Yet, in low-maturity
variant-rich systems, this information necessary for analysis is missing; features
and their locations in source code assets are poorly documented and developers
often recover them retroactively— a.k.a., feature location— when faced with
maintenance tasks such as bug fixing (see Section 1.1.3). In fact, feature location
is considered one of the most common activities of software developers [12–15].
Hence, in our second and third research questions, we look into providing this
missing information, mainly features and their locations. We formulate the
second research question as:
RQ2: What information sources are useful for recovering and locating features
and their characteristics–feature facets? (Paper B)
With RQ2, we seek an empirical understanding of features and how to
recover them from source-code assets. Several automated techniques have
been proposed to recover features and their locations [15–17]. However, these
techniques generally exhibit low accuracy, need substantial effort to suit specific
projects, and often only exploit a single source of information, such as execution
traces or code comments. Moreover, recovering feature characteristics (hence-
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forth referred to as facets), such as rationale or architectural responsibility of a
feature, is even more difficult, since their corresponding information sources
are largely unknown and developers may have varying understanding of these
facets. Hence, in Paper B we seek an empirical understanding of information
sources we can utilize to locate features and their facets, and strategies to
exploit these information sources. This knowledge can prove useful for improv-
ing automated feature location techniques and consequently variability-aware
analysis techniques.
Furthermore, considering the inaccuracy of automated feature location
techniques and inefficiency of retroactive manual feature location [18,19], we
seek to understand how best developer’s feature location activities can be
supported during development. To that effect, we formulate the following
research question:
RQ3: How best can developers’ feature location activities be pro-actively sup-
ported during development? (Paper C)
Given that retroactive manual feature location recovery has been shown to be
effort-heavy even for small systems ranging from 2k to 73k LOC [18], and that
automated techniques are unreliable in practice, an alternative approach [20,21]
has been proposed that allows developers to actively record feature locations
within software assets by annotating them with feature names. Particularly,
the technique by Ji et al. [20] was shown, in a simulation study [20], to have
low maintenance effort, and that the benefits of annotating assets outweigh
the costs thereof, especially for variant-rich systems with many cloned variants.
However, for very large systems, even this approach can potentially overwhelm
developers, leading them to sometimes forget to annotate assets. Thus, in Paper
C, we seek to understand how best developers can be supported in feature
location activities by means of embedded annotations and a recommender
system.
Lastly, considering that many variant-rich systems use non-modular mecha-
nisms, such as preprocessor directives (e.g., #ifdef), to implement variability in
source code, we seek to understand how features are used in such systems. In
particular, we focus on one instance of variability-aware analysis of the source
code that measures how feature code is spread across the code base— a.k.a.,
feature scattering. Consequently, we formulate the following research question:
RQ4: How does feature scattering evolve and what are practices and circum-
stances leading to it? (Paper D)
Scattered features significantly increase system maintenance efforts [1, 22],
since they hinder program comprehension, can lead to ripple effects and require
frequent developer synchronization, which challenges parallel development.
By understanding how features are used in code w.r.t. scattering, our study
presented in Paper D aims to play a role in creating a widely accepted set
of practices to govern feature scattering and eventually serve as a guide to
practitioners–for instance, in identifying implementation decay [23], and assess-
ing the maintainability of a system [24].
We proceed by discussing the background on maturity of variant-rich
systems, quality assurance and feature traceability in Section 1.1, followed by
the methodology in Section 1.2. We summarize the four papers comprising this
thesis in Section 1.3. We then discuss our main findings in Section 1.4, threats
to validity in Section 1.5, and present the conclusion in Section 1.6 and future
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work in Section 1.7 .
1.1 Background
In this section we briefly introduce concepts of quality assurance for variant-rich
systems, maturity levels, feature location and traceability, as well as machine
learning.
1.1.1 Quality Assurance for Variant-rich Systems
Software quality assurance is a broad term that refers to a set of validation
and verification activities carried out during the software engineering process
to ensure that the resulting software products meet and comply with the
quality standards of an organization [25]. Quality assurance activities target
both software products and their related artifacts such as documentation for
requirements, configuration, design, and tests [26]. Quality properties assured
may include performance, security, maintainability, reliability, and consistency,
depending on an organization’s priorities, while methods of quality assurance
range from dynamic analyses such as testing [25] to static analysis such as
manual code inspections [27].
Nowadays, most software systems are large and complex, consisting of
millions of lines of code. This complexity is even greater in variant-rich
systems, since organizations do not only work with one but several variants.
Consequently, quality assurance for variant-rich systems demands analysis
techniques that account for their variability; for instance, that all possible
variants that can be configured by customers (or vendors) conform to specified
performance requirements. To this end, several such variability-aware analyses
[3, 28,29] have been conceived in the past few decades.
In general, variability-aware analyses for variant-rich systems target four
main aspects of their general architecture: Figure 1.3 illustrates this architecture
together with categories of typical quality properties that can be assured. The
features distinguishing the variants of the system are declared in a feature
specification— a.k.a., variability model (here a feature model [2, 30], but could
also be a textual configuration or properties file). The feature specification may
also describe relationships between the features, for instance, here, selecting
feature ACPI requires that PCI and PM are also selected. For a configurable
variant-rich system, the code base is mapped to the feature specification by
means of configuration mechanisms (here, preprocessor directives, e.g., #ifdef)
that determine which parts of the code base constitute a given variant based
on the selected set of features. However, recall that for an organization using
clone&own, variants are not realized through configuration mechanisms but
through version-control techniques such as forking and branching.
With this overall architecture, quality properties to assure for variant-rich
systems relate to:
General system properties for the whole system and its variants.
Similar to traditional single systems, all possible variants of a system must
comply with set quality criteria for properties such as behavioral correctness,
security, reliability, safety and performance. These qualities can be assured
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through dynamic analyses such as testing [4,31,32] or static analysis such as
model checking [33] and deductive verification [34]. Even though, traditional
single-system analysis techniques may be used on individual variants (e.g.,
for optimization) when the system is configured by the system vendor, these
analyses are not sufficient to detect errors that pertain to all possible variants
(in a configurable variant-rich system), especially when customers configure
it (e.g., a customer selecting features for their car). Thüm et al. [3] present a
survey of a class of static analyses, called variability-aware analyses, that target
variant-rich systems typically by lifting single-system analyses. These analyses
can assure properties such as type-safety [35], performance [36], or absence of
unwanted feature interactions [37, 38] for the whole system, individual variants
or features.
The feature specification. Used to describe both the common and variable
features of a system as well as relationships among them, a feature specification
can be informal (e.g., a listing of features in a spreadsheet) or formal (e.g.,
a feature model [2]). A vast amount of analyses have been proposed in the
literature for formal feature specifications, especially feature models; Benavides
et al. [29] present a survey of over 30 such analyses targeting feature models.
These analyses can check, for instance, that the specification is satisfiable (i.e.,
at least one valid variant exists given the feature dependencies and constraints),
or that any given variant satisfies feature constraints (i.e., a variant does not
contain invalid combinations e.g., a car should either be manual or automatic
transmission but not both). Our study in Paper A is complementary to
Benavides et al.’s survey, since we match these analyses to industrial needs.
The code base. Source code exhibits several structural properties [39, 40]
that can be assured. Such properties include, for instance, scattering degrees
of features (to what extent a feature’s implementation is spread across the
code base), coding standards, layout/style guides, and deep nesting of condi-
tional statements such as if statements or preprocessor macros such as #ifdef.
These properties, if not quality-assured, have potential to hinder program com-
prehension and challenge parallel development, thus, substantially increasing
maintenance efforts. Our study presented in Paper D investigates one of these
properties— feature scattering— to provide insights on circumstances leading
to it and developer practices for coping with it.
The mapping. To prevent inconsistencies between the feature specification
and implementation artifacts, several consistency-related analyses [41, 42] have
been proposed. Consistency checks include, for instance, that the feature
specification is consistent with the code (e.g., that all features have related
code or vice versa); that constraints in the source code are consistent with
feature constraints (e.g., that there is no dead code [43]); or that the feature
specification is consistent with requirements. Some of the proposed analysis
techniques use SAT solvers to check for consistency, while a few others rely on
model checking [44] and theorem proving [45]. However, due to lack of formal
specifications for some artifacts, e.g., requirements, manual inspections are also
widely used.
Unlike Thüm et al’s [3] and Benavides et al.’s [29] surveys, which identify
the state-of-the art, our study presented in Paper A investigates the state-
of-practice— offering insights about the adoption and potential challenges
when using existing variability-aware analyses for the above four aspects of
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void __init
init_IRQ(void)
{
#ifdef CONFIG_ACPI
acpi_boot_ini();
#endif
ia64_register_ipi();
register_percpu_
irq(...);
1
consistency properties
code properties 
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ACPI → PCI ∧ PM
general system properties
feature specification codebase
Figure 1.3: Architecture of a configurable variant-rich system and categories of
typical properties to assure
variant-rich systems.
The above analysis techniques presuppose the existence of formally specified
features, configurable source-code, and established traceability links between
features and implementation artifacts. Yet, most variant-rich systems are
developed using ad hoc clone&own, with poorly documented features.
1.1.2 Maturity of Variant-rich Systems
Variant-rich systems are portfolios (or families) of related software products
targeting different market segments or requirements. On account of how
variability is managed and how products are derived, variant-rich systems differ
in maturity; from less mature systems using ad hoc clone&own to mature ones
using software product-line engineering methods to engineer and derive variants.
Despite the benefits of the product-line approach, often, a ‘big bang’ transition
from clone&own to a configurable platform is perceived costly and risky [9–11].
Hence, incremental migration is more desirable. Antkiewicz et al. [46] propose
six governance levels, illustrated in Figure 1.4, that would allow an organization
to make such a transition in a minimally invasive way. Moreover, these levels
are also indicative of the maturity of a variant-rich system since advancing from
one level to the next is considered an incremental realization of a configurable
platform with incremental benefits and investment. At level 0, the organization
uses ad hoc clone&own with no notion of features or reuse; only a single variant
is derived from each project. At level 1, clone&own is used with provenance;
development teams record provenance information about original projects
and per cloned asset, e.g., that assetB is a cloneOf assetA. This information
facilitates change propagation and bug fixes among cloned assets. At level 2,
clone&own is used with features; teams declare features and map them to assets
that implement them— a.k.a asset-to-feature traceability. The use of features
provides for functional decomposition of projects and reasoning about their
co-evolution. At level 3, the organization uses clone&own with configuration in
which case teams can introduce constraints among features to exclude invalid
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L6: fully integrated platform
L5: platform with cloning
L4: cloning with variability model
L3: cloning with configuration
L2: cloning with features
L1: cloning with provenance
L0: ad hoc clone & own (no features 
or reuse)
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e 
in
 m
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ur
ity
Figure 1.4: Maturity levels of variant-rich systems [46]
combinations as well as disable or enable specific features for individual projects
and derive variants based on selected subset of features. This level minimizes
cloning while maximizing reuse potential. At level 4, clone&own is used with
a central feature model that teams use as a reference point for creating new
projects and propagating changes, while taking into account feature constraints.
At level 5 the organization uses product-line engineering with a platform to
configure and derive new variants but at the same time supports merging
of existing cloned projects into the platform. Existing projects are used to
harvest features that may be integrated into the platform. Lastly, at level
6, the organization uses a fully integrated platform from which variants are
automatically derived. Level 6 is a superset of all the previous levels and is the
target of many quality assurance techniques for variant-rich systems.
1.1.3 Feature Location and Traceability in Low-Maturity
Variant-Rich Systems
Developers commonly use features to define, manage, and communicate func-
tionalities of a system. Unfortunately, the locations of features in code and
other characteristics of features (a.k.a., facets), relevant for evolution and
maintenance, are often poorly documented. When a system evolves over time,
the knowledge about features, their facets, and their locations often fades and
has to be recovered— an activity known as feature location. In fact, feature
location is considered one of the most common activities of developers [12–15].
Owing to poor documentation, developers recover features retroactively
when need arises; for instance, during a maintenance task such as bug fixing or
when integrating clones. Manual feature location [12,47] is time consuming,
takes substantial effort, and has been empirically demonstrated [12] to be
inefficient even for small systems with sizes ranging from 2k–73k lines of code .
To this end, several studies have been conducted, applying different techniques
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to automatically retrieve feature locations. Rubin et al. [15] present a survey
of 24 automated feature location techniques whose underlying methods include
formal concept analysis [48], latent semantic indexing [49], term frequency–
inverse document frequency (tf-idf), and hyper-link induced topic search (HITS)
[50]. In general, these techniques exhibit low accuracy when used in practice,
and often exploit only one source of information such as code comments or
execution traces. Our study presented in Paper B aims to improve feature
location and recovery techniques by providing an empirical understanding of
information sources we can utilize for these purposes, strategies to exploit these
information sources, and the facets of features.
Organizations can establish traceability between features and their cor-
responding software assets in either of two ways: either they record feature
traceability information during the development of the features (the eager
strategy), or they retroactively recover such information when needed (the lazy
strategy) [20]. In the former, developers record feature traces actively while
memory of such information is still fresh (e.g., when performing tasks related to
a feature or shortly after), while in the latter, developers retroactively recover
feature locations by reading through the code or applying automated tech-
niques. As indicated above, the lazy strategy is inefficient or inaccurate whether
done manually or automatically. When using the eager strategy, organizations
can either store traceability information externally, e.g., in a database, or
internally together with the assets. Using external storage is challenging [51]
since it requires a universal way of addressing locations and also relies on tools
(such as FEAT [22]) to alleviate the burden of constantly updating the feature
locations as the code base evolves. On the other hand, using internal storage
requires a mechanism for embedding [20,21] and a mechanism for extracting
and visualizing [52] the traceability information inside the software assets.
In Paper C, we present a study in which we seek to understand how best
to support developer’s traceability efforts, using the embedded annotation
technique proposed by Ji et al. [20]. Figure 1.5 illustrates this technique
using code examples from our implementation of FeaTracer — our FEAture
TRACEability Recommender system. The annotation technique comprises
i) a textual feature model (feature specification) giving a hierarchical list
of all features; with indentation indicating hierarchy (part 1); ii) textual
mapping files that annotate files (part 4) and folders (part 5) and are put
into the folder hierarchy of a project (part 2); and iii) fragment (block) or
line-level feature annotations that are put as comments into source code,
irrespective of the programming language (part 5). Using this annotation
system, the developer is able to trace the locations of features, which can later
be useful for several maintenance tasks such as bug fixing, refactoring or even
integration of clones. Furthermore, these annotations can be exploited by tools,
such as FeatureDashboard [52], to provide several code and feature metrics
relevant for maintenance and quality assurance. Some of these metrics include
scattering degree (extent to which a feature’s implementation is spread across
the code base), tangling degree (extent to which a feature’s implementation is
mixed with implementation of other features) of features, and nesting depth of
annotations [53]. Documenting features and their locations immediately and
continuously during development benefits from the developers’ fresh knowledge
and using the embedded annotation approach provides that annotations co-
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Figure 1.5: Embedded feature annotations
evolve with assets, for instance, when assets are cloned or moved to different
locations within the project [20]. However, despite being cheap and robust, this
approach requires developers to annotate assets continuously and that they do
not forget too many annotations [20]. Moreover, for large systems, developers
may get overwhelmed and tend to forget to annotate their source code. To
understand how best developers can be supported to trace features during
develpment, we implemented and systematically evaluated a recommender
system (FeaTracer) that catches cases when annotations are missed during
commit revisions, and reminds developers to annotate by suggesting the missed
feature locations. FeaTracer uses state-of-art machine learning algorithms to
analyze commit change-sets and make recommendations. In this case, each asset
can be mapped to multiple features, hence, the machine learning classification
algorithms we apply are capable of multi-label learning.
1.1.4 Recommender Systems and Multi-label Classifica-
tion
Recommendation systems are widely used in several domains such as e-
commerce and entertainment to suggest, for instance, items to purchase or
movies to rent; but also in the field of software engineering [54, 55], they
are used for tasks such as suggesting bug-fixes, code snippets, and associated
requirements. Underlying these systems are machine learning algorithms that
either predict continuous (regression) or discrete (classification) values. The
algorithms can either be supervised (i.e., need training examples to predict new
instances) or un-supervised (i.e., use clustering). For supervised machine learn-
ing, a training dataset consists of example instances with their characteristics
(a.k.a features, metrics, or attributes) mapped to target classification labels
or regression values. In our study (Paper D), we use classification algorithms:
the instances to be classified are source-code assets such as folders, files, code
fragments, and lines of code, and their target class-labels are the software
features that they implement. For instance, in Figure 1.5, files ProjectData.java
and ProjectReader.java are both mapped to feature ProjectReader. Hence
in a training dataset consisting of files as training examples, the target class
labels for both file-instances would be ProjectReader. Similarly, a training
dataset with code fragments as instances would have the block of code, line
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Table 1.1: Example dataset with four attributes and three labels
CSM SLD NEA COMM server client bubbleGraph
E1 0.5678 0.5 4 5 1 0 1
E2 0.2346 1 2 4 1 0 0
E3 0.9678 0.6 4 8 0 1 0
... ... ... ... ... ... ... ...
En 0.452 0.354 2 5 ? ? ?
last three columns are the labels (software features mapped to instances)
349 to 354 in file ProjectReader.java, mapped to target label Statistics. These
instances exhibit several characteristics (classification metrics) which are used
by the learning algorithms to predict a feature location for an asset that is
not annotated. Examples of these metrics include the cosine similarity of the
text within each asset, and the structural location distance between assets
of the same feature. Intuitively, the set of metric values (a.k.a feature vector
in machine learning terminology) for each unlabeled asset instance is used as
input to the learning algorithm to predict the set of software features (class
labels) that the asset should be annotated with, based on patterns learned
from the metric values of the training examples previously presented to the
learning algorithm.
Thus, formally, in supervised machine learning, a classification task involves
learning from examples associated with one or more labels and later making
predictions of labels for unknown instances. Let D be a multilabel dataset
(MLD) composed of N examples Ei = (xi, Yi), i = 1..N . Each example Ei is
associated with a feature vector xi = (xi1, xi2, ..., xiM ) described by M features
(metrics) Xj , j = 1..M , and a subset of labels Yi ⊆ L, where L = {y1, y2, ...yq}
is the set of q labels. Table 1.1 presents an example MLD with labels from
one of our subject systems studied in Paper C— Clafer Web tools; with the
feature vector x = (CSM,SLD,NEA,COMM) and the set of labels L =
{server, client, bubbleGraph}. Here, each learning example (Ei) could be a
folder, file, fragment, or line of code, depending on the chosen abstraction level
of the dataset. Example E1 has for its feature vector x1 = (0.5678, 0.5, 4, 5)
and its labelset Y1 = {server, bubbleGraph}. In this scenario, the multi-label
classification task comprises generating a classifier H which, given an unseen
instance E = (x, ?) (c.f, En in Table 1.1), is capable of accurately predicting
its subset of labels Y , i.e., H(E)→ Y . The classification task is called binary
if the output is YES/NO, multi-class, if, from the set of labels L, only one
can be associated with the unseen instance (i.e., |Y | = 1), and multi-label if
|Y | ≥ 1. Multi-label learning finds its application in several domains, such as
text mining [56], protein analysis [57], and media classification through pattern
recognition [58].
There are two approaches to accomplishing a Multi-label classification
task: problem transformation and algorithm adaptation. The former works
by producing, from a MLD, a group of datasets that can be processed with
traditional single-label classifiers, while the latter aims to extend existing algo-
rithms to handle multi-label classification problems [59]. Examples of problem
transformation approaches include Binary Relevance and Label Powerset, while
Instance-based Logistic Regression and Multi-label k-Nearest Neighbors are
some examples of learning algorithms adapted for multi-label problems. Our
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study uses classifiers from both approaches.
For any given unknown instance, a multi-label classifier outputs either i)
a bipartition of relevance for each label (i.e. TRUE for relevant and FALSE
for not relevant), or ii) a ranking of labels according to their relevance for the
instance, or iii) both. All the classifiers used in our study are capable of giving
both outputs.
1.2 Methodology
In this section we detail the methodology we used to address the research
questions formulated for this thesis.
As stated above, the overarching goal of this thesis is to better understand
variability-aware analysis in low-maturity variant-rich systems. To accomplish
this, we worked in close collaboration with industry to gain insights into state-
of-practice, challenges and needs, and also engineered solutions meeting our
objectives.
For Paper A, we conducted an empirical assessment of the needs and
practices for assuring variant-rich systems— highly configurable systems in
particular. We combined a survey with 27 employees of companies from
8 countries with in-depth interviews of 15 of the survey participants. The
company sizes ranged from less than ten to over 200 employees working on
highly configurable systems ranging from less than 25,000 lines of code to over
one million lines of code, containing between ten to over 10,000 features. Our
study design relied on categorizing analysis techniques from the literature and
identifying properties analyzed by them (c.f Figure 1.3); we used these to elicit
the need for and the criticality of analyzing the properties. We also elicited
industrial practices. Since it is intrinsically difficult to objectively understand
the real practices and map them to the state of research, we triangulated
results from the survey and interviews, steering the latter based on the survey
responses, and carefully analyzing the results iteratively.
For Paper B we aimed at understanding what information sources are
available and suitable for recovering feature locations and facets. To address
this, we conducted an exploratory study on two open-source systems: Marlin, a
variability-rich 3D printer firmware, and Bitcoin-wallet, an Android application
for bitcoins, both of which comprise several information sources and variability
mechanisms.
For Paper C we aimed at understanding how best to support developers
in tracing feature locations during development using a recommender sys-
tem— FeaTracer. To this end we followed the design science approach [60]
to design, develop and validate FeaTracer through several internal iterations.
We evaluated several multi-label classification algorithms and metrics through
different experiments and configurations using five open-source systems with
feature-annotated source code. The five systems comprised the four clones of
Clafer Web tools [61] (ClaferMooVisualizer, ClaferConfigurator, ClaferIDE,
and CommonPlatformUITools) and Marlin1 3D-printer firmware. Even though
Marlin uses only variability annotations (i.e., preprocessor directives that wrap
only optional features) and not the embedded feature annotation approach
1http://marlinfw.org
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that traces all features whether mandatory or optional (see Section 1.1.3), still,
our study leading to Paper B revealed that Marlin’s development process is
mostly feature-oriented and that the majority of its features is optional, hence
developers wrap them with preprocessor macros. Thus, in the absence of more
systems using the embedded annotation approach, we considered Marlin to be
a suitable subject system to evaluate FeaTracer.
For Paper D we aimed at understanding how features are used in non-
modular variant-rich systems. Particularly, we focused on understanding what
circumstances lead to feature scattering and how developers cope with it. For
this we conducted a case study of the Linux kernel— one of the longest-lived
highly configurable systems with over 13,000 features and over 10 millions
SLOC. We first conducted a longitudinal analysis of the source code covering
almost eights years of evolution of the kernel to investigate trends of feature
scattering (from version 2.6.12 to 3.9). We then complemented this analysis
with a survey involving 74 kernel developers and maintainers, and interviews
with 9 of them. The survey and interviews were focused on understanding
developer practices, circumstances, and perceptions of feature scattering.
1.3 Summary of Papers
We now present a summary of each of the papers comprising this thesis by
briefly stating its aim and contributions.
1.3.1 Paper A
To address varying stakeholder requirements, organizations often create sev-
eral variants of their systems. These variants are either realized through the
clone&own approach or by means of a configurable platform. The latter con-
stitutes a group of variant-rich systems that are highly configurable, such as
software product lines [62,63] and personalization-capable systems— especially
in the automotive, avionics, telecommunication or power-electronics domain.
Highly configurable systems are complex pieces of software that exhibit thou-
sands of configuration options (features), leading to almost infinite configuration
spaces (possible number of variants). One such example is the Linux kernel [64]
boasting of around 15,000 configuration options, supporting different hardware
architectures, software features or runtime environments ranging from Android
phones to large supercomputer clusters. Thus, engineering highly configurable
systems is challenging due to variability— the number of configurations and
system variants grows exponentially with the number of configuration options.
Over the last decades, many development techniques for highly configurable
systems have been conceived, mainly in the field of product line engineering.
While its development concepts have been well adopted in industrial practice—
consider the product line hall of fame (splc.net/hall-of-fame) and case studies
[65, 66]— this is much less clear for product-line analysis techniques. However,
hundreds of dedicated analysis techniques have been conceived, many of which
are able to analyze system properties for all possible system variants, as
opposed to traditional, single-system analyses. Unfortunately, it is largely
unknown whether these techniques are adopted in practice, whether they
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address actual needs, or what strategies practitioners actually apply to analyze
highly configurable systems.
We present a study of analysis practices and needs in industry. It relied
on a survey with 27 practitioners engineering highly configurable systems and
follow-up interviews with 15 of them, covering 18 different companies from eight
countries. We confirm that typical properties considered in the literature (e.g.,
reliability) are relevant, that consistency between feature specifications and
artifacts is critical, but that the majority of analyses for feature specifications
(a.k.a., variability model analysis) is not perceived as needed. We identified
rather pragmatic analysis strategies, including practices to avoid the need for
analysis. For instance, testing with experience-based sampling is the most
commonly applied strategy, while systematic sampling is rarely applicable. We
discuss analyses that are missing and synthesize our insights into suggestions
for future research.
Our main contributions comprise: (i) empirical data on the needs and
state-of-practice of analyzing configurable systems, (ii) synthesized insights
organized in categories inspired by the architecture of highly configurable
systems (Figure 1.3) and a classification of existing analyses from the literature,
(iii) a discussion of our study results and their implications for researchers and
practitioners, and (iv) a replication package with further study details in an
online appendix [67].
1.3.2 Paper B
Developers commonly use features to define, manage, and communicate func-
tionalities of a system [1,2]. Unfortunately, the locations of features in code and
other characteristics (feature facets), relevant for evolution and maintenance,
are often poorly documented [68]. Since developers change and knowledge
fades with time, such information often needs to be recovered. In fact, fea-
ture location [16,69–72] is one of the most common and expensive activities
in software engineering [12–14,20]. Several automated techniques have been
proposed to recover features and their locations [16,17,71,73]. Unfortunately,
these techniques generally exhibit a low accuracy, need substantial effort (e.g.,
calibration and adaptation for specific projects), and often only exploit a single
source of information, such as execution traces or code comments. Other
feature facets, such as the rationale or architectural responsibility of a feature,
are even more difficult to extract, as corresponding information sources are
largely unknown and developers may have varying understandings of these
facets.
Hence, to improve techniques for feature location and for recovering feature
facets, we need to improve our empirical understanding of features. This
includes knowledge about information sources we can utilize for these purposes,
about strategies to exploit these information sources, and about the facets
of features. Particularly interesting are modern open-source projects that are
developed on software-hosting platforms, such as GitHub and BitBucket, which
provide additional capabilities for maintaining and documenting a project.
Such platforms boast a richness of different information sources (e.g., pull
requests, change logs, release logs, commits, Wikis, issue trackers) from which
such information can be recovered— and that can be present in similar form
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in industrial settings.
However, it is largely unknown from what information sources features,
their locations, and their facets can be recovered. We present an exploratory
study on identifying such information in two popular, variant-rich, and long-
living systems: The 3D-printer firmware Marlin and the Android application
Bitcoin-wallet. Besides the available information sources, we also investigated
the projects’ communities, communications, and development cultures. Our
results show that a multitude of information sources (e.g., commit messages
and pull requests) is helpful to recover features, locations, and facets to different
extents. Pull requests were the most valuable source to recover facets, followed
by commit messages, and the issue tracker. As many of the studied information
sources are, so far, rarely exploited in techniques for recovering features and
their facets, we hope to inspire researchers and tool builders with our results.
Overall, we contribute: (i) an analysis of the development process of the
open-source systems Marlin and Bitcoin-wallet; (ii) a set of consolidated search
patterns to identify and locate features; (iii) empirical data on the facets of the
identified features in both systems; and (iv) an online appendix2 containing
the feature fact sheets, feature models, and annotated code bases.
1.3.3 Paper C
Our study in Paper A showed that one major reason why quality assurance
of low-maturity variant-rich systems is challenging is that essential meta-
information, such as relationships between features and their implementation
in source code, is often missing. To recover this information, developers
carry out an activity called feature location in which they retroactively trace
features to their implementation. Feature location is one of the most common
activities in software engineering [16,69–72]. Unfortunately, it is also a very
expensive activity when performed manually [12–14,20]. Even though several
automated techniques have been proposed to recover features from source
code, feature location remains a challenging problem in software evolution and
maintenance since the proposed techniques are often inaccurate when used in
practice, or demand much effort from developers [16,17,71,73]. We argue that
features are very domain-specific entities; each project uses its own notion, and
developers have a different understanding of features and use them differently
across projects [68]. Hence, to effectively trace them to their implementation,
developers have to record feature-asset traceability information themselves; but
one question remains: how to record this information.
We propose a new technique and tool (FeaTracer) to tackle the feature
location problem, relying on some core ideas: (i) embedded annotations [20,
21] that wrap source-code assets with feature names; these annotations are
easy to apply and known to naturally co-evolve with software assets, thus
reducing maintenance effort [20], (ii) continuous recording of annotations by
developers during development, and (iii) learning from those recordings to
support developers in tracing feature implementation while the knowledge is
still fresh in their minds.
We conducted several experiments aimed at understanding how best FeaTracer can
support developers’ feature location activities through machine-learning-based
2https://bitbucket.org/rhebig/jss2018/
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recommendations. Our study relies on running our prediction experiments on
the revision history of repositories with annotated source code assets. Our
first subject system is a set of four cloned projects, collectively called Clafer-
WebTools [74], whose development history has been simulated [20] by adding
embedded annotations of features at each revision. The four projects are
ClaferMooVisualizer (viz), ClaferIDE (ide), ClaferConfigurator (config), and
ClaferCommonPlatformUITools (tools); the last project being an integration
of the first three. ClaferWebTools is predominantly JavaScript-based. Our sim-
ulation experiments cover 3 years of its development (2012-2014), comprising a
total of 742 commits. However, we only generated datasets for commits with
annotated assets— 351 commits. The second system is Marlin— a 3D printer
firmware exhibiting rich variability through preprocessor annotations. Even
though Marlin does not use embedded annotations that wrap both mandatory
and variable features, but uses preprocessor annotations (e.g., #ifdef) that
wrap only variable features, our study in Paper B found that Marlin’s develop-
ment process and culture is feature oriented and that most of its features are
optional, hence developers wrap them with preprocessor directives. Thus, in
the absence of many systems with embedded annotated assets, we deem Marlin
a suitable candidate for evaluating FeaTracer. In Marlin’s case, we focused only
on boolean features. Our analysis covers 2 years of its development (2011-2012),
comprising 500 commits authored by 36 developers.
To align our evaluation with a real development scenario, we simulated
development by training classifiers on data generated from each nth commit
and made predictions for all assets that were changed in the subsequent
n+1th commit. For instance, we trained using the first commit, and predicted
in the second, then trained in the second commit and made predictions for all
changed assets in the third commit, and so on. The predictions were made
at four different granularity levels (folder, file, fragment (multiple consecutive
lines), and line-level). We then analyzed the performance of the classifiers and
selected the best performing for each granularity level.
Overall, we contribute: (i) a technique and tool called FeaTracer to alleviate
the feature-location problem, (ii) empirical data on what multi-label learning
algorithm and classification metrics best support feature location for what
source code granularity level, and (iii) a replication package with further study
details in an online appendix [67].
1.3.4 Paper D
Scattering of feature code is commonly perceived as an undesirable situation
[75–78]. Scattered features are not implemented in a modular way, but are
spread over the code base, possibly across subsystems. The tangling of scattered
features with different implementation parts can lead to ripple effects and require
frequent developer synchronization, which challenges parallel development.
Scattered features may significantly increase system maintenance efforts [22,79].
Yet, feature scattering is common in practice [39,40,80] as it allows developers to
overcome design limitations when extending a system in unforeseen ways [22]
or when circumventing modularity limitations of programming languages,
which impose a dominant decomposition [81–83]. In other cases, the cost
of modularizing features might be initially prohibitive or simply too difficult
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to be handled in practice [84]. In contrast, feature scattering requires little
upfront investment [79], although maintenance costs may rise as the system
evolves. Many long-lived and large-scale software systems have shown that
it is possible to achieve continuous evolution while accepting some extent of
feature scattering. Examples span different domains, such as operating systems,
databases, and text editors [39,80,85].
Surprisingly, there are no empirical studies investigating feature scattering
in large and long-lived software systems. Such studies are key in creating a
widely accepted set of practices to govern feature scattering and may eventually
contribute to a general scattering theory, which could serve as a guide to
practitioners— for instance, in identifying implementation decay [86], assessing
the maintainability of a system [24], identifying scattering patterns [87] or
setting practical scattering thresholds [80].
To contribute to a deeper understanding of feature scattering and its evo-
lution, we present a case study of one of the largest and longest-living software
systems in existence today: the Linux kernel. Its features are manifested as
compile-time configuration options that users select when deriving customized
kernel images. The Linux kernel is the operating system kernel upon which
free and open-source software operating system distributions, such as Ubuntu,
OpenSUSE, Fedora and Android, are built. Its deployment goes beyond tradi-
tional computer systems, such as personal computers and servers, to embedded
devices, such as routers, wireless access points, and smart TVs, as well as to
mobile devices. Introduced in 1991, the Linux kernel boasts over twenty-seven
million source lines of code (mostly written in C), and 12,000 contributors
from more than 200 companies. Our analysis covers evolution, practices, and
circumstances leading to feature scattering. We first conducted a longitudinal
analysis of the source code to obtain feature scattering trends and followed up
with a survey of 74 kernel developers and interviews with 9 of them.
Due to the sheer size of the kernel, we scoped our longitudinal analysis to
features of the driver subsystem, which we identified as the largest and fastest
growing kernel subsystem. We analyzed the scattering of driver features within
and across the device-driver subsystem and followed up with developers and
maintainers through a survey and interviews, to understand their practices,
circumstances, and perceptions of feature scattering. To obtain a broader set
of opinions on general issues of scattering, the survey and interviews were not
limited to the driver subsystem.
Our contributions comprise: (i) a dataset covering almost eight years of the
evolution of feature code scattering extracted from the Linux kernel repository
(from version 2.6.12 to 3.9). It serves as a replication package, as a benchmark
for tools, and for further analyses; (ii) Empirical data from a survey and
interviews aimed at understanding the state of practice of feature scattering
in the Linux kernel; (iii) An online appendix [67] with further details on our
dataset, scripts to analyze the data, and additional statistics.
1.4 Results
We now answer our research questions based on our contributions.
RQ1: What are industrial practices for assuring the quality of
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variant-rich systems and what properties are assured? (Paper A)
To answer this question, we conducted a survey with 27 practitioners and
followed up with interviews with 15 of them. We elicited the perceived severity
and reasons for analyzing the properties we identified from the literature (in
the categories shown in Figure 1.3) and those expressed by the practitioners.
Furthermore, We asked our participants about established (textbook) analysis
tools and techniques, and additional practices they apply. We also dug deeper
into specific ones to understand them qualitatively.
The subject systems represented by our survey respondents and interviewees
were from a wide range of domains, mainly automotive, industrial automation,
and aerospace and defense. Their sizes ranged from less than 25,000 lines
of code to over one million lines of code, containing between ten to over
10,000 features. This can be seen as very typical and substantial cases of
industrial highly-configurable systems from diverse domains and of varying
scales. While their main characteristics, including the configuration mechanisms
and technologies they use, largely resemble those of systems used in empirical
studies or evaluations of analysis techniques (e.g., open-source systems software),
we observed a mismatch between typical assumptions made in the literature
and the actual practitioners’ needs. Certain development structures and
system characteristics— often abstracted away when proposing new analysis
technologies— appear to hinder many of the more sophisticated analysis
techniques.
Properties assured. With regard to properties that are assured, first, the
severity that our practitioners express for the common properties suggested
in the literature confirms their relevance for highly configurable systems. For
instance, reliability, performance, behavioral correctness, and safety are the top
properties perceived highly critical to assure (possibly influenced by domains of
our subject systems). However, most of the analyses targeting properties of the
feature specification are not seen as important by our practitioners. Figure 1.6
shows survey responses indicating which of the top 8 feature specification
analyses from Benavides et al.’s survey [29], including three change-impact
analyses on feature specifications [88], are perceived critical by our survey
respondents. As indicated, only two of those eight properties are considered
critical to assure, the first being whether the specification is satisfiable (at least
one valid variant exists given feature constraints) and the second being that any
given configuration (variant) is valid (i.e., satisfies constraints). Furthermore,
the proposed change-impact analyses are not seen as sufficient, because they
are confined to the model and its configuration space, not providing holistic
insights on impacts on implementation artifacts. Assuring consistencies between
artifacts (especially between the feature specification and source code) is
considered highly critical, as well as identifying unwanted feature interactions.
Practices. With regard to practices, we observed (as expected) testing as
the dominant practice. Interestingly, the configuration sampling criteria that
are necessary for testing primarily rely on experience. Hardly any systematic
sampling or random sampling is used. Our results also suggest that the latter
are not even applicable given the configuration spaces that would still leave
too many irrelevant variants. Furthermore, hardly any formal method is used
(apart from limited model checking). Besides testing, manual work, such as
code reviews, is exercised, because often the feature specifications required
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Figure 1.6: Importance of assuring various properties of the feature specification
for more sophisticated analyses do not exist or are not expressed in a form
that can be used as an input. The lack of integrated tool chains is also a
factor, since artifacts required for performing analyses are managed in different
tools. Interestingly, the experience of the developers and rules, such as coding
standards, but also engineering practices such as modularization of code, often
alleviate the need for sophisticated analyses of the highly configurable system.
RQ2: What information sources are useful for recovering and
locating features and their characteristics–feature facets? (Paper B)
To address this question we conducted an exploratory study (Paper B)
on Marlin, a variability-rich 3D printer firmware, and on Bitcoin-wallet, an
Android application for bitcoins, both of which comprise several information
sources and variability mechanisms. First we studied the feature-development
processes exercised by the Marlin and Bitcoin-wallet developers, to understand
how features are developed in the two systems and communities. Next we
systematically investigated what information sources help locating features, and
to what extent. To this end, we focused on the differences between optional and
mandatory features, as especially mandatory features are challenging to locate—
variability annotations, such as #ifdef, only wrap optional features. Next,
we manually analyzed the Marlin and Bitcoin-wallet Github documentation,
such as release logs, and source code to investigate what search strategies
help recovering features. As we adapted similar search strategies for each
information source, we consolidated these into common patterns. Lastly, we
investigated what information sources help identifying feature facets, and to
what extent.
Development process. Marlin has a well-defined and structured development
process for features and bug fixes. Several steps are concerned with quality
assurance and, while everyone can contribute an issue or implement it, a
subset of contributors is responsible for accepting them. Besides ensuring
quality, this process also serves as detailed documentation and allows tracking
changes and decision-making processes. We found that the primary means of
communication are issue trackers and pull requests. Moreover, pull requests
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Figure 1.7: Information sources used to locate features in Marlin.
are linked to the release log, in which developers track development, quality
improvements, and bug fixes of each release. Interestingly, pull requests are
labeled and categorized by Marlin’s developers, for example, as PR:Bugfix,
PR:Coding Standard, and PR:New Feature. This illustrates the potential for
improving automation for feature location and for recovering feature facets
based on such modern information sources. Still, while we found a common
notion of features for the Marlin community around which the communication
is structured, this may not be the case for other systems.
It seems interesting to test techniques based on natural language processing
to connect artifacts, such as source code, commits, and discussions— aiming
to identify and locate features as well as their facets. If a common terminology
is established in projects, this may allow to considerably improve automated
analyses of legacy systems. Marlin has been developed for more than seven
years (excluding its predecessors) and comprises more than 4,600 forks. Thus,
this development process (and terminology) seems to be established and en-
sures constant, qualitative implementation of new features, while allowing the
integration of third-party developers.
Our analysis of Bitcoin-wallet indicates that the same process is not applied
on all open-source projects. However, Bitcoin-wallet has far fewer contributors,
forks, and issues, indicating less popularity compared to Marlin. Thus, the
differences in the development processes may not be due to a strict hierarchy
or a developer keeping all responsibility, but simply due to the different scales.
Information sources and search strategies. Due to the existing notion of
features being optional, Marlin’s developers do not provide much information
about mandatory features on the software-hosting platform or the release
log. Consequently, these information sources are not suitable for locating this
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type of features. Besides the actual source code and its elements, mainly
domain knowledge helped to identify mandatory features of Marlin— in our
case heavily based on constructing the actual hardware. As a result, we
argue that feature-location techniques can be improved by considering different
types of documentation while analyzing the source code. Especially comments
seem interesting, as they are directly connected to the corresponding source
code in most cases. However, several questions arise, for example, how to
ensure that the used documentation is maintained simultaneously with the
code [89,90]. Other domain-specific information sources may be helpful, such
as the G-Code3 commands in our study, but also require domain knowledge to
identify them. Ultimately, we found five complementary information sources
that were helpful to identify and locate features in projects that are maintained
on software-hosting platforms, which we show in Figure 1.7:
• Domain knowledge (e.g., building two printers)
• Release log (i.e., pull requests, commits)
• Code analysis (i.e., comments, dependencies)
• #ifdefannotations
• G-Code commands
Using these information sources and a combination with other artifacts, such
as models or requirements, can facilitate identifying and locating both types of
features. In particular, we experienced that domain knowledge is necessary to
identify features and to find their locations.
Unfortunately, Bitcoin-wallet does not provide such a rich set of entry points
for feature location. Especially the missing linkage between the release log
and code, the limited variability representation, and missing notion of features
made it challenging to analyze the code. Unsurprisingly, we found it more
challenging to track information for most features in Bitcoin-wallet compared
to Marlin.
Our analysis indicates that different information sources require adapted
search strategies, but can then facilitate the analysis. Consequently, we also
have to adapt automated techniques accordingly. Regarding the artifacts we
considered, this is rather unsurprising: Source code is differently structured
and provides additional sources compared to the release log and its connected
artifacts, except for the code differences stored in each commit. Still, the release
log proved to be an effective and cheap way to identify and locate optional
features in Marlin.
Feature facets. We investigated information sources for seven facets [68]
namely: rationale (why a feature is introduced) , architectural responsibility
(what part of the system a feature belongs to), definition and approval (how a
feature is defined and approved for consideration), binding time and mode (when
the feature is determined to be included in a variant, e.g., statically through
preprocessor directives), responsibility (responsible developer), evolution (e.g.,
releases in which the feature is included), and quality and performance (quality
properties targeted by the feature).
Overall, we found that different information sources can be helpful for
each feature facet. Most of these information sources are only available in
3https://marlinfw.org/meta/gcode/
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modern software-hosting platforms, but provide good opportunities to improve
automated techniques to recover feature facets. Still, as comparing Marlin
and Bitcoin-wallet illustrates, the usability of each information source for a
facet depends heavily on its usage, the development process, community, and
domain of the system.
RQ3: How best can developers’ feature location activities be pro-
actively supported during development? (Paper C)We addressed this re-
search question by designing and evaluating a recommender system (FeaTracer)
that offers suggestions for missed feature locations when developers forget to
annotate assets during development. We evaluated FeaTracer using two open-
source systems: a web-based application for managing cloned variants called
ClaferWebTools (JavaScript-based), and a 3D-printer firmware called Marlin
(C/C++-based). Our goal was to understand (i) which of the four source-code
granularity levels (folder, file, fragment, and line-level) is more reliable when
offering suggestions for missed feature locations, (ii) what multi-label learning
algorithm is more accurate when predicting feature locations, and (iii) which
language-independent metrics best characterize assets of a given feature to offer
more accurate recommendations? To characterize features and their related
assets, FeaTracer uses four metrics: cosine similarity (CSM) that compares how
similar the textual content of assets belonging to a given feature is; source-code
location distance (SLD) that measures how close to each other assets of a
given feature are; number of existing annotations (NEA) that counts the total
number of features implemented by each asset belonging to a given feature;
and, number of commits (COMM) in which each asset belonging to a given
feature has been changed—this measures how often assets of a given feature
are changed.
To investigate which granularity level is more reliable, we generated training
and test datasets at four granularity levels (folder, file, fragment, and line level)
and evaluated the performance of different classifiers on predictions made at
each level. We also analyzed characteristics of the different datasets, such as
number of learning examples, average number of labels per instance (a.k.a, label
cardinality), and imbalance ratio (i.e., ratio between the most frequent and rare
labels). To investigate the most accurate multi-label algorithm for predicting
feature locations, we evaluated the performance of 5 multi-label classification
algorithms from the MULAN Java library, namely, Binary relevance (BR),
Label Powerset (LP), Instance-Based Logistic Regression (IBLR), Multi-label k-
Nearest Neighbors (MLkNN), and Random k-Labelsets of disjoint sets (RAkEL-
d). We arrived at these five after an exploratory stage in which we filtered out
others, e.g., those classifiers that could not work due to exceptions we could
not fix, or were too slow to fit our recommendation scenario which requires
fast feedback to the developer. Since our aim is to support developers with
recommendations whenever they commit changes to their repositories, we did
not perform cross-validation but instead based our evaluation of the classifiers
on actual predictions for all assets changed in every n + 1th commit, using
training data from the nth commit. Lastly, we applied feature (metric) selection
techniques to understand which metrics best characterize features and their
related assets to offer more accurate recommendations. We used multi-label
feature selection methods proposed by Spolaôr et al. [91], which rely on the
filter approach [92]. Filter methods are widely used in research related to multi-
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label learning [93]. They use general characteristics of the dataset to select
some features and exclude others, independently of the learning algorithm. As
such, they may not choose the best features for specific learning algorithms.
For each pair of the training and test dataset, we alternated the combination
of metrics and evaluated the performance of our selected classifiers.
Overall, we found that line-level predictions are more accurate and reliable
since lines of code offer more learning examples for FeaTracer than fragments,
files and folders. For instance, in one of our evaluation projects (ClaferMooVi-
sualizer), the average number of fragments in a training dataset was 9, over
a course of 192 commits, while that of lines was 248, and that of files was
2. Nonetheless, FeaTracer offers recommendations for all granularity levels.
Furthermore, we observed that file and folder level datasets had the lowest
imbalance ratios (we recorded zero imbalance ratio for all ClaferWebTools),
and that line-level datasets were more imbalanced than fragment-level datasets.
Of all our evaluation projects, ClaferMooVisualizer was the least imbalanced;
which could explained why we had higher accuracy scores here than in other
projects. With regard to best performing classifier, we found that different
classifiers are best suited for the different granularity levels. For instance, Label
Powerset is more suited for file and folder level predictions (achieving an average
accuracy of 81% in ClaferMooVisualizer), while Binary Relevance (BR) and
Random k-Labelsets of disjoint sets (RAkELd) are more suited for fragment
and line level predictions (achieving an average recall of 61% and precision of
57% on line level predictions), and were found to be the most robust against
few learning examples. This result indicates that no one classifier is best for all
granularity levels and that FeaTracer may benefit from ensemble approaches
that combine different classifiers. The use of feature selection methods did not
yield significant benefits, except in one project (ClaferIDE) where there was a
30% increase in accuracy when we used the top two metrics instead of all four.
In general, however, we found that the best results were obtained when all four
metrics were used. Our metric selection technique showed CSM and SLD to be
the top two metrics for folder, file and fragment-level datasets, while NEA and
SLD were ranked the top two metrics for line-level datasets.
As shown Figure 1.8, we observed certain developer practices that affect
the accuracy of FeaTracer, these being either refactorings that significantly
changed characteristics of the learned assets, or the addition of several new
assets outnumbering existing assets. For instance, in the line-level datasets
for Marlin (Figure 1.8b), we observed that from the 4th commit to the 13th
commit, the number of annotated lines of code is steady between 99 and 172.
However, from the 14th commit the number rises to 774. From the 19th
commit, there is another sharp rise from 727 to 4,904 annotated lines added,
hence, the noticeable sharp drops in prediction accuracy we observed. We
observed similar patterns in ClaferWebTools as shown for ClaferMooVisualizer
in Figure 1.8a. This development pattern is expected since developers often
refactor code, clone, or import files into their projects, hence, we believe our
accuracy values are within reasonable range to be able to support developers
in tracing features to their implementation.
RQ4: How does feature scattering evolve and what are practices
and circumstances leading to it?(Paper D) We addressed this research
question in Paper D by empirically investigating the impact of feature scattering
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Figure 1.8: Trends of line-level predictions
on the maintenance of a large and long-lived software system— the Linux
kernel. The first part of our study (longitudinal study) targeted analysis of the
kernel’s code to investigate trends of feature scattering (how feature scattering
evolves with the evolution of the kernel), and the second part, as a follow-up to
the first, targeted developers of the Linux kernel to investigate their perception
of feature scattering and its impact on maintenance effort of the kernel, and
how they cope with it.
For the longitudnal analysis, we covered almost eight years of evolution of
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the kernel, from verison 2.6.12 to 3.9, in which period the kernel saw steady
growth from 4,752 features to 13,165 features. As stated above (Section 1.3.3),
we scoped our analysis to the source code of driver subsystem, which is the
largest subsystem of the kernel. To understand how feature scattering evolves,
first, we analyzed the relative and absolute growths of scattered and non-
scattered driver features— for instance, to understand whether the proportion
of scattered features is increasing, decreasing or stable. Next, we analyzed
how the growth of locally scattered features differs from globally scattered
features. To this end we analyzed the relative and absolute growths of driver
features that are scattered (i) within the driver subsystem only (local scattering)
and (ii) across, at least, another subsystem (global scattering). We aimed at
understanding how scattering is related to the kernel’s architecture. Lastly,
we investigated the extent to which feature code scattering evolves over time.
Here, we analyzed the extent (degree) of the scattering of feature code, aiming
at understanding the underlying distribution and possible thresholds, as well
as how this degree relates to local and global scattering.
For the follow-up study with kernel developers, first, we investigated both
possible causes and circumstances leading to feature scattering by analyzing
the survey and interview data. We also identified and asked the interviewees
about examples of scattered code that they developed and that we identified
as such in the kernel’s codebase. Furthermore, we studied whether certain
kinds of features are more likely to be scattered. Second, we analyzed the
survey respondents’ and interviewees’ reported practices for coping with feature
scattering and whether developers consciously maintain a scattering threshold
for the number of scattered features or for the features’ scattering degrees.
Overall, we found that: First, the majority of driver features can actually be
introduced without causing scattering and that the number of scattered features
remains proportionally nearly constant throughout the kernel’s evolution. We
also found that scattering is not limited to subsystem boundaries and that
the implementation of the majority of scattered driver features is scattered
across a moderate number of four to eight locations in the code. Second,
that developers introduce scattering in the Linux kernel, among other reasons,
to avoid code duplication and to support hardware variability, backwards
compatibility, and code optimization. We also learned that the features that
are most prone to scattering are those relating to platform devices— devices
that cannot be discovered by the CPU as opposed to hotplugging ones. And
third, that developers try to avoid feature scattering mostly by adhering to
coding guidelines that alleviate the problems of preprocessor use (e.g., use of
static in-line functions) and refactoring existing code to, for instance, improve
system architecture, but the majority do not consciously maintain a scattering
threshold.
1.5 Threats to Validity
In this section we discuss threats to the validity of our research based on
definitions by Wohlin et al. [94].
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1.5.1 Construct Validity
For RQ1, we used concepts and terms that our survey participants and in-
terviewees could understand to mitigate potential misinterpretations. For
instance, we used the concept of highly configurable system to ensure that
all practitioners could describe their practices without the need to adopt a
specific terminology and we used terms such as configuration option to refer to
the concept of feature, configuration specification to refer to variability model,
and provided short explanations for non-trivial questions. We also iteratively
developed our questionnaire and our interview guide using pilot runs with
industrial participants. To ensure completeness, participants could provide
additional information.
For RQ4, our measurement of feature scattering in code relied on a simple
metric (SD), that is low level and measures the parts related to feature code
as specified by the original developers (using pre-processor directives). Hence
we consider it as a reliable measurement of feature scattering.
1.5.2 Internal Validity
For RQ1, we selected the participants based on their industrial and techni-
cal experience. This experience paired with the combination of survey and
interviews provided both general perspectives on analysis techniques and on
assured properties, as well as specific insights with respect to how analyses
are performed and what the needs are. All subjects were very open about
their current limitations and had no incentive to present their current practices
in a better light. Even though the interviews were conducted by different
researchers, the recordings were exchanged for transcription and for coding to
avoid potential biases.
For RQ2, since we did not involve original system developers to perform
feature location tasks, we mitigated the risk of potential bias by having two
authors become domain experts for each system; for instance, by assembling
two different kinds of 3D printers (i.e., Delta, Cartesian) for Marlin, which
differ in their mechanics and algorithms. We also performed domain, system,
and community analyses, during which different authors extensively read
documentations (e.g., about G-Code commands) and meta-data (e.g., issue
tracker) available in the GitHub repositories. The source code was also analyzed
in pairs, which includes cross-checking of the code understanding and of the
locations.
For RQ3, to mitigate the risk that bugs in FeaTracer impact results, we per-
formed extensive reviews to ensure that metrics and related accuracy measures
are calculated as expected. All three authors held several meetings to review
the implementation of FeaTracer and results obtained from the evaluation.
For RQ4, firstly, we performed extensive code reviews to mitigate the threat
of bugs in our custom-made tool impacting our results for the longitudinal code
analysis. Secondly, to avoid limiting conclusions to individual perspectives, the
survey covers a broad range of roles of respondents that contribute to more
than one subsystem of the Linux kernel. In addition, owing to the substantial
technical and industrial experience of our interviewees, our work provides both
a general perspective on feature scattering as well as in-depth insights on
technical issues.
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1.5.3 External Validity
For RQ1, all our study participants work with highly configurable systems
of varying sizes and maturity, covering a wide range of domains. The needs
we elicited and the insights we derived can be applied to highly configurable
systems in similar domains. Some needs and practices reported are dependent
on a concrete system, but we identified these and marked them accordingly if
they were mentioned.
For RQ2, we only considered two systems (Marlin and Bitcoin-wallet),
which may differ from others. However, Marlin is a substantial case, and
as an embedded system, it shares characteristics with many other embedded
systems. In fact, preprocessors are used similarly in almost all open-source
and industrial C/C++ systems [95]. Similarly, Bitcoin-wallet is an Android
application that shares common characteristics with others and, thus, should
also be representative.
For RQ3, even though our evaluation relies on two systems from two
domains— web application development with JavaScript (ClaferWebTools),
and embedded systems development with C/C++ (Marlin)— FeaTracer’s
feature location approach is language independent and can be applied to any
project in any domain. Since each system and domain is different, FeaTracer
can easily be adapted to each specific project by letting it learn the annotations
of the project and use them for feature location recommendations. For systems
with large numbers of labels, FeaTracer can be configured to use more scalable
classifiers only, such as RAkELd, instead of Binary Relevance or others that
may not be appropriate.
For RQ4, our study had only one subject system (the Linux kernel). Still, it
is one of the largest open-source projects in existence today. Furthermore, our
focus on device drivers is justified by the insight that it is the largest and most
vibrant subsystem of the Linux kernel. Despite this focus, we study scattering
not only within this subsystem, but also investigate how device-driver features
affect the other subsystems of the kernel. Furthermore, the majority (66%)
of our survey respondents and interviewees work as professional developers
in different companies besides contributing to the Linux kernel. Hence the
insights they provided on feature scattering may not be specific only to the
Linux kernel but may be applicable to other systems.
1.5.4 Conclusion Validity
For RQ1, our qualitative analysis depends on our interpretation. However,
we mitigated bias by collaboratively coding the interviews using open coding,
cross-checking the codes, refining the codes, and conducting a coding workshop
by all authors. We used triangulation and carefully formulated and verified
insights and conclusions to enhance our study’s validity.
To enhance the repeatability and reliability of our study answering RQ2,
we provide the data set with feature locations and all other data in an online
appendix.2 We argue that other researchers can replicate our study, but may
derive other results. For example, due to Marlin’s evolution, they may categorize
features differently, or include additional information sources (e.g., developers).
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1.6 Conclusion
This thesis aims at understanding variability-aware analysis in low-maturity
variant-rich systems. To fulfill this goal, we conducted a combination of three
knowledge-seeking studies and one solution seeking study. Firstly, we present an
investigation of industrial practices and needs for analyzing variant-rich systems
(particularly, highly configurable systems), to improve our understanding of
how and whether existing analysis techniques are applied in practice. This
study reveals that most existing variability-aware analysis techniques can not
be applied in industrial practice because feature specifications required for such
analyses do not exist or are not expressed in a form that can be used as input.
Secondly, we present information sources and search strategies that can be
useful for recovering feature locations and feature facets, thereby contributing
to a better empirical understanding of features that is relevant for developers
and automated feature location techniques. This study reveals that several
information sources, such as commit messages and pull requests, are helpful
to recover features, locations, and facets to different extents. However, pull
requests are a most valuable source to recover facets, followed by commit
messages, and the issue tracker. Thirdly, we present results of our investigation
to understand how best developers can be supported when tracing feature
locations during development by means of a recommender system. We show
that lines of code are more reliable for recommendations since they offer more
learning examples for classification algorithms than fragments or files do. We
also show that different classifiers perform best for different granularity levels;
for instance that Label Powerset performs better for file and folder levels while
Binary Relevance performs better for predicting line-of-code annotations. Hence
the use ensembles may improve results. Furthermore, some practices, such as
commit policy (sizes of change-sets), can negatively impact prediction accuracy.
Lastly, using a case study of feature scattering in the Linux kernel, we present
our understanding of how features are used in non-modular variant-rich systems.
We show that, even though full modularity is difficult to achieve, still, even in
large and long-lived systems, such as the Linux kernel, the majority of features
is introduced without causing scattering, and that developers scatter feature
code to address a performance-maintenance tradeoff (alleviating complicated
APIs), hardware design limitations, and avoid code duplication.
1.7 Outlook to the Second Part of the PhD
Project
As stated above, several variability-aware analysis techniques have been pro-
posed that either operate statically [3, 33] (e.g., type checking, model checking,
and theorem proving) or dynamically [4, 31,32] (e.g., testing). Many of these
techniques are single-system analysis that have been lifted (made variability-
aware) to operate on product lines (level 6 of Figure 1.4). Different strategies
have been applied by each technique to reduce analysis effort when considering
variants of a product line. Thüm et al. [3] present a survey of and discuss these
different analysis strategies. For instance, some techniques (a.k.a., family-based)
apply the analysis to the whole product line by analyzing domain artifacts
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(reusable software assets) and take into account feature constraints from the
variability model (formal feature specification), while others (a.k.a product-
based) analyze individual generated products. Depending on the strategy used,
some of these analysis can be adapted to low-maturity variant-rich systems.
For instance, level 0 (ad hoc clone&own) variant-rich systems might benefit
from product-line analysis techniques that use the product-based strategy and
incorporate techniques for exploiting redundancy and improving scalability.
However, it is unclear how this can be done since all these analyses target
configurable platforms with formal feature specifications.
As a motivating example, we consider the study of Sattler et al. [96] in which
they lift traditional data-flow analysis approaches to analyze and represent
data flows of all possible combinations of apps for purposes of detecting privacy
data leaks. Considering that mobile apps often process private data that may
be leaked to untrusted parties, data-flow analyses are conducted to detect
such leaks in the communication between components within an app and
across apps. Certain combinations of apps, however, potentially create data-
flows that are hard to detect when analyzing individual apps. Even though
sophisticated tools exist that can analyze data-flows within individual apps
(e.g., IccTA [97]) and across apps (e.g., DidFail [98]), none of them scale
to large combinations of apps. This limitation mainly lies in the data-flow
representation— the tools do not exploit redundancies (i.e., common parts
of the graph such as commonly used intents) and do not consider variability,
e.g., that an app can be installed or not. As such, both IccTA and DidFail
rely on the assumption that the set of app components is known, invariable,
and rather small [96]. To overcome this limitation, Sattler et al. used the
concept of presence conditions [99], borrowed from product-line analysis [3]
as well as variational data structures [100], to compress the data-flow graph
and make it variational such that its generation and analysis scales better
than its non-variational form (e.g., as used in DidFail). In this case, presence
conditions were used to predicate the presence or absence of apps in a data-flow.
We believe that by investigating approaches used by studies such as Sattler
et al.’s and other existing lifted product-line analysis techniques, we can devise
common principles to guide the application of these variability-aware analyses
(or their strategies) to low-maturity variant-rich systems. Therefore, for our
future work we aim to (i) investigate the principles governing the adaptation of
existing variability-aware analysis techniques from single system analysis, and
(ii) devise a process (or proof-of-concept framework) on how these principles
can be applied to low maturity variant-rich systems. With this framework, we
can describe, for instance, what process can be used by organizations at level 0
(no reuse), or level 2 (cloning with features), etc., to adopt specific analyses. As
such, the framework can serve as a guide to practitioners and tool developers
as well as drive further research. While a plethora of variability-aware analysis
techniques exist, our plan is not to design an adoption process framework for
all, but rather focus on the most commonly used techniques— with industrial
relevance. For instance, our study in Paper A found that testing is widely used,
followed by static analysis, and that model checking and theorem proving are
hardly used at all.
Furthermore, we also plan to integrate FeaTracer as a plug-in for a real-world
IDE, such as IntelliJ IDEA or Eclipse, and evaluate its performance through
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experiments with human subjects over an extended development period (e.g.,
one month). In addition, we will also investigate developer practices when
using the embedded feature annotation approach to record feature locations,
and thus gain deeper insights on practicality as well as possible enhancements.
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