KinectFusion is an effective way to reconstruct indoor scenes. It takes a depth image stream and uses the iterative closests point (ICP) method to estimate the camera motion. Then it merges the images in a volume to construct a 3D model. The model accuracy is not satisfactory for certain applications such as scanning a human body to provide information about bone structure health. For one reason, camera noise and noise in the ICP method limit the accuracy. For another, the error in estimating the global camera poses accumulates.
INTRODUCTION
3D reconstruction is one of the most fundamental issues in computer vision, which has many practical applications in a range of fields such as robotics, virtual reality, video games and 3D scanning. To reconstruct a scene, a sequence of images captured at different viewpoints or a video is usually required. Generally, for visual 3D reconstruction, two problems have to be solved: (1) camera motion tracking and (2) depth recovery from 2D images. For camera tracking, the camera has to move slightly over time or its frame-rate has to be sufficient, so that successive images overlap. The relative camera motion from frame to frame can then be computed by feature extraction and matching. This technique is known as Structure from Motion (SfM) (Changchang, 2013; Moulon et al., 2013) . For scene depth recovery from 2D images, the scene has to be viewed from at least two known viewpoints. Stereo correspondences can then be used for depth estimation using epipolar geometry and stereo triangulation. This technique is called Multi view Stereo (MVS) (Furukawa and Ponce, 2007; Hernández et al., 2007) .
By combining SfM and MVS, visual 3D reconstruction can be realized. Once the camera motion is estimated, recovered depth frames are transformed according to their corresponding camera poses and combined together or merged into a common 3D volume to generate a 3D model of the scene. For camera motion refinement, bundle adjustment or pose graph optimization are usually used (Ni et al., 2007; Yu and Zhang, 2016) .
According to feature density used for camera tracking and depth recovering, 3D reconstruction methods can be classified into two major categories: sparse and dense reconstruction. By sparse reconstruction, the camera motion as well as scene depth are estimated by matching sparse local features extracted from the images. The accuracy of camera tracking is strongly dependent on the texture content of the scene. In addition, the generated model is incomplete and its quality is poor because only depths of sparsely distributed features are used. Although sparse methods such as monocular SLAM (Schoeps et al., 2014; Davison et al., 2007) are successfully used in robotics, e.g. for self-localisation and mapping, they are totally unsuitable for 3D scanning applications. With dense approaches, sparse features are first used to estimate initial camera motion. Then the depth of all image points computed by stereo vision (Negre et al., 2016; Engel et al., 2015) or provided by 50 a depth sensor like the Microsoft Kinect (Kerl et al., 2013; Fioraio and Stefano, 2014) are used to refine camera poses. While the scene can be reconstructed completely with dense approaches, the accuracy of reconstructed model is insufficient for 3D body scanning and the run time is extremely expensive.
Using KinectFusion method , it is possible to determine camera motion from depth images of a Kinect sensor of Microsoft in real time and simultaneously to create a 3D model of the scene by integrating depth information into a truncated signed distance function (TSDF) volume. Using the Iterative Closest Point (ICP) method, correspondences in 3D point clouds are found and used for camera motion tracking. In contrast to other 3D reconstruction methods that track camera movement from frame to frame, KinectFusion tracks camera motion from frame to model increasing the reliability of tracking, since depth noise is reduced while reconstructing model by averaging of all previous depth frames. In KinectFusion, finding correspondences, estimating camera motion and generating 3D model can be parallelized efficiently on GPU hardware, which makes it real-time adaptable.
Generally, KinectFusion has two main drawbacks. The first one is that the reconstruction fails if the scene has no distinctive shapes, for example, when the camera moves parallel to a plane or rotates around cylindrical or spherical surface. In such cases, KinectFusion can not track the camera motion correctly. This problem can be faced by human body scanning applications for medical purpose, where many parts of naked human body are approximately cylindrical such as legs and the torso. The second drawback is that the depth data provided by the Kinect sensor involve error in a range of ±5mm. In camera motion tracking this error causes small local drifts that are accumulated over time. This in turn leads to unacceptable deformations in the resulting 3D model.
Recently, many improvements of KinectFusion method have been proposed. (Jia et al., 2016) improved KinectFusion by adding graph basedoptimization to achieve rapid optimization of error accumulation. (Afzal et al., 2014) proposed a modification of KinectFusion to enhance 3D reconstruction of non-rigidly deforming objects. (Kainz et al., 2012) improved the KinectFusion algorithm to allow for 3D reconstruction from multiple sensors simultaneously. (Whelan et al., 2012) extended the KinectFusion method by visual odometry to avoid camera motion tracking failure at regions of low geometric features. (Pagliari et al., 2014) proposed an improvement of KinectFusion by executing the scanning process twice. In the first run, an average circular trajectory of the camera is estimated. In the second run, the trajectory is used for depth data correction.
In this paper, we present a new method to optimize KinectFusion for a 3D body scanner. The idea is based on the assumption that, for most 3D scanning applications, the camera rotates about the object to be scanned or the object rotates in front of the camera. In both cases, the rotation axis and the rotation center remain unchanged while scanning. Therefore, the camera motion tracking can be simplified by estimating a rotation angle instead of estimating a 6 DoF transformation. The rotation axis and center are determined accurately by averaging of depth errors. Performing camera motion tracking using our method improves the quality of reconstructed 3D model for two reasons. For one, only angle errors are accumulated, instead of accumulating transformation drifts. For another, reducing correspondence search to only one dimension removes many outliers. The rest of paper is organized as follows. In Section 2 the KinectFusion method is described briefly. In Section 3, our method is presented in detail. Experimental results are evaluated in Section 4. Finally, the paper concludes in Section 5.
KINECT FUSION ALGORITHM
KinectFusion Izadi et al., 2011 ) is a powerful 3D reconstruction technique based on Microsoft Kinect Sensor. It allows the 3D reconstruction of an indoor scene through moving a kinect camera around in real-time using commodity graphics hardware. It integrates and merges consecutive depth images provided by the Kinect depth sensor in a 3D volumetric data structure, assuming the relative position between the sensor and the object is only slightly changed over time. As described in , KinectFusion consists of four major stages: surface measurements, surface reconstruction update, surface prediction and sensor pose estimation. In the surface measurement stage the vertex and normal maps are computed from the depth image and the camera's intrinsic parameters. Before computing vertex and normal maps, depth images are filtered using bilateral filter to reduce depth noise while keeping depth edges unblurred as much as possible. In the surface reconstruction update, the surface measurements computed in the previous stage are transformed according to a global coordinate frame and integrated into a 3D volumetric data structure called Truncated Signed Distance Function (TSDF). For sensor pose estimation, it is assumed that only a small camera motion occurs from one frame to the next. This allows the use of a fast projective data association algorithm (Arya et al., 1995) to obtain correspondence points and the point-plane metric (Yang and Gerard, 1992) for sensor pose estimation.
OPTIMIZED KINECT FUSION
As mentioned above, in our target applications for 3D scanning, the camera usually rotates around the object to be scanned or the object rotates in front of the camera. In both cases the relative object/camera motion trajectory is described as a three-dimensional circle. Therefore, the camera pose is always described as a rotation by a variable angle (rotation angle) about a fixed axis (rotation axis) passing through a fixed point (rotation center). In KinectFusion, the Iterative Closest Points (ICP) method is used to estimate the transformation between each successive depth images (the current depth image and a ray-casted depth image from the live reconstructed 3D model from all previous depth images). The transformation consists of six parameters, three for the rotation and three for the translation. Since the depth data is noisy, this will affect all transformation parameters. In our proposed method, in order to reduce the noise effect on the estimated transformation as much as possible, the transformation is separated into three components: (1) the axis, (2) the center and (3) the angle of rotation. Since the axis and the center of rotation are fixed for all camera poses, they can be estimated offline and error averaging can be applied to reduce depth noise effects on them significantly. Through this idea, the effect of noise is only limited to the rotation angle, rather than affecting all the transformation parameters, which allows to reduce the error of camera motion estimation and to increase the quality of the generated 3D model. For this purpose we must firstly determine the axis and the center of rotation with a reasonable accuracy. Then we use the ICP method to estimate only the rotation angle between successive camera frames. The determination of rotation axis and center is only needed once, as long as the set-up of the scanner is not changed.
Determination of Rotation Axis and Center
To determine the axis and center of rotation while reducing the noise effect on them, a sphere with a known radius and a specific color is used. We rotate the sphere in front of the kinect camera and estimate the sphere centers in the successive camera frames.
From each depth image and its corresponding color image, a colored point cloud is computed. Colorbased segmentation is used to segment the point cloud keeping only points lying on the sphere. A spherical surface with a certain radius is then fitted to the remaining points. Figure 1 shows the input point cloud, the color-based segmented point cloud, and the fitted spherical surface.
In the ideal case, these sphere centers should all fall on a 3D circle, but because of depth noise, a circular point cloud is obtained as shown in Figure 2(a) . Using the Random Sample Consensus (RANSAC) method, several circles can be fitted to this point cloud. The error can be averaged over all these circles by computing the mean circle. The mean circle axis and center represent the rotation axis and center of the scanner. Figure 2(b) shows a range of circles fitted to center cloud and the computed mean circle. Table 1 shows the mean values of the rotation axis and center and their standard deviations. Once the rotation axis and center of the scanner are known, camera motion estimation can be reduced to estimate only one parameter (i.e. the rotation angle) rather than estimating 6 DoF transformation, as the case of KinectFusion. For this purpose, in the next section, we will modify camera tracking stage of KinectFusion taking into account that the axis and center of rotation are previously known.
Rotation Angle Estimation
Assuming that the camera pose at any time is given by a rotation about a known axis passing through a known point. Hence, the rotation matrix and translation vector are given as: R =   r 2 1 .q + c r 1 r 2 .q − r 3 .s r 1 r 3 .q + r 2 .s r 1 r 2 .q + r 3 .s r 2 2 .q + c r 2 r 3 .q − r 1 .s r 1 r 3 .q − r 2 .s r 2 r 3 .q + r 1 .s r 2 3 .q + c
where c = cosα, s = sinα, q = (1 − cosα), r = [r 1 , r 2 , r 3 ] T is normalized rotation axis, and o = [o 1 , o 2 , o 3 ] T is rotation center. This transformation maps any 3D point p k c in camera frame at time k to its corresponding point p k g in global coordinate frame.
By substituting Equation 1 in Equation 2 and rearranging we get
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As in KinectFusion, for camera motion tracking we use the projective data association method to detect correspondences points and the point-plane error metric for camera pose estimation. Utilising the vertex and normal maps computed from current depth frame and the depth frame ray-casted from TSDF volume, the current camera pose can be estimated by minimizing the following point-plane energy function .
where p k g (u) are 3D points at xy-position u sensed by camera at time k and transformed to global frame, q k−1 g (û) andn k−1 g (û) are corresponding 3D points and its normals predicted from the 3D model at time k-1. To reduce outliers, two constraints are considered: Firstly, correct correspondences must have the same distance to the rotation center.
and secondly, correct correspondences must lie on the same plane perpendicular to the rotation axis.
Only correspondences that meet these two conditions are taken into consideration while computing the objective function E(α).
By substituting Equation 3 in Equation 4
we get
where
By expanding Equation 5 we can get
By computing the derivative of the function E(α) with respect to α and setting to zero, we get
The summands in Equation 7 are computed on GPU using a parallel tree-based reduction (Harris et al., 2007) . By solving Equation 7 we get the rotation angle that minimizes the point to plane metric. To solve this equation, we use the Newton-Raphson method.
Assuming angle between each two successive camera frames is small, choosing α 0 = 0 is a good start for rapid convergence of the solution.
EXPERIMENTAL RESULTS
In order to evaluate the performance of our proposed method, we conducted some comparative experiments in regards to the standard KinectFusion.
In these experiments we used the open source implementation of KinectFusion provided in the Point Cloud Library (PCL) called KinFu. In our implementation, we used KinFu code as a base and modified it according to our proposed idea explained in Section 3 above. To access the depth data generated by the Kinect v2 camera, the iai − kinect2 (Wiedemeyer, 2015) was used. The iai − kinect2 is a software wrapper that bridges the open source driver libreenect2 for Kinect v2 devices with Robot Operating System (ROS) and involves tools for camera calibration and registration.
In the first experiment, we used a display dummy, that simulates a human body. The dummy was scanned with Comet L3D scanner with resolution of 0.1 mm and the created 3D model (shown in Figure  3(a) )is used as a ground truth. The scanning was realized by rotating the dummy in front of kinect camera using a turntable. To compare our method to KinectFusion, the depth frames are stored while scanning, and used offline to reconstruct 3D meshes using standard KinFu and our optimized KinFu. The obtained meshes are presented in Figures 3(b) and 3(c) . We found that the quality of meshes reconstructed by our method are always better than the meshes of standard KinFu. As shown in Figure 3(d), some parts (such as hands) are deformed in KinFu meshes, while they are reconstructed correctly in optimized meshes(see Figure 3 (e)). To compare meshes quantitatively, the point to point distances between obtained meshes and ground truth mesh are computed using CloudCompare software (Girardeau-Montaut, 2014) . The distances are visualized as color scale ranging from blue (<-5mm) via green (0mm) to red (>5mm) in Figure 4 and represented as histograms in Figure 5 . As evident from the histograms, our method outperforms the standard KinectFusion. For our meshes more than 80% of point distances are lying within the range ± 5mm, whereas for the original KinFu meshes only less than 50% are lying in the same range. In the Figures 4(a, b) and first row of Figures 5, it shown that many points have distances larger than 5mm. The reason of that is because the arms of the dummy are movable and differ from the ground truth model. During our experiments, we found that standard KinectFusion always deforms the model of scanned object by down-scaling it non-linearly. The same result was found in (Pagliari et al., 2014) , where they interpreted it as a cause of focal length error of the depth sensor. In this paper, we found that the reason of downscaling is due to the accumulation of depth data errors. Using our optimization we reduced this effect significantly as shown in Fig. 6 and Fig. 7 . In Figure 6 meshes are reconstructed from the same depth frame sequence and at the same fusion parameters (voxel grid size, truncated threshold and etc) using standard and optimized KinFu. Meshes are then registered to a ground truth mesh and some slices are taken to show scaling effect. Figure 7 shows the 2D views of the slices visible as thin yellow boxes in Figure 6 (d). As evident from the slices shown in Figure 7 it is clear that the optimized mesh is closer to the ground truth mesh than the standard KinFu mesh. In the second experiment, optimized KinFu is compared to standard KinFu for objects with high geometric shapes. In this experiment we used a styropor box with high geometric details as showm in Figure 8 . While rotating the box in front of the camera using a turntable the depth frames are stored and then used to reconstruct a 3D model of the box using standard and optimized KinFu. As shown in Figure 8 , the quality of the optimized KinFu mesh outperforms the quality of KinFu mesh. By comparing the second and the third row in Figure 8 , it is clear that many fine details have been preserved in our optimized mesh, while they are blurred in the other mesh.
CONCLUSIONS
In this paper, we have presented a method to optimize KinectFusion method for 3D body scanning, where camera pose is described as a rotation about fixed axis passing through a fixed point. The camera motion tracking was split into two stages, the first one is offline determining of rotation axis and center while reducing errors by noise averaging technique. The second one performs camera motion tracking limited to estimate only a rotation angle instead of estimating a complete 6 DoF transformation. Noise averaging in the first stage, and correspondence outliers removing through motion tracking limitation to on-dimensional in the second stage enhanced the quality of generated 3D model significantly as shown in the experimental results.
