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TRIPLE PRODUCT p-ADIC L-FUNCTIONS FOR BALANCED WEIGHTS
MATTHEW GREENBERG AND MARCO ADAMO SEVESO
Abstract. We construct p-adic triple product L-functions that interpolate (square roots of) central critical
L-values in the balanced region. Thus, our construction complements that of M. Harris and J. Tilouine.
There are four central critical regions for the triple product L-functions and two opposite settings,
according to the sign of the functional equation. In the first case, three of these regions are of interpolation,
having positive sign; they are called the unbalanced regions and one gets three p-adic L-functions, one for each
region of interpolation (this is the Harris-Tilouine setting). In the other setting there is only one region of
interpolation, called the balanced region. An especially interesting feature of our construction is that we get
three different p-adic triple product L-functions with the same (balanced) region of interpolation. To the best
of the authors’ knowledge, this is the first case where an interpolation problem is solved on a single critical
region by different p-adic L-functions at the same time. This is possible due to the structure of the Euler-
like factors at p arising in the interpolation formulas, the vanishing of which are related to the dimensions
of certain Nekovar period spaces. Our triple product p-adic L-functions arise as specializations of p-adic
period integrals interpolating normalizations of the local archimedean period integrals. The latter encode
information about classical representation theoretic branching laws. The main step in our construction of
p-adic period integrals is showing that these branching laws vary in a p-adic analytic fashion. This relies
crucially on the Ash-Stevens theory of highest weight representations over affinoid algebras.
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1. Introduction
Consider three p-adic Coleman families f = (f1, f2, f3) of tame levels (N1, N2, N3), parametrized by some
admissible open Uf ⊂ X
3, where X denotes the weight space. For an arithmetic point k = (kε11 , k
ε2
2 , k
ε3
3 )
of weight (k1, k2, k3) and nebentype (ε1, ε2, ε3), let us write fk = (f1,k1 , f2,k2 , f3,k3) for the specialization of
f , which is the p-stabilization of some f#k =
(
f
#
1,k1
, f#2,k2 , f
#
3,k3
)
for almost every arithmetic point. Hence we
have
f
#
i,ki
= fi,ki ∈ Ski+2 (Γ0 (Ni) , εi)
Ni−new .
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The problem we are interested in is about interpolating the function
k := (k1, k2, k3) 7→ L
(
fk1 × fk2 × fk3 , ck
)
for the central critical value ck :=
k1+k2+k3+4
2 . Here L (fk1 × fk2 × fk3 , s) is the triple product complex
L-function. Let us write πi := πfi,ki for the automorphic representation attached to fi := fi,ki . If we want
Π
f
#
k
:= π1 ⊗ π2 ⊗ π3 to be selfdual, the condition ε1ε2ε3 = 1 needs to be imposed. There are four central
critical regions, namely
Σ1 := {(k
ε1
1 , k
ε2
2 , k
ε3
3 ) : k1 > k2 + k3, ε1ε2ε3 = 1} ,
Σ2 := {(k
ε1
1 , k
ε2
2 , k
ε3
3 ) : k2 > k1 + k3, ε1ε2ε3 = 1} ,
Σ3 := {(k
ε1
1 , k
ε2
2 , k
ε3
3 ) : k3 > k1 + k2, ε1ε2ε3 = 1} ,
Σ123 := {(k
ε1
1 , k
ε2
2 , k
ε3
3 ) : k1 ≤ k2 + k3, k2 ≤ k1 + k3, k3 ≤ k1 + k2, ε1ε2ε3 = 1} .
The transcendental nature of the Deligne’s period Ω depends on the critical region. We have, up to powers
of π,
Ω = 〈fi, fi〉
2
on Σi and Ω = 〈f1, f1〉
2
〈f2, f2〉
2
〈f3, f3〉
2
on Σ123.
Let Si be the set of places such that πi,v admits a Jacquet-Langlands lift π
D
i,v to the group of units of the
division Qv-algebra. Set S := S1 ∩ S2 ∩ S3 and, for every v ∈ S, let dv (resp. d
D
v ) be the dimension of the
space of trilinear forms on π1,v ⊗ π2,v ⊗ π3,v (resp. π
D
1,v ⊗ π
D
2,v ⊗ π
D
3,v). Define, for every v ∈ S,
εv (f1 × f2 × f3) =
{
1 if dv = 1 and d
D
v = 0
−1 if dv = 0 and d
D
v = 1.
It is a theorem of Prasad (see [16]) that the above function is indeed well defined, i.e. only one of the
above two possibilities occurs. Write S = S+ ⊔ S−, where S± := {v : εv (f1 × f2 × f3) = ±1} and set
D :=
∏
l∈S−−{∞} l. Recalling the dependence of these consideration from the weight, so that S
− = S−
f
#
k
(resp. D = D
f
#
k
), the sign of the function equation at k is given by the formula
ε
(
f
#
k
)
=
∏
v∈S εv
(
f
#
k
)
:=
∏
v∈S εv (f1 × f2 × f3) = (−1)
#S−
f
#
k .
Let εfin
(
f
#
k
)
be the product of the finite local signs, so that ε
(
f
#
k
)
= εfin
(
f
#
k
)
ε∞
(
f
#
k
)
. We remark that
the nature of the local sign at infinity depends on the critical region: we have ε∞
(
f
#
k
)
= 1 if k ∈ Σi for
i = 1, 2 or 3, while ε∞
(
f
#
k
)
= −1 if k ∈ Σ123. On the other hand, assuming that each Ni is squarefree, it is
easy to see that εfin
(
f
#
k
)
≡ 1 or εfin
(
f
#
k
)
≡ −1 for every arithmetic k. Indeed, under this assumption we
have, for every arithmetic weight with trivial nebentype and every finite v = l ∈ S−
f
#
k
,
εl
(
f
#
k
)
= −al (f1,k1) al (f2,k2) al (f3,k3) l
−
k1+k2+k3
2 ,
a function which can be p-adically interpolated and then needs to be constant for all weights. Hence, having
fixed f there is a well defined finite ”generic sign” εfin (f) of the family and a well-posed interpolation problem.
As explained below, we can prove cases where this generic sign is well defined also when the Nis are not
assumed to be squarefree, essentially because our p-adic interpolation technique avoids choosing test vectors
and, hence, having an a priori well-posed problem. Of course, we expect εfin (f) to be defined in general. At
this point the consideration splits in two cases.
If εfin (f) = 1 (hence D is the product of an even number of primes), then ε
(
f
#
k
)
= 1 if and only if
k ∈ Σ1, Σ2 or Σ3. As expected, one gets three (square root) p-adic L-function L
Σi (f), one for every region
Σi, with the property that
LΣi (f) (k)
2 ·
= L
(
fk1 × fk2 × fk3 , ck
)
for k ∈ Σi.
Here we write
·
= to mean equality up to explicit factors. On the other hand, L
(
fk1 × fk2 × fk3 , ck
)
= 0 when
k ∈ Σ123 because of the sign of the functional equation and the interpolation problem on Σ123 is trivial. This
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is the Harris-Tilouine setting studied in [11], under some ordinariness assumption and supposing D = 1.
These p-adic L-function have recently found interesting applications in [5] and [6].
When εfin (f) = −1 (hence D is the product of an odd number of primes), then ε
(
f
#
k
)
= 1 if and only
if k ∈ Σ123. The interpolation problem is therefore non-trivial only in the balanced region. An unexpected
new phenomenon is that, though we have only one region of interpolation, we get in a natural way three
(square root) p-adic L-functions LΣ123i (f) for i = 1, 2 or 3, all of them interpolating in the same region Σ123:
LΣ123i (f) (k)
2 ·
= L
(
fk1 × fk2 × fk3 , ck
)
for k ∈ Σ123.
Of course, since they interpolate in the same region and they are distinct, they have different Euler factors
Ei (f). Let Vfi be the p-adic representation attached to the Coleman family fi and set Vf := Vf1 ⊗ Vf2 ⊗ Vf3 .
Let H˜1f,Σ123 (Q, Vf ) be the Nekovar extended Selmer group attached to Vf and the balanced region Σ123 (see
[14] and [15] for the extension to non-ordinary families). This means that H˜1f,Σ123 (Q, Vf ) interpolates the
Selmer groups H˜1f
(
Q, V
f
#
k
)
defined by the Bloch-Kato conditions at every k ∈ Σ123. It is a cohomological
avatar of the extended Selmer group of an elliptic curve and contains a period space H0
(
Qp, Vf#k
)
. More
precisely, the Bloch-Kato conditions at k ∈ Σ123 are defined by means of an exact sequence
0→ V +
f
#
k
→ V
f
#
k
→ V −
f
#
k
→ 0
of GQp -modules (or (ϕ,Γ)-modules, if we allow the families to be non-ordinary). We can interpolate this
exact sequence in a family
0→ V +
f
→ Vf → V
−
f
→ 0
which defines H˜1f,Σ123 (Q, Vf ). Under mild conditions, there is an exact sequence
0→ H0
(
Qp, Vf#k
)
→ H˜1f
(
Q, V
f
#
k
)
→ H1f
(
Q, V
f
#
k
)
→ 0
where H1f
(
Q, V
f
#
k
)
is the usual Bloch-Kato Selmer group at k ∈ Σ123. It can be proved that the vanishing of
these Euler factors Ei (f) at some k ∈ Σ123 is related to the dimension of this Nekovar period space at k ∈ Σ123,
which is almost three. More precisely, it can be proved that H0
(
Qp, Vf#k
)
6= 0 if and only if Ei (f) (k) = 0 for
some i ∈ {1, 2, 3}. In this case, there are two possibilities: either H0
(
Qp, Vf#k
)
is two dimensional and only
one form f#i,ki = fi,ki is new at p, say i = 3, and then E1 (f) (k) = E2 (f) (k) = 0; or H
0
(
Qp, Vf#k
)
is three
dimensional, all the modular forms f#i,ki = fi,ki are new at p and then E1 (f) (k) = E2 (f) (k) = E3 (f) (k) = 0.
We refer the reader to [2] for an investigation of this kind of exceptional zero phenomenona, a kind of exotic
analogue of those discovered in [13] and studied in [9].
In particular, by deforming p-new families, it may happen that two of these p-adic L-function vanish at
some point and the other does not, showing that they are independent from the Iwasawa theoretic point
of view, because they generate different ideals in contrast with the fact that, by the usual Iwasawa main
conjecture flavour, one should expect all of them to be related to the same characteristic ideal χΣ123 (f)
attached to H˜1f,Σ123 (Q, Vf ). More precisely, we do not have
(
χΣ123 (f)
)
=
(
LΣ123i (f)
)
in the Iwasawa algebra
Λf ⊂ O (Uf ) (suppose all the families to be ordinary, for simplicity). In fact, we expect our p-adic L-functions
to encode a finer information, related to the matrix coefficients of Nekovar weight pairing (see [2] and also
[18] and [19] for the definition of the pairing).
The approach we take in the p-adic interpolation process is inspired from Ichino’s formula [12], as refor-
mulated in [8]. More precisely, based on [10], it is proved in [12] that we have the equality
(1) Ik (ϕ)
2 =
1
23
ζ2Q (2)L
(
1/2,Πk
)
L (1,Π,Ad)
∏
v
αv (ϕv)
for ϕ = ⊗vϕv ∈ Π
D
f
#
k , the Jacquet-Langlands lift of Π
f
#
k
to the quaternion algebra B = B
f
#
k
of discriminant
D = D
f
#
k
. Here αv are integral of matrix coefficients and Ik is a global period integral (see [12]). In Theorem
3
6.4 we prove an equality between functionals, showing that there are three linear forms on quaternionic
families of p-adic modular forms interpolating the global period integral Ik that appears in Ichino’s formula,
independently of any consideration about the explicit form of the test vectors putting restrictions on the
levels. As a consequence, we get applications to the existence of p-adic families of test vectors over Zariski
open subsets of three copies X 3 of the weight space. As explained, both the quaternion algebra B = Bf
or discriminant D = Df and the resulting interpolation region we have to deal with are not a priori well
defined in general (but they are in the squarefree case). Another application of our result is the following
conditional result, which however removes any level assumption. Let D
f
#
k
be the discriminant predicted by
[16] and write Π
D
f
#
k for the Jacquet-Langlands lifts of Π
f
#
k
. The Jacquet conjecture proved in [10] tells us
that L
(
Π
f
#
k
, 1/2
)
6= 0 if and only if Ik ◦Π
D
f
#
k 6= 0. The following results are immediate applications of our
result.
(A) If L
(
Π
f
#
k
, 1/2
)
6= 0 for some arithmetic k with D = D
f
#
k
divisible by an odd number of primes and
such that the Euler factors (27) do not vanish, then D
f
#
k′
= D for every arithmetic k′ as above in
a Zariski open subset ϕ 6= U ′
f
of Uf . In particular, there is a notion of ”generic sign” εfin (f) and a
natural region of interpolation, namely the balanced region.
(B) If L (Πf , 1/2) 6= 0 for some arithmetic k with D = Df#k
divisible by an odd number of primes and
such that the Euler factors (27) do not vanish, then there is a quaternionic p-adic family ϕ on the
definite quaternion algebra of discriminant D such that ϕk′ is a global test vector for every k
′ as
above in a Zariski open subset ϕ 6= U ′
f
of Uf . In particular, we have L
(
Π
f
#
k′
, 1/2
)
6= 0.
We expect U ′
f
= Uf and the result above being unconditional: in order to prove this fact, an investigation
of the p-adic variation of the right hand side of (1) is required for all possible Ds.
2. Modular forms and p-adic modular forms
Let B be a definite quaternion division Q-algebra which is split at the prime p and let B (resp. B×)
be the associated ring scheme (resp. algebraic group). We write A = Af × R for the adele ring of Q and
define Apf by the rule Af = A
p
f × Qp. We set Bf := B (Af ) (resp. B
×
f := B
× (Af )), B
×,p
f := B
(
A
p
f
)
and
Bv = B (Qv) (resp. B
×
v := B
× (Qv)) if v is either a finite place or v = ∞, so that B
×
f = B
×,p
f × B
×
p . We
write b 7→ bι for the main involution and nrd : B× → Gm for the reduced norm.
If Z ⊂ ZB× = Gm is a closed subgroup (such as the trivial subgroup or the whole center), we define
Zf := Z (Af ), Zv := Z (Qv) and Z
p
f := Z
(
A
p
f
)
, so that Zf = Z
p
f × Zp. We will need to consider double
cosets of the form [
B×f
]
Z
:= Zf\B
×
f /B
×.
In order to later apply the results from [8], we fix measures as follows. We take the Tamagawa measure
µZ(A)\B×(A) on Z (A) \B
× (A) and write µ[B×(A)]
Z
for the quotient measure (normalized in the usual way).
Next we choose µZ\B,∞ on Z (F∞) \B
× (F∞) and µ := µB×f
on B×f such that µ (K) ∈ Q for some (and
hence every) open and compact subgroup K ⊂ B×f and such that, writing µB×f /B×
for the induced quotient
measure on B×f /B
× (normalized in the usual way), which restricts to an invariant measure µ[B×f ]Z
on
C(Bf\B
×
f /B
×) ⊂ C(B×f /B
×),
∫
[B×(A)]
Z
f (x) dµ[B×(A)]
Z
(x) =
∫
[B×f ]Z
(∫
Z(F∞)\B×(F∞)
f (xfx∞) dµZ\B,∞ (x∞)
)
dµ[B×f ]Z
(xf )
is satisfied. We let mZ\B,∞ be the total measure of Z (F∞) \B
× (F∞).
Let Σ0 (pZp) ⊂ M2 (Zp) be the subsemigroup of matrices having non-zero determinant, upper left entry
a ∈ Z×p and lower left entry c ∈ pZp and set Γ0 (pZp) := Σ0 (pZp)∩GL2 (Zp). Consider an open and compact
4
subgroup K⋄p ⊂ Bp (it will be Γ0 (pZp)). We will also need to consider a subsemigroup K
⋄
p ⊂ Σp ⊂ B
×
p and
to define Σp
(
B×f
)
:= B×,pf × Σp (we will take Σp = Σ0 (pZp)).
Let K := K
(
B×f
)
(resp. K⋄ := K
(
B×f ,K
⋄
p
)
) be the set of open and compact subgroups K ⊂ B×f
(resp. K = Kp × Kp with K
p ⊂ B×,pf and Kp ⊂ K
⋄
p open and compact). If S is a B
×
f -module (resp. a
Σp
(
B×f
)
-module), then we define
SK :=
⋃
K∈K S
K (resp. SK
⋄
:=
⋃
K∈K⋄ S
K).
We note that the Hecke operators H
(
B×f
)
(resp. H
(
Σp
(
B×f
))
) act on SK (resp. SK
⋄
) by double cosets
on B×f (resp. Σp
(
B×f
)
). We describe the action on SK
⋄
for a Σp
(
B×f
)
-module S. If K1,K2 ∈ K
⋄ and
π ∈ Σp
(
B×f
)
, the space K1\K1πK2 is finite
1 and we may write
K1πK2 =
⊔
x∈K1\K1piK2
K1x.
As usual we may define
[K1πK2] : S
K1 → SK2
by the rule
(2) v | [K1πK2] =
∑
x∈K1\K1piK2
vx.
The mapping u 7→ πu induces a bijection
(
K2 ∩ π
−1K1π
)
\K2 → K1\K1πK2, so that we may take x = πu
in the above expression:
(3) v | [K1πK2] =
∑
u∈(K2∩pi−1K1pi)\K2
vπu.
We can define in this way an action of the Hecke algebra H
(
Σp
(
B×f
))
of double cosets on Σp
(
B×f
)
. When
K⋄p = Gp we have V
K⋄ = V K and we have an action of H
(
Σp
(
B×f
))
= H
(
B×f
)
. Let K⋄⋄ ⊂ K⋄ be the
subset of those groups such that Kp = K
⋄
p and write H (Σp) for the Hecke algebra of double cosets KπK
with π contentrated in πp ∈ Σp and K ∈ K
⋄⋄. Then (2) defines an operator on V K
⋄⋄
=
(
V K
⋄)K⋄p by means
of the formula vTpi := v | [KπK] if v ∈ V
K where K ∈ K⋄⋄, i.e. it does not depend on K ∈ K⋄⋄. It follows
that V K
⋄⋄
is endowed with an action of B×,pf ×H (Σp).
Let (V, ρ) be a right representation of G∞ (resp. Σp) with coefficients in some commutative unitary ring
R. If g ∈ B× (A), we will write gv ∈ B
×
v for its v-component. When ρ is understood, we simply write vg∞
(resp. vgp) for vρ (g∞) (resp. vρ (g∞)). Fix a character ω0 : Zf −→ R
× (resp. ω0,p : Zf −→ R
×). Define
S
(
B×f , ρ
)
(resp. Sp
(
B×f , ρ
)
) to be the space of maps ϕ : B×f → V endowed with the
(
B× (A) , B×f
)
-action
(resp.
(
B× (A) ,Σp
(
B×f
))
-action) given by
(gϕu) (x) := ϕ (uxgf ) ρ
(
g−1∞
)
, where g ∈ B× (A) and u ∈ B×f
(resp. (gϕu) (x) := ϕ (uxgf) ρ (up) , where g ∈ B
× (A) and u ∈ Σp
(
B×f
)
).
Then
S(B×f , ρ, ω0) := {ϕ ∈ S(B
×
f , ρ) : ϕz = ω0(z)ϕ for all z ∈ Zf}
(resp. Sp (Gf , ρ, ω0,p) :=
{
ϕ ∈ Sp(B
×
f , ρ) : ϕz = ω0,p(z)ϕ for all z ∈ Zf
}
)
1Indeed note that K1piK2 is compact, being the image of K1 ×K2 by means of the continuous map given by (x, y) 7→ xpiy.
Since K1 is open, K1piK2 =
⊔
i
K1pii is an open covering which, by compactness, admits a finite refinement.
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is a sub
(
B× (A) , B×f
)
-module (resp. sub
(
B× (A) ,Σp
(
B×f
))
-module). We also write
S
(
B×f /B
×, ρ/B× , ω0
)
:= S
(
B×f , ρ, ω0
)(B×,1)
(resp. Sp
(
B×f /B
×, ρ/B× , ω0,p
)
:= Sp
(
B×f , ρ, ω0,p
)(B×,1)
)
and
M
(
B×f , ρ, ω0
)
:= S
(
B×f /B
×, ρ/B× , ω0
)(1,K)
(resp. Mp
(
B×f , ρ, ω0,p
)
:= Sp
(
B×f /B
×, ρ/B× , ω0,p
)(1,K⋄)
).
The former is called the space of ρ-valued modular forms and the latter the space of space of ρ-valued p-adic
modular forms ; they are Hecke modules as explained above. We omit ω0 from the notation when Zf = 1 and
writeM
(
Zf\B
×
f , ρ
)
:=M
(
B×f , ρ, ω0,p
)
when ω0 is the trivial character of Zf . Sometimes we will abusively
replace ρ with the underlying subspace V in the notation. The same shorthands apply in the p-adic case.
The connection between modular forms and p-adic modular forms is the content of the following propo-
sition. We suppose that we have given ω0 : Zf → R
× and coefficient rings i∞ : R ⊂ R∞ and ip : R ⊂ Rp.
For a character χ of some group with values in R×, we let ip∗ (χ) := ip ◦ χ and i∞∗ (χ) := i∞ ◦ χ. We also
assume that we have given a representation ρp (resp. ρ∞) of B
×
p (resp. B
×
∞) with coefficients in Rp (resp.
R∞) with the property that
ρ := ρp|B× = ρ∞|B× ⊂ ρp, ρ∞
with coefficients in R.
Lemma 2.1. The rules
M
(
B×f , ρp
)
→Mp
(
B×f , ρp
)
Mp
(
B×f , ρp
)
→M
(
B×f , ρp
)
ϕ 7→ ψϕ : ψϕ (x) := ϕ (x)x
−1
p ψ 7→ ϕψ : ϕψ (x) := ψ (x) xp
set up a right Σp
(
B×f
)
-equivariant bijection and M
(
B×f , ρ
)
⊂M
(
B×f , ρp
)
is identified with the submodule
of those ψ ∈ Mp
(
B×f , ρp
)
such that ψ (x) ∈ ρ ⊂ ρp for every x ∈ B
×
f . Furthermore, if ρp has central
character ωρp and (−)p : Zf → Zp is the projection induced by B
×
f → B
×
p , then the bijection induces
M
(
B×f , ρ, ω0
)
⊂M
(
B×f , ρp, ip∗ (ω0)
)
≃Mp
(
B×f , ρp, ω0,p
)
with ω0,p := ip∗ (ω0)ω
−1
ρp
(
(−)p
)
. These identifications and inclusions are H (Σp (Gf ))-equivariant.
Proof. Indeed the above rules induce a
(
B×,Σp
(
B×f
))
-equivariant identification S
(
B×f , ρp
)
≃ Sp
(
B×f , ρp
)
.
Since Bf = B
×,p
f × B
×
p topologically, K
⋄ ⊂ K is a cofinal family and we have SK = SK
⋄
for every
B×f -module. Hence, taking (B
×,K)-invariant on the left and (B×,K⋄)-invariants on the right yields the
Σp
(
B×f
)
-equivariant identification. Then one checks that the correspondence has the required proper-
ties. 
Example 2.2. The above lemma notably applies in the following setting: let V be an algebraic representation
of B× over R = Q ⊂ C,Qp (or a quadratic field R = K which splits B) and set (V, ρ) := V (Q) and(
Vp, ρp
)
:= V (Qp). We can also take R large enough for the values of the characters ωρp and ω0 to take
values in it.
2.1. The norm forms. Here is a key example of modular form. Consider the (normalized) absolute value
functions |−|v : Q
×
v → R
×
+, |−|Af : A
×
f → Q
×
+ and |−|A : A
× → R×+. Setting
N := |−|
−1
Af
|−|∞ : A
× = Gm (A)→ C
×
gives a function such that NfN
−1
∞ = |−|
−1
A is trivial on Q
× = Gm (Q) by the product formula. Suppose
that χ : B× → Gm is an algebraic character and that τ : R
× → G is a character. Then we define
τχ : B
× (R)
χR→ R×
τ
→ G. In particular, we have the continuous character
Nχ : B
× (A)
χ
A→ A×
N
→ R×+
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and, recalling that Nf = |−|
−1
Af
and N∞ = |−|∞,
Nχ,f : B
× (Af )
χ
Af
→ A×f
|−|−1
Af
→ Q×+ and Nχ,∞ : B
× (R)
χ∞→ R×
|−|∞→ R×+.
Of course Nχ,f (resp. Nχ,∞) is the finite adele (resp. ∞) component of Nχ, as suggested by the notation. If
κ : Q×+ → R
× is a character (that we usually write exponentially r 7→ rκ), we can also define
Nκχ,f : G (Af )
Nχ,f
→ Q×+
κ
→ R×
Note that χ∞ (B
× (R)) = χ∞
(
B× (R)
◦)
⊂ R×+ (because B is definite), implying that χQ (B
× (Q)) ⊂ Q×+
and we may consider κχ := κ ◦ χQ. If V = (V, ρ) is a representation of G (F∞) with coefficients in R, we
write V (κχ) = (V, ρ (κχ)) for the representation ρ (κχ) (g) (v) := κχ (g)ρ (g) v.
Remark 2.3. The continuous character Nχ is such that Nχ,fN
−1
χ,∞ is trivial on G (F ) and we have
Nκχ,f ∈M
(
G (Af ) , R (κχ) ,N
κ
χ,f |Zf
)K
for every open and compact K ∈ K.
Proof. This is an application of the product formula and the fact that χQ (B
× (Q)) ⊂ Q×+. 
Taking
χ = nrd : B× → Gm
yields, for every κ = k ∈ Z (viewed as the character k : Q× → R via r 7→ rk), the norm form
Nrdkf := N
k
χ,f ∈M
(
G (Af ) ,Q (k) ,N
2k
f |Zf
)K
, for every K ∈ K.
Applying Lemma 2.1 with ρ = Q (k), ρp = Qp (k) and ϕ = Nrd
k
f (−)p ∈M (G (Af ) ,Qp (k) , 2k)
K
yields the
p-adic modular form
Nrdkp := ψϕ ∈Mp
(
G (Af ) ,Qp (k) ,N
2k
p|Zf
)K
, for every K ∈ K.
We have, explicitely,
Nrdkp (x) = Nrd
k
f (x)p x
−1
p =
(
Nrdf (x)p
nrdp (xp)
)k
.
We now remark that
Nrdf (x)p
nrdp(xp)
∈ Z×p for any x ∈ B
×
f . Suppose now that we have given k : Z
×
p → O
× which
is a continuous group homomorphism, with O a locally convex Qp-algebra. Since K
⋄
p ⊂ B
×
p is a compact
subgroup, nrdp maps it into the maximal open compact subgroup Z
×
p ⊂ Q
×
p :
nrdp : K
⋄
p → Z
×
p .
If D is a K⋄p -module with coefficients in O, it makes sense to consider D (k) := D
(
nrdkp
)
, the same
representation with action v ·k g := nrd
k
p (g) vg. With this notation, we have
Nrdkp ∈Mp
(
G (Af ) ,O (k) ,N
2k
p|Zf
)K
, for every K ∈ K⋄
which interpolates the norm forms Nrdkf ≃ Nrd
k
p with k ∈ Z.
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2.2. multilinear forms. For x ∈ B×f and K ∈ K, define ΓK(x) = B
× ∩ x−1Kx. Being discrete (as B× is)
and compact (as K is), the set ΓK(x) is finite. For each K ∈ K and each set RK ⊂ Gf of representatives of
K\Bf/B
×, define
TRK :M
(
B×f , R
)K
−→ R by TRK (f) := µ (K)
∑
x∈RK
f (x)
|ΓK (x)|
.
It is easy to see that this is a well defined quantity which is independent from the choice of K (see [8, §3.3.1]
for details), implying that this family defines
TBf/B× :M
(
B×f , R
)
→ R and TZf\Bf/B× :M
(
Zf\B
×
f , R
)
→ R
where TBf/B× = TK on M (Gf , R)
K
and TZf\Bf/B× := TBf/B×|M(Zf\B×f ,R)
.
Suppose that we have given a right representation (V, ρ) of G∞ (resp. Σp) with coefficients in some
commutative unitary ring R and group homomorphisms k : Q× → R× (resp. k : Z×p → R
×). If
Λ ∈ HomR[B×∞] (ρ,R (k)) (resp. ∈ HomR[K⋄p ]
(ρ,R (k)) ),
Then we may define the R-linear morphisms
M (Λ) :M
(
B×f , ρ,N
2k
f |Zf
)
→ R (resp. Mp (Λ) :Mp
(
B×f , ρ,N
2k
p|Zf
)
→ R)
by the rule
M (Λ) (ϕ) := µ (K)
∑
x∈K\B×/B×
Λ (ϕ (x))
|ΓK (x)|Nrd
k
f (x)
if ϕ ∈M
(
B×f , ρ,N
2k
f |Zf
)K
(resp. M (Λ) (ϕ) := µ (K)
∑
x∈K\B×/B×
Λ (ϕ (x))
|ΓK (x)|Nrd
k
p (x)
if ϕ ∈Mp
(
B×f , ρ,N
2k
p|Zf
)K
)
Alternatively, we have
M (Λ) :M
(
B×f , ρ,N
2k
f |Zf
)
Λ∗→M
(
B×f , R (k) ,N
2k
f |Zf
) 〈·,Nrd−kf 〉
→ R
(resp. Mp (Λ) :Mp
(
B×f , ρ,N
2k
p|Zf
)
Λ∗→Mp
(
B×f , R (k) ,N
2k
p|Zf
) 〈·,Nrd−kp 〉
→ R),
where:
• Λ∗ is the morphism induced by functoriality and Λ, i.e. Λ∗ (ϕ) (x) := Λ (ϕ (x));
• 〈·, ·〉 is the natural pairing
〈·, ·〉 :M
(
B×f , R (k) ,N
2k
f |Zf
)
⊗RM
(
B×f , R (−k) ,N
−2k
f |Zf
)
⊗
→M
(
Zf\B
×
f , R
) TZf \Bf/B×
→ R
(resp. 〈·, ·〉 :M
(
B×f , R (k) ,N
2k
f |Zf
)
⊗RM
(
B×f , R (−k) ,N
−2k
f |Zf
)
⊗
→M
(
Zf\B
×
f , R
) TZf \Bf/B×
→ R),
with (ϕ1 ⊗ ϕ2) (x) := ϕ1 (x)ϕ2 (x).
It follows from this description that the quantity is well defined. Finally, when ρ = ρ1 ⊗R ... ⊗R ρn and
ω0,i (resp. ω0,p,i) are such that
(4) ω0,1...ω0,n = N
2k
f |Zf
(resp. ω0,p,1...ω0,p,n = N
2k
p|Zf
),
we can define the R-linear morphism
J (Λ) :M
(
B×f , ρ1, ω0,1
)
⊗R ...⊗RM
(
B×f , ρn, ω0,n
)
⊗
→M
(
B×f , ρ,N
2k
f |Zf
)
M(Λ)
→ R
(resp. Jp (Λ) :M
(
B×f , ρ1, ω0,1
)
⊗R ...⊗RM
(
B×f , ρn, ω0,n
)
⊗
→M
(
B×f , ρ,N
2k
f |Zf
)
M(Λ)
→ R)(5)
where ⊗ is obatined by iteration of (ϕ1 ⊗ ϕ2) (x) := ϕ1 (x) ⊗R ϕ2 (x) in case n = 2.
Let us now assume that we are in the setting of Lemma 2.1, with representations ρi,p (resp. ρi,∞) of B
×
p
(resp. B×∞) with coefficients in Rp (resp. R∞) with the property that ρi := ρi,p|B× = ρi,∞|B× ⊂ ρi,p, ρi,∞
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with coefficients in R and (4) satisfied. Furthermore, suppose that (Λp,Λ∞) is a couple of elements Λp ∈
HomRp[B×p ]
(
ρp, Rp (k)
)
and Λ∞ ∈ HomR∞[B×∞] (ρ∞, R∞ (k)) with the property that
Λ := Λp|ρ = Λ∞|ρ ∈ HomR[B×] (ρ,R (k))
(Here we assume that k : Q× → R and identify it with ip∗ (χ) := ip ◦ χ and i∞∗ (χ) := i∞ ◦ χ).
Proposition 2.4. Via the inclusions/identifications provided by Lemma 2.1, we have
Jp (Λp)|⊗ni=1M(B
×
f ,ρi,ω0,i)
= J (Λ)|⊗ni=1M(B
×
f ,ρi,ω0,i)
on
⊗ni=1M
(
B×f , ρi, ω0,i
)
⊂ ⊗ni=1Mp
(
B×f , ρi,p, ω0,p,i
)
,⊗ni=1M
(
B×f , ρi,∞, i∞∗ (ω0,i)
)
.
Proof. It is easily checked that all the canonical morphisms involved in the definition of Jp (Λp) and J (Λ∞)
match: the non canonical ones, namely
〈
·,Nrd−kf
〉
and
〈
·,Nrd−kp
〉
match because Nrd−kf corresponds to
Nrd−kp via Lemma 2.1. 
2.3. Pairings and adjointness. Suppose that D (resp. E) is a ΣD (resp. ΣE) module, where ΣD (resp.
ΣE) satisfies the assumption that was done on Σp, and we let ω0,p,D, ω0,p,E : Zf → R
× be characters such
that ω0,p,Dω0,p,E = ω0,p. We assume that we have given a group homomorphism k : Z
×
p → R
× and a pairing
〈−,−〉 ∈ HomR[K⋄p ]
(D ⊗R E,R (k)) .
Then (5) gives
〈−,−〉Mp : Mp (Gf , D, ω0,p,D)⊗RMp (Gf , E, ω0,p,E)→ R.
We suppose ΣD = Σp, ΣD = Σ
ι
p and
(
K⋄p
)ι
= K⋄p ⊂ Σp∩Σ
ι
p(as in caseK
⋄
p = Γ0 (pZp) and Σp = Σ0 (pZp))
and that Z = ZB× = Gm. Assuming that E has central character κE : Z
×
p → R
×, we can consider the
second of the following compositions:
nrd
ω0,p,E
f : B
×
f
nrdf
→ A×f = Zf
ω0,p,E
→ R× and nrdκEp : K
⋄
p
nrdp
→ Z×p
κE→ R×
Suppose that k, κE : Z
×
p → R
× extends to a character k˜, κ˜E : Q
×
p → R
×. Then
nrdκ˜Ep : K
⋄
p
nrdp
→ Q×p
κ˜E→ R×
is an extension of nrdκEp to Σp and we let HomR[Σp,Σιp]
(
D ⊗ E,R
(
k˜
))
be the set of those pairings such
that
〈vσ, w〉 = nrdk˜−κ˜Ep (σ) 〈v, wσ
ι〉 for every σ ∈ Σp.
We remark that, for every element u ∈ K⋄p ,
〈vu, wu〉 = nrdk−κEp (u) 〈v, wuu
ι〉 = nrdkp (u) 〈v, w〉 ,
so that HomR[Σp,Σιp]
(
D ⊗ E,R
(
k˜
))
⊂ HomR[K⋄p ]
(D ⊗ E,R (k)).
Remark 2.5. Suppose now that D ⊂ D˜ and E ⊂ E˜, where D˜ and E˜ are B×p -modules, the above in-
clusions are Σp and, respectively, Σ
ι
p-equivariant and that E˜ has central character κE˜ = κ˜E extending
κE . If 〈·, ·〉 ∈ HomO[K⋄p ]
(D ⊗ E,R (k)) extends to 〈·, ·〉
∼
∈ HomO[B×p ]
(
D˜ ⊗ E˜, R
(
k˜
))
then 〈·, ·〉 ∈
HomO[Σp,Σιp]
(
D ⊗ E,R
(
k˜
))
:
〈vσ, w〉 =
〈
vσ, wσ−1σ
〉∼
= nrdk˜p (σ)
〈
v, wσ−1
〉∼
= nrdk˜−κ˜Ep (σ) 〈v, wσ
ι〉 .
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In the following proposition, we suppose that we are placed in the setting pictured above and that π is
contentrated in πp ∈ Σp. Also, we suppose that f ∈ Mp (Gf , D, ω0,p,D)
K⋄p and g ∈ Mp (Gf , E, ω0,p,E)
K⋄p
(and make a similar assumption for classical modular forms Ms to which the statement make reference).
Finally, we assume that
〈−,−〉 ∈ HomR[Σp,Σιp]
(
D ⊗ E,R
(
k˜
))
(but for classical modular forms, we allow 〈−,−〉 ∈ HomR[B×p ] (D ⊗R E,R (k)) for k = and does not require
E to have central character κE : Q
× → R×)
Proposition 2.6. We have the following formulas, in the p-adic case:
〈f | Tpi, g〉 = Nrd
k˜
f (π)p nrd
−κ˜E
p (πp) nrd
−ω0,p,E
f (π) 〈f, g | Tpiι〉 .
For classical modular foems, 〈f | Tpi, g〉 = Nrd
k˜
f (π) 〈f, g | Tpi−1〉 and, whenever E has central character κE ,
〈f | Tpi, g〉 = Nrd
k˜
f (π) nrd
−κE
f (π) 〈f, g | Tpiι〉.
Proof. We have Tpi = [K1πK2] with K1 = K2 ∈ K
⋄⋄ and we leave to the reader to check that we may assume
that |ΓKi (x)| = 1 for all x ∈ B
×
f and i = 1, 2 and that we have Nrd
k
p (x) = Nrd
k
p (ux) nrd
k
p (up) for all u ∈ Ki
and i = 1, 2: this is possible thanks to our assumptions that π ∈ Σp and that f , g and Nrdp are fixed by K
⋄
p
(because Ki ∈ K
⋄). Having made this reduction, we compute, for p-adic modular forms,
µ (K2)
−1
〈f | [K1πK2] , g〉 =
∑
x∈K2\B
×
f /B
×
〈(f | [K1πK2]) (x) , g (x)〉
Nrdkp (x)
=
∑
u∈(K2∩pi−1K1pi)\K2,x∈K2\B
×
f /B
×
〈f (πux) πpup, g (x)〉
Nrdkp (x)
=
∑
u∈(K2∩pi−1K1pi)\K2,x∈K2\B
×
f /B
×
〈f (πux) πpup, g (ux)up〉
Nrdkp (ux)χp (up)
=
∑
u∈(K2∩pi−1K1pi)\K2,x∈K2\B
×
f /B
×
〈f (πux) πp, g (ux)〉
Nrdkp (ux)
=
∑
y∈(K2∩pi−1K1pi)\B
×
f /B
×
〈f (πy)πp, g (y)〉
Nrdkp (y)
.
Here we have employed (3) in the second equality, the K2-invariance of g and Nrd
k
p in the third equality and
the K⋄p -equivariance of 〈−,−〉 in the fourth equality. Letting g, f , K2, K1 and π
ι play the roles of f , g, K1,
K2 and π respectively, we also see that
µ (K1)
−1 〈f, g | [K2π
ιK1]〉 =
∑
z∈(K1∩pi−ιK2piι)\B
×
f /B
×
〈
f (z) , g (πιz)πιp
〉
Nrdkp (z)
.
Note, however, that y 7→ πy induces a well defined map H\B×f /B
× → πHπ−1\B×f /B
× for any subgroup H
and we have πιHπ−ι = π−1Hπ. Taking H = K2 ∩ π
−1K1π we see that πHπ
−1 = K1 ∩ π
−ιK2π
ι. Making
the change of variables z = πy, we have
µ (K1)
−1 〈f, g | [K2π
ιK1]〉 =
∑
y∈(K2∩pi−1K1pi)\B
×
f /B
×
〈
f (πy) , g (πιπy)πιp
〉
Nrdkp (πy)
= nrdκ˜E−k˜p (πp)Nrd
−k
p (π)
∑
y∈(K2∩pi−1K1pi)\B
×
f /B
×
〈f (πy)πp, g (π
ιπy)〉
Nrdkp (y)
.
Here we have used
〈
v, wπιp
〉
= nrdκ˜E−k˜p (πp) 〈vπp, w〉. We now remark that π
ιπ = nrd (π) ∈ Zf , so that
g (πιπy) = nrd
ω0,p,E
f (π) g (y). It follows that
µ (K1)
−1
〈f, g | [K2π
ιK1]〉 = nrd
κ˜E−k˜
p (πp)Nrd
−k
p (π) nrd
ω0,p,E
f (π)µ (K2)
−1
〈f | [K1πK2] , g〉 .
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The relation Nrdκp (x) =
(
Nrdf (x)p
nrdp(xp)
)κ
gives the claim.
nrdκ˜E−k˜p (πp) Nrd
−k
p (π) = nrd
κ˜E−k˜
p (πp)
Nrd−kf (π)p
nrd−kp (πp)
= nrdκ˜Ep (πp)Nrd
−k˜
f (π)p
For modular forms one finds, by a similar computation,
µ (K2)
−1
〈f | [K1πK2] , g〉K2 =
∑
y∈(K2∩pi−1K1pi)\Gf/Γ
〈f (πy) , g (y)〉
Nrdkf (y)
,
µ (K1)
−1 〈
f, g |
[
K2π
−1K1
]〉
K1
=
∑
z∈(K1∩piK2pi−1)\Gf/Γ
〈f (z) , g (πz)〉
Nrdkf (z)
.
The first equality in this case follows and the second, which can also be proved by a similar computation as
above, is actually a consequence of the first in this setting, since one checks g |
[
K2π
−1K1
]
= nrd−κEf (π) ·g |
[K2π
ιK1] (because nrd (π) ∈ Zf = ZB×
f
). 
3. The special value formula and its p-adic avatar
We are now going to recall the special value formula proved in [8], specialized to the triple product case,
which can be regarded as an explicit version of Ichino’s formula [12] and a generalization of [3].
Let E/Q be a Galois splitting field for B and fix B/E ≃ M2/E inducing B
×
/E ≃ GL2/E . If k ∈ N we let
Pk/E be the left GL2/E-representation on two variables polynomials of degree k, the action being defined by
the rule (gP ) (X,Y ) = P ((X,Y ) g). We write Vk for the dual right representation. If k := (k1, ..., kr) ∈ N
r,
we may identify Pk1/E ⊗ ...⊗Pkr/E with the space of 2r-variable polynomials Pk/E which are homogeneous
of degree ki in the i-th couple of variables Wi := (Xi, Yi). Then Vk1/E ⊗ ... ⊗Vkr/E is identified with the
dual Vk/E of Pk/E and any P ∈ Pk/E (−r)
GL2/E , i.e. such that gP = det (g)
r
P , induces
ΛP ∈ HomGL2/E
(
Vk/E ,1/E (r)
)
by the rule ΛP (l) := l (P ). Note also that, if P 6= 0 then there is l such that l (P ) = 1 and we see that
ΛP 6= 0. Setting 0 6= δ
k (X1, Y1, X2, Y2) :=
∣∣∣∣ X1 Y1X2 Y2
∣∣∣∣k, we have δ1 (W1g,W2g) = det (g) δ1 (W1,W2), from
which it follows that δk ∈ Pk,k/E and gδ
k = det (g)
k
δk. We deduce that 〈−,−〉k := Λδk 6= 0 satisfies the
above requirement: then the irreducibility of Vk/E implies that it is perfect and symmetric.
If k := (k1, k2, k3) ∈ N
3, we define the quantities k∗ := k1+k2+k32 , k
∗
1 :=
−k1+k2+k3
2 , k
∗
2 :=
k1−k2+k3
2 and
k∗3 :=
k1+k2−k3
2 . With a slight abuse of notation, we write Pk/E and Vk/E to denote the external tensor
product, which is a representation of GL32/E . When k
∗ ∈ N and k is balanced, we can also define
Λk/E ∈ HomGL2/E
(
Vk/E ,1/E (k
∗)
)
as follows. The balanced condition precisely means that k∗i ≥ 0 for i = 1, 2, 3, so that we can consider
0 6= ∆k/E := δ
k∗1 (W2,W3) δ
k∗2 (W1,W3) δ
k∗3 (W1,W2) ∈ Pk/E .
We have g∆k/E = det (g)
k∗
∆k/E . Hence ∆k/E ∈ Pk/E (−k
∗)
GL2/E and we may set Λk/E := Λ∆k/E 6= 0.
The following result is an application of the Clebsch-Gordan decomposition that we leave to the reader.
Lemma 3.1. Suppose that 2k∗ = k1 + k2 + k3 ∈ 2N and k is balanced.
(1) There is a representation Vk of B
×3 such that E ⊗Vk ≃ Vk/E via B
×3
/E ≃ GL
3
2/E and 〈−,−〉k ∈
HomB×
(
Vk ⊗Vk,1 (k)
)
such that E ⊗ 〈−,−〉k ≃ 〈−,−〉k/E
(2) We have, setting B×1 := ker (nrd),
dim
(
Hom
B
×
1
(
Vk,1
))
= dim
(
HomSL2/E
(
Vk/E ,1/E
))
= 1.
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For i = 1, 2, 3, let ωi be an unitary Hecke character of the form ωi = ωf,i ⊗ sgn (−)
ki and set ω0,i :=
ωf,iNrd
ki/2
f . Assuming that ω1ω2ω3 = 1, we see that
(6) k∗ ∈ N and Nrd
k∗
f = ω1,0ω2,0ω3,0.
It follows from an adelic version of the Peter-Weyl Theorem (see [8]) that, if πi = πi,f ⊗ V
u
ki,C
is an
irreducible unitary automorphic form with central character ωi (and V
u
ki,C
the unitary twist of Vki,C), there
is a canonical identification
fi : V
∨
ki,C ⊗C M
(
B×f ,Vki,C, ω0,i
) [
Nrd
−ki/2
f πi,f
]
≃ A
(
B× (A) , ωi
)
[πi] ,
where (−) [θ] means taking the θ-component and A (B× (A) , ωi) is the space of K-finite automorphic forms.
We remark the we could have considered automorphic forms for the algebraic group B×3 and, with Π :=
π1 ⊗ π2 ⊗ π3, so that Π = Πf ⊗V
u
k,C, we have
f : V∨k,C ⊗C M
(
B×3f ,Vk,C, ω0
) [
Nrd
−k/2
f Πf
]
≃ A
(
B×3 (A) , ω
)
[Π] ,
where ω = (ω1, ω2, ω3), Nrd
−k/2
f (x1, x2, x3) := Nrd
−k1/2
f (x1)Nrd
−k2/2
f (x2)Nrd
−k3/2
f (x3) and ω0 := ωfNrd
k/2
f .
It follows from (6) that we can consider the quantity tk := J
(
Λk/E
)
defined by (5):
tk :M
(
B×3f ,Vk,E , ω0
)
=M
(
B×f ,Vk1,E , ω0,1
)
⊗E M
(
B×f ,Vk2,E , ω0,2
)
⊗E M
(
B×f ,Vk3,E , ω0,3
)
→ E.
The choice of Λk/E ∈ V
∨
k,E yields
fΛk/E :M
(
B×3f ,Vk,E , ω0
) [
Nrd
−k/2
f Πf
]
→֒ A
(
B×3 (A) , ω
)
[Π] .
The following result is deduced in [8] from [12] or [10] and the Jacquet conjecture proved in [10].
Theorem 3.2. Suppose that k is balanced and that ωi = ωi,f ⊗ sgn (−)
ki are unitary Hecke characters such
that ω1ω2ω3 = 1, implying k
∗ ∈ N. Consider the quantity
tk (ϕ) = µ (Kϕ)
∑
x∈Kϕ\B
×
f /B
×
Λk (ϕ1 (x)⊗ ϕ2 (x)⊗ ϕ3 (x))∣∣ΓKϕ (x)∣∣Nrdk∗f (x) ,
where Kϕ ∈ K is such that Kϕ ⊂ Kϕ1 ∩Kϕ2 ∩Kϕ3 and
ϕ = ϕ1 ⊗ ϕ2 ⊗ ϕ3 ∈
⊗3
i=1M
(
B×f ,Vki,C, ωi,0
)Kϕi
=M
(
B×3f ,Vk,E , ω0
)Kϕ1×Kϕ2×Kϕ3
.
Suppose that B = BΠ is the quaternion algebra predicted by [16].
(1) We have the equality
t2k =
1
23m2
ZB\B,∞
ζ2Q (2)L (1/2,Π)
L (1,Π,Ad)
∏
v
αv (−)
as functionals on
fΛk/E :M
(
B×3f ,Vk,E , ω0
) [
Nrd
−k/2
f Πf
]
→֒ A
(
B×3 (A) , ω
)
[Π] .
Here the quantities appearing in right hand side have a similar nature as those in (1) (see [12]).
(2) Define t˜k (Λ⊗C ϕ) := λtk (ϕ) when Λ = λΛk and t˜k (Λ⊗C ϕ) := 0 for Λ orthogonal to Λk in V
∨
k,C
(with respect to 〈−,−〉k), we have
t˜2k =
1
23m2
ZB\B,∞
ζ2Q (2)L (1/2,Π)
L (1,Π,Ad)
∏
v
αv (−)
as functionals on
f : V∨k,C ⊗C M
(
B×3f ,Vk,C, ω0
) [
Nrd
−k/2
f Πf
]
≃ A
(
B×3 (A) , ω
)
[Π]
and this rule extends to a morphism of functors from modular forms with coefficients in Q (ωf )-
algebras to A1.
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(3) Suppose that Π′ is an automorphic representation of GL32 and that B = BΠ′ is the quaternion algebra
predicted by [16]. Then L (Π′, 1/2) 6= 0 if and only if tk 6= 0 on M
(
B×3f ,Vk,E, ω0
) [
Nrd
−k/2
f Πf
]
with Π = Πf ⊗V
u
k,C corresponding to Π
′ by the Jacquet-Langlands correspondence (hence B = BΠ).
Regarding t˜2k as the algebraic part of L (1/2,Π) (see [8] for a justification), it follows from Theorem 3.2
that the relevant part to be interpolated is tk. Applying Proposition 2.4, we place tk in a p-adic setting,
making it correspond to tk := Jp
(
Λk/Qp
)
(7) tk (ϕ1, ϕ2, ϕ3) = µ (Kϕ)
∑
x∈Kϕ\B(Af )/B(F )
Λk/Qp (ϕ1 (x)⊗ ϕ2 (x)⊗ ϕ3 (x))∣∣ΓKϕ (x)∣∣Nrdk∗p (x) .
We have already interpolated the association k 7→ Nrdk
∗
p (x) in §2.1 and we will now proceed to interpolate
the association k 7→ Λk/Qp . To this end, we first review and prove some facts on distribution modules, by
means of which p-adic families of modular forms are defined.
4. Spaces of homogeneous p-adic distribution spaces
4.1. Locally analytic homogeneous distributions. By a p-adic manifold X we always mean a locally
compact and paracompact manifold over a fixed spherically complete non-archimedean p-adic field. For
a Banach algebra O, we let A (X,O) be the space of O-valued locally analytic functions on X and set
D (X,O) := LO (A (X,O) ,O) ⊂ L (A (X,O) ,O), the strong O-dual of A (X,O). If f : X → Y is a
morphism of p-adic manifolds, we have
f∗O : A (Y,O)→ A (X,O) and f
O
∗ : D (X,O)→ D (Y,O) ,
the first being the pull-back of functions f∗O (F ) := F ◦ f and the second operation being the strong O-dual
of the first. We note that
(8) fO∗
(
δOx
)
= δOf(x), for every x ∈ X
if δO· : X → D (X,O) denotes the Dirac distribution map. It is useful to remark that the O-linear span of{
δOx : x ∈ X
}
is dense in D (X,O) (see [7, §6.1]): we refer to this fact using the set phrase ”by density of
Dirac distributions”. It can be shown that there are topological identifications2
TOD(X) : O⊗̂D (X)
∼
→ D (X,O)
and
P
O1,O2
D(X1),D(X2)
: D (X1,O1) ⊗̂ιD (X2,O2)
∼
→ D
(
X1 ×X2,O1⊗̂O2
)
.
They are characterized by the equalities:
(9) TOD(X)
(
1O⊗̂δx
)
= δOx and P
O1,O2
D(X1),D(X2)
(
δO1x1 ⊗̂ιδ
O2
x2
)
= δO1⊗̂O2(x1,x2) .
We will usually suppress the reference to the Banach algebra when this is the fixed p-adic field.
Suppose from now on that X is endowed with the action of a p-adic Lie group T , meaning that the action
is given by a locally analytic map a : T ×X → X . Then T naturally acts from the right on A (X,O) and
from the left on D (X,O). The left action of T on D (X) can be extended, with respect to δ· : T → D (T ),
to a left action of D (T ) making D (X) a D (T )-module by the convolution product:
(10) D (T )⊗ι D (X)
PD(T),D(X)
→ D (T ×X)
a∗→ D (X) .
We note the formula
(11) δt · δx = δtx for t ∈ T and x ∈ X ,
which indeed characterizes the multiplication law by density of the Dirac distributions. Also we remark that
the multiplication map is in general separately continuous, while it is continuous if we assume that T and X
are compact. In particular, one checks that D (T ) becomes an algebra in this way. We write HomA (T,O
×)
2We write V ⊗ι W (resp. V ⊗W ) to denote V ⊗W with the inductive (resp. projective) tensor topology.
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to denote the group of those group homomorphisms such that their composition with the inclusion O× ⊂ O
belongs to A (T,O). We also write HomL (D (T ) ,O) to denote the space of those morphisms of locally
convex spaces that are morphisms of algebras. Then there is a bijection (see [7, Lemma 6.2])
(12) CO : HomL (D (T ) ,O)
∼
→ HomA
(
T,O×
)
, via CO (k) (t) := k (δt) .
We will abuse of notations, when there will be no risk of confusion, and identify these two sets, deserving
the exponential notation to the group homomorphisms and calling the elements of these sets weights.
If k is a weight, we may consider the space of locally analytic homogeneous functions:
Ak (X) = A (X,k) =
{
F ∈ A (X,O) : F (tx) = tkF (x)
}
.
It is indeed a closed O-submodule of A (X,O). Viewing both O and D (X) as D (T )-modules by means of
k and, respectively, the convolution product, we may define
Dk (X) := O⊗̂kD (X) and D (X,k) := LO (Ak (X) ,O) .
We also assume from no on that X is endowed with a right action by a semigroup Σ such that σ : Σ→ Σ is
locally analytic for every σ ∈ Σ, which is compatible with the left T -action in the sense that t(xσ) = (tx)σ
for all t ∈ T , x ∈ X , and σ ∈ Σ. It follows that σ induces a well defined action on Ak (X), Dk (X) and
D (X,k). The relation between the space Dk (X) and D (X,k) is expressed by means of an (O,Σ)-equivariant
morphism of locally convex spaces
(13) TkD(X) : Dk (X)→ D (X,k)
which is an isomorphism when X is a trivial (equivalently locally trivial) T -bundle. It is characterized by
the property that
TkD(X)
(
1⊗̂kδx
)
= δkx for every x ∈ X ,
if δkx is the image of δ
O
x . We refer the reader to [7, Lemma 6.3 and Proposition 6.6] for details.
It follows from (13) that the elements of Dk (X) naturally integrates functions in Ak (X). Furthermore
they are endowed with natural specialization maps, not possessed by the spaces D (X,k), defined as follows.
If we have given ki ∈ HomL (D (T ) ,Oi), we say that k1 specializes via ϕ to k2, and we write k1
ϕ
→ k2, if
ϕ ∈ HomL (O1,O2) and k2 = ϕ ◦ k1. Then we have an induced specialization map
(14) ϕ∗ : Dk1 (X)→ Dk2 (X) via ϕ∗
(
α⊗̂k1µ
)
:= ϕ (α) ⊗̂k2µ.
4.2. Multiplying locally analytic homogeneous distributions. Now suppose that we have given two
p-adic locally compact and paracompact manifolds Xi endowed with analytic actions of Ti for i = 1, 2, so
that T1 × T2 act on X1 × X2 in the obvious way. Let us be given ki ∈ HomL (D (Ti) ,Oi). We define the
continuous morphism of locally convex spaces
(15) k1 ⊞ k2 : D (T1 × T2)
P
−1
D(T1),D(T2)→ D (T1) ⊗̂ιD (T2)
k1⊗̂ιk2→ O1⊗̂ιO2
1̂
→ O1⊗̂O2.
Exploiting the effect on Dirac distributions and noticing that the multiplications laws are separately contin-
uous by (10), it is not difficult to deduce from the density of Dirac distributions that k1 ⊞ k2 is a morphism
of algebras, hence
k1 ⊞ k2 ∈ HomL
(
D (T1 × T2) ,O1⊗̂O2
)
.
We assume that Xi is further endowed with a right action by a semigroup Σi having the same properties at
the Σ-action considered above.
Lemma 4.1. There is a unique morphism of locally convex spaces Pk1,k2D(X1),D(X2) making the following diagram
commutative, which is
(
O1⊗̂O2,Σ1 × Σ2
)
-equivariant:
(16)
O1⊗̂D (X1) ⊗̂ιO2⊗̂D (X2)
1O1⊗̂O2
⊗̂PD(X1),D(X2)
→ O1⊗̂O2⊗̂D (X1 ×X2)
↓ ↓
Dk1 (X1) ⊗̂ιDk2 (X2)
P
k1,k2
D(X1),D(X2)→ Dk1⊞k2 (X1 ×X2) .
14
Proof. Let B be the composition of 1O1⊗̂O2⊗̂PD(X1),D(X2) with the right vertical morphism. Since we know
that B is continuous and Dk1⊞k2 (X1 ×X2) is Hausdorff and complete, we first need to show that, for every
αi ∈ Oi, µi ∈ D (Xi) and νi ∈ D (Ti)
B
(
α1k1 (ν1) ⊗̂µ1⊗̂ια2k1 (ν2) ⊗̂µ2
)
= B
(
α1⊗̂ (ν1 · µ1) ⊗̂ια2⊗̂ (ν2 · µ2)
)
.
It turns out that this is equivalent to checking the equalities
(17) PD(T1),D(T2)
(
ν1⊗̂ν2
)
·PD(X1),D(X2)
(
µ1⊗̂µ2
)
= PD(X1),D(X2)
(
(ν1 · µ1) ⊗̂ (ν2 · µ2)
)
in D (X1 ×X2) .
When µi = δxi and νi = δti we have indeed, by (9) and (11)
PD(T1),D(T2)
(
ν1⊗̂ν2
)
·PD(X1),D(X2)
(
µ1⊗̂µ2
)
= δ(t1,t2) · δ(x1,x2) = δ(t1x1,t2x2),
PD(X1),D(X2)
(
(ν1 · µ1) ⊗̂ (ν2 · µ2)
)
= PD(X1),D(X2)
(
δt1x1⊗̂δt2x2
)
= δ(t1x1,t2x2).
We note that both the left and the right hand sides of (17) are linear in the variables µi and νi. Furthermore,
if we fix three of these variables, the two resulting functions are continuous in the remaining variable thanks to
(10) showing that the multiplication laws are separately continuous. Hence the claimed equality (17) follows
from the density of Dirac distributions. The existence and uniqueness of Pk1,k2D(X1),D(X2) follows and, since
O1⊗̂D (X1) ⊗̂ιO2⊗̂D (X2) → Dk1 (X1) ⊗̂ιDk1 (X2) is surjective and all the arrows other than P
k1,k2
D(X1),D(X2)
in (16) are
(
O1⊗̂O2,Σ1 × Σ2
)
-equivariant (by (9)), Pk1,k2D(X1),D(X2) is equivariant as well. 
In particular we may define
P
k1,k2
D(X1),D(X2) : Dk1 (X1) ⊗̂ιDk1 (X2)
P
k1,k2
D(X1),D(X2)→ Dk1⊞k2 (X1 ×X2)
T
k1⊞k2
D(X1×X2)→ D (X1 ×X2,k1 ⊞ k2) .
If µi ∈ Dki (Xi) for i = 1, 2, we set
µ1 ⊠ µ2 := P
k1,k2
D(X1),D(X2)
(
µ1⊗̂ιµ2
)
∈ D (X1 ×X2,k1 ⊞ k2) .
Of course, the formation of k1 ⊞ k2, P
k1,k2
D(X1),D(X2)
and P
k1,k2
D(X1),D(X2) extends to a finite number of indices
and the usual associativity constraints are satisfied, as well as the compatibility with the commutativity
constraints in the sources and the targets of these maps. We finally remark that the equations
P
k1,k2
D(X1),D(X2)
(
1O1⊗̂k1δx1⊗̂ι1O2⊗̂k2δx2
)
= 1O1⊗̂O2⊗̂k1⊞k2δ(x1,x2),
P
k1,k2
D(X1),D(X2)
(
1O1⊗̂k1δx1⊗̂ι1O2⊗̂k2δx2
)
= δk1⊞k2(x1,x2)(18)
characterize these maps.
4.3. Algebraic operations on weights. Setting XT (O) := HomA (T,O
×) defines a group functor on
Banach algebras, so that we have
+ : XT (O)×XT (O)→ XT (O) and − : XT (O)→ XT (O) .
It follows from (12) that we may transport these operations getting
+ : HomL (D (T ) ,Oi)×HomL (D (T ) ,Oi)→ HomL (D (T ) ,Oi)
and
− : HomL (D (T ) ,Oi)→ HomL (D (T ) ,Oi) .
Our next task it to interpolate these operations.
If we have given ki ∈ HomL (D (T ) ,Oi), then we define
k1 ⊕ k2 : D (T )
∆∗→ D (T × T )
k1⊞k2→ O1⊗̂O2,
where ∆ : T → T × T is the diagonal map and k1 ⊞ k2 is given by (15).
If k ∈ HomL (D (T ) ,O), then we define
⊖k :D (T )
i∗→ D (T )
k
→ O,
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where i : T → T is the inversion, and set
k1 ⊖ k2 := k1 ⊕ (⊖k2)
We note that these operations are obviously functorial and compatible with specialization.
Exploiting the definitions and making (15) explicit it is easy to check the following result.
Lemma 4.2. Suppose that k,ki ∈ HomL (D (T ) ,O) and write
mO : O⊗̂O → O
for the multiplication map. Then −k =⊖ k and
k1 + k2 : D (T )
k1⊕k2→ O⊗̂O
mO→ O.
We now illustrate why k1 ⊕ k2 interpolates the + operation. Suppose that F is our p-adic working field
and that ki ∈ HomL (D (T ) , F ) are such that ki
ϕi→ ki. Then
k1 ⊕ k2
ϕ1⊗̂ϕ2→ k1 ⊕ k2
by the compatibility of the ⊕-operation with specializations. But we have F ⊗̂F = F canonically and the
identification is given by mF . Hence k1 ⊕ k2 specializes via ϕ1⊗̂ϕ2 to k1 + k2, thanks to Lemma 4.2. In
particular, suppose that XT is representable by a rigid analytic space (for example because T is compact)
and that ki
ϕi→ ki corresponds to ki ∈ Ui, with Ui ⊂ XT an affinoid neighbourhood of k. Then k1 ⊕ k2
corresponds to
U1 × U2 ⊂ XT ×XT
+
→ XT .
We finally remark that, as a consequence of the associativity of the operation in T , we have
(k1 ⊕ k2)⊕ k3 ≃ k1 ⊕ (k2 ⊕ k3)
up to
(O1 ⊗O2)⊗O3 ≃ O1 ⊗ (O2 ⊗O3) .
A similar compatibility holds true for the commutativity, when T is commutative as in our applications.
Suppose now T ≃ ∆ × (1 + pZp)
r
, where ∆ is the torsion part of T , and consider the multiplication
by 2 map t 7→ t2 (we write T multiplicatively). We say that k ∈ XT (O) is even if it is in the image of
2∗ : XT (O)→ XT (O) and set
k
2 for an element in the inverse image of k. For example, suppose that p 6= 2
and T = Z×p ≃ F
×
p × (1 + pZp). We can decompose every k ∈ XT (O) in the form k = ([k] , 〈k〉), where
[k] ∈ F×p and 〈k〉 ∈ X1+pZp (O). Since t 7→ t
2 is invertible on 1 + pZp, k = ([k] , 〈k〉) is even if and only if
[k] ∈ F×2p and then
k
2 ∈
{(
[k]
2 ,
〈k〉
2
)
,
(
− [k]2 ,
〈k〉
2
)}
; if [k] = [k0] for some integer k0 our convention is to choose
k
2 =
(
[k0]
2 ,
〈k〉
2
)
. Then k
ϕ
→ k ∈ N implies k ∈ 2N and k2
ϕ
→ k2 . The elements of HomL (D (T ) ,O) ≃ XT (O)
are called O-weights; we will freely identify k1 ⊞ k2 ≃ (k1,k2).
5. The p-adic trilinear form
The semigroup Σ0 (pZp) ⊂ M2 (Zp) acts from the right on the set W := Z
×
p × Zp. Setting ωp :=(
0 −1
p 0
)
, we have Ŵ := Wωp = pZp × Z
×
p , on which Σ0 (pZp)
ι
= ω−1p Σ0 (pZp)ωp acts from the right.
Hence, for a O-weight k, we may form the right Σ0 (pZp)-module (resp. Σ0 (pZp)
ι
-module) Dk (W ) (resp.
Dk
(
Ŵ
)
). We take K⋄p = Γ0 (pZp) := Σ0 (pZp)∩GL2 (Zp). Then we may form the spaces of p-adic families
of modular forms on B×:
Mp (Dk (W ) , ω0,p) :=Mp
(
B×f ,Dk (W ) , ω0,p
)
.
Recall we work over a p-adic field F and consider Banach F -algebras: we setMp (Vk,F , ω0,p) :=Mp
(
B×f ,Vk,F , ω0,p
)
and M (Vk,F , ω0) := M
(
B×f ,Vk,F , ω0
)
and, in general, we remove the group from the notation for p-adic
forms when it will be clear.
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Example 5.1. Fix an identificationB
(
A
Disc(B)
f
)
≃M2
(
A
Disc(B)
f
)
and, for an integerN such that (N,Disc (B)) =
1, write K
Disc(B)
0 (N) ⊂ B
×
(
A
Disc(B)
f
)
(resp. K
Disc(B)
1 (N) ⊂ K
Disc(B)
0 (N)) for the subgroup which corre-
sponds to matrices with integral coefficients having lower left entry c ≡ 0 mod (N) (resp. upper left entry
a = 1). Setting ODisc(B) :=
∏
l|Disc(B)O
×
Bv
we can define
K0 (N) := K
Disc(B)
0 (N)×O
×
Disc(B) and K0 (N) := K
Disc(B)
0 (N)×O
×
Disc(B).
Assuming that µϕ(N) ⊂ F , we can decompose
Mp (Dk (W ))
K1(N) =
⊕
ε:( ZNZ)
×
→O×
Mp (Dk (W ))
K1(N) (ε) ,
where M (ε) is the submodule of elements x ∈ M such that xu = ε (u)x if we define ε (u) := ε (au) for au
the upper left entry of u ∈ K0 (N). Setting ω
ε,k
0,p (z) := ε
(
z
Nf (z)
)(
z
Nf (z)
)−k
p
, we have
Mp (Dk (W ))
K1(N) (ε) =Mp
(
Dk (W ) , ω
ε,k
0,p
)K1(N)
⊂Mp
(
Dk (W ) , ω
ε,k
0,p
)
.
If k
ϕ
→ k ∈ N, there is a specialization map
ϕalg∗ :Mp (Dk (W ))
ϕ∗→Mp (Dk (W ))
νk→Mp (Vk,F )
where the first arrow is induced by (14) and the second is the restriction to polynomials map. We will usually
write ϕk := ϕ
alg
∗ (ϕ) when ϕ ∈Mp (Dk (W )).
Example 5.2. Suppose that we are in the setting of Example 5.1, so that µϕ(N) ⊂ F . Then we can decompose
M (Vk,F )
K1(N) as we did for p-adic forms. Setting ωε,k0 (z) := ε
(
z
Nf (z)
)
Nkf (z), we have
M (Vk,F )
K1(N) (ε) =M
(
Vk,F , ω
ε,k
0
)K1(N)
⊂M
(
Vk,F , ω
ε,k
0
)
.
Furthermore, when ε :
(
Z
NZ
)×
→ µϕ(N) ⊂ F
×, the specialization map induces
ϕalg∗ :Mp
(
Dk (W ) , ω
ε,k
0,p
)
→Mp
(
Vk,F , ω
ε,k
0,p
)
≃M
(
Vk,F , ω
ε,k
0
)
.
We identify ψ : Q2p × Q
2
p
∼
→ M2 (Qp) by the rule ψ (x1, y1, x2, y2) :=
(
x1 y1
x2 y2
)
and, for a subset
S ⊂ Q2p ×Q
2
p, we define
δS : S → Qp, δS (s) := det (ψ (s)) and Sn := δ
−1
S
(
pnZ×p
)
.
For a continuous group homomorphism k : Z×p → O
× valued in a Qp-Banach algebra O, we may consider
δkS0 : S0 → Z
×
p
k
→ O×, δkS (s) := δS (s)
k
.
It is a locally analytic function, when S ⊂ Q2p×Q
2
p is a submanifold, because k is locally analytic and S0 ⊂ S
is a submanifold.
Since ψ (w1g, w2g) = ψ (w1, w2) g for any wi = (xi, yi) with i = 1, 2 and g ∈ GL2 (Qp), we have δSg (sg) =
δS (s) det (g) for any s ∈ S and (Sg)n = Sn−νp(g)g where νp := ordp ◦ det. In particular, if Σ ⊂ GL2 (Qp) is
a subsemigroup acting on S, then ΓΣ := Σ ∩ det
−1
(
Z×p
)
acts on Sn for every n. We have
(19) δkS0 (sg) = det (g)
k
δkS0 (s)
and, in particular,
(20) δkS0 (t1s1, t2s2) = t
k
1 t
k
2δ
k
S0 (s) .
Noticing that
(
W × Ŵ
)
0
=W×Ŵ and
(
Ŵ ×W
)
0
= Ŵ×W we may consider the locally analytic functions
δk
W×Ŵ
:W × Ŵ → O×, δk
Ŵ×W
: Ŵ ×W → O× and δk(W×W )0 :W ×W → O
×.
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Recall our notation for the twists by the norm. Since Γ0 (pZp) ⊂ GL2 (Qp) is compact, nrdp maps it into
the maximal open compact subgroup Z×p ⊂ Q
×
p . Hence, if D is a Γ0 (pZp)-module with coefficients in O, it
makes sense to consider D (k) := D
(
nrdkp
)
, the same representation with action v ·k g := nrd
k
p (g) vg. Also,
recall we have Nrdkp ∈Mp
(
O (k) ,N2kp
)K
for every K ∈ K⋄ (indeed N2kp = Nrd
k
p on Zf = A
×
f ).
If k = (k1,k2,k3) where ki : Z
×
p → O
×
i are Oi-valued weights such that k1 ⊕ k2 ⊕ k3 is even, set
k∗ := k1⊕k2⊕k32 , k
∗
1 :=
⊖k1⊕k2⊕k3
2 , k
∗
2 :=
k1⊖k2⊕k3
2 and k
∗
3 :=
k1⊕k2⊖k3
2 , so that k
∗
i : Z
×
p → O
×
k
for
Ok := O1⊗̂O2⊗̂O3. We define W := W × W × W , W 1 := Ŵ × W × W , W 2 := W × Ŵ × W and
W 3 := W ×W × Ŵ . Also, if pi : W i → W ×W denotes the projection onto the components which are
different from i, we define W ◦i := p
−1
i ((W ×W )0) (for example, W
◦
3 := (W ×W )0 × Ŵ ). Then we define
the locally analytic functions
∆◦i,k :W
◦
i → O
×
k
by the rule
∆◦1,k (w1, w2, w3) : = δ
k
∗
1
(W×W )0
(w2, w3) δ
k
∗
2
Ŵ×W
(w1, w3) δ
k
∗
3
Ŵ×W
(w1, w2) ,
∆◦2,k (w1, w2, w3) : = δ
k
∗
1
Ŵ×W
(w2, w3) δ
k
∗
2
(W×W )0
(w1, w3) δ
k
∗
3
W×Ŵ
(w1, w2) ,
∆◦3,k (w1, w2, w3) : = δ
k
∗
1
W×Ŵ
(w2, w3) δ
k
∗
2
W×Ŵ
(w1, w3) δ
k
∗
3
(W×W )0
(w1, w2) .
We remark that Γ0 (pZp) = Γ0 (pZp)
ι
⊂ Σ0 (pZp)
ι
acts diagonally on W ◦i . The following lemma is an
application of (19), (20) and the definitions of §4.3.
Lemma 5.3. We have ∆◦i,k ∈ Ak1⊞k2⊞k3 (W
◦
i ) (−k
∗)
Γ0(pZp).
We will now focus on the i = 3 index, the other cases being similar. Since W 3 =W
◦
3 ⊔ (W 3 −W
◦
3) (resp.
W 2 =
(
W 2
)
0
⊔
(
W 2 −
(
W 2
)
0
)
) is a disjoint decomposition in open subsets, we have an extension by zero
map ·◦ : Ak (W
◦
3)→ Ak (W 3) (resp. ·0 : Ak1⊞k2
((
W 2
)
0
)
→ Ak1⊞k2
(
W 2
)
). By duality, we obtain a map
·◦ : D (W 3,k)→ D (W
◦
3,k) (resp. ·
0 : Dk1⊞k2 (W ×W )→ Dk1⊞k2 ((W ×W )0) ).
It follows from Lemma 5.3 that we may consider
Λ◦3,k (µ1, µ2, µ3) := (µ1 ⊠ µ2 ⊠ µ3)
◦
(
∆◦3,k
)
∈ Ok (µi ∈ Dki (W ) for i = 1, 2 and µ3 ∈ Dk3
(
Ŵ
)
)
and that we have
Λ◦3,k ∈ HomO[Γ0(pZp)]
(
Dk1 (W )⊗O Dk2 (W )⊗O Dk3
(
Ŵ
)
,Ok (k
∗)
)
.
Suppose that we have given characters ωki0,p for i = 1, 2, 3 such that Nrd
k
∗
p = ω
k1
0,pω
k2
0,pω
k3
0,p. Taking Λ = Λ
◦
k
in (5)) gives the trilinear form
t◦3,k :Mp
(
Dk1 (W ) , ω
k1
0,p
)
⊗Mp
(
Dk2 (W ) , ω
k2
0,p
)
⊗Mp
(
Dk3
(
Ŵ
)
, ωk30,p
)
→ Ok.
Suppose, for example, that we may write ωki0,p (z) = ω0,i
(
z
Nf (z)
)(
z
Nf (z)
)−ki
p
with ω0,i taking values in
F (as in Example 5.1) with ω0,1ω0,2ω0,3 = 1; noticing that
(
z
Nf (z)
)−(k1⊕k2⊕k3)
p
= Nrdk
∗
p (z) the above
definition applies. When ki extends to a character ki : Q
×
p → O
×
i , ∆
◦
3,k makes sense as an element
∆3,k ∈ Ak1⊞k2⊞k3 (W 3) (−k
∗)
Γ0(pZp). We can therefore integrate this function without first applying ·0 to
the measures involved. The result is a trilinear form
t3,k :Mp
(
Dk1 (W ) , ω
k1
0,p
)
⊗Mp
(
Dk2 (W ) , ω
k2
0,p
)
⊗Mp
(
Dk3
(
Ŵ
)
, ωk30,p
)
→ Ok.
It follows from (18) that, if ϕi,ki = ϕ
alg
i∗ (ϕi) where ki
ϕi→ ki ∈ N, then
(21) t3,k (ϕ1 ⊗ ϕ2 ⊗ ϕ3 |W3) = tk
(
ϕ1,k1 , ϕ2,k2 , ϕ3,k3 |Wp
)
.
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The following key calculation relates the trilinear form t◦3,k to t3,k. Write π̂p for the idele concentrated
at p, where we have (π̂p)p = πp :=
(
1 0
0 p
)
. If ϕ ∈ Mp(Dk(W ))
Γ0(pZp), the Up-operator is defined by the
double coset Kπ̂pK, where K = K
pΓ0 (pZp) and ϕ ∈Mp(Dk(W ))
KpΓ0(pZp) with Kp ⊂ B×p, the prime to p
subgroup of B×f .
Proposition 5.4. For i = 1, 2, suppose ϕi ∈ Mp(Dki(W ))
Γ0(pZp) is a Up-eigenvector with ϕi|Up = aiϕi,
and view ϕ1 ⊗ ϕ2 as an element of Mp(Dk1⊞k2(W ×W )). Then
(ϕ1 ⊗ ϕ2)|Up = a1a2
(
ϕ1 ⊗ ϕ2 − i∗(ϕ1 ⊗ ϕ2)
0
)
,
where i∗ :Mp(Dk1⊞k2((W ×W )0))→Mp(Dk1⊞k2(W×W )) is induced by the map i∗ : Dk1⊞k2((W ×W )0)→
Dk1⊞k2(W ×W ) induced by the inclusion i : (W ×W )0 →֒W ×W .
Proof. Consider the decomposition
W =
p−1⊔
i=0
Wi, where Wi =Wπi = {w = (x, y) ∈W : y ≡ ix (mod p)}.
Then Kπ̂pK =
⊔p−1
i=0 Kπi and we can compute:
a1a2(ϕ1 ⊗ ϕ2)(w) = (ϕ1|Up ⊗ ϕ2|Up)(w)
=
p−1∑
i,j=0
ϕ1(πiw)πi ⊗ ϕ2(πjw)πj
=
p−1∑
i=0
ϕ1(πw)πi ⊗ ϕ3(πiw)πi +
p−1∑
i,j=0
i6=j
ϕ1(πiw)πi ⊗ ϕ2(πjw)πj
= ((ϕ1 ⊗ ϕ2)|Up)(w) +A.
It remains to show that A = a1a2i∗((ϕ1 ⊗ ϕ2)
0(w)). To this end, note that we may write
W 2 =
p−1⋃
i,j=0
Wi ×Wj =
p−1⋃
i=0
Wi ×Wi ∪
p−1⋃
i,j=0
i6=j
Wi ×Wj .
Subordinate to this decomposition of spaces, we have a corresponding decomposition of Dk1⊞k2(W
2):
Dk1⊞k2(W
2) =
p−1⊕
i=0
Dk1⊞k2(Wi ×Wi)⊕
p−1⊕
i,j=0
i6=j
Dk1⊞k2(Wi ×Wj).
Note that the spaces Wi are all Z
×
p -stable, so that these spaces of distributions are defined. Writing proji,j :
Dk1⊞k2(W
2)→ Dk1⊞k2(Wi ×Wj) for the associated projections, we have
+a1a2
p−1∑
i,j=0
proji,j(ϕ1(w)⊗ ϕ2(w)) = a1a2(ϕ1(w) ⊗ ϕ2(w)) =
p−1∑
i,j=0
ϕ1(πiw)πi ⊗ ϕ2(πjw)πj .
Since
ϕ1(πiw)πi ⊗ ϕ2(πjw)πj ∈ Dk1⊞k2(Wi ×Wj),
it follows that
a1a2 proji,j(ϕ1(w) ⊗ ϕ2(w)) = ϕ1(πiw)πi ⊗ ϕ2(πjw).
for all i, j. Therefore,
(22) A = a1a2
p−1∑
i,j=0
i6=j
proji,j(ϕ1(w) ⊗ ϕ2(w)).
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One easily verifies the equality
(W ×W )
0
=
p−1⋃
i,j=0
i6=j
Wi ×Wj ,
implying that
(23)
p−1∑
i,j=0
i6=j
proji,j(ϕ1(w)⊗ ϕ2(w)) = i∗((ϕ1 ⊗ ϕ2)
0(w)).
Now substitute (23) into (22). 
We are going to apply the results of §2.3. We take Σp = Σ0 (pZp), D = Dk1⊞k2(W ×W ) and E = Dk3(Ŵ )
and np = nrdp. Then k = k
∗ (resp. the central character κE = k3 of E = Dk3(Ŵ )) extends to the
character k∗ of Q×p (resp. the character κ˜E = k3 of Q
×
p ). Finally, justified by Examples 5.1 and 5.2, we
suppose that we may write ωki0,p (z) = ω0,i
(
z
Nf (z)
)(
z
Nf (z)
)−ki
p
with ω0,1ω0,2ω0,3 = 1. Then ω0,p,D (z) =
ω0,1
(
z
Nf (z)
)
ω0,2
(
z
Nf (z)
)(
z
Nf (z)
)−k1−k2
p
, ω0,p,E (z) = ω0,3
(
z
Nf (z)
)(
z
Nf (z)
)−k3
p
and we have ω0,p,Dω0,p,E =
ω0,p with ω0,p (z) =
(
z
Nf (z)
)−k1−k2−k3
p
= Nrdk
∗
p (z).
Lemma 5.5. With these notations the trilinear form t3,k defines an element of HomO[Σp,Σιp]
(D⊗E,O(k∗)).
Furthermore, we have Nrdk˜f (π)p nrd
−κ˜E
p (πp) nrd
−ω0,p,E
f (π) = ω0,3
(
Nrdf (pi)
nrd(pi)
)
Nrd
k∗3
f (π)p in Proposition 2.6.
Proof. Note that ∆i,k defines indeed ∆˜k ∈ Ak1⊞k2⊞k3(Q
2
p × Q
2
p × Q
2
p) such that ∆˜k|W 3 = ∆i,k. We take
D˜ := Dk1⊞k2(Q
2
p ×Q
2
p) and E˜ := Dk3(Q
2
p), so that kE˜ = k˜E = k3. The pairing associated to t3,k is given by
〈µ12, µ3〉 := (µ12⊗̂µ3)(∆k) and we define 〈µ12, µ3〉
∼
:= (µ12⊗̂µ3)(∆˜k). Since Q
2
p×Q
2
p×Q
2
p = (W
2× Ŵ )⊔Z
with Z an open subset,
Ak1⊞k2⊞k3(Q
2
p ×Q
2
p ×Q
2
p) = Ak1⊞k2⊞k3(W
2 × Ŵ )⊕Ak1⊞k2⊞k3(Z)
and Dk1⊞k2⊞k3(Q
2
p ×Q
2
p ×Q
2
p) = Dk1⊞k2⊞k3(W
2 × Ŵ )⊕Dk1⊞k2⊞k3(Z).
For elements µ12 ∈ Dk1⊞k2(W
2) and µ3 ∈ Dk3(Ŵ ), the distribution µ12⊗̂µ3 is supported on Dk1⊞k2⊞k3(W
2×
Ŵ ) and we see that 〈µ12, µ3〉
∼
= 〈µ12, µ3〉. We note that the relation σ∆˜k = det(σ)
k∆˜k for every σ ∈ Σp
implies
〈µ12σ, µ3σ〉
∼
:= (µ12σ⊗̂µ3σ)(∆˜k) = det(σ)
k(µ12⊗̂µ3)(∆˜k) = det(σ)
k 〈µ12, µ3〉
∼
.
Now apply Remark 2.5 in order to get the first statement. Finally, the second statement follows by a simple
computation. 
Write p′ ∈ A×f for the finite idele (p
′)v = p for every v 6= p and (p
′)p = 1.
Corollary 5.6. For i = 1, 2, let ϕi ∈ Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp) be a Up-eigenvector with ϕi|Up = αiϕi and
let ϕ3 ∈Mp(Dk3(Ŵ ), ω
k3
0,p)
Γ0(pZp) be a U ιp-eigenvector with ϕ3|U
ι
p = α3ϕ3. Then
t◦3,k(ϕ1 ⊗ ϕ2 ⊗ ϕ3) = (1− ω0,3 (p
′)
α3
α1α2
pk
∗
3 )t3,k(ϕ1 ⊗ ϕ2 ⊗ ϕ3).
Proof. Recall the morphism ·0 : Dk1⊞k2 (W ×W ) → Dk1⊞k2 ((W ×W )0). Given µi ∈ Dki (W ) for i = 1, 2
and µ3 ∈ Dk3
(
Ŵ
)
, we may therefore consider
〈µ12, µ3〉
◦
t :=
(
µ012 ⊠ µ3
)(
∆◦k
)
.
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This is granted by Lemma 5.3, which also implies 〈−,−〉◦t ∈ HomO[Γ0(pZp)]
(
Dk1⊞k2
((
W 2
)
0
)
⊗Dk3
(
Ŵ
)
,O (k∗)
)
.
Taking Λ = 〈−,−〉
◦
t in (5) gives the bilinear form
〈−,−〉◦t :Mp
(
Dk1⊞k2
((
W 2
)
0
)
, ω0,p,D
)
⊗Mp
(
Dk3
(
Ŵ
)
, ω0,p,E
)
→ O,
It is clear that
〈
Pk1,k2
(
µ1⊗̂ιµ2
)0
, µ3
〉◦
t
= t◦3,k (µ1, µ2, µ3) (we just need to check the equality on Dirac
distributions), from which we see that
t◦3,k (ϕ1, ϕ2, ϕ3) =
〈
(ϕ1 ⊗ ϕ2)
0
, ϕ3
〉◦
t
,
if ϕ1⊗ϕ2 is viewed as an element of Mp
(
Dk1⊞k2
(
W 2
)
, ω0,p,D
)
. A similar result holds true for t3,k, namely
we may define as above
〈−,−〉t : Mp
(
Dk1⊞k2
(
W 2
)
, ω0,p,D
)
⊗Mp (Dk3 (W ) , ω0,p,E)→ O
for which
t3,k (ϕ1, ϕ2, ϕ3) = 〈ϕ1 ⊗ ϕ2, ϕ3〉t .
By Proposition 5.4, we have
(24) 〈ϕ1 ⊗ ϕ2, ϕ3〉t =
1
α1α3
〈(ϕ1 ⊗ ϕ2)|Up, ϕ3〉t + 〈i∗(ϕ1 ⊗ ϕ2)
0, ϕ3〉t
Proposition 2.6, which applies thanks to Lemma 5.5 implies that
(25) 〈(ϕ1 ⊗ ϕ2)|Up, ϕ3〉t = ω0,3 (p
′) pk
∗
3 〈ϕ1 ⊗ ϕ2, ϕ3|U
ι
p〉t = ω0,3 (p
′) pk
∗
3α3〈ϕ1 ⊗ ϕ2, ϕ3〉t.
Finally, it is easy to see that
〈
i∗ (µ1 ⊗ µ2)
0
, µ3
〉
t
=
〈
(µ1 ⊗ µ2)
0
, µ3
〉◦
t
(once again checking the equality on
Dirac distributions), from which we see that
(26)
〈
i∗ (ϕ1 ⊗ ϕ2)
0 , ϕ3
〉
t
=
〈
(ϕ1 ⊗ ϕ2)
0 , ϕ3
〉◦
t
.
The result follows by combining (24), (25), and (26). 
6. Proof of the interpolation property
6.1. Degeneracy maps and p-stabilizations. Write π̂p (resp. ω̂p) for the idele concentrated at p, where
we have
(π̂p)p = πp :=
(
1 0
0 p
)
, (ω̂p)p = ωp :=
(
0 −1
p 0
)
.
We fix levels K ⊂ K# where Kv = K
#
v for every (finite) place v 6= p and Kp = Γ0 (pZp) ⊂GL2 (Zp) = K
#
p .
Justified by Example 5.1, we suppose in this §6.1 that we may write ω0,p (z) = ω0
(
z
Nf (z)
)
Nkf (z). We have
have two degeneracy maps
K#1K = K#1,K#π̂ιpK :M (Vk,F , ω0,p)
K#
→M (Vk,F , ω0,p)
K
.
Define
ϕ(p) := ϕ | K#π̂ιpK ∈M (Vk,F , ω0,p)
K
.
Let us now fix 0 6= ϕ ∈M (Vk,F , ω0,p)
K#
such that ϕ | Tp = ap (ϕ)ϕ and define M (Vk,F , ω0,p)
K,ϕ-old
⊂
M (Vk,F , ω0,p)
K
to be the span of
{
ϕ, ϕ(p)
}
. Let
X2 − ap (ϕ)X + ω0 (p
′) pk+1 = (X − αp (ϕ))
(
X − βp (ϕ)
)
be the Hecke polynomial at p attached to ϕ and define
ϕα = ϕαp(ϕ) := ϕ− αp (ϕ)
−1 ϕ(p) ∈M (Vk,F , ω0,p)
K,ϕ-old ,
ϕβ = ϕβp(ϕ) := ϕ− βp (ϕ)
−1 ϕ(p) ∈M (Vk,F , ω0,p)
K,ϕ-old .
We say that ϕ is supersingular if αp (ϕ) = βp (ϕ).
The following result is standard and we leave the proof to the reader.
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Proposition 6.1. The following facts are true, assuming that F is a field such that αp (ϕ) , βp (ϕ) ∈ F for
the statements 2.− 5..
(1) The space M (Vk,F , ω0,p)
K,ϕ-old
is two dimensional with basis
{
ϕ, ϕ(p)
}
, stable under the action of
the Up and Wp operators.
(2) We have ϕα | Up = αp (ϕ)ϕ, ϕ
β | Up = βp (ϕ)ϕ and, if ψ ∈ M (Vk,F , ω0,p)
K,ϕ-old
is such that
ψ | Up = ρψ, then ψ = ϕ
α or ψ = ϕβ up to a scalar factor.
(3) We have
F (ϕα |Wp) ∩ Fϕ
α = F (ϕα |Wp) ∩ Fϕ
β = 0 (resp. F
(
ϕβ |Wp
)
∩ Fϕα = F
(
ϕβ |Wp
)
∩ Fϕβ = 0)
unless αp (ϕ)
2
= pk (resp. βp (ϕ)
2
= pk) and, in this case, ϕα | Wp = −αp (ϕ)ϕ
α (resp. ϕβ | Wp =
−βp (ϕ)ϕ
β). In general,
ϕα |Wp = ϕ
(p) − αp (ϕ)
−1
pkϕ (resp. ϕβ |Wp = ϕ
(p) − βp (ϕ)
−1
pkϕ).
(4) If ϕ is not supersingular, then Up is diagonalizable on M (Vk,F , ω0,p)
K,ϕ-old and we have
M (Vk,F , ω0,p)
K,ϕ-old
= Fϕα ⊕ Fϕβ.
(5) If ϕ is supersingular, then
0 6= Fϕα = Fϕβ ⊂M (Vk,F , ω0,p)
K,ϕ-old
is a one dimensional subspace ofM (Vk,F , ω0,p)
K,ϕ-old and Up is not diagonalizable onM (Vk,F , ω0,p)
K,ϕ-old.
Definition 6.2. If ϕ = (ϕ1, ϕ2, ϕ3) is a vector with ϕi ∈ M (Vki,F , ω0,p,i)
K#
such that ϕi | Tp = ap (ϕi)ϕi,
we set k∗ := k1+k2+k32 and then we define
Ep
(
ϕ,X1, X2, X3
)
: = 1−
(
X−11 ap (ϕ1) +X
−1
2 ap (ϕ2) +X
−1
3 ap (ϕ3)
)
+X−11 X
−1
2 ap (ϕ3) +X
−1
1 ap (ϕ2)X
−1
3 + ap (ϕ1)X
−1
2 X
−1
3
−X−11 X
−1
2 X
−1
3 p
2k∗
Recall the trilinear form (7).
Proposition 6.3. Suppose that ϕi ∈ M (Vki,F , ω0,p,i)
K#
are such that ϕi | Tp = ap (ϕi)ϕi and let ϕ =
(ϕ1, ϕ2, ϕ3). Then, setting αi := αp (ϕi), β
∗
i := ω0,i (p
′)
−1
βp (ϕi) p
−1 and k∗ := k1+k2+k32 ,
tk
(
ϕ
(α1)
1 | Wp, ϕ
(α2)
2 , ϕ
(α3)
3
)
= −α−11 p
k1Ep
(
ϕ, β∗1, α2, α3
)
tk (ϕ1, ϕ2, ϕ3) ,
tk
(
ϕ
(α1)
1 , ϕ
(α2)
2 |Wp, ϕ
(α3)
3
)
= −α−12 p
k2Ep
(
ϕ, α1, β
∗
2, α3
)
tk (ϕ1, ϕ2, ϕ3) ,
tk
(
ϕ
(α1)
1 , ϕ
(α2)
2 , ϕ
(α3)
3 |Wp
)
= −α−13 p
k3Ep
(
ϕ, α1, α2, β
∗
3
)
tk (ϕ1, ϕ2, ϕ3) .
Proof. We have, by definition and Proposition 6.1 (3),
tk
(
ϕ
(α1)
1 , ϕ
(α2)
2 , ϕ
(α3)
3 |Wp
)
= −tk
(
ϕ1 − α
−1
1 ϕ
(p)
1 , ϕ2 − α
−1
2 ϕ
(p)
2 , α
−1
3 p
k3ϕ3 − ϕ
(p)
3
)
= A(3) −B(3) + C(3) −D(3)
where
A(3) = α−13 p
k3tk (ϕ1, ϕ2, ϕ3) ,
B(3) = α−11 α
−1
3 p
k3tk
(
ϕ
(p)
1 , ϕ2, ϕ3
)
+ α−12 α
−1
3 p
k3tk
(
ϕ1, ϕ
(p)
2 , ϕ3
)
+ tk
(
ϕ1, ϕ2, ϕ
(p)
3
)
C(3) = α−11 α
−1
2 α
−1
3 p
k3tk
(
ϕ
(p)
1 , ϕ
(p)
2 , ϕ3
)
+ α−11 tk
(
ϕ
(p)
1 , ϕ2, ϕ
(p)
3
)
+ α−12 tk
(
ϕ1, ϕ
(p)
2 , ϕ
(p)
3
)
D(3) = α−11 α
−1
2 tk
(
ϕ
(p)
1 , ϕ
(p)
2 , ϕ
(p)
3
)
.
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Regarding tk as a pairing as we did in the proof of Corollary 5.6 (for t3,k), we compute
tk
(
ϕ1, ϕ2, ϕ
(p)
3
)
=
〈
ϕ1 ⊗ ϕ2, ϕ3 | K
#π̂ιpK
〉
t
= 〈ϕ1 ⊗ ϕ2, ϕ3 | Tp〉t
= ap (ϕ3) 〈ϕ1 ⊗ ϕ2, ϕ3〉t = ap (ϕ3) tk (ϕ1, ϕ2, ϕ3) .
Working in a similar way for the other first two terms of B(3) we deduce (recall α3p
−k3 = ω0,3 (p
′)β−13 p)
B(3) =
{
α−11 ap (ϕ1)α
−1
3 p
k3 + α−12 ap (ϕ2)α
−1
3 p
k3 + ap (ϕ3)
}
tk (ϕ1, ϕ2, ϕ3)
= α−13 p
k3
{
α−11 ap (ϕ1) + α
−1
2 ap (ϕ2) + ap (ϕ3)α3p
−k3
}
tk (ϕ1, ϕ2, ϕ3)
= α−13 p
k3
{
α−11 ap (ϕ1) + α
−1
2 ap (ϕ2) + ω0,3 (p
′)β−13 pap (ϕ3)
}
tk (ϕ1, ϕ2, ϕ3) .
Noticing that we have K#π̂ιpK = K
#π̂ιp, we find
ϕ
(p)
2 ⊗ ϕ
(p)
3 = (ϕ2 ⊗ ϕ3) | K
#π̂ιpK.
Hence we find, using the adjointness property of Proposition 2.6,
tk
(
ϕ1, ϕ
(p)
2 , ϕ
(p)
3
)
=
〈
ϕ1, ϕ2 ⊗ ϕ3 | K
#π̂ιpK
〉
t
= 〈ϕ1 | Tp, ϕ2 ⊗ ϕ3〉t
= ap (ϕ3) 〈ϕ1, ϕ2 ⊗ ϕ3〉t = ap (ϕ3) tk (ϕ1, ϕ2, ϕ3) .
Working in a similar way for the other first two terms of C(3) we deduce (recall α3p
−k3 = ω0,3 (p
′)β−13 p)
C(3) =
{
α−11 α
−1
2 ap (ϕ3)α
−1
3 p
k3 + α−11 ap (ϕ2) + α
−1
2 ap (ϕ1)
}
tk (ϕ1, ϕ2, ϕ3)
= α−13 p
k3
{
α−11 α
−1
2 ap (ϕ3) + α
−1
1 ap (ϕ2)α3p
−k3 + α−12 ap (ϕ1)α3p
−k3
}
tk (ϕ1, ϕ2, ϕ3)
= α−13 p
k3
{
α−11 α
−1
2 ap (ϕ3) + α
−1
1 β
−1
3 pap (ϕ2) + α
−1
2 ω0,3 (p
′)β−13 pap (ϕ1)
}
tk (ϕ1, ϕ2, ϕ3) .
Finally, once again using K#π̂ιpK = K
#π̂ιp, we find
ϕ
(p)
1 ⊗ ϕ
(p)
2 ⊗ ϕ
(p)
3 = ϕ1 ⊗ ϕ2 ⊗ ϕ3 | K
#π̂ιp
and then tk
(
ϕ
(p)
1 , ϕ
(p)
2 , ϕ
(p)
3
)
= p2k
∗
tk (ϕ1, ϕ2, ϕ3). Hence we find
D(3) = α−11 α
−1
2 p
2k∗tk (ϕ1, ϕ2, ϕ3) = α
−1
3 p
k3 · α−11 α
−1
2 p
2k∗α3p
−k3tk (ϕ1, ϕ2, ϕ3)
= α−13 p
k3 · α−11 α
−1
2 ω0,ki (p
′)β−13 p · p
2k∗tk (ϕ1, ϕ2, ϕ3) .
Inserting these computations of B(3), C(3) and D(3) gives the third equation. The first two equations are
proved in a similar way. 
6.2. Interpolation property of the p-adic trilinear form. Recall our given k = (k1,k2,k3) and consider
the spaces Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp), where ωki0,p (z) = ω0,i
(
z
Nf (z)
)(
z
Nf (z)
)−ki
p
with ω0,i taking values in F
and ω0,1ω0,2ω0,3 = 1. We have specialization map attached to ϕi : ki → ki ∈ N:
ϕalgi,∗ :Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp) →Mp(Vki,F , ω
ki
0,p)
Γ0(pZp),
where ωki0,p (z) = ω0,i
(
z
Nf (z)
)(
z
Nf (z)
)−ki
p
. The Up-operator acts on these spaces and the Ash-Stevens theory
of [1] applies to show that there exists a slope ≤ h ∈ R decompositions and that Up-eigenvectors of slope
≤ h < k + 1 on Mp(Vki,F , ω
ki
0,p)
Γ0(pZp) lifts to families belonging to Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp) in an essential
unique way when ϕi : ki → ki is obtained from ki ∈ Ui ⊂ XZ×p (see [4] and [17, Theorem 3.7], for example).
This motivates our interest in this kind of spaces. If ϕi ∈Mp(Dki(W ), ω
ki
0,p), we define
Lp,3
(
ϕ
)
:= t◦3,k (ϕ1 ⊗ ϕ2 ⊗ ϕ3 |W3) ∈ Ok where ϕ = (ϕ1, ϕ2, ϕ3) ;
in a similar way we can define Lp,1 and Lp,2. Set ϕ := ϕ1⊗ϕ2⊗ϕ3 and ϕ
alg
∗ := ϕ
alg
1,∗⊗ϕ
alg
2,∗⊗ϕ
alg
3,∗. When ϕi ∈
Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp) such that ϕi | Up = αi (ϕi)ϕi, setting ϕi,ki := ϕ
alg
i,∗ (ϕi) ∈ Mp(Vki,F , ω
ki
0,p)
Γ0(pZp)
we have ϕi,ki | Up = αi
(
ϕi,ki
)
ϕi,ki where αi
(
ϕi,ki
)
= ϕi (αi (ϕi)) and, thanks to Proposition 6.1 (2),
we have ϕi,ki = ϕ
#,αi(ϕi,ki)
i,ki
for a uniquely determined ϕ#i,ki ∈ Mp(Vki,F , ω
ki
0,p)
GL2(Zp). Let us write
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Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp),αi ⊂Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp) for the submodule of Up-eigenvectors with eigenvalue
αi and set αi,ki := ϕi (αi) and β
∗
i,ki := α
−1
i,ki
pki . If ϕ = (ϕ1, ϕ2, ϕ3) is such that ϕi ∈Mp(Dki(W ), ω
ki
0,p)
Γ0(pZp),αi
and α := (α1, α2, α3), we set ϕ
#
k
:=
(
ϕ#1,k1 , ϕ
#
2,k2
, ϕ#3,k3
)
and then define
E
(1)
p,3
(
ϕ, k
)
= E
(1)
p,3 (α, k) := (1− ω0,3 (p
′)
α3,k3
α1,k1α2,k2
pk
∗
3 ),
E
(2)
p,3
(
ϕ, k
)
= E
(2)
p,3 (α, k) := −α
−1
3,k3
pk3Ep
(
ϕ#
k
, α1,k1 , α2,k2 , β
∗
3,k3
)
;(27)
we may similarly define the quantities E
(1)
p,1 , E
(1)
p,1 , E
(2)
p,2 and E
(2)
p,2 . Let Zi,α be the set of those ks such that
E
(j)
p,i
(
ϕ, k
)
= 0 for j = 1 or 2.
As a combination of Theorem 3.2, (21), Corollary 5.6 and Proposition 6.3 we get the following result.
Theorem 6.4. For i = 1, 2, 3, the trilinear form
Lp,i : Mp(Dk1(W ), ω
k1
0,p)
Γ0(pZp) ⊗Mp(Dk2(W ), ω
k2
0,p)
Γ0(pZp) ⊗Mp(Dk3(W ), ω
k3
0,p)
Γ0(pZp) → Ok
has the property that, for every α = (α1, α2, α3) 6= 0, the restriction L
α
p,i of it to
Mp(Dk1(W ), ω
k1
0,p)
Γ0(pZp),α1 ⊗Mp(Dk2(W ), ω
k2
0,p)
Γ0(pZp),α2 ⊗Mp(Dk3(W ), ω
k3
0,p)
Γ0(pZp),α3
satisfies the following interpolation property.
For every ϕ : k→ k with k ∈ Uk ∩ Σ123 arithmetic and balanced,
(28) ϕ ◦ Li = E
(1)
p,i (−, k) E
(2)
p,i (−, k) tk (−)
and this interpolation property uniquely characterize Lp,i on when Ok is reduced.
For every ϕ in this space, let πk be the automorphic representation attached to ϕ at an arithmetic k and
suppose that either L
(
πk, 1/2
)
= 0 for every arithmetic k or there is some arithmetic k0 /∈ Zi,α such that
L
(
πk0 , 1/2
)
6= 0 and that B is the quaternion algebra for πk0 predicted by [16] at k
0. Then there is a Zariski
open subset ϕ 6= U
ϕ
k
⊂ Sp
(
Ok
)
only depending on the B×
(
A
p
f
)
-representation Mϕ generated by ϕ over Ok
such that, for every ϕ : k→ k with k ∈ U
ϕ
k
∩ Σ123 arithmetic and balanced,
(29) Li
(
ϕ
)
(k)
2
= E
(1)
p,i
(
ϕ, k
)2
E
(2)
p,i
(
ϕ, k
)2 1
23m2
ZB\B,∞
ζ2Q (2)L
(
1/2, πk
)
L (1,−,Ad)
∏
v
αv
(
ϕ
(
ϕ
))
on Mϕ.
Proof. Formula (28) follows from (21), Corollary 5.6 and Proposition 6.3. Suppose first k is associated to
the open affinoid Uk := Sp
(
Ok
)
⊂ X 3.
Let πk be the automorphic representation attached to ϕ and first assume that L
(
πk, 1/2
)
= 0 for every
arithmetic k. Then, by the Jacquet conjecture proved by Harris and Kudla (see [10]), the period integral at
all these ks is zero for every ϕ′ ∈ Mϕ; it follows from (28) that L3
(
ϕ′
)
(k) = 0 for every arithmetic k. By
Zariski density of arithmetic points we deduce that L3
(
ϕ′
)
∈ Ok is zero. Then U
ϕ
k
:= Uk is such that (29)
is true at
(
ϕ′, k
)
for every ϕ′ ∈Mϕ and every arithmetic k ∈ U
ϕ
k
.
Suppose now that there is some k0 as above. Then the right hand side of (28) is non-zero and, hence,
L3
(
ϕ0
) (
k0
)
6= 0 for some ϕ0 ∈Mϕ. Since Uk ⊂ X
3 is associated to a domain, there is a Zariski open subset
ϕ 6= U
ϕ0
k
⊂ Uk such that L3
(
ϕ0
)
(κ) 6= 0 for every κ ∈ U
ϕ0
k
and, in particular, for every arithmetic k ∈ U
ϕ0
k
.
But then we deduce from (28) that Zi,α ⊂ Uk −U
ϕ0
k
and that the period integral at all these ks is non-zero.
It follows that Theorem 3.2 (1) is in force at these ks: indeed the non-vanishing of the period integral implies
the non-vanishing of the product of the local forms at k (appearing in the definition of C
(
ϕ0, k
)
) and, hence,
our B is the quaternion algebra predicted by [16] for all these ks. We deduce (once again applying (28))
that (29) is true at
(
ϕ′, k
)
for every ϕ′ ∈ Mϕ and every arithmetic k ∈ U
ϕ
k
:= U
ϕ0
k
. Finally, an arbitrary k
is associated to a morphism Sp
(
Ok
)
→ X 3 and we can pull-back. 
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As explained in the introduction (see (A) and (B)), under the assumption that there is some arithmetic
k0 /∈ Zi,α such that L
(
πk0 , 1/2
)
6= 0 and B is the quaternion algebra for πk0 predicted by [16] at k
0, there is
a test family ϕ = (ϕ1, ϕ2, ϕ3) on some open affinoid U
′ ⊂ U
ϕ
k
which corresponds, by the Jacquet-Langlands
correspondence (applied componentwisely), to a Coleman family f = (f1, f2, f3) on U
′. Let Vfi be the p-adic
representation attached to the Coleman family fi and set Vf := Vf1⊗Vf2⊗Vf3 . These three p-adic L-functions
Li
(
ϕ
)
encodes information about the extended Selmer group H˜1f,Σ123 (Q, Vf ) which interpolates the Selmer
groups H˜1f
(
Q, V
f
#
k
)
defined by the Bloch-Kato conditions at every k ∈ Σ123. For example, the vanishing of
the Euler factors E
(1)
p,i
(
ϕ, k
)
is related to the dimension of the Nekovar period space at k (see [2]).
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