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Quantifying evolution and natural selection in vertebrate noncoding sequence
Summary
Michael Milner Hoffman
3 June 2008 Trinity College
When studying genomic evolution, biologists find it important to identify vary-
ing patterns of natural selection. Many traditional methods of classifying di-
rectional selection have relied on models that categorize mutations as function-
altering or neutral, and then comparing the rates of the two categories of muta-
tions. The most well-known methods specifically compare nonsynonymous and
synonymous substitutions in protein-coding sequence. The recent availability
of whole genome sequences, especially those of various mammals and other
vertebrates, enables us to develop alternative methods for analyzing molecu-
lar evolution and selection that rely on noncoding sequence. Furthermore, our
greater understanding of the importance of noncoding DNA demands such
methods.
This thesis contains the results of the first in-depth genomic-scale analysis
using intron substitutions to estimate the neutral rate of evolution. Performing
this analysis across several genomes requires the development of a new model of
gene evolution and related methods. I find strong correlation between estimates
of the neutral rate made with intron methods and estimates made with syn-
onymous coding nucleotides for both human–dog and mouse–rat comparisons.
However, the two estimates cannot be considered directly equivalent.
This thesis also describes a novel method that estimates a rate of function-
affecting evolution in promoter regions by inspecting the effect of simulated
mutations on transcription factor binding. This involves the development and
use of a probabilistic method that uses a hidden Markov model to predict
the binding of transcription factors. I report the results of applying these new
methods to the human genome for the identification of transcription factor
binding sites, and for the identification of natural selection.
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Chapter 1
Introduction
In this thesis, I explore the use of some novel techniques to understand the
evolution of noncoding sequence of vertebrates, primarily of mammals. My
work involved creating two new measurements, one to study neutral evolution
using introns, and the other to investigate the evolution of transcription factor
binding sites, primarily in promoters. In establishing these measurements, I
developed models and tools that have other uses, and I discuss some of these as
well.
This chapter provides a review of some of the existing methods for examining
molecular evolution, and covers some essential topics in bioinformatics used in
the rest of the thesis. The rest of the chapters each have a brief introduction with
additional background material, followed by an explanation of methods used
in the chapter, results, and discussion. In chapter 2, I discuss the use of introns
to estimate neutral rates of evolution. In chapter 3, I describe a probabilistic
model to detect transcription factor binding sites. In chapter 4, I describe the
use of this model to identify genomic regions where changes in sequence will
affect transcription factor binding the most. Finally, in chapter 5, I outline a
new distance measurement that summarizes the rate of phenotype-affecting
promoter substitutions, and its use in studying the evolution of promoters.
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1.1 Evolutionary distance measurements1
1.1.1 Directional selection and neutral evolution
Evolutionary biologists have long had an interest in determining which regions
of the genome are under selective pressure, and if so, what kind of selective
pressure affects them (Nei and Kumar 2000; Yang and Bielawski 2000; Eyre-
Walker 2006). Directional selection occurs when natural selection drives one
allele in a population to fixation. The direction can be positive or negative
(Graur and Li 2000). Positive selection, also known as adaptive evolution, occurs
when a newly-derived allele carries a phenotype sufficiently adaptive that it is
preferentially driven towards fixation. Negative selection, also called purifying
selection, occurs when newly-derived alleles are sufficiently maladaptive or
deleterious that selection drives them towards elimination. Loci not under any
kind of selection are said to evolve neutrally, and can therefore be used to
estimate the rates of the mutational process driving evolution while reducing
the confounding factors of selection. The heterogeneity of mutational processes
across the genome (Lercher and Hurst 2002; Ellegren and co-workers 2003;
Webber and Ponting 2005) necessitates the estimation of a local neutral rate,
which is used as a null model when testing for directional selection (Nielsen
2001).
About 5 percent of the human genome undergoes purifying selection, includ-
ing almost all protein-coding genes (Waterston and co-workers 2002; Ponting
and Lunter 2006). Purifying selection indicates selective pressure against mu-
tations, as most potential mutations are deleterious in these regions. One finds
purifying selection by observing that the rate of substitutions, or fixed mutations,
in functional positions lies below the expected substitution rate in local neutral
positions. The rate of neutral substitution is equal to the rate of neutral muta-
tion (Gillespie 2004). I discuss the mechanics of these observations further in
subsection 1.1.2.
Simple positive and purifying selection are not the only classes of selection
found in nature. Genes may also be subject to selective forces such as disruptive
selection, balancing selection, and overdominant selection. These other selective
forces are more difficult to study at the genomic level, partly because they
1 Parts of this section were previously published (Hoffman and Birney 2007).
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require information on heterozygosity or polymorphism less widely available
than simple reference genomes for various species. I do not consider these other
kinds of selection further in this thesis.
For protein-coding genes, many researchers determine selective pressure by
comparing observed substitution frequencies in nonsynonymous and synony-
mous coding nucleotides, as described in subsection 1.1.2. Determining where
purifying selection or positive selection influences gene evolution has proven
useful in several areas of genome research (Hurst 2002). In mammals, researchers
have found many genes with regions under positive selection, some of which
are reviewed by Yang and Bielawski (2000) and by Sabeti and co-workers (2006).
Many of these genes represent biological functions known to undergo adaptive
evolution. These functions can be characterized by their role in competition and
co-evolution (Nielsen and co-workers 2007). They include some of the defining
biology that sets mammals apart from other taxonomic classes, as well as func-
tions that set inframammalian clades and even individual species apart from
each other. Knowing which human genes could have been influenced by positive
selection helps us understand the evolution of humans into their present form,
and helps us to identify genomic regions of functional and medical importance
(Nielsen 2001).
Genes involved in immune function have experienced the most positive
selection in humans and other well-characterized mammals (Nielsen and co-
workers 2007). They provide an excellent example of the sort of evolutionary
arms race that can drive positive selection, as they must counter the improving
fitness of pathogens by natural selection. These immune genes include genes
such as β-globin (HBB), defensin, immunoglobulin VH, and genes in the major
histocompatibility complex. Another category of genes subject to positive selec-
tion consists of reproductive genes such as Sry, the androgen-binding protein
subunits (Abpa, Abpb, Abpg; Karn and Nachman 1999; Karn and Laukaitis 2003),
and protamine 1 (PRM1). Olfactory genes also undergo positive selection (Emes
and co-workers 2004). In humans, forkhead box protein P2 (FOXP2), involved
in speech and language, has also evolved through positive selection (Enard
and co-workers 2002; Krause and co-workers 2007). Other examples of genes
under positive selection exist, but most human and mammalian coding genes
undergo purifying selection (Yang and Bielawski 2000), and purifying selection
affects perhaps as many as 75% of amino acid substitutions (Eyre-Walker and
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co-workers 2006; Kryukov and co-workers 2007).
1.1.2 Protein-coding neutral and functional rates
The most sophisticated models of selective pressure (Yang and Nielsen 2000), use
the evolutionary distances dN (nonsynonymous changes) and dS (synonymous
changes), and call their ratio ω = dN/dS. Some researchers (Hurst 2002) use
the notations KA, KS, and KA/KS, and perhaps different models, but they all
rely on the same underlying set of assumptions. These models usually posit
that dS, the number of synonymous substitutions per potentially synonymous
site, represents neutral changes unaffected by selective pressure. In contrast,
the models posit that dN, the number of nonsynonymous substitutions per
potentially nonsynonymous site, represents functional differences affected by
selective pressure.
The simplest way to identify synonymous coding positions is to focus on
fourfold degenerate (4D) sites, which can change freely without any associated
change in amino acid sequence, and occur only at the third position of some
codons. For example, GCT codes for alanine, and changes to its third position
result in GCA, GCC, or GCG, which also code for alanine. Therefore the third position
of GCT is a 4D site.
A distance estimate based wholly on 4D sites is sometimes called d4. The
model underlying this estimate ignores partial synonymity due to twofold degen-
erate (2D) and threefold degenerate (3D) sites, and does not consider synonymity
in the first two codon positions. Miyata and Yasunaga (1980) developed a more
elaborate method, which included partial degeneracy by considering all possible
pathways between any pair of codons. Later, Nei and Gojobori (1986) devised a
similar but simpler method by removing parameters shown to be unnecessary
in computer simulations. A brief description of this method based on that of Nei
and Kumar (2000) follows.
I use the notation fi to refer to the proportion of synonymous changes at
position i ∈ {1, 2, 3} of a codon. This is the number of potential changes that re-
sult in the same amino acid residue divided by the number of potential changes
that result in any amino acid residue. Changes that result in a stop codon are
ignored in the denominator because they are far less likely to survive in a
functional protein-coding gene. For any codon, the quantity of potentially syn-
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Table 1.1: Fraction of potentially synonymous changes s for each codon in the
standard genetic code.
T C A G
T
Phe TTT 1/3 Ser TCT 1 Tyr TAT 1 Cys TGT 1/2
Phe TTC 1/3 Ser TCC 1 Tyr TAC 1 Cys TGC 1/2
Leu TTA 2/3 Ser TCA 1 Stop TAA — Stop TGA —
Leu TTG 2/3 Ser TCG 1 Stop TAG — Trp TGG 0
C
Leu CTT 1 Pro CCT 1 His CAT 1/3 Arg CGT 1
Leu CTC 1 Pro CCC 1 His CAC 1/3 Arg CGC 1
Leu CTA 4/3 Pro CCA 1 Gln CAA 1/3 Arg CGA 3/2
Leu CTG 4/3 Pro CCG 1 Gln CAG 1/3 Arg CGG 4/3
A
Ile ATT 2/3 Thr ACT 1 Asn AAT 1/3 Ser AGT 1/3
Ile ATC 2/3 Thr ACC 1 Asn AAC 1/3 Ser AGC 1/3
Ile ATA 2/3 Thr ACA 1 Lys AAA 1/3 Arg AGA 5/6
Met ATG 0 Thr ACG 1 Lys AAG 1/3 Arg AGG 2/3
G
Val GTT 1 Ala GCT 1 Asp GAT 1/3 Gly GGT 1
Val GTC 1 Ala GCC 1 Asp GAC 1/3 Gly GGC 1
Val GTA 1 Ala GCA 1 Glu GAA 1/3 Gly GGA 1
Val GTG 1 Ala GCG 1 Glu GAG 1/3 Gly GGG 1
onymous changes s = ∑3i=1 fi, and the quantity of potentially nonsynonymous
changes n = 3− s. So, for a codon such as ATT, which codes for isoleucine,
s = f1 + f2 + f3
= 0+ 0+
2
3
,
because no potential changes in the first two positions result in isoleucine, but
a third position change to ATA or ATC does. A 4D codon degenerate only one
position, such as ACG (threonine), would have s = 1, n = 2. Table 1.1 displays
values of s for every codon.
Adding up s and n for each of C codons gives the total numbers of synony-
mous sites S and nonsynonymous sites N where N = 3C− S. The length of the
sequence L = 3C = S + N.
Having calculated quantities of synonymous and nonsynonymous sites,
we must now quantify how these sites change in a pairwise comparison with
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another sequence. Using the amino acid translations of the two sequences, we
obtain a higher-quality alignment than would be possible with nucleic acid
alignment. Then we project this alignment back to the nucleic acid sequence so
that nucleotide positions relative to codon boundaries are conserved. Then we
can compare the aligned sequences of codons.
We call the number of actual nonsynonymous differences in an aligned
codon nd and the number of actual synonymous differences sd. If there is only
one nucleotide difference between two aligned codons, we can simply assign nd
and sd based on whether this results in an amino acid change or not. So for
a synonymous change such as CAA ↔ CAG (both glutamine), then sd = 1 and
nd = 0. If the change, instead, had been CAA (Gln)! AAG (Lys), then nd = 1 and
sd = 0. I use the straight arrow↔ to indicate synonymous substitutions and the
squiggle arrow! to indicate nonsynonymous substitutions in the rest of this
subsection.
If the number of overall differences ld between the two codons is greater
than 1, then we identify the pathways of length ld that do not include a stop
codon (it is unlikely that a nonsense mutation could survive in functional se-
quence). We add up the numbers of nonsynonymous substitutions nˇd and syn-
onymous substitutions sˇd for each pathway and calculate their means, nd and
sd. For example, CCG (Pro)! CGT (Lys) gives rise to two pathways:
CCG (Pro)! CGG (Arg)! CGT (Lys) [sˇd = 0, nˇd = 2]
CCG (Pro) ↔ CCT (Pro) ! CGT (Lys) [sˇd = 1, nˇd = 1] .
Averaging the values for these two pathways together, we get sd = 0.5 and
nd = 1.5. In paired codons with three substitutions, there can be up to 3! = 6
pathways. In these cases, the total number of differences in the codon ld is
still equal to nd + sd, just as the total number of differences in the sequence Ld
is Nd + Sd.
Using these quantities we can estimate overall proportions of synonymous
and nonsynonymous nucleotides that change, pS = Sd/S and pN = Nd/N. One
may also refer to these proportions as p distances. For very closely related se-
quences, one may use a p distance as an estimate of the number of substitutions
per site d, a concept explained more fully in subsection 1.1.3. For more accurate
results on more distantly-related sequences, one must use the models in that
subsection.
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Regardless of the method used, one can use pN and pS to estimate the num-
ber of substitutions per nonsynonymous site dN, and the number of substitu-
tions per synonymous site dS. One may divide the two to get the nonsynony-
mous/synonymous rate ratio ω. This yields a quantity that summarizes selective
pressure after correction for the local variation in neutral evolution. One must
estimate this ratio locally since the character of neutral evolution varies in dif-
ferent genomic regions. For any given gene (or portion of a gene), if ω > 1, the
gene is under positive selection, while if ω < 1, the gene is under purifying
(or negative) selection. It is also possible for part of the sequence to be under
positive selection, even if ω < 1 for the whole sequence. Since ω < 1 for almost
all genes, sometimes comparisons of ω-ordered lists of genes are used, where
the genes with the highest ω values are said to be the most likely to have been
affected by positive selection (Waterston and co-workers 2002).
1.1.3 Distance measurement models
The p distances presented above estimate the proportion of nucleotides that
have changed, but it would be more useful to know the number of changes
that have occurred. While we could theoretically observe up to one substitution
per aligned position, in reality many of those positions may have changed
an arbitrary number of times, meaning that the total number of differences is
unbounded. Thankfully, models exist to estimate difference distances, denoted d,
from p distances. These models account for multiple substitutions in the same
position over time.
The simplest evolutionary distance model, the Jukes-Cantor model (Jukes and
Cantor 1964; Nei and Kumar 2000), assumes that there is a uniform rate of
mutation α regardless of the start and end nucleotides. One can call the rate
of mutation to any of the three other nucleotides u = 3α. If we are comparing
two aligned sequences, we can call pt the proportion of differing nucleotides,
and qt the proportion of identical nucleotides at time t. The probability that
a nucleotide identical in both sequences at time t does not change in either
sequence by time t + 1 is
(1− u)2 = 1− 2u− u2 ≈ 1− 2u,
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when one selects a time unit such that u is small enough that we can ignore the
u2 term. The probability that differing nucleotides at time t become identical at
time t + 1 is double the sum of the probability that one of the nucleotides stays
the same 1− u, and the probability that the other one changes to be identical to
the first α
2α(1− u) = 2u(1− u)
3
=
2u− u2
3
≈ 2u
3
.
From this, we can calculate that the proportion of identical nucleotides at time t+
1 is the sum of the probabilities of identical nucleotides staying identical and
differing nucleotides becoming identical
qt+1 = (1− 2u)qt + 2u3 pt.
We can then find the change in identical nucleotides in one unit of time qt+1− qt:
qt+1 = (1− 2u)qt + 2u3 (1− qt)
= (1− 6α)qt + 2α(1− qt)
= qt − 6αqt + 2α− 2αqt
qt+1 − qt = 2α− 8αqt.
If we switch to a continuous time model, where dqdt = qt+1 − qt, we get
dq
dt
= 2α− 8αq.
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If we multiply both sides by the integrating factor e8αt, which differentiates with
regard to t to 8αe8αt, we get
e8αt
dq
dt
= 2αe8αt − 8αe8αtq
8αe8αtq + e8αt
dq
dt
= 2αe8αt
d
dt
(e8αtq) = 2αe8αt
=
d
dt
(
1
4
e8αt)
e8αtq =
1
4
e8αt + C.
In order for q = 1 at t = 0, the constant of integration C must be 34 . Using this,
we can solve for q:
e8αtq =
1
4
e8αt +
3
4
q =
1
4
+
3
4
e−8αt.
Finally, we can solve for the expected number of nucleotide substitutions d =
2ut = 6αt:
1− p = 1
4
+
3
4
e−
4
3 d
3
4
− p = 3
4
e−
4
3 d
1− 4
3
p = e−
4
3 d
ln(1− 4
3
p) = −4
3
d
d = −3
4
ln(1− 4
3
p).
This equation is used to estimate the Jukes-Cantor distance d from the proportion
of changed nucleotides p.
More sophisticated models with more parameters also exist. Kimura’s two-
parameter model (Kimura 1980) represents a single step up in sophistication, using
separate rates for transitions (more frequent purine-to-purine and pyrimidine-to-
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pyrimidine mutations) and transversions (less frequent purine-to-pyrimidine and
pyrimidine-to-purine mutations). The most complex single-nucleotide mutation
model is the unrestricted general 12-parameter model, which has a separate rate for
each possible substitution, in either direction. There are several other models
spanning the gamut of sophistication between these two models, which Nei and
Kumar (2000) and Felsenstein (2004) both review.
Simulations generated using the Tamura-Nei model (which has rate param-
eters for purine transitions, pyrimidine transitions, and transversions, plus a
frequency parameter for each of the four nucleotides; Tamura and Nei 1993)
reveal that for close evolutionary distances (d ≤ 0.25), estimates of d produced
by any of the models of evolutionary distance show only negligible differences
from each other. The various models only start to show substantial differences
at d ≥ 0.6. Even at d = 1.5, the simpler Kimura and Jukes-Cantor models give
estimates of within 0.1 of each other, so there is little advantage to be had in only
a slight increase in complexity (Nei and Kumar 2000).
The simpler distance measurements have the advantages of fewer parameters
to discover, and smaller variance. They are also considerably easier to implement
and are computationally inexpensive. For these reasons, I use the Jukes-Cantor
model throughout this thesis.
1.1.4 Noncoding neutral rates
Researchers have historically focused on identifying selection in protein-coding
sequence using dN and dS. Both coding sequence in general, and the 4D sites
used to estimate a neutral rate of evolution, are easier to identify than any
noncoding functional or neutral sequence (Hurst 2002; Ponting and Lunter 2006).
Still, noncoding sequence plays a critical role in many areas of biology, and
there are almost certainly roles and classes of noncoding sequence that are not
yet understood (ENCODE Project Consortium 2007). Therefore, it is important
to understand the patterns of evolution and natural selection in noncoding
sequence, despite the difficulties.
Most noncoding genomic sequence is believed to evolve neutrally (Kimura
1968; Hellmann and co-workers 2003), but comparative genomics reveals that a
substantial portion is under constraint (International Chicken Genome Sequenc-
ing Consortium 2004; Woolfe and co-workers 2005). Lunter and co-workers
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(2006) analyzed the human genome looking for sequence that was constrained
against insertions and deletions (indels). Most of the indel-conserved sequence is
noncoding, so they conclude that a majority of human functional sequence is
noncoding (Ponting and Lunter 2006).
There are several classes of DNA widely considered to evolve neutrally,
because they are the parts of the genome we are most certain are nonfunctional.
Pseudogenes and ancient repetitive elements are readily identifiable, yet serve no
apparent function. Also, 4D sites are usually considered functionless, excepting
the influence of some confounding factors I discuss in section 2.1. In general,
these classes appear to evolve with the least evolutionary constraint (Ponting
and Lunter 2006). Also identified as neutrally evolving are interior intron sites
(Castresana 2002; Ogurtsov and co-workers 2004; Hoffman and Birney 2007),
discussed in detail in chapter 2.
While substitution rates in neutral sequence are constant in regions of less
than 100 kbp, there is much variation in rates both between and within chro-
mosomes (Ellegren and co-workers 2003). Ponting and Lunter (2006) suggest
several causes of this, including CpG dinucleotide hypermutability, recombina-
tion, germ-line sequence repair, and base composition disequilibrium.
I discuss my approach to estimating the neutral rate of evolution in noncod-
ing sequence using introns in chapter 2. That chapter also includes a comparison
to some other methods for estimating local neutral rates in subsection 2.4.1.
1.1.5 Noncoding functional rates
In the past few years, we have begun to see the exciting prospect of being
able to identify positive selection widely in noncoding sequence. Sabeti and
co-workers (2006) discuss several genes where significant positive selection for
noncoding mutations has been found, including a mutation in the promoter of
the Duffy blood group chemokine receptor (DARC) gene that protects against
malaria (Hamblin and Rienzo 2000), and a mutation in regulatory regions near
the lactase (LCT) gene (Bersaglieri and co-workers 2004). These discoveries have
provided crucial insights into human biology, and improved our understanding
of human evolution.
There are many methods based on population genetics that one may use to
detect selection in genomic sequence that do not require the regions of interest
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to code for proteins. These include searching for reductions in genetic diversity,
high-frequency derived alleles, allele frequency differences between populations,
and long haplotypes (reviewed in Sabeti and co-workers 2006).
These methods have some limitations—they can only detect selection that
occurred less than ∼4Ne generations ago, where Ne is the effective population size
(Nielsen and co-workers 2007). Additionally, they make demographic assump-
tions, which may account for apparent deviations from a neutral model, without
providing evidence against selective neutrality (Nielsen 2001). While dN/dS meth-
ods can detect selection in protein-coding genes before 4Ne generations ago and
lack demographic assumptions, there has been less work in detecting ancient
selection in noncoding sequence. I discuss a novel method to do this in chapter 4,
which relies on predictions of transcription factor binding and the effects of
mutations on the same.
1.2 Transcription factor binding
1.2.1 Biological overview
Transcription factors (TFs) are proteins that bind to genomic DNA near a gene,
and promote transcription of a protein-coding gene by RNA polymerase II (Pol II)
to messenger RNA (mRNA), or of a noncoding gene by other RNA polymerases
to other forms of RNA. Some transcription factors form a part of the transcrip-
tion initiation complex essential for RNA polymerase activity. Others encourage
processivity during transcriptional elongation. Some transcription factors are not
strictly necessary for transcription but instead accelerate or repress further tran-
scription under certain cellular conditions (Brown 2006). Transcription factors
are only one type of many factors that influence gene expression. Other factors
include those involved in mRNA degradation, RNA binding and translation
initiation, and protein degradation. When gene expression is discussed in this
thesis, however, it is primarily with a focus on the effects of TFs, especially in
the promoter regions adjacent to transcription start sites (TSSs).
Most transcription factors recognize specific sequences of DNA by physically
penetrating into the major or minor grooves of a double helix. The positions
where TFs bind are known as transcription factor binding sites (TFBSs), and the
sequence is called the transcription factor’s motif. The motif can vary somewhat
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across the genome, so it is sometimes crudely represented as a consensus se-
quence of unambiguous and ambiguous DNA letter codes. For example, the
consensus sequence TATAWAAR describes the TATA box, the sequence bound by
the TATA binding protein (TBP) transcription factor (Brown 2006), an essential
part of the pre-initiation complex of some genes (Sandelin and co-workers 2007).
A genetic code for transcription factors is the holy grail for bioinformaticians
studying transcriptional regulation. Unfortunately, such a code has proven
far more difficult to establish than the genetic code of protein synthesis. The
translational genetic code is quite simple, taking 64 different codon inputs on
nonoverlapping boundaries and usually producing the same 21 discrete outputs.
A transcriptional code, however, would be complex and highly degenerate,
producing continuous output with the input of not only discrete sequence, but
also a complicated probabilistic and energetic dance of various factors, cofactors,
and epigenetic effects. Nevertheless, this has not stopped researchers from trying
to come to a more mechanistic understanding of the molecular interplay between
proteins and nucleic acids (Hoffman and co-workers 2004), or the relationship
between sequence and transcription levels (Benos and co-workers 2002; Frith
and co-workers 2008).
Earlier laboratory studies have focused on high-confidence TFBSs using tech-
niques such as DNAse I footprinting, dimethyl sulfate modification protection
assays, gel retardation analysis, and reporter gene assays (Brown 2006; Sandelin
and co-workers 2007). These techniques may ignore influences beyond the se-
quence and transcription factor. This leads to some ascertainment bias, as the
techniques might miss finding weak binding sites. The results are also limited in
their power to identify other TFBSs outside those areas of sequence being tested
and significantly similar sequence. More recently, researchers have begun more
systematic investigations of TF binding. ChIP-chip (Bulyk 2006) and ChIP-seq
(Robertson and co-workers 2007) techniques reveal binding across the whole
genome, and SELEX (Ellington and Szostak 1990; Tuerk and Gold 1990) reveals
affinity for sequences not extant in vivo. While SELEX carries the problems of an
in vitro technique, it is relatively unbiased and therefore more powerful, allowing
the construction of models of affinity to any sequence (see subsection 1.2.2).
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1.2.2 Discovery methods
Most methods for locating transcription factor binding sites rely on position
weight matrices (PWMs), also called position-specific scoring matrices (PSSMs) (Berg
and von Hippel 1987; Stormo 1990; Wasserman and Sandelin 2004). PWMs
provide a way to characterize TF binding that is more sophisticated than the use
of consensus sequences. To define a PWM for a TFBS, we use the alphabet of
unambiguous DNA, A = {A, C, G, T}, and therefore |A| = 4. PWMs are m× |A|
matrices representing the probability that at position k ∈ [1, m] in a TFBS, the TF
binds to each of the nucleotides with the probabilities in column k of the matrix.
PWMs can be visualized through a graphic representation known as a sequence
logo (Schneider and Stephens 1990), which shows the relative importance and
flexibility of various positions within the TFBS motif. For example, Figure 1.1
depicts the sequence logo for TBP from the JASPAR database (Vlieghe and co-
workers 2006). This representation contains vastly more information than the
consensus sequence TATAWAAR, showing, among other things, that the second
thymine is more important than the first thymine. It even includes some low
information positions at the beginning and end that would be inappropriate in
a consensus sequence, because the sequence at these positions affects binding
significantly less than at the core positions.
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Figure 1.1: Sequence logo for TBP, generated by the seqLogo package of Biocon-
ductor (Gentleman and co-workers 2004).
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Position frequency matrices (PFMs) generated by summing observations of
binding sequences can be converted to PWMs by transforming frequencies into
probabilities. This is done by dividing the individual frequencies by the sum of
all frequencies in their column, potentially with the addition of pseudocounts.
A number of bioinformatics tools use PWMs to identify putative TFBSs by
examining how well a sequence matches the matrix (Rajewsky and co-workers
2002; Loots and co-workers 2002; Dermitzakis and co-workers 2003; Kel and
co-workers 2003; Lenhard and co-workers 2003). Sometimes these are combined
with genomic sequence conservation information in a method known as phylo-
genetic footprinting (Moses and co-workers 2004; Das and Dai 2007). A number
of methods also exist to identify cis-regulatory modules (CRMs), made up of a
number of TF binding sites, which may occur several times across the genome. I
focus on individual TFBSs and do not discuss CRMs further.
In chapter 3, I discuss a probabilistic method I developed to locate TFBSs
using a hidden Markov model (introduced in section 1.3), and data from known
PWMs.
1.2.3 CpG dinucleotides and islands
In neutrally evolving sequence, one frequently assumes that the neutral mutation
rates of single nucleotides are independent of each other. Most of the widely-used
models of nucleotide evolution share this simplistic assumption. The following
example shows that this is not always accurate.
In mammals, nuclear methyltransferases commonly methylate CpG
into m5CpG. Then DNA repair machinery frequently deaminates the 5-
methylcytosine to thymine, resulting in TpG, or CpA if the methylation and tran-
sition occurred on the minus strand. The hypermutable m5CpG dinucleotides
mutate far in excess of the average mutation rates for single nucleotides. As a
consequence, CpG is depleted in the genome with respect to what one would
expect by squaring the G+C content fraction. Jabbari and Bernardi (2004) found
that this observed/expected ratio was 0.23 in humans, and that the mean ratio
of the occurrence of CpG to the occurrence of GpC in a sample of mammalian
genomes was 0.27± 0.04.
The depletion of CpG, however, is heterogeneous across the genome. In cer-
tain regions, known as CpG islands, there is an excess of CpG dinucleotides over
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the low levels usually seen. These are often associated with promoters, which I
call CpG island promoters. All other promoters I call CpG desert promoters. CpG
islands exist where transcription factors bind to a genomic region in the germline.
Transcription factor activity and CpG methylation are inversely correlated, so
active areas of transcription initiation do not suffer an increased propensity for
deamination. Only when the transcription factors are active in the germline
is the local increase in CpG frequency propagated to further generations. Be-
cause of this, one can use CpG islands to identify constitutively expressed genes.
Housekeeping genes (genes which are expressed in most cells) frequently have
unmethylated CpG islands, while tissue-specific genes are either not associated
with CpG islands or may be associated with CpG islands methylated only in
the tissues where the relevant gene is expressed (Alberts and co-workers 2002;
Brown 2006).
1.3 Hidden Markov models
1.3.1 The generative model
Hidden Markov models (HMMs) provide a useful framework for modeling proba-
bilistic processes. At their core, HMMs are directed graphs consisting of nodes,
called states, that emit symbols, as a path traverses the graph. The models are
called hidden because the path through the graph is not obvious from the se-
quence of symbols emitted. It is possible for a symbol to be emitted by more than
one state, and for a state to emit more than one symbol (Durbin and co-workers
1998).
An HMM consists of the graph of states and associated parameters. The set
of all states K is the union of a set of one or more emitting states E and a set of
zero or more silent states S . There can be no cycles made entirely of silent states,
but other cycles are acceptable. The parameters consist of transition probabilities
that determine how likely it is that a path continues from one state to another
(or back to the same state), and emission probabilities that determine how likely
it is that a particular state emits a particular symbol from an alphabet A.
A simple representation of an entire HMM with m = |K| states consists
of a transition probability matrix A = (ak→l)m×m and an emission probability
matrix E = (ek,x)m×|A|, which together contain all the parameters. These ma-
28
trices also define the topology of the graph since two unconnected states have
transition probabilities of 0. Silent states have all of their emission probabilities
set to 0.
Generating symbols is a simple matter. The GENERATE algorithm yields an
infinite sequence of symbols:
GENERATE(A = (ak→l)m×m, E = (ek,x)m×|A|)
1 k← 0
2 repeat forever
3 if ∑a∈A ek,a 6= 0
4 then yield WEIGHTED-RANDOM-CHOICE(ek)
5 k← WEIGHTED-RANDOM-CHOICE(ak)
This algorithm can be stopped after generating an arbitrary length of sequence
or when a special end state is reached.
1.3.2 Dynamic programming algorithms
One may make inferences about the path through an HMM that generated
a sequence of symbols X = (x1 . . . xn) using various algorithms. Researchers
frequently want to find the most likely single path, which is called the Viterbi
path. Another possibility is to derive the posterior probability that each symbol
in the sequence was generated by each state, leading to an m × n posterior
probability matrix P. The FORWARD and BACKWARD algorithms can do this over
all possible paths simultaneously (Durbin and co-workers 1998).
The FORWARD algorithm returns the posterior probability P(X) that a se-
quence X was generated by the model defined by A and E. In order to produce
that result, the algorithm calculates the forward probability fl,i that at each posi-
tion i in the sequence, the model has generated the sequence (x1 . . . xi) and the
path pi is in state l. This can be expressed as
fl,i = P(x1 . . . xi,pii = l).
We can obtain this by multiplying the emission probability el,xi of the symbol xi
at the current position i by the summation of the forward probabilities of each
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state k at the previous position i− 1, multiplied by the transition probability ak→l
from k to l. That is,
fl,i ∑
k∈K
fk,i−1ak→l.
Since the forward probability for a state at one position incorporates information
from all of the forward probabilities at the previous position, by induction we
can see that the forward probabilities at the last position incorporate information
from every possible path of states through the model. The complete FORWARD
algorithm, with some complexity added to deal with potential runs of silent
states between symbols, is:
FORWARD(A = (ak→l)m×m, E = (ek,x)m×|A|,X = (x1 . . . xn))
1 f0,0 ← 1
2 fk,0 ← 0 for all k > 0
3 for i← 1 to n
4 do for each l in E
5 do fl,i ← el,xi ∑
k∈K
fk,i−1ak→l
6 for each l in S
7 do L ← E ∪ {k : k ∈ S and k < l}
8 fl,i ← ∑
k∈L
ak→l fk,i
9 P(X)← ∑
k∈K
fk,nak→0
10 return (P(X), F = ( fk,x)m×n)
The BACKWARD algorithm performs a similar task to that of the FORWARD
algorithm, but it relies on the information from the symbols beyond a position
rather than the symbols preceding a position. It calculates the backward proba-
bility bk,i that at each position i in the sequence, the model will next generate the
sequence (xi+1 . . . xn) and the path pi is in state k. This can be expressed as
bk,i = P(xi+1 . . . xn,pii = k),
and calculated by
bk,i = ∑
l∈K
ak→lel,xi+1bl,i+1.
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The complete BACKWARD algorithm is similar in construction to the FORWARD
algorithm:
BACKWARD(A = (ak→l)m×m, E = (ek,x)m×|A|,X = (x1 . . . xn))
1 bk,n ← ak→0 for all k
2 for i← (n− 1) downto 1
3 do for each k in E
4 do bk,i ← ∑
l∈K
ak→lel,xi+1bl,i+1
5 for each k in S
6 do L ← E ∪ {l : l ∈ S and k < l}
7 bk,i ← ∑
l∈L
ak→lbl,i
8 P(X)← ∑
l∈K
a0→lel,x1bl,1
9 return (P(X), B = (bk,x)m×n)
The overall posterior probability P(X) generated from both algorithms is
theoretically the same. In practice, it may be slightly different due to accumulated
rounding error from floating point calculations.
The matrices of forward and backward probabilities produced by the FOR-
WARD and BACKWARD algorithms give the marginal probability that a path
through the model is in a particular state at a position only using the information
from symbols to one side of that position. But using the matrices produced
by these algorithms, one can calculate the posterior probabilities of each state
at each position incorporating all of the known symbol information using the
formula
P(pii = k |X) = fk,ibk,iP(X) .
This process is called posterior decoding. Combining the FORWARD and
BACKWARD algorithms with this posterior decoding step yields the FORWARD-
BACKWARD algorithm:
FORWARD-BACKWARD(A, E,X)
1 (P(X), F = ( fk,x)m×n)← FORWARD(A, E,X)
2 (P(X), B = (bk,x)m×n)← BACKWARD(A, E,X)
3 for i← 1 to n
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4 do for each k in K
5 do P(pii = k |X) = fk,ibk,iP(X)
6 return P = P(pii = k |X)k=0,...,m−1; i=1,...,n
The returned posterior probability matrix P can be used for further results. I will
determine the posterior probability that nucleotides in a sequence were emitted
by a particular TF in chapter 3, and examine the impact of mutations on this
probability in chapter 4.
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Chapter 2
Intron measurements of neutral
evolution1
2.1 Introduction
Using dS as a measure of the neutral rate of evolution presents several prob-
lems. First, the underlying assumption that synonymous coding nucleotides
can change freely is not correct in all cases. For example, synonymous sites
may overlap with exonic splicing enhancers (Cartegni and co-workers 2002) or
silencers (Chamary and co-workers 2006). Synonymous sites may also be under
selective pressure due to their effects on mRNA stability, either through G+C
content or the appearance or avoidance of certain sequence motifs (Chamary and
co-workers 2006). In some animals, there is definitely selection in synonymous
coding sites in the form of codon bias related to tRNA abundance (Chamary and
co-workers 2006), but whether it affects synonymous coding sites in mammals
is unclear (Bernardi 1995, 2000; Graur and Li 2000; Iida and Akashi 2000). There
is also indirect evidence that selection affects synonymous sites, revealed by
comparing base composition and evolutionary rates in synonymous sites with
other potentially neutral types of sequence (Chamary and co-workers 2006).
Second, the usually unstated assumption that synonymous coding sites undergo
the same mutational processes as other sites in the genome ignores the fact
that they occur next to a limited number of flanking nucleotides, and therefore
are unequally affected by effects such as CpG hypervariability (Hardison and
co-workers 2003). Finally, there are so few synonymous coding nucleotides for a
1 Parts of this chapter were previously published (Hoffman and Birney 2007).
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given gene that it can be difficult to estimate precisely the number of changes
per nucleotide. This is especially true when comparing species such as human
and chimpanzee, which are so closely related that there has not been enough
time for many of these sites to change.
Primarily to overcome the issue of low numbers of synonymous coding sites,
some researchers have estimated the neutral rate using either ancestral repeats
near genes (Chimpanzee Sequencing and Analysis Consortium 2005) or substitu-
tions in introns (Castresana 2002). Introns in homologous genes provide natural
and well-defined boundaries for alignment regions, and the recent release of
several high-quality vertebrate genome sequences allows for a robust compari-
son across several species. One cannot assume that intron changes are always
neutral, but one cannot assume that synonymous coding nucleotide changes
are always neutral either. Intron substitutions still provide a useful alternative
for dealing with the small-sample error inherent in the synonymous coding
nucleotide model.
While intron nucleotide substitutions have been used previously to estimate
neutral rates, this work contains the first thorough comparison with a neutral
rate estimate based on synonymous coding nucleotides. It also contains an in-
vestigation of the evolutionary distances at which using introns is sensible. This
chapter examines properties of a neutral rate estimate based on intron substi-
tutions compared with one based on synonymous coding sites by highlighting
their similarities and differences, with particular regard to their use in estimates
of selective pressure.
I call the estimated neutral rate from nucleotide substitution in introns dI ,
defined as the number of intron substitutions per intron nucleotide. I wish to
estimate dI for a large portion of the genome, but the mechanics involved are
not trivial, as one must first identify truly orthologous intronic sequences to
compare. When studying tens of thousands of gene pairs, it is not practical to
use hand-crafted alignments. Naive assumptions about the congruence of gene
structures between species, however, lead to errors due to differences in gene
annotations or changes in the biological transcript structure. One cannot, for
example, assume that the first intron in a mouse gene is orthologous to the first
intron in its orthologous rat gene. In addition, the existence of alternative splice
forms in eukaryotic genes increases the challenge in determining which intron
regions are homologous. I found the common approach of using the longest
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translation of a gene as a stand-in for the whole gene inadequate as it ignores
the selective pressure on introns that contain non-constitutive exons. To address
this need, I created a model of gene evolution, which I call Metascript, which
incorporates alternative splice forms and considers varying selective pressures
on introns and coding sequence.
I chose to analyze data from mouse–rat and human–dog comparisons. Evo-
lutionary biologists believe that the mouse and rat lineages diverged 16 Myr
to 35 Myr ago (Adkins and co-workers 2001; Springer and co-workers 2003),
and that the human and dog lineages diverged 90 Myr to 95 Myr ago (Springer
and co-workers 2003). Although the human–murid divergence occurred later
(85 Myr to 88 Myr ago; Springer and co-workers 2003), I use comparisons be-
tween human and dog because the human–dog evolutionary distance is shorter
than the human–murid evolutionary distance. This is probably partly due to
shorter generation time in the murid lineage (Li and co-workers 1996).
I used a relatively simple Jukes-Cantor model in a consistent manner for both
dS and dI . More sophisticated models require more parameters to be estimated,
such as transition/transversion bias (Nei and Kumar 2000). An advantage of the
Nei-Gojobori method I used over more sophisticated methods such as that of
Yang and Nielsen (2000) is consistency in choosing parameters. The Yang and
Nielsen method includes parameters to account for codon bias, for which there
is no comparable analog in introns.
2.2 Methods
2.2.1 Ortholog identification, genomic sequence, and transcript
predictions
I used Ensembl Compara 28 (Birney and co-workers 2006; http://feb2005.
archive.ensembl.org/) to identify ortholog pairs predicted by the unique best
reciprocal hit method for both human–dog (builds NCBI 35 and BROADD1) and
mouse–rat (builds NCBI m33 and RGSC 3.4). For the genes in these ortholog
pairs, I then obtained genomic sequence, transcript predictions, and peptide
prediction from Ensembl 28. I excluded from further analysis genes with introns
longer than 1,000,000 bp, and genes with introns that overlap with predicted
exons from other genes. I used RepeatMasker (Smit and co-workers 1996) to
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mask repetitive elements in the nucleotide sequences.
2.2.2 The metascript model of alternative splicing
I constructed a metatranscript or “metascript” model for each gene that incorpo-
rates all of its alternative splicing forms. Figure 2.1 depicts an artificial example.
Genomic regions expressed as protein in some or all of the predicted transcripts
are called metaexons, and regions that never express as protein are called metain-
trons. Each metaintron has a phase code, determined by the phases of the coding
sequence upon interruption by the metaintron’s constituent introns. A metain-
tron’s phase code can indicate that its constituent introns all start in phases 0,
1, or 2, or in untranslated region (UTR). The phase code can also indicate one
of 24 − 4− 1 = 11 specific mixtures of the four simple possibilities. Frameshift
errors and introns shorter than 50 bp are each assigned special phase codes. I
represent the metascript model as a string of nucleotides and phase codes.
2.2.3 The Introndeuce algorithm for pairing orthologous in-
trons
I developed a new algorithm (Introndeuce) for robustly assigning orthologous
introns in the presence of alternative splicing, without requiring genomic align-
ments. For each gene, I project all exons into genomic coordinates, and produce
a novel sequence-like model called a metascript (Figure 2.1). The metascript is
the concatenation of the nucleotide sequence of all annotated exonic regions
with phase codes to indicate the phase of the intervening introns. The Intron-
deuce algorithm then aligns the exonic sequence and intronic phase codes of
the resulting metascripts with an extension of standard dynamic programming
methods. This results in the pairing of introns if and only if the surrounding
exonic sequence is truly orthologous.
I perform the Smith-Waterman alignment (Smith and Waterman 1981) of
orthologous metascripts using PSW from the Wise2 package (Birney 2002). I
created a distance matrix based on HOXD70 (Chiaromonte and co-workers 2002),
but that includes the 17 possible phase codes, and makes it extremely unlikely
that out-of-phase metaintrons align with each other. This has the effect of penal-
izing intron sliding, which, if it happens at all, is thought to be exceedingly rare
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ATGCCT X ATCCAAAGAG         transcript
ATGCCT X ATTGAGATCCAAAGAG Y TGTGA metascript(b)
ATGCCT X CAAAGAG Y TGTGA transcript
ATGCCT X ATTGAGATC X AGAG transcript(a)
+
+
=
ATGCCTXATTGAG-ATCCAAAGAGYTGTGA
ATGCGTXATCG-GZ--CC---CAGYTGTGA
ATGCGT X ATCGG Z CCCAG Y TGTGA    metascript
aligns with
Figure 2.1: Using the metascript model and the Introndeuce algorithm to align
alternatively spliced genes. This example shows (a) how the alternative splice
forms of an artificial gene are combined to create a single metascript, and (b)
how that metascript is aligned with another hypothetical metascript.
(a) Three conventional transcript models for this artificial gene are shown,
featuring exons and their constituent nucleotides (letters alternating between
dark gray and medium gray by codon). Introns are replaced by phase codes that
indicate how many nucleotides are between the previous codon boundary and
the start of the introns (X=0, Y=1, Z=2). The conventional transcript models are
overlaid to form a single metascript, consisting of metaexons, regions of the gene
that are sometimes or always expressed in transcribed mRNAs, and metaintrons,
regions of the gene that are constitutively spliced out.
(b) The metascript generated in part (a) and another metascript are aligned
to identify homologous introns. The nucleotide sequences of the metaexons and
the phase codes of the metaintrons are concatenated to make a single sequence,
which is then locally aligned using the Smith-Waterman algorithm, using a
scoring matrix that makes it extremely unfavorable for a particular phase code
to align with a nucleotide or a different phase code.
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except in distantly related species, and rare even then (Stoltzfus and co-workers
1997; Rogozin and co-workers 2000).
2.2.4 Software availability
I have made available a Python (van Rossum 2006) package that constructs
metascripts from Ensembl gene models and implements the Introndeuce algo-
rithm (http://www.ebi.ac.uk/∼hoffman/software/metascript/).
2.2.5 Estimation of dN and dS
I estimated the proportion of different nonsynonymous coding nucleotides pN
and the proportion of different synonymous coding nucleotides pS for each
gene pair using the Nei-Gojobori method (Nei and Gojobori 1986), based on
PSW alignments of the longest translations of the genes. I then estimated the
number of nonsynonymous substitutions dN and the number of synonymous
substitutions dS based on pN and pS respectively using the Jukes-Cantor model
(see subsection 1.1.3).
2.2.6 Estimation of dI
I took the nucleotide sequence of each orthologous metaintron identified by
Introndeuce, and masked out the first 10 bp and the last 30 bp of each metaintron
to exclude conserved intron splicing signals. I then used BLASTZ (Schwartz
and co-workers 2003) with a reduced stringency (reducing the maximal scoring
pair score threshold to 2200) to align the sequences. Before making further
calculations, I masked five nucleotides from both edges of each aligned block.
This reduces edge wander effects (discussed further in subsection 2.3.1) and
decreases uncertainty about the correctness of accepted alignment columns.
If we let Id be the number of mismatches in the remaining aligned sequence,
and I the number of matches plus mismatches, we divide the two quantities to
estimate a proportion of differing intron nucleotides
pI =
Id
I
.
I then estimated dI using the Jukes-Cantor model as above. I also estimated
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an alternative version dI,maskedges=0 without masking the edges of aligned blocks.
I calculated the relative error between the two versions
η =
2|dI,maskedges=0 − dI,maskedges=5|
dI,maskedges=0 + dI,maskedges=5
.
2.2.7 Phylogenetic tree construction
I used MartShell (Kasprzyk and co-workers 2004) to identify all the human
members of the MAGE family, ENSF00000000336, in Ensembl Compara 30
(http://apr2005.archive.ensembl.org/), and estimated dS and dI as above for
each possible gene pairing. I converted the pairwise d values into distance
matrices, using a distance of 1 where the distance could not be estimated be-
cause the sequences were too divergent. I then used the FITCH program of
PHYLIP 3.64 (Felsenstein 2005) through the Pylip interface (http://www.ebi.
ac.uk/∼hoffman/software/pylip/) to generate a tree that I visualized with
TreeView 1.6.6 (Page 1996).
2.2.8 Miscellaneous statistics
Many of the statistics and calculations reported in this chapter were performed
using the R statistical programming environment (R Development Core Team
2007). I measured G+C content in the longest translation of the human or mouse
gene of an orthologous gene pair, as G+C is highly correlated across the species
pairs I used (human–dog: Spearman’s rank-order correlation coefficient rS =
0.95; mouse–rat: rS = 0.97). I found overrepresented Gene Ontology (Gene
Ontology Consortium 2006) terms using GO-TermFinder (Boyle and co-workers
2004), with a cutoff of p = 0.01, and annotations by GOA (Camon and co-workers
2004).
2.3 Results
Using the Introndeuce algorithm, most introns pair with consistent phases
between the species considered, as expected. The 15,176 orthologs between
human and dog, and the 16,183 orthologs between mouse and rat produced
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96,476 human–dog paired metaintrons in 10,443 gene pairs and 105,560 mouse–
rat paired metaintrons in 12,566 gene pairs (Table 2.1). In the metascripts that
could be produced, the median number of metaintrons is 7 in humans and
dogs, and 6 in the murids. I then aligned these metaintrons using BLASTZ
individually.
I estimated dS and dI values for the ortholog pairs with at least one aligned
metaintron (Figure 2.2; Table 2.1) using the Jukes-Cantor model (see subsec-
tion 1.1.3) in an identical manner for each statistic (see subsection 2.2.5). The
median dS value is 0.370 for human–dog and 0.212 for mouse–rat, whereas the
corresponding median dI values are lower at 0.305 and 0.158 respectively. This
may be due to a lower substitution rate or the effects of more selective constraint
in introns than in synonymous coding sites (Chen and Li 2001). As expected,
the variance of the dI values is smaller than that of dS—the median absolute
deviations (MADs; Huber 1981) of the human–dog and mouse–rat dS values
(0.113 and 0.062 respectively) are two to three times the MADs of the correspond-
ing dI values (0.053 and 0.022). Even considering extreme outliers, the dI range
(human–dog: [0.0285, 0.700]; mouse–rat: [0, 0.535]) is still smaller than the dS
range (human–dog: [0.0259, 4.813]; mouse–rat: [0, 2.328]).
Figure 2.2 shows a scatterplot of dS versus dI values for human–dog and
mouse–rat gene pairs. As expected, these two variables are strongly correlated
when analyzing the data from both species pairs (rS = 0.75). One can clearly
see, however, that a different model for each species pair would better fit the
data from that species pair, despite lower correlation on a per–species-pair basis
(human–dog rS = 0.57; mouse–rat rS = 0.46) than when examining all the gene
pairs together. This means that one cannot universally predict a dI value from
a dS value without reference to a particular species pair. One can see a clear
separation between the range of dI values for the two species pairs analyzed,
while the dS ranges overlap quite a bit. Additionally, within the same species
pairs, the variance of dI values is smaller. This suggests that dI might provide a
more distinctive characterization of genome-wide neutral evolutionary distance
for species pairs in this range, which would allow better phylogenetic tree
construction. When looking at 8095 genes that have a 1:1:1:1 ortholog relationship
in human–dog–mouse–rat, I find that dI,human−dog > dI,mouse−rat as expected in
8078 (99.8%) cases, but dS,human−dog > dS,mouse−rat in only 7420 (92%) cases.
If one assumes that neutral mutation occurs at the same rate in exonic and
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Figure 2.2: Dot-dash-density plot comparing the intron measurement dI with the
synonymous coding nucleotide measurement dS. Values are shown for 12,329
mouse–rat ortholog pairs (dark orange circles) and 10,241 human–dog ortholog
pairs (cyan crosses), representing only those gene pairs where dS and dI were
below the pooled 99th percentile. The actual maximum dS value is 4.81, and
the maximum dI value is 0.70. Local linear regression lines are shown for each
species pair.
Decorations at the bottom and left sides of the graph are kernel density plots
for each variable, grouped by species pair. The median of each variable grouped
by species pair is marked on the density plot with a colored dot. Between the
density plots and the scatterplot are condensed box plots with rugs (Tufte 2001)
for the pooled values of each variable. Created with the xyddplot package
(Hoffman 2006) for R.
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intronic sequence, there are two plausible reasons for the systematically different
estimates of neutral substitution in synonymous coding nucleotides and introns.
First, the two different kinds of sequence are subject to different kinds of selective
pressures. Some of these selective pressures, such as those discussed in the
introduction, differently affect the fixation of point substitutions at certain sites
in introns and synonymous coding sequence. Additionally, indels are much
more likely to be selected against in coding sequence. The other possibility is
that alignment effects cause the systematic difference. Even when corrected for
by masking the edges of aligned blocks, edge wander effects may still lead to
an observed similarity within the same species pair that underestimates the
divergence of the two species.
2.3.1 Variability in dI and dS measures
I decided to look at the variability of dS and dI in a number of ways. First, I
examined the variance for each data point as calculated by an analytical formula.
The variance of a single Jukes-Cantor distance (representing the error in that
particular estimation, rather than the dispersion of the whole population as
discussed earlier) varies inversely with the number of nucleotides examined
(Nei and Kumar 2000). Because of this, and the fact that I is generally much
greater than S, the error for a single estimate of dI (which is the square root of
the variance, and called sdI ) is usually lower than the error for a single estimate
of dS (called sdS). This is the case for 22,541 gene pairs, or 98% of those examined.
To consider the influence of generally larger dS values on the error, I com-
pared the coefficient of dI variation, which is VI = sdI/dI, with the coefficient
of dS variation VS, calculated in a similar way, and plotted the comparison in
Figure 2.3. This reveals that VS is greater for 22,817 gene pairs, or 96% of those ex-
amined. For 1476 gene pairs (6%), VS is more than 10 times greater than VI . One
must consider, however, that the uncertainty of the intron nucleotide alignment
is greater than that of the information-rich and selectively constrained amino
acid alignment. Therefore, the intron method works best when one has reliable
alignments, which happens at small evolutionary distances.
I examined the small number of points where VI or VS was greater than 100%.
For the nine genes where VI > 100%, this is mainly due to genes in conserved
regions of the genome (such as Hoxd9 and Hoxc4) with small dI values (all
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Figure 2.3: Dot-dash-density plot comparing VI (the coefficient of variation in
dI), and VS (the coefficient of variation in dS). Values were calculated for 12,561
mouse–rat ortholog pairs (red circles) and 10,443 human–dog ortholog pairs
(green crosses), and shown on a logarithmic scale. Two mouse–rat points where
dS = 0 and three mouse–rat points where dI = 3 are not shown. Local linear
regression lines are shown for each species pair. Gray labels on the diagonal grid
lines indicate the ratio VI/VS for points along that line. Gene pairs where either
VI or VS is greater than 100% are labeled with their HUGO Gene Nomenclature
Committee or Mouse Genomic Nomenclature Committee symbols in an italic
typeface, or with a UniProt entry name in a roman typeface. Decorations at the
bottom and left sides of the graph are as in Figure 2.2.
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< 0.06), which means that the coefficient of variation is large even if the error is
still small in absolute terms. I found a similar pattern in the five outliers where
VS is only slightly greater than 100%, which all had dS < 0.04. In the other six VS
outliers, which have the largest dS, both dS and sdS are quite large (> 1). These
are examples of cases where ωS underestimates positive selection, and merit
further study, since ωI > 1 for each of the six.
I then investigated the effects of other factors, such as G+C content, on the
differences between dI and dS, as well as their variability. To visualize the differ-
ence between dI and dS and the effect of G+C content on this difference, I created
Tukey mean-difference plots (Cleveland 1993) (Figure 2.4) split at the quartiles
of G+C content. These plots allow a visual assessment of shift between dI and dS,
by analyzing deviation from the zero line in both distance and slope. As the
neutral evolutionary distance between two orthologs increases, the difference
between dI and dS becomes more pronounced (dS increases proportionally more
than dI). The median dI − dS is below 0 for both species pairs for all ranges
of G+C content, indicating that median dS is larger than median dI . The slope
indicates the difference in variance between dS and dI .
One of the key reasons for estimating an evolutionary distance from introns
is that the number of intron sites I is an order of magnitude greater than the
number of synonymous coding sites S or the number of nonsynonymous coding
sites N, where fractional values in S or N indicate partial degeneracy. The
distribution of the number of each kind of site in a gene pair is positively
skewed. In human–dog, the quartiles of S are (185.6, 297.5, 462.5), the quartiles
of N are (590.5, 952.6, 1497.1), and the quartiles of I are (1393, 4046, 10944). In
mouse–rat, the distribution of the number of different kinds of sites shows a
similar relationship: S quartiles = (174.9, 285.6, 440.0), N quartiles = (562.9, 913.5,
1404.3), I quartiles = (2067, 5224, 12,497).
A striking difference between the human–dog comparison and the mouse–
rat comparison is the effect of G+C content. As G+C content (qG+C) measured
in human increases, human–dog dI increases (rS = 0.41; significant at p <
0.001). Human–dog dS increases with G+C content as well, but much less of the
proportion of variation in dS is attributable to a change in G+C content, as the
correlation is weaker (rS = 0.27; p < 0.001). Mouse–rat dS and dI decrease as
mouse G+C content increases, but the correlation between G+C content and dS
is much weaker (rS = −0.15; p < 0.001), as is the correlation with dI (rS = −0.11;
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Figure 2.4: Tukey mean-difference plots comparing dS and dI at different levels
of G+C content. The mean of the quantities dS and dI for 12,381 mouse–rat (dark
orange circles) and 10,276 human–dog (cyan crosses) ortholog pairs is plotted
against the difference of the quantities. The domain of the plot includes only
values below the 99th percentile of mean values, and the range includes only data
between the 0.005 and 0.995 quantiles of difference values. The actual maximum
mean is 4.93 and the actual minimum and maximum differences are −4.59
and 0.32, respectively. The data points are placed in quarters depending on the
G+C content of the longest translation of the relevant human or mouse gene.
The minimum, quartiles, and maximum qG+C are at (31.1, 45.6, 52.8, 59.5, 79.7)%
for human and (31.9, 48.2, 53.0, 57.1, 73.6)% for mouse.
p < 0.001). This effect is best seen in the comparison of the first quarter of
G+C content to the fourth quarter in Figure 2.4 showing dramatically increased
variance in the human–dog dI value at high G+C. This effect is unchanged
if the G+C content is measured with dog or rat respectively. This change in
responsiveness to G+C content between the species pairs suggests that dI is a
more labile measure over evolutionary time (see section 2.4).
One benefit of the dS measure is that the information-rich amino acid align-
ment provides a robust scaffold for identifying orthologous synonymous nu-
cleotides. This contrasts with nucleotide alignments, where the placement of
substitutions and indels is determined by an alignment program that must
penalize gaps and substitutions. This process is therefore more error prone in
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particular in the placement of substitutions near insertions where the highest-
scoring alignment is less likely to reflect the true evolutionary relationships
between bases, an effect known as edge wander (Holmes and Durbin 1998).
I generally estimated dI by counting only substitutions in aligned blocks at
least 5 nucleotides away from the nearest indel (dI,maskedges=5) to remove these
errors. To examine how well this strategy removed errors, I also estimated it by
counting all substitutions in the intron nucleotide alignment (dI,maskedges=0). For
mouse–rat values, both versions of dI are very close (Figure 2.5) and the median
relative error η between the two measurements is 1.7%. The two methods of
estimating dI for human–dog values produce values that are close with median
η = 3.7%, but this is twice the median for mouse–rat. Absolute error increases
with the mean of the two dI methods for human–dog (rS = 0.67; p < 0.001),
but actually decreases very slightly for mouse–rat (rS = −0.04; p < 0.001). The
increase in variance indicates that the human–dog distance might be at the edge
of where such alignment artifacts dominate (see section 2.4).
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Figure 2.5: Tukey mean-difference plot comparing dI computed with edge mask-
ing against dI computed without edge masking. The mean of dI computed when
masking five nucleotides on both sides of alignment gaps, and dI computed with-
out masking for 12,336 mouse–rat (dark orange circles) and 10,255 human–dog
(cyan crosses) ortholog pairs, is plotted against the difference of dI computed
with each of these methods. The domain of the plot includes only values below
the 99th percentile of mean values, and the range includes only data between
the 0.005 and 0.995 quantiles of difference values. The actual maximum mean
is 0.67, and the actual minimum and maximum differences are −0.17 and 0.11,
respectively.
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To examine the effects of selective pressures on supposedly synonymous sites,
I examined dS and dI for genes with known functional elements in synonymous
sites. I inspected a set of 34 human genes where synonymous coding mutations
can alter splicing (Cartegni and co-workers 2002; Chamary and co-workers 2006).
In this set, none of the human–dog values for dS, dI , or dI − dS significantly
changed from the broader population of human–dog gene pairs (Mann-Whitney
tests; p > 0.2), probably because the splice-altering elements affected only a
small proportion of the synonymous sites. Nonetheless, it would be sensible
to mask the beginnings and ends of exons when estimating dS in the future,
since exonic splicing enhancers and silencers more frequently occur in these
regions. I also looked at human–dog GRIA2, a glutamate receptor with a known
conserved intronic sequence that induces RNA editing (Seeburg 2002). Again,
dS, dI , and dI − dS fit well within the general population of human–dog gene
pairs.
2.3.2 Effect on the estimation of selection
One of the major uses of dS is to calculate a ratio ω = dN/dS to determine what
sort of selective pressure a region is under. Here, I refer to this established ratio
as ωS, and define an equivalent that uses intron substitutions to estimate the
non-neutral rate of evolution ωI = dN/dI. Looking at the human and dog genes
with the largest ωI (Table 2.2), there are a variety of kinds of genes, including
transcription factors, RNA-binding proteins, reproductive-related genes, and
genes of unknown function. The human and dog genes with the largest ωS
(Table 2.3) include immune-related genes and similar kinds of genes to those
with the highest RNA- and DNA-binding genes, and the genes with the highest
ωI . Surprisingly, only two genes are shared amongst the top 10 ωI and top 10
ωS groups: C1orf198, and CENPA, suggesting that many of the previously noted
outliers in ωS are potentially due to variance in neutral rate estimation, and not
to changes in nonsynonymous rate. No genes are shared amongst the top 10 ωI
and top 10 ωS groups for mouse and rat (Table 2.4 and Table 2.5).
When broader groups are considered, such as the ωI and ωS values above the
95th percentile, more genes (human–dog: 341/523 = 65%; mouse–rat: 397/629 =
63%) are shared in both lists, but a substantial number are still unique. In contrast,
when considering the ωI and ωS values below the 5th percentile, many more
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genes are shared in both lists (human–dog: 475/523 = 91%; mouse–rat: 606/629 =
96%). One can explain this asymmetry by noting that as dN, and therefore ω,
increases, the difference between dS and dI also increases. This means that
it is particularly important to use both the coding site and intron methods
to determine neutral rate, especially when considering genes under positive
selection,
Human–dog genes with ωI values above the 95th percentile (but with ωS
values below the 95th percentile) significantly overrepresent only the Gene On-
tology (Gene Ontology Consortium 2006) biological process terms involved in
immunity and defense (immune response; defense response; response to pest,
pathogen or parasite). So do human–dog genes above the 95th percentile exclu-
sively for ωS (response to biotic stimulus; defense response; immune response).
The mouse–rat genes above the 95th percentile exclusively for ωS overrepresent
only similar terms, but no terms are significantly overrepresented in the genes
above 95th percentile exclusively for ωI .
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2.3.3 Use of dI for the investigation of paralog relationships
Both dS and dI have applications beyond orthologs in examining the relationship
between paralogous genes. For recently evolved gene families, dS is likely to
be small (often 0) between two paralogs due to the short evolutionary time
separating the two genes. In these cases, using a dI measure becomes crucial
to understanding gene relationships, because dI is usually greater than dS (Fig-
ure 2.4) at small evolutionary distances. Figure 2.6 shows the MAGE family of
paralogs (Chomez and co-workers 2001), where different trees are found when
using dS or dI measures. As expected, the dI tree resolves some of the recent du-
plication events, including the cases where the coding sequence is identical at the
DNA level. For more diverged sequences, however, the dI measurement appears
to be saturated due to edge wander. This, along with the arbitrary assignment of
distances that cannot be estimated, produces artificially small branch lengths.
2.4 Discussion
In order to sensibly compare dS to dI , one must have a large number of correctly
paired orthologous introns. Previously, researchers have either (a) annotated
orthologous introns manually, (b) assumed the colinearity of introns in orthol-
ogous genes with identical numbers of introns (Castresana 2002), or (c) used
genomic nucleotide alignments and relied on the gene structure in only one
organism (Chimpanzee Sequencing and Analysis Consortium 2005). Manual
annotation obviously does not scale well to genome-scale analyses. Assuming
colinearity does not account for the apparent loss and gain of introns when
comparing annotated genes, which is either due to an actual biological change in
the number of introns, or a result of dissimilar methods and data for annotation.
Genomic alignments have some useful properties for identifying orthologous
introns—notably that one only needs gene annotation for one species. As with
assuming colinearity, however, using genomic alignments also assumes that the
Figure 2.6 (following page): Comparison of phylogenetic trees constructed with
the two methods. Phylogenetic trees for the human MAGE family constructed
with distances from (a) dS and (b) dI . Gene symbols are as assigned by the HUGO
Gene Nomenclature Committee (Bruford and co-workers 2008).
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intron and exon assignments are effectively unchanged, and that the genomic
alignment method has enough sensitivity to correctly align bases. Genome-
wide alignments also have great difficulty in correctly handling lineage-specific
duplications. Finally, genome-wide alignments are inherently computationally
expensive and require complex engineering.
I have introduced a new method (Introndeuce) that automatically pairs or-
thologous introns in the absence of detectable intronic alignments with modest
computational requirements. This method may have applications beyond those
discussed in detail here. For example, metascript alignment is an elegant way to
consider gene-level selection when alternative splicing is present. Previous ap-
proaches ignored the selective pressure on intron regions due to nonconstitutive
exons in these regions.
The large amount of data has allowed me to investigate the properties of
dI compared to dS. It is clear that the two variables are correlated, but that
they are measuring different properties of the genome—one cannot consider
dI directly equivalent to dS because dI would systematically underestimate dS
as it increases. My opinion is that both measures have their flaws, both from a
conceptual perspective of potential non-neutral bases in each case, and from a
pragmatic issue of alignability and observed mutations.
One surprise has been the more marked species difference in dI compared to
dS. The dI measure shows far greater change in median between human–dog
versus mouse–rat, when compared to dS. Although the greater variance of dS
when compared to dI in both species pairs must explain this partially, Figure 2.2
clearly shows that the relationship between dS and dI is not equivalent in the
two species pairs. I have investigated both alignment artifact effects (Figure 2.5)
and G+C content effect (Figure 2.4) to explain this difference. It seems clear
that dI has more specific variation due to G+C effects in human–dog but not
in mouse–rat. Humans and dogs have more closely related G+C content dis-
tributions, which are more likely to reflect the boreoeutherian ancestor, and in
these species evolutionary distance rates are correlated with G+C content along
chromosomal positions (Lindblad-Toh and co-workers 2005). The variation in
G+C content in genomes is a complex phenomenon that probably interacts with
the dI measure in multiple ways, such as their shared correlation with local
recombination rate (Eyre-Walker 1992; Fullerton and co-workers 2001; Lander
and co-workers 2001; Lercher and Hurst 2002; Waterston and co-workers 2002;
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Hardison and co-workers 2003; Hellmann and co-workers 2003), hypermutabil-
ity of CpG dinucleotides, which more frequently occur in elevated G+C areas
(Fryxell and Moon 2005), biased gene conversion to GC (Marais 2003) causing
G+C content elevation in regions of high recombination, increased SINE inser-
tion in elevated G+C regions (Jurka 1997), and other effects. In particular, Webber
and Ponting (2005) have observed elevated G+C content and human–dog dS
values in dog genes in subtelomeric and pericentromeric regions, or in syntenic
blocks of < 4 Mb, as well as human genes in subtelomeric regions, while noting
that these phenomena are much less striking in the mouse and rat genomes.
Due to the correlation between dS and dI , similar phenomena may affect dI ,
although the CpG hypermutability affects intron sites differently from synony-
mous coding sites, as noted earlier. Genome-wide changes in neutral mutation
rates and genomic landscape are more likely to affect dI than dS, as runs of intron
nucleotides have fewer constraints than runs of coding site nucleotides, which
include nonsynonymous sites. Consequently dI measures are less useful over
broader evolutionary time.
Preliminary research into estimating dI values for human–mouse, human–rat,
and Tetraodon nigroviridis–Takifugu rubripes species pairs indicated that the edge
wander problem was too severe to trust the dI measure (data not shown). I
surmised that there had been too much neutral evolutionary change at these
kinds of distances for the nucleotide substitution dI method to be useful. Judging
by the increase in variance as dI rises in the alignment artifact investigation
(Figure 2.5), the human–dog evolutionary distance (76% median identity in
intronic local alignments) is close to the limit of where dI measures are useful.
For evolutionary distances shorter than human–mouse, dI may be a more
useful measurement than dS. The small number of synonymous coding sites
becomes more crucial when there is less time over which one can observe
changes. In particular, I have shown that it can be used to make the evolutionary
relationship between young paralogs less ambiguous when compared to a
phylogeny generated with the use of dS. While dI can provide a less ambiguous
tree with greater distances for closely related paralogs than a dS tree, for more
distantly related paralogs the distances are far shorter than those estimated with
dS. The dI measurement is probably saturated for distances this far out, but
dS is useful here because the measurement still retains some dynamic range.
Additionally, the difference between dI and dS varies for different kinds of genes.
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Genes that have RNA editing sites, distant intron branch points (Gooding and
co-workers 2006), or other conserved intronic elements have a particularly low
dI , whereas genes with conserved DNA and RNA regulatory elements in their
exons have a low dS.
I used BLASTZ local alignments to identify the orthologous nucleotides
within introns. Since I was only inspecting aligned blocks, I needed only the
high-scoring areas of alignment that a local alignment algorithm could produce.
Preliminary investigations with a global alignment algorithm, LAGAN (Brudno
and co-workers 2003), convinced me not to pursue a global alignment approach,
as it forces even more edge wander. Replacing BLASTZ with LAGAN in this
analysis led to a bimodal distribution of dI values for gene pairs, with modes for
those pairs where alignable intron sequence was either sufficient or insufficient
(data not shown).
Using the Jukes-Cantor model means that a lack of parameters to estimate
simplifies the analysis. Nei-Gojobori is similar to maximum likelihood if transi-
tion/transversion and codon-usage bias are ignored (Yang and Bielawski 2000).
Ignoring transition/transversion bias leads to overestimation of dS, because
transitions at the third position of a codon are more likely to be synonymous
(Ina 1995; Nei and Kumar 2000). This may partially explain the tendency of dI to
underestimate dS.
The difference in dS and dI suggests that one should use caution when inves-
tigating outliers of ωS or ωI , because many of these outliers are not consistent
between the two measures of neutral rate. I suggest that wherever appropriate,
such as within reasonably close species, researchers should quote both values,
as the most robust outliers have support from both the ωS and ωI measures.
2.4.1 Comparison with previous research
Researchers have suggested still more methods to estimate the neutral rate; I
summarize some of these in Table 2.6. The most similar method to the intron
method in this chapter is that of Castresana (2002), who also suggested a method
to estimate an evolutionary distance using intron substitutions in aligned blocks,
and used it on a manually selected set of 63 human–mouse gene pairs with 504 in-
trons. It differed from the method described in this chapter in several notable
ways. First, he did not use an algorithm like Introndeuce to identify orthologous
58
Table 2.6: Neutral rate estimation methods and selected uses on particular species
pairs.
Neutral
nucleotides
Mutation
process
Species pairs
Synonymous
coding
Substitution Many
Intron Substitution Human–mouse (Castresana 2002), human–dog
and mouse–rat (Hoffman and Birney 2007)
Intron Indel Mouse–rat and human–Old World monkey
(Ogurtsov and co-workers 2004)
Intron Length
change
Human–mouse (Ogurtsov and co-workers
2004)
Ancestral
repeat
Substitution Human–mouse (Waterston and co-workers
2002), human–chimpanzee (Chimpanzee
Sequencing and Analysis Consortium 2005),
human–dog (Lindblad-Toh and co-workers
2005), human–chicken (Webster and co-workers
2006)
introns, instead assigning intron orthology colinearly on orthologous genes,
and discarding genes that had a different number of introns in either species.
This does not work in cases of intron gain or loss, or differences in annotated
gene structure, although it might have worked for the small hand-selected set
Castresana uses. His method also does not take alternative splicing into account,
which would affect the results. Castresana uses a Needleman-Wunsch global
alignment (Needleman and Wunsch 1970) followed by Gblocks (Castresana
2000) to identify aligned blocks based both on distance from gaps and anchor-
ing by highly conserved positions. This differs from my approach of BLASTZ
local alignment followed by identifying aligned blocks solely on the basis of
distance from gaps. Castresana uses the HKY model of evolution (Hasegawa
and co-workers 1985), which is more sophisticated than the Jukes-Cantor model
I use. However, it would be possible to use the alignments produced by both
methods as input to any model of DNA evolution.
While I tested my method on a genome-wide 23,009 gene pairs, Castresana’s
input data were winnowed from a larger hand-selected set of 77 gene pairs (Jare-
borg and co-workers 1999). This means that my set has true outliers, allowing me
to analyze corner cases such as the ω values in the top 95th percentile for both
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methods. Furthermore, the correlation between dS and dI is much better in my
dataset (rS = 0.75 overall and rS = 0.46 for mouse–rat, as opposed to rS = 0.34
for the human–mouse set). Castresana’s data also lead him to claim that genes
with fast-evolving exons have fast-evolving introns. I used my method at closer
evolutionary distances than human–mouse, and have concluded that it is not
actually useful at this distance due to edge wander problems. This is borne out
by the lower correlation at this distance.
Ogurtsov and co-workers (2004) produced a maximum likelihood estimate
of a neutral evolutionary distance between two genes based on the rate of inser-
tions and deletions in introns. Two different approaches were taken: measuring
indels with alignments on very short evolutionary distances (human–Old World
monkey and mouse–rat), and measuring change in intron length for longer
distances (human–mouse). The former was used to calibrate the latter. The
estimation based on change in intron length may be confounded by possible
selective effects on intron length, which have been suggested in organisms such
as Drosophila (Carvalho and Clark 1999; Yandell and co-workers 2006). Ogurtsov
and co-workers did not publish a comparison of their measurement with dS on
a gene-by-gene basis so it might fluctuate depending on gene type. Other re-
searchers have reported (Gibbs and co-workers 2004) a low correlation between
indel and substitution rate. They report that their measurement is not saturated
for human–mouse and might work for distances up to human–Takifugu. When
possible, however, they say that for short evolutionary distances (such as those
examined in this chapter) a substitution-based measurement is preferable. I agree
that it would be preferable since it measures the same character of mutation
as dS—within well-aligned blocks, the character of selectively neutral mutation
should be the same. While indel-based evolutionary distances might correlate
with dS when both are measured for the whole genome, fluctuations might
affect individual gene pairs or classes of gene pairs. There is no evidence to
suggest that the molecular clock for indels covaries with the molecular clock for
substitutions over long evolutionary timescales. They might vary independently.
Another recently-introduced method for estimating the neutral rate of nu-
cleotide substitution is by counting substitutions in ancestral repeat or AR sites—
aligned nucleotides in transposable elements that predate the common ancestor
of the genomes being compared (Waterston and co-workers 2002; Hardison and
co-workers 2003). This relies on the assumption that the character of a particular
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AR site can change synonymously without affecting the fitness of the organism.
Kamal and co-workers (2006) report, however, that at least some ancient repeats
are under strong selection. Substitutions in ARs, just like those used to estimate
dS and dI , show a G+C content-dependent pattern (Waterston and co-workers
2002; Hardison and co-workers 2003). Hardison and co-workers argue that a
measure of evolutionary distance based on AR sites is “roughly similar” to one
based on 4D sites. However, they report better correlation between substitu-
tions in intron sites and substitutions in 4D sites than between substitutions in
AR sites and substitutions in 4D sites. Hardison and co-workers also state that
AR sites may provide a better model of neutral evolution than 4D sites, since
they are not affected as much by CpG hypermutability bias. However, more
sophisticated synonymous coding nucleotide models such as Nei-Gojobori allow
more variation in bases flanking a synonymous site, which mitigates this effect.
The reported AR methods do not have any provision to manage edge wander
effects or problems arising from spurious AR orthology assignment after a gene
conversion event involving these repeats. The need to start with an anchor of
known orthologous sequence when estimating evolutionary distance with ARs
means that they would not be as useful for analyzing close paralogs.
Lunter and co-workers (2006) introduce an interesting method for modeling
the neutrality of any kind of genomic sequence using indels, which they apply
to find functional elements under purifying selection in human–mouse–dog.
However, since their method does not estimate a separate quantity for neutral
evolution as it varies over chromosomal position, it is not really comparable to
the other methods discussed in this chapter.
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Chapter 3
Sunflower: a probabilistic model of
transcription factor binding
3.1 Introduction
In the remaining chapters of this thesis, I present a new method to determine the
nature of selection in promoter nucleotide positions with respect to the binding
of transcription factors. In this chapter I outline the design and some key features
of a model I call Sunflower. It is designed to model the simultaneous binding of a
full set of transcription factors on a given region of DNA, and changes in this
model due to potential mutations. I discuss the basic model in this chapter, and
the mutational effects in chapter 4.
Sunflower is somewhat similar to biophysical models which posit that gene
expression can be estimated using the equilibrium probability of transcription
factor binding (Bintu and co-workers 2005). While those models estimate these
probabilities using thermodynamic calculations involving the Boltzmann factor
and partition functions, I simplify matters by eliminating energy terms and
relying solely on probabilistic modeling.
Sunflower is implemented as a hidden Markov model (see section 1.3) of
the ensemble of transcription factors bound to the whole promoter. I use the
forward-backward algorithm on this model to estimate the posterior probability
of each of the transcription factors being bound at each position. I call the totality
of probabilities together the promoter’s binding profile.
I have focused my investigation on the 1000 bp on either side of a TSS, because
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cis-acting elements in a subset of these regions are usually sufficient to promote
transcription (Trinklein and co-workers 2003). I focus further on ±100 bp to
include only bases where I have higher confidence that they affect transcription.
Tabach and co-workers (2007) found that location-specific functional binding
sites are most likely in the range [−200, 100]. Recent research, including data
from the ENCODE Project Consortium (2007), emphasizes the important role of
sequence downstream of the TSS in mediating transcription. Sequence that is
downstream of the TSS, however, is still more difficult to analyze for evolutionary
signals of transcriptional regulation because it is confounded by signals of post-
transcriptional regulation and protein-coding sequence.
Carninci and co-workers (2006) classified putative promoters into “shape
classes” based on the distribution of cap analysis gene expression (CAGE; Shi-
raki and co-workers 2003) tag clusters. Some of the promoters were assigned
to a single dominant peak (SP) class with most of the transcriptional activity
beginning at a single position TSS as in traditional gene models. However, the
plurality of the promoters are in the broad (BR) shape class, which instead leads
to the initiation of transcripts anywhere within a range of positions typically
spanning50–100 bp (Sandelin and co-workers 2007). Carninci and co-workers
(2006) observed that the BR promoters had a strong association with CpG islands,
and that 90% of TATA-independent transcription initiation was associated with
a CpG island, while TATA boxes were strongly associated with SP promoters.
This means that CpG island association can be used to discriminate between
different classes of promoters. This is not a perfect assignment, since even in the
experiments of Carninci and co-workers, there are still TATA boxes in BR tag
clusters and CpG islands associated with SP tag clusters.
CpG island promoters are believed to rely less on strong affinity binding to
particular transcription factors and primarily to express housekeeping genes
(Larsen and co-workers 1992). Tissue-specific genes, by contrast, are much more
likely to be associated with CpG deserts (Larsen and co-workers 1992) and
TATA boxes (Schug and co-workers 2005). In tissue-specific gene expression,
transcriptional switches rely on the concentration of a single transcription factor
or a small cohort of factors to produce consistent transcription in both time and
space (Sandelin and co-workers 2007). This results in a more highly conserved
promoter (Lee and co-workers 2005). Additionally, TATA box promoters evolve
more slowly than CpG island promoters (Taylor and co-workers 2006).
63
3.2 Methods
3.2.1 The model
silent
TF0.0
0.0025TF1.0
0.0025
TF2.0
0.0025
TF3.0
0.0025
0.99
TF0.1
TF1.1
TF1.2
...
TF2.n
...
TF3.n
unbound
Figure 3.1: Toy example schematic of a Sunflower model for transcription factors.
Circle: silent state; squares: emitting states. Arcs indicate transitions between
states with nonzero probability. The transition probability is either designated
by a label, or is 1 in the case of unlabeled areas. Squares labeled by ellipses
represent an arbitrary number of sequential states. The arc from empty space
indicates the initial state of the model.
Sunflower is implemented as a probabilistic model using a hidden Markov
model approach (see section 1.3), similar to the suggestions of Rajewsky and
co-workers (2002). A schematic of a very simple Sunflower model is in Figure 3.1.
The model consists of a single silent state and a number of states that emit a
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single nucleotide. These are arranged into a number of petals around the silent
state.
One of these petals consists of a single emitting unbound state. The unbound
state is trained with emission probabilities from the background distribution
of unambiguous nucleotides in the sequenced genome of the target species.
The other petals each represent the characteristic motif of a transcription factor.
There is a one-to-one correspondence between columns of a TF position weight
matrix and states in a petal. Each frequency in the PWM is transformed into
an emission probability. The addition of a pseudocount prevents the possibility
of zeros eliminating a particular path through the model for a given sequence.
Because there are no zero emission probabilities, Sunflower takes every possible
path between states into account during calculations.
In the model, every nucleotide in a sequence is either unbound or bound to
one of several transcription factors. A nucleotide is bound only if it is part of
a continuous subsequence of nucleotides that are all bound to the same tran-
scription factor. This subsequence corresponds to a transcription factor binding
site, and the transcription factor is more likely to bind a subsequence congruent
with its motif. Nucleotides cannot bind to more than one transcription factor
simultaneously, modeling the biophysical constraint of steric hindrance. The
model, however, does allow for the simultaneous binding of multiple transcrip-
tion factors to a DNA sequence. At the end of a particular TFBS subsequence,
the model can transition to any of the other strings of bound states with equal
probability, or to the unbound state with a much higher probability.
Most of the transition probabilities are set to either 0 or 1 by the model’s
intrinsic architecture. The only exception is the only place where a choice of
path is possible—when exiting the unbound state. I have set the prior transi-
tion probability asilent→unbound to 0.9, 0.99, and 0.999, for comparison in three
separate computational runs. Use of these values assumes that most positions
in the genome are unbound, although the stringency of this assumption is
greater for higher silent-to-unbound transition probabilities. Essentially, higher
asilent→unbound values represent lower concentrations of each of the modeled
transcription factors. While I have initially set the transition probabilities from
the silent state to each TF petal to be equal, I discuss the possibility of adjust-
ing them to reflect the relative concentrations of each transcription factor in
subsection 3.4.5.
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Every path through the model begins in the silent state. Before emission
of the first nucleotide, the model transitions to either (a) a state representing
the nucleotide unbound (with high probability), or (b) one of several states
representing the nucleotide being the first of a subsequence bound to a particular
transcription factor (with low probability). After a nucleotide emission in the
unbound state, the model returns to the silent state. After an emission in a
particular transcription-factor–bound state, the model continues through a fixed
number of emitting states for the transcription factor before returning to the
silent state. The example model in Figure 3.1 includes only three transcription
factors: one with a motif 2 nucleotides long, another with a motif 3 nucleotides
long, and two with a motif n nucleotides long.
It was necessary to limit the Sunflower model in a few ways. As stated above,
the model does not allow multiple TFs to be bound to the same position in
the same path. This is probably rare. Regardless, all of the TFs bind to every
position in at least one path. If this is improbable, it makes a correspondingly
small contribution to the final output of a posterior decoding process. The model
also assumes that transcription factors only exhibit steric hindrance in a binary
fashion and only within the recognition sequence of the TF. This was deemed
acceptable, as to incorporate nonuniform steric hindrance one would need a
markedly different model, and the data needed to parametrize it would be
sparse to nonexistent today.
The model, as described here, does not incorporate information about co-
operativity between transcription factors, which may play an important role in
binding and and transcriptional regulation (examples in Uemura and co-workers
1997; Yuh and co-workers 2001). By avoiding the consideration of cooperativity
effects in the base version of the model, one does not need to parametrize these
connections, which is a difficult problem outside the scope of this work. Also,
the problems become easier computationally with fewer connections between
states. One can still add cooperativity effects to the base model, however, using
Sunflower’s extensibility, as seen in subsection 3.4.4.
3.2.2 Transcription factor affinity data
A useful property of the Sunflower model is that the emission probabilities
of a string of bound states are equivalent to the position weight matrix of a
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transcription factor. There are several databases of transcription factor PWMs,
but I chose to parametrize the model with JASPAR CORE 2006 (Vlieghe and co-
workers 2006), a high-quality, curated set of transcription factor binding profiles
determined either from SELEX experiments or experimentally-observed binding
to genomic binding sites.
The diagrams in the previous subsection are just toy examples. The graph
of the actual model used in the rest of this thesis is produced by taking all of
the matrices for vertebrate TFs in JASPAR CORE. It contains 89 transcription
factors (listed in Table 3.1), and 2000 states. These states consist of the silent state,
the unbound state, and a plus strand state and a minus strand state for each
of the 999 PWM columns. While most of the analysis here is shown on human
sequence, the model includes affinities determined by experiments on mouse
homologs of human transcription factors. This assumes that TFs in one species
recognize similar binding sites in related species.
Table 3.1: JASPAR CORE vertebrate transcription factors.
Name Class Taxon Method
Ar nuclear receptor Rattus rattus SELEX
Arnt bHLH Mus musculus SELEX
Arnt-Ahr bHLH Mus musculus SELEX
Bapx1 homeo Mus musculus SELEX
c-ETS ETS Gallus gallus SELEX
cEBP bZIP —— compiled
Chop-cEBP bZIP Rattus norvegicus SELEX
CREB1 bZIP Homo sapiens SELEX
deltaEF1 Zn-finger, C2H2 Gallus gallus SELEX
E2F1 —— Homo sapiens compiled
ELK1 ETS Homo sapiens SELEX
ELK4 ETS Homo sapiens SELEX
En1 homeo Mus musculus SELEX
ESR1 nuclear —— compiled
Evi1 Zn-finger, C2H2 Mus musculus SELEX
Fos bZIP Mus musculus SELEX
Foxa2 forkhead Rattus norvegicus compiled
FOXC1 forkhead Homo sapiens SELEX
FOXD1 forkhead Homo sapiens SELEX
Foxd3 forkhead Rattus norvegicus SELEX
FOXF2 forkhead Homo sapiens SELEX
FOXI1 forkhead Homo sapiens SELEX
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Table 3.1: (continued)
Name Class Taxon Method
FOXL1 forkhead Homo sapiens SELEX
Foxq1 forkhead Rattus norvegicus SELEX
GABPA ETS Homo sapiens compiled
Gata1 Zn-finger, GATA Mus musculus SELEX
GATA2 Zn-finger, GATA Homo sapiens SELEX
GATA3 Zn-finger, GATA Homo sapiens SELEX
Gfi Zn-finger, C2H2 Rattus norvegicus SELEX
HAND1-TCF3 bHLH Homo sapiens SELEX
HLF bZIP Homo sapiens SELEX
HNF4 nuclear —— compiled
IRF1 TRP-cluster Homo sapiens SELEX
IRF2 TRP-cluster Homo sapiens SELEX
Klf4 Zn-finger, C2H2 Mus musculus SELEX
MafB bZIP, MAF Rattus norvegicus SELEX
MAX bHLH-ZIP Homo sapiens SELEX
MEF2A MADS Homo sapiens SELEX
Myb TRP-cluster Mus musculus SELEX
MYC-MAX bHLH-ZIP Homo sapiens SELEX
Mycn bHLH-ZIP Mus musculus SELEX
Myf bHLH Homo sapiens compiled
NF-kappaB REL Vertebrata compiled
NFIL3 bZIP Homo sapiens SELEX
NFKB1 REL Homo sapiens SELEX
NHLH1 bHLH Homo sapiens SELEX
Nkx2-5 homeo Mus musculus SELEX
NR1H2-RXR nuclear receptor Homo sapiens SELEX
NR2F1 nuclear receptor Homo sapiens compiled
NR3C1 nuclear —— compiled
Pax2 paired Mus musculus SELEX
Pax4 paired-homeo Mus musculus SELEX
Pax5 paired Mus musculus compiled
Pax6 paired Homo sapiens SELEX
Pbx homeo Homo sapiens SELEX
PPARG nuclear receptor Homo sapiens SELEX
PPARG-RXRA nuclear receptor Homo sapiens SELEX
Prrx2 homeo Mus musculus SELEX
REL REL Homo sapiens SELEX
RELA REL Homo sapiens SELEX
Roaz Zn-finger, C2H2 Rattus norvegicus SELEX
RORA nuclear receptor Homo sapiens SELEX
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Table 3.1: (continued)
Name Class Taxon Method
RORA1 nuclear receptor Homo sapiens SELEX
RREB1 Zn-finger, C2H2 Homo sapiens SELEX
RUNX1 RUNT Homo sapiens SELEX
RUSH1-alfa Zn-finger, GATA Oryctolagus cuniculus SELEX
RXR-VDR nuclear receptor Homo sapiens SELEX
Sox17 HMG Mus musculus SELEX
Sox5 HMG Mus musculus SELEX
SOX9 HMG Homo sapiens SELEX
SP1 Zn-finger, C2H2 Homo sapiens SELEX
SPI1 ETS Homo sapiens SELEX
SPIB ETS Homo sapiens SELEX
Spz1 bHLH-ZIP Mus musculus SELEX
SRF MADS Homo sapiens SELEX
SRY HMG Homo sapiens SELEX
Staf Zn-finger, C2H2 Xenopus laevis compiled
T T-box Mus musculus SELEX
TAL1-TCF3 bHLH Homo sapiens SELEX
TBP TATA-box —— ——
TCF1 homeo Vertebrata compiled
TCF11-MafG bZIP Gallus gallus SELEX
TEAD TEA Homo sapiens compiled
TFAP2A AP2 Homo sapiens SELEX
TP53 p53 Homo sapiens SELEX
USF1 bHLH-ZIP Homo sapiens SELEX
YY1 Zn-finger, C2H2 Homo sapiens compiled
ZNF42 1-4 Zn-finger, C2H2 Homo sapiens SELEX
ZNF42 5-13 Zn-finger, C2H2 Homo sapiens SELEX
3.2.3 Data structures
A program called pwm2sfl generates the matrices in the “model” and “opti-
mization” categories of Table 3.3 from position weight matrix input. A brief
description of this process follows.
Let there be an input set of µ position weight matrices on an alphabet A. For
each PWM, generate another PWM for the reverse complement of the motif,
leading to µrevcom = 2µ matrices with an aggregate total of m0 columns. Then,
the number of states m is m0 + 2 after the addition of silent and unbound
states. The emission probability matrix E has dimensions m× |A|. The transition
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Table 3.2: Descriptions of dimensions of matrices used in Sunflower.
dimension Valuea Description
|A| 4 number of letters in alphabet A
µ 89 number of real transcription factors used to produce
model
µrevcom 178 = 2µ, number of transcription factors in model, includ-
ing generated reverse complement TFs
m 2000 number of states
n 2000 length of nucleotide sequence X
a This is the value used throughout this thesis, except where otherwise specified.
Table 3.3: Dimensions of vectors, sets, and matrices used in Sunflower.
Use Name Dimensionsa
model A |A| nucleotides
K k states
A m×m floats
E |A| ×m floats
optimization cf m sets
cb m sets
input X n nucleotides
intermediate F m× n floats
B m× n floats
output P m× n floats
a Quantities more fully described in Table 3.2.
probabilities are stored in an m×m matrix, A.
Two vectors of m connection sets each, the forward connection sets cf and the
backward connection sets cb, are calculated from A. These sets indicate which
arcs connect states, and are used by an optimization in the algorithm. If and
only if there is a connection between two states k and l such that the transition
probability ak→l is nonzero, then k is in the connection set cf,l and l is in the
connection set cb,k.
The transition probability data structure is inefficient for the sort of sparse
data it holds, as it takes O(n2) space. It has the advantage of extensibility, how-
ever, as described in subsection 3.4.4. The simplicity has been a boon in imple-
mentation while the inefficiency has not presented a roadblock so far.
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Instead of storing and acting on actual floating point probabilities, their
natural logarithms are used. This allows me to obtain the result of multiplying
these small values by each other many times by adding their logarithms without
fear of an underflow error (Durbin and co-workers 1998).
3.2.4 Algorithm
Sunflower does posterior decoding using an algorithm I call
SUNFLOWER-REFERENCE(A, E,X, cf, cb, F, B, i). The algorithm calculates
the posterior probability Pk,i = P(xi | k) that a particular nucleotide xi was
emitted by a given state k in the Sunflower model. The results are the same as
the FORWARD-BACKWARD(A, E,X) algorithm from subsection 1.3.2 when the
silent state is the start state (ksilent = 0).
Posterior decoding is equivalent to tracing all of the pathways through this
model that can emit a single sequence, and estimating the posterior probability
that the model is in each of the states at each position of that sequence. Un-
derlying the model is the physical mechanism that transcription factors are
continuously binding and leaving chromosomal sequences, at a rate related to
their affinity for the sequence. The statistical mechanics of the biophysical model
are approximated by the probabilities that a transcription factor is bound in
the sequence model. Indeed, PWMs, which are frequently thought of as purely
probabilistic concepts, were originally proposed as part of a statistical mechanics
model (Berg and von Hippel 1987).
The new parameters in SUNFLOWER-REFERENCE allow two optimizations.
The first is the use of the connection set vectors cf and cb to relieve the algorithm
from the necessity in each round of doing calculations involving transition
probabilities of zero. The other optimization is that one can specify i to indicate
that the intermediate matrices F and B have already been partially calculated,
such that recalculation is only necessary in the forward direction for values > i,
and in the reverse direction for values < i. This partial calculation facility is used
in chapter 4.
I wrote Sunflower in the Python language (van Rossum 2006) and inner loops
in the C language (Kernighan and Ritchie 1988) for speed (see subsection 3.3.4).
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3.2.5 Promoter sequence
For each human protein-coding gene in Ensembl 47 (Flicek and co-workers
2008; http://oct2007.archive.ensembl.org/Homo sapiens/; build NCBI36), I
downloaded genomic sequence for ±1000 bp from the TSS of transcripts which
(a) had a 5′ UTR of at least 40 bp in length, and (b) contained no ambiguous
sequence in the downloaded region. When multiple transcripts from a gene met
these criteria, I selected the one with the longest 5′ UTR. I stored the sequences
for all the genes in a single Fasta-formatted file.
The aim of the selection procedure was to include only transcript models
where I had some expectation that the TSS prediction might be based on ex-
perimental data and therefore accurate. Certainly the genes with shorter or
nonexistent UTRs are more likely to be based on prematurely truncated cDNAs
rather than full-length transcripts.
3.2.6 Output storage
Direct analysis
Sunflower produces substantial output. A double precision floating point num-
ber for each posterior probability multiplied by 2000 states, 2000 positions, and
17,600 genes quickly adds up. I used HDF5 (HDF Group 2007) and PyTables
(Altet and co-workers 2007) for efficient and portable output storage.
The output files can either be directly loaded as arrays into Python, into R
(R Development Core Team 2007) using the hdf5 package, or into any other
environment that supports HDF5. Sunflower also includes a Sunreport program
that produces tab-delimited text output files from the HDF5 files. It has a vari-
ety of features, including being able to produce mean and standard deviation
statistics or histograms grouped either by transcript or by position ranges. It can
also separate positions by whether they are conserved in a provided sequence
alignment.
Sunreport and R were used to produce the rest of the figures in this chapter
and many in subsequent chapters.
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Whole genome
The previous data structure is convenient for direct analysis, but produces data
files too large for whole-genome runs. The expected uses for whole-genome anal-
ysis, however, are somewhat different than the expected uses for direct analysis
of a single promoter or even all promoters. In the whole-genome case, end users
may be interested primarily in visual exploration of the predicted probabilities
through the medium of a genome browser. Therefore if one can assume that the
user never wants to view a transcription factor posterior probability track with
a height of more than 256 pixels1, one can safely downsample 64-bit floating
point numbers to unsigned 8-bit integers Puint8 such that the original posterior
probability P = Puint8/255.
When downsampling its output, Sunflower frequently produces runs of
particular values, especially long runs of zeros. In genome-scale mode, Sunflower
uses a form of run-length encoding to store these more efficiently. It stores these
in a MySQL database that can be easily served by a Distributed Annotation
System (DAS; Prlic´ and co-workers 2007) package such as ProServer (Finn and
co-workers 2007).
3.2.7 CpG island identification
Human promoters can be divided into two groups by the prevalence of CpG
dinucleotides in their promoters (Saxonov and co-workers 2006), which correlate
well with the BR shape class, as discussed in subsection 3.2.1.
To discover CpG islands, I use the default parameters from Newcpgreport in
the EMBOSS package (Rice and co-workers 2000), which I explain briefly. First,
let us define qZ on any sequence to be the number of subsequences that begin
with the sequence Z, allowing overlapping. I then scan an input sequence X for
a CpG island subsequence XCpG = (xi . . . xi+l−1) where
(a) l ≥ 200; and
(b) over an average of 10 sliding subsequences {(xj . . . xj+99), . . . ,
(xj+9 . . . xj+108)} defined for every nucleotide xj ∈ XCpG,
1 This is 256, and not 255, because a single pixel indicates a zero value. All pixels off indicates
missing data.
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(1) qG+Cl ≥ 0.5; and
(2) qCGqCqG ≥ 0.6.
Transcripts with at least one CpG island within ±1000 bp of the TSS are catego-
rized as “CpG island” transcripts, and those that do not are called “CpG desert”
transcripts.
3.3 Results
3.3.1 Single transcripts2
To examine Sunflower’s output, it seems sensible to start with results on a char-
acteristic specimen transcript. For this purpose, I have chosen ENST00000344265,
an Ensembl transcript for POU1F1, POU class 1 homeobox 1, a gene on human
chromosome 3p11.2. The product of this gene is a POU protein, a class of DNA-
binding proteins with two helix-turn-helix domains: a homeodomain and a POU
domain. These two domains probably work together to bind two motifs in a
segment of duplex DNA (Brown 2006), and influence pituitary development
and neural fate (Gilbert 2000). In this section I conservatively consider only the
±700 bp around the TSS in order to avoid any possibility of edge effects.
First, consider the posterior probability of the unbound state P(pii =
unbound |X) for three different values of asilent→unbound, as shown in Figure 3.2.
When asilent→unbound is 0.999, this posterior probability varies little with a range
of 0.954 to 0.999. When asilent→unbound is only 0.9, variation is extreme, rang-
ing from 0.089 to 0.935. When asilent→unbound = 0.99, a middle ground appears.
While most positions show a relatively high posterior probability in the unbound
state (median 0.95), there are still significant troughs (minimum 0.67). While the
asilent→unbound = 0.99 model results in some clipping for the positions where
the probability of being unbound is high, the troughs of the greatest magnitude
are preserved. This means that detection of significant transcription factor bind-
ing is preserved, although the reported magnitude is less than that reported
for asilent→unbound = 0.9. Detection of less significant and less likely transcription
factor binding, however, is decreased. Noise effects in estimation of unbound
state posterior probabilities decrease greatly—the median absolute deviation
2 Results in this subsection were produced jointly with Alison Meynert.
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(MAD; Huber 1981) in P(pii = unbound |X) where asilent→unbound = 0.99 is 0.03,
while for asilent→unbound = 0.9, it is 0.2. As discussed further in subsection 3.3.2,
these results also hold for most transcripts. For these reasons, I have generally
used asilent→unbound = 0.99 in the rest of this thesis.
Figure 3.3 displays the posterior probability that TATA binding protein (TBP)
has bound to various positions on ENST00000344265. The posterior probability
displayed is actually the sum of the first state of the PWM, TBP.f0, and the
first state of its reverse complement, TBP.r0. Since the TBP motif is 15 bp wide,
this means a peak indicates the probability of TBP binding there and the 14
downstream positions, on either strand. Because the posterior probability of
TF binding state k at position i is roughly equal to the posterior probability of
binding state k + 1 at position i + 1, one does not need to examine more than
one state of a transcription factor. I use the most upstream state as a proxy for
the rest of the transcription factor states. A peak in this state indicates a high
likelihood that the next few positions are bound.
These peaks can be considered areas of likely binding by the transcription
factor. The probability of binding is considered to be related to the affinity of the
examined transcription factor for the sequence.
The probability that TBP has bound in most positions is zero. In fact, there are
only 5 positions where the probability is greater than 1 percent that the model is
entering the TBP petal. Still, the probability doesn’t reach above its highest value
at 0.11. It is important to consider that transcription factors do not bind certain
positions all of the time. This is why Sunflower uses a continuous approach
rather than the discrete threshold approach of some previously existing packages
(Hughes and co-workers 2000; Lenhard and Wasserman 2002; Markstein and
co-workers 2002). In positions where TFs bind with high probability, just how
highly probable is an important consideration, as the probability or affinity of
binding may have a proportional effect on expression (Bintu and co-workers
2005). Having a continuous probabilistic value for describing TF binding rather
than a discrete value becomes even more important when the information is used
as input to other probabilistic calculations, such as trying to find cis-regulatory
modules, or the mutation-analyzing method in chapter 4.
Figure 3.4 displays the posterior probabilities that the model is entering
the petal for every analyzed TF. The TBP figure of Figure 3.3 is scaled down
and shown as one of 89 panels. The individual posterior decoding plots of
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Figure 3.3: Posterior probabilities that the Sunflower model is entering a string
of states representing the TBP motif at 1400 positions flanking the transcription
start site of ENST00000344265. The probabilities shown here are the sums of
the probabilities for the first forward and first reverse state of TBP. This means
that a peak indicates a prediction of TBP bound at the peak’s position and 14 bp
downstream.
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transcription factor states consist mainly of a small number of sharp peaks, or
even no peaks, This is a result of the model architecture and the uniform low
transition probabilities from the silent state into an initial transcription factor
state (1−0.99/2·89 = 0.00006). The TF transition probability asilent→k where k is
the first state of any TF petal can stand in for the concentration of the TF, or
the asilent→unbound value can stand in for the amount of competition a TF faces—
higher values mean that there is more nonspecific competition, and therefore
less TF binding, especially at weak binding sites.
The results for ENST00000344265 are typical amongst other transcripts in
that they include a small number of well-defined peaks for a limited number of
transcripts. Despite the continuous nature of the output data, it would still be
obvious to researchers which peaks to focus on for further investigation.
3.3.2 Aggregation of transcripts3
Repeating the above analysis for all 17,600 transcripts produces the data dis-
played in Figure 3.5, which shows the mean posterior probabilities for the begin-
ning of each petal averaged over each transcript. While most of the transcription
factors have rather flat aggregate profiles, with low variance, indicating that they
either have low incidence of high-affinity binding, (for example, GATA3, Nkx2-5,
FOXL1, Prrx2, NFIL3), or uniform binding to the TSS-flanking region with little
dependence on position (En1, FOXC1, RUSH1-alfa, Gata1, GATA2). Others show
higher variances, with characteristic patterns of elevated binding around the
TSS (TFAP2A, Pax5, RREB1, ESR1, Myf) with sometimes quite sharp changes
in binding probability from one side of the TSS to the other. The division of the
group into low- and high-variance aggregate binding profiles can be confirmed
by examining the density of the distribution of MADs for each TF (Figure 3.6).
The variance of the aggregated by-position distributions is rather high. This
is not unexpected as it is unlikely that all genes would share the same binding
pattern exactly. The estimate of the mean itself, however, is robust due to the
large number of data points. Error bars derived from the standard error of the
mean would be too small to see given the large number of data points.
In many of these aggregate panels one can see characteristic patterns. The
most striking is that of TATA binding protein (TBP). In genes that have TBP-
3 Results in this subsection were produced jointly with Alison Meynert.
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dependent transcription initiation there is a sharp peak at approximately −45 bp
relative to the TSS. These genes tend to be in CpG deserts, as transcripts associ-
ated with methylated cytosine are indicative of CpG islands.
Repeating the analysis with different start and end points gives the same
results (data not shown). The peak is at −45 relative to the TSS, not relative to
midway through the aligned sequence. This is good evidence that Sunflower is
showing something biological rather than an artifact of the particular algorithms
being used.
By segregating the transcripts on CpG classification, and then taking the
mean posterior probabilities by TF and position within each group, we get
Figure 3.7 for ±700 bp around the TSS. Figure 3.8 displays the same data for
the smaller region ±100 bp around the TSS. The number of transcripts in each
category is:
11822 CpG island
5778 CpG desert
The factor that reaches the highest binding probabilities in aggregate is
TFAP2A, transcription factor AP-2α, an important factor in vertebrate embryonic
development, which plays a role in cell-type–specific growth and inhibition of
terminal differentiation (Eckert and co-workers 2005). Figures 3.7 and 3.8 show
that this effect is accentuated in transcripts associated with CpG islands. The
reason is obvious if one examines the sequence logo, shown in Figure 3.9. The
PWM was determined by McPherson and Weigel (1999), who assigned it the
consensus sequence GCCCBVGGS. Unusually, the first three columns all contain
two bits of information and allow only one nucleotide. This is because they have
counts of 146 for one nucleotide, and zero for the other nucleotides. Since CpG
islands necessarily have elevated G+C content (see subsection 3.2.7), they also
have a much higher likelihood of containing the sequence GCC, which all but
ensures that the Sunflower model transitions into the TFAP2A petal. This is even
more true in the area immediately surrounding the TSS.
This PWM has an overabundance of zero counts because the researchers in
the original study presupposed these results by selecting for a biased sequence
GCCN6. This eliminated the noise in the first three positions that one would expect
even in a TF with very high affinity for a sequence. One could solve this problem
by omitting the troublesome matrix. If it were deemed important to accurately
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Figure 3.9: Sequence logo for TFAP2A, generated by the seqLogo package of
Bioconductor (Gentleman and co-workers 2004).
detect TFAP2A binding sites, however, one could add pseudocounts to lower the
information content of the first three columns of the PWM. The eighth column
was determined experimentally with counts of (A=12, C=9, G=9, T=116), so the
columns with counts of 146 in one cell and 0 in the others could be reduced to a
similar level of information content by reducing the strong cell to a count of 116
and setting the others to 10.
SP1, specificity protein 1, is a ubiquitously expressed C2H2 zinc finger and an-
other outlier in terms of high aggregate binding. Like TFAP2A, it binds more on
CpG island transcripts and has a PWM with high-information G/C columns (po-
sitions 3 and 4 in Figure 3.10). Unlike TFAP2A, the original assay that led to the
PWM was unbiased (Thiesen and Bach 1990), and since it consisted of only eight
sequences, single pseudocounts reduced the information content of positions
3 and 4 far more than they could to the first three positions of TFAP2A, which
had 146 counts. Additionally, SP1 has a known biological relationship with CpG
islands (Bouwman and Philipsen 2002) and expression that is less tissue-specific
(Schug and co-workers 2005). For transcription of at least some genes (Li and
co-workers 2008), it is dependent on tissue-specific CpG demethylation. SP1
recruits TBP in genes lacking a TATA box (Sandelin and co-workers 2007). Addi-
tionally, researchers have identified the SP1 GC-box motif as preventing CpG
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methylation (Brandeis and co-workers 1994). It also has been shown to promote
transcription up to 1700 bp away from a TSS (Courey and co-workers 1989),
consistent with the broad range of binding positions predicted by Sunflower
across the genome.
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Figure 3.10: Sequence logo for SP1, generated by the seqLogo package of Biocon-
ductor (Gentleman and co-workers 2004).
There are a number of forkhead box transcription factors included in this
analysis, with aggregate binding profiles shown in Figure 3.11. The binding they
show in aggregate is an order of magnitude less than the more promiscuous
transcription factors discussed above. This is indicative of transcription factors
which drive tissue-specific gene expression, such as the forkhead box TFs (Gilbert
2000).
Note that there are two different petals that seem to represent NF-κB, “NFKB1”
(Figure 3.12) and “NF-kappaB” (Figure 3.13). One may see in Table 3.1 that this
is because the former is based on SELEX experiments with the human protein
(Kunsch and co-workers 1992), and the other manually compiled across all
vertebrates (Grilli and co-workers 1993). Although JASPAR CORE is supposed
to be non-redundant, this not always true if you take PWMs from large taxa such
as the whole vertebrate subphylum. The observed motifs are very similar, and
are indicative of how PWMs from one vertebrate species can be used to analyze
another. The similar matrices may cause problems as they compete against each
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Figure 3.11: Mean posterior probability of forkhead box transcription factor
binding, averaged over 17,600 human transcripts. There are two lines in each
panel that represent the average of only promoters containing CpG islands (lime)
or in CpG deserts (magenta).
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other for similar binding sites. In principle, this problem could be solved by
making a more non-redundant set of transcription factors.
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Figure 3.12: Sequence logo for NFKB1, generated by the seqLogo package of
Bioconductor (Gentleman and co-workers 2004).
Figure 3.14 shows the unbound posterior probability once more, this time
averaged over every transcription factor. Although the data has been smoothed
by averaging, one can still observe some noise in the three lines. Once again,
the noise is the least where asilent→unbound = 0.999, but since that line is always
above 0.40, it reduces the likelihood of finding legitimate binding sites too much.
The posterior probability is not necessarily equal to the prior probability of
transitioning to the unbound state, especially when looking at regions such as
promoters where the data generally suggest greater binding. The disconnect
between the prior expectation when asilent→unbound = 0.9 and a median mean
posterior probability 0.84, however is too great to accept for results that fit with
the model’s expectations. Using asilent→unbound = 0.99 appears to be the best
choice for these reasons and those discussed in subsection 3.3.1.
The general pattern of the posterior probability of the unbound state is the
additive inverse of total binding. Figure 3.14 indicates that on an idealized
promoter, TF binding slowly increases to an absolute maximum at ∼ − 49,
decreases until the TSS, where it then sharply decreases around the TSS, and
continues to gradually decreasing towards downstream regions.
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Figure 3.13: Sequence logo for NF-kappaB, generated by the seqLogo package of
Bioconductor (Gentleman and co-workers 2004).
3.3.3 Whole chromosomes
Sunflower works well over large expanses of the genome. It produces data that
can be used by wet-lab biologists who can look for potential TFBSs in their gene
of interest without having to install, configure, or run Sunflower themselves.
The data is available to any software that works with DAS, such as Ensembl. An
example of data served by ProServer4 and displayed with Ensembl ContigView
can be seen in Figure 3.15. The chromosome-scale results reveal many peaks
for various transcription factors outside previously identified promoter regions.
This fits with the observations of ENCODE Project Consortium (2007) that the
genome is transcribed pervasively.
For now, DAS access to data on all of chromosome 21 is available on request.
I am planning to run Sunflower on the whole human genome and provide
unrestricted public access soon.
4 ProServer instance configured by Andy Jenkinson.
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Figure 3.15: Sunflower results for TBP displayed in Ensembl ContigView for a
region of human chromosome 21.
3.3.4 Performance
Time
On an IBM BladeCenter LS20 with a with an AMD Opteron 270 processor,
Sunflower runs very quickly, producing the probabilities of a 2000 bp sequence
on an 89-TF model in less than a second. For a 30,000 bp chunk of genome, it
takes 13 s, as shown in Figure 3.16. This compares well with the performance of
previous methods, such as Ahab (Rajewsky and co-workers 2002), which took
two days to run the entire Drosophila genome on an 8-TF model. It is important
for the processing to be fast because it is repeated many times per transcript in
the applications shown in chapter 4.
Sunflower’s worst-case running time for an arbitrary model is in the order of
magnitude O(m2n). But with the connection optimizations of subsection 3.2.3,
the sparse models considered here run considerably faster in O(mn) time.
Space
When producing HDF5 output, Sunflower produces a 64-bit floating point
number for each state of interest for each position. While this produces 1424000
bytes per 2000 bp TSS-flanking region, it does not scale well to the whole genome.
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sunflower:3:<module>
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(0.41%)
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simulator:422:main
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Figure 3.16: Call graph of a run of the Sunflower simulator on a 30,000 bp chunk
of the human genome. Each box contains an identifier representing a unit of
Python or C code, the cumulative time spent in that unit and units it calls, the
time spent in that unit only without including further calls (in parentheses),
and the number of times the unit was called during the run. Generated with
Gprof2Dot (Fonseca 2007), and Graphviz (Ellson and co-workers 2004).
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The run-length encoded MySQL database described in 3.2.6 is far more efficient
in terms of space—for 33.8 Mbp of human chromosome 21 euchromatin the data
required 1.31 GiB of disk space with an additional 2.15 GiB necessary for indexes.
3.4 Discussion
3.4.1 Transcription factor classes
The data in subsection 3.3.2 reveals that some of the transcription factors with
the largest overall aggregate binding preferentially bind CpG island transcripts.
Some of the TFs with the smallest binding, however, seem to prefer CpG desert
transcripts. We can correct for the overall binding of a TF by taking the differ-
ence of the median for CpG island and CpG desert categories and dividing by
overall binding. This is called differential CpG island binding. There is a linear
correlation between differential CpG island binding and overall binding, as
shown in Figure 3.17 (Spearman’s rank-order correlation coefficient rS = 0.74;
p < 2.2× 10−16).
One can explain the correlation of differential CpG island binding with
overall binding through the correlation between PWM G+C content and overall
binding (Figure 3.18; rS = 0.78; p < 2.2× 10−16). High G+C content PWMs
obviously predict more binding to CpG island promoters, as well as promoters
in general, which are GC-rich in human. Figure 3.18 also reveals that many
ubiquitously expressed TFs such as SP1 have high G+C PWMs, whereas tissue-
specific factors such as those with forkhead box domains have low G+C PWMs.
Determining the predictive power of this observation would be an interesting
topic for further study.
3.4.2 Advantages
Sunflower has several advantages over previous work. The most common pro-
grams used for finding regulatory elements are based on threshold approaches
(Kel and co-workers 2003; Lenhard and co-workers 2003; Loots and co-workers
2002) which are only a crude approximation of biology and less relevant given
the evidence for the importance of weak binding sites (ENCODE Project Consor-
tium 2007). But even beyond available software packages with a probabilistic
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Figure 3.17: Scatterplot of the difference between the median mean probabilities
for CpG island desert and CpG desert transcripts against the median mean
probability for all transcripts for each of 89 transcription factors.
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Figure 3.18: Scatterplot of position weight matrix G+C content against median
mean posterior probability for 89 transcription factors.
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or energetic approach to TFBS recognition, Sunflower has some advantages.
First, I am making the results of Sunflower whole genome runs available to
the public via the Ensembl genome browser, which allows biologists with an
unsophisticated understanding of bioinformatics methods to use Sunflower
results immediately (see subsection 3.4.3). Secondly, I designed the Sunflower
software to be easily extensible by others so that it could be used for a wide
range of HMM-based TFBS recognition activities.
The most important advantage of Sunflower is that it was designed as the
core of an evolutionary model, which I discuss in chapter 4.
3.4.3 Applications for biologists
One of the aims of Sunflower was to be useful to individual biologists focused on
single genes or sets of genes, who may look at data it generates as a series of DAS
tracks in the Ensembl genome browser. Biologists can thereby determine which
transcription factors are most likely to play an important role in the promoter
of a gene of interest. This is one of the most common questions bioinformatics
researchers receive from their wet-lab colleagues (data not shown).
Researchers who feel comfortable installing and running the Sunflower soft-
ware themselves can investigate which TFs play an important role with respect to
individual sets of concentration data by adjusting the prior transition probability
matrix a.
The use of probabilistic output rather than an arbitrary score eases the
interpretation of the results, although the range of the output values is
highly influenced by the priors chosen for the model. Using a model with
asilent→unbound = 0.9 generates TF binding probabilities approximately 10 times
that of asilent→unbound = 0.99.
3.4.4 Extensibility
Shown in Figure 3.19 is a model implemented by Alison Meynert that includes
states that represent cooperativity between TFs. The cooperativity states model
an increased probability of binding when potential binding sites for two coop-
erative transcription factors are near each other. While I do not discuss further
results obtained with this model, its implementation demonstrates the flexibility
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of the Sunflower framework. It can successfully use HMMs of arbitrary and un-
foreseen complexity. It is limited primarily by the imagination of the user rather
than the package’s initial designer. Due to Sunflower’s modular design, Meynert
was able to easily implement her model without modifying the package’s core
programming.
silent
TF0.0
0.05
TF1.0
0.05
0.9
TF0.1
TF0.2
COOP
0.135
0.0075
0.85
0.0075
TF1.1
TF1.2
TF1.3
COOP
0.135
0.0075
0.0075
0.85
unbound
Figure 3.19: Toy example schematic of a model designed by a Sunflower user
using its extensibility facilities. Alison Meynert modified a figure I created to
make this figure.
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Table 3.4: Aspects to be considered in a more complete model of transcription
factor binding.
Aspect Data source
affinity included in Sunflower
competition included in Sunflower
cooperativity see subsection 3.4.4
epigenetic effects DNAse I hypersensitivity data
genome methylation bisulfite sequencing
concentration gene expression data
factor-factor interactions protein-protein interaction data
3.4.5 Completeness of model
Unfortunately the ensemble of transcription factors bound to a region of se-
quence cannot be predicted entirely by affinity data for a small number of factors.
For more accurate prediction, it may be necessary to include information from a
number of other sources, some of which are listed in Table 3.4.
Partially because of this incomplete model, I have focused on TSS-flanking
regions, as we know that transcription factor binding has a phenotypic effect
in those regions. In the future, models of cooperativity in Sunflower (subsec-
tion 3.4.4) and of epigenetic effects such as open chromatin (Segal and co-workers
2006; ENCODE Project Consortium 2007; Mikkelsen and co-workers 2007) and
DNA methylation (Frommer and co-workers 1992) can be added to the current
features of affinity and competition.
The accuracy of the model will improve as the data it relies on become
more complete. While there are at least ∼1500 transcription factors in human
(Messina and co-workers 2004), I only incorporate the 89 for which JASPAR
CORE vertebrate PWMs are available into my model. Obviously, a 10-fold
increase in the number of transcription factors, or an improvement of the data
quality would lead to better predictions. I hope that protein binding microarrays
(Bulyk 2006) and SELEX automation technology (Cox and co-workers 2002) will
lead to more high-quality TF affinity data in the near future.
The simple model used in most of this work has the advantage of few un-
known parameters, beyond the PWMs that can be taken directly from biological
assays. The default parameters have a flat prior, which allows the results to
remain concentration-agnostic. Users who have gene expression data on the TFs
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that they want to simulate may do so by setting the prior transition probabilities
themselves.
Additionally, the parameters used here have implications for the method
used to elucidate evolutionary properties introduced in chapter 4. The transition
probabilities to the initial bound states are set uniformly because there is no
sensible way to decide accurately how much more prevalent one transcription
factor is than another, given the variation in expression levels in different tissues.
Since transcription changes in any one of these tissues could affect the fitness of
the organism, they are all important in an evolutionary sense. However, it would
still be possible to look only at the phenotype as expressed in certain tissues by
starting with concentrations from gene expression data in those tissues.
While Sunflower can certainly find both strong and weak signals in DNA se-
quence that can be matched by the PWM for a transcription factor, this alone may
not be sufficient for changes in gene expression. In some cases it has been shown
that binding of a single TF was insufficient to cause transcription (Martone and
co-workers 2003). In others, ChIP-chip experiments have shown that the Ste12
transcription factor can bind to sites in one yeast species, yet not bind to identical
sequences in another species (Borneman and co-workers 2007). It is believed
that this is because binding at these sites is dependent on the presence of the
Tec1 transcription factor (M. Snyder, personal communication). In addition to
synergistic effects, some transcription factors can repress the activity of others in
trans (Courey and Jia 2001). Factor-factor interactions not modeled by Sunflower
may be necessary for changes in protein expression. Still, it is possible to model
these in the Sunflower framework after the biological mechanism is sufficiently
understood.
3.4.6 Ambiguous nucleotides
At the moment, Sunflower does not accept sequence with ambiguous nucleotide
codes, for good reason. It was originally designed for use on the human genome
where high quality and sequence coverage mean that ambiguous nucleotides
signal an area of heterochromatin that is unlikely to be of use. As Sunflower
is applied to genomes of lower coverage such as the portions of the zebrafish
genome (Wellcome Trust Sanger Institute 2007) sequenced to only 5.5× coverage,
ambiguous nucleotides will become more important.
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The best thing to do in these cases would be to extend the emission probability
matrix E so that it contains values for each ambiguous nucleotide summed for its
unambiguous constituents. For example, the emission probability of the purine
ambiguous code R would be summed from the unambiguous purine codes A
and G. This violates the condition that the emission probabilities should add to 1
but gives appropriate probabilities that a nucleotide represented ambiguously
would be bound in a certain region of a TF’s motif, assuming that there is no
additional information about which of the possible corresponding unambiguous
nucleotides is more likely.
3.4.7 Transcription start site annotation
I used a publicly available Ensembl gene set for the first analyses of Sunflower.
While CAGE data would make it possible to better estimate actual transcripts,
making a better gene set would have been out of the scope of this project, and is
more suited to professional gene annotators. Indeed, during the course of this
project, the Ensembl human TSS predictions were revised and improved and
it is likely that they will do so again to incorporate CAGE data (F. Kokocinski,
personal communication).
Additionally CAGE studies have cast doubt on the classical concept of a
transcript with a single TSS, finding that transcription may initiate at a broad
range of positions for what previously would have been considered one alterna-
tive transcript (Carninci and co-workers 2006; Frith and co-workers 2008). The
Sunflower algorithm itself is TSS-agnostic, so the implications of these studies
do not affect its results on arbitrary sequence. The new TSS paradigm does affect
analyses performed specifically on putative promoters. It does mean that one
should find sharper peaks in an aggregated view of a CpG desert promoter, just
as one does in subsection 3.3.2 for TBP. It may also explain the broader peaks of
the promoters found most often in CpG islands.
One of the problems in studying the evolution of transcription factor binding
sites is that evolutionary signals from coding sequence and UTRs confound the
ability to elucidate signals of transcriptional regulation downstream of the TSS
(see section 3.1). This could be addressed by limiting the examined transcripts
to ones with much larger UTRs, with the cost of analyzing a smaller number of
transcripts.
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3.4.8 Unbound model
I set the unbound background model to be a static state emitting a single nu-
cleotide at a time. The default emission frequencies are the observed frequencies
of each nucleotide across the whole genome. This allows one to run Sunflower
anywhere on the genome and get a sensible result. Having the default setting
based on the frequency only within putative promoters would violate a design
goal that Sunflower results should not depend on prior information about the
location of transcription start sites or promoters (see subsection 3.4.7).
Users may use the Sunrecompose program to change the unbound state
composition to any set of static values they choose, such as the average compo-
sition of TSS-flanking regions. This differs from the approach of Rajewsky and
co-workers (2002), which was to locally generate a third-order Markov chain for
each region of interest. I disagree with that approach. While there is hidden local
information that has an impact on TF binding (see subsection 3.4.5), the base
composition of the surrounding area is not a good signal of this information.
There is little reason to believe that local base composition should be eliminated
as a confounding factor in predicting TF binding. It is natural to assume that,
for example, TFs with high G+C content PWMs would bind preferentially to
areas of high G+C content, and this may have biological importance. See, for
example, the discussion of SP1 in subsection 3.3.2. I would argue that the same
background distribution should be used for every analyzed region in a species
in order to avoid bias.
It might be possible to expand the background distribution represented by
the unbound state to include information about dinucleotide or trinucleotide
frequency. But this would be difficult with the current implementation and
increase its complexity further. It is probably more fruitful to focus further work
on modeling transcription factors rather than the background sequence.
3.4.9 Conservation
For many years sequence conservation has been used as a key ingredient in de-
termining whether apparent TFBSs are functional (Wasserman and co-workers
2000; Moses and co-workers 2004). I have eschewed this because the ultimate
goal of Sunflower is to understand patterns of conservation and evolution by
producing a model against which one may compare substitutions as seen in
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subsection 4.3.4. These conclusions would be circular if conservation were incor-
porated into the initial model. Additionally, conservation is neither sufficient nor
necessary for functional transcription factor binding sites (McGaughey and co-
workers 2008), so it is useful to have a model that does not require conservation
to predict binding sites.
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Chapter 4
Examining the impact of mutations
with Sunflower
4.1 Introduction
In this chapter, I develop a novel model for estimating the biological changes
induced by mutations on noncoding sequence, specifically in promoters. This
model works by examining the impact of these mutations on the binding profile
estimated by Sunflower. One can identify mutations that have either outsize or
minimal effects on transcriptional regulation, and quantify what lies between
these extremes. This will lead to a better understanding of variation in cis-
regulatory regions, an important source of gene expression variation (Stranger
and co-workers 2007) and phenotypic evolution (Rockman and Wray 2002; Wray
and co-workers 2003; Bird and co-workers 2006).
Sunflower can estimate the effects of a single mutation or a set of mutations
such as an alternate haplotype block, a resequenced genomic region, or an align-
ment to a related species. The model can also identify, a priori, the nucleotides
where substitutions would affect the binding profile the most. Previously, most
models relating genotypic changes to the estimated magnitude of phenotypic
changes have focused on protein-coding sequence. The models with the simplest
assumptions are the dN/dS model discussed in subsection 1.1.2 and the model
of McDonald and Kreitman (1991), which use a binary classification of changes
into synonymous or nonsynonymous categories. In recent years, they have
been augmented by more sophisticated models such as PolyPhen (Ramensky
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and co-workers 2002), SIFT (Ng and Henikoff 2003), HybridMeth (Capriotti
and co-workers 2006), and SNPs3d (Yue and co-workers 2006). These models
give continuous rather than binary assignments of the potential for phenotypic
change. I seek to establish Sunflower as a general model to do the same for
sequence bound by transcription factors, such as promoters.
After estimating a baseline binding profile for the sequence using the
SUNFLOWER-REFERENCE algorithm in subsection 3.2.4, I can do the same for
an aligned sequence, and summarize the total change in the probability land-
scape using a function that reduces the total change in the binding profile to a
single number. Because of the underlying FORWARD-BACKWARD formulation
of SUNFLOWER-REFERENCE, this simultaneously estimates the change over all
possible paths through the hidden Markov model. I can exhaustively estimate
the effects of change at each nucleotide by simulating each possible point muta-
tion in the promoter and observing how the binding profile changes. I call this
exhaustive estimation the SUNFLOWER-MUTATE algorithm.
In order to reduce total change into a single number, I use an accumulator
function on the reference and mutated binding profiles at each position of the
sequence. This function produces a number I call the binding shift t. The function
I use in this chapter is the relative entropy from the reference binding profile
to the mutated binding profile t = H(P ‖ P′). Relative entropy is commonly
used to examine the difference between probability distributions (Benos and
co-workers 2001; Durbin and co-workers 1998).
The SUNFLOWER-REFERENCE method produces continuous scale output
rather than discrete hits based on a threshold. This is essential for the operation
of SUNFLOWER-MUTATE because it allows continuous-scale accumulation of the
changes due to mutations and the detection of small changes.
There is wide variation in the effects of simulated mutations at different
positions. Some positions are neutral and mutations there do not significantly
change the profile of probable bound transcription factors. Mutations in certain
positions, however, cause large changes in the binding profile. This may be
because they result in a significant alteration of a transcription factor’s binding
probability, which may cause a domino effect as other nearby positions become
hindered or unhindered from binding to other transcription factors and so on.
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4.2 Methods
4.2.1 Algorithm
The algorithm used to investigate the effects of mutations can be described
simply. First, run the SUNFLOWER-REFERENCE algorithm from subsection 3.2.4
with a Sunflower model and a nucleic acid sequence to get the posterior
probability matrix P. Then use the SUNFLOWER-MUTATE algorithm to calculate
the relative entropy t:
SUNFLOWER-MUTATE(A, E,X = (x1 . . . xn), F = ( fk,x)m×n, B, P)
1 X ′ = (x′1 . . . x
′
n)← X
2 F′ = ( f ′k,x)m×n ← F
3 for i← 1 to n
4 do for each a in A
5 do if a = xi
6 then ti−1,a ← 0.0
7 else x′i ← a
8 P′ ← SUNFLOWER-REFERENCE(A, E,X ′, F′, B, i)
9 ti−1,a ← H(P ‖ P′)
10 x′i ← xi
11 f′i−1 ← fi−1
12 return T = (ti,x)n×|A|
This algorithm includes a significant optimization over the naive implementa-
tion, because it uses the three extra arguments in SUNFLOWER-REFERENCE to
avoid re-running the whole FORWARD-BACKWARD algorithm each time. Only
those columns j of the forward matrix where j >= i and the backward matrix
where j <= i are recalculated, as the left and right partitions of these two
matrices, respectively, would have the same value as when calculated from the
reference sequence.
4.2.2 Model and reference sequences
In this chapter, I use the same model and reference genomic sequences discussed
in chapter 3.
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4.2.3 Alignments
In order to examine trends in how the relative entropy of simulated mutations
matched with substitutions found in nature, I compared the TSS-flanking re-
gions in human with aligned sequence from Ensembl Compara 47 (Flicek and
co-workers 2008; http://oct2007.archive.ensembl.org/) for chimpanzee (Chim-
panzee Sequencing and Analysis Consortium 2005; build NCBI 36), rhesus
(Rhesus Macaque Genome Sequencing and Analysis Consortium 2007; build
MMUL 1.0), and dog (Lindblad-Toh and co-workers 2005; build CanFam 2.0) us-
ing Compara’s AlignSlice adaptors. Gaps were inserted only in the non-human
sequence, and human deletions were ignored. I used these alignments to factor
every simulated mutation into one of five categories: observed (the mutation
was observed in the other species), unobserved (the mutation was not observed
in the other species), insertion (aligned to a gap), unaligned, and ambiguous
(aligned to an ambiguous nucleotide). Most of the mutations are unobserved
against the chimp sequence, since a change in an aligned reference nucleotide
can correspond to two or three unobserved substitutions, but only zero or one
observed substitutions.
4.2.4 Single nucleotide polymorphisms
For each human 1400 bp TSS-flanking region, I located the single nucleotide
polymorphisms (SNPs) mapped to that region in Ensembl 47 (build NCBI36)
that were genotyped in the HapMap (International HapMap Consortium 2007)
YRI population. This population consists of 30 mother-father-child trios drawn
from the Yoruba people in Ibadan, Nigeria. I then associated each SNP with the
Sunflower-simulated mutation that measured the effect of a change between the
two different alleles at the same position. I did not include null alleles.
4.3 Results
4.3.1 Single transcript
We can first examine the results for a single transcript, such as ENST00000344265,
the same transcript of POU1F1 first discussed in subsection 3.3.1. These results
are shown in Figure 4.1, where one can see several types of characteristic patterns
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in a plot of the change due to a simulated mutation. In many places, there is a
uniformly low effect of simulated mutations on transcription factor binding. In
other positions, some or all of the different mutations may have a large effect.
The larger changes are where, in effect, the model is predicting the domino effect
postulated in section 4.1. The least transcriptionally synonymous sites indicate
that there may be multiple competing transcription factors likely to bind in that
area, and runs of these sites are a natural consequence of the information-rich
parts of transcription factor binding motifs also occurring in runs. It might be the
case that only two of the potential mutations have an effect if an important tran-
scription factor binding motif at a site is likely to bind two different nucleotides
(one of which would be the reference nucleotide), but not the other two.
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Figure 4.1: Relative entropy between the reference posterior probability and
the posterior probabilities due to simulated mutations of each nucleotide along
the sequence of ENST00000344265, the Ensembl transcript for POU1F1, POU
class 1 homeobox 1, a gene on human chromosome 3p11.2, with the longest 5′
untranslated region. At each point along the 2000-nucleotide sequence, I change
the reference nucleotide to each of the other three possible nucleotides. The
relative entropy is plotted for the central 1400 bp as a single letter corresponding
to the mutated nucleotide. Green A: adenine; orange C: cytosine; blue G: guanine;
red T: thymine.
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4.3.2 Aggregation
I aggregated the kind of results shown in Figure 4.1 over all the analyzed tran-
scripts by performing a position-wise average. The results are shown in Fig-
ure 4.2. The most interesting parts of these results are closest to the TSS. They
are not artifacts of the dynamic programming algorithms, since they still appear
if the boundaries of the simulation region are shifted so that they are on the
edge rather than in the center. At around position −35, there is a peak in the
effects of the simulated mutations, the biggest in the entire plot. There is also a
smaller peak at approximately −45. These peaks represent the aggregation of
thousands of TATA boxes, as TATA binding protein is included in the analyzed
set of transcription factors. Most of the other peaks identifiable on individual
transcripts are smoothed out when averaged over thousands.
On average, mutations in the region between −100 and the TSS cause the
most disruption to predicted TFBSs, although there is also significant disruption
downstream of the TSS. This is consistent with an understanding of the most
important transcription factors binding near the TSS. The fact that the most
disruption occurs 5′ of the called TSS could either mean that upstream factors
are more likely or important biologically, or that many untranslated regions are
miscalled, which would mean that many transcripts actually initiate upstream
of the currently called TSS. CAGE data indicates that present UTR predictions
may not reach the full extent of potential transcription initiation for all tran-
scripts (Carninci and co-workers 2006), so the UTR miscalling interpretation has
experimental evidence behind it for some transcripts.
A gentle rise from the TSS to around +200 occurs primarily in CpG island
promoters, and indicates a higher density of TFBSs around that position in those
transcripts.
4.3.3 CpG effects
When we cluster the various transcripts by their CpG-island–association status
(see subsection 3.2.7), and then aggregate only amongst these groups, we find
that the peaks at −35 and −45 are pronounced relative to their surroundings
in areas associated with CpG deserts (Figure 4.3). This is consistent with the
observation that TATA boxes are more important in promoters lacking CpG
islands (Carninci and co-workers 2006). The CpG-island promoters seem to have
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Figure 4.2: Sequence plot of mean relative entropy for the JASPAR CORE
vertebrate model by position relative to the TSS averaged over 17,600 human
transcripts. The mean t for each (position, mutation) pair is plotted as a single
letter corresponding to the mutated nucleotide. Four colored letters are plotted at
each position indicating the relative entropy from the reference sequence. Green
A: adenine; orange C: cytosine; blue G: guanine; red T: thymine. Transcripts
picked as discussed in Figure 3.5. Note that the y-axis scale is a few orders of
magnitude smaller than previous figures examining one TSS-flanking region.
higher binding shifts overall than the CpG desert promoters. This fits well with
findings from ChIP-chip experiments that aggregate transcription factor binding
is much higher at CpG island TSSs than CpG desert TSSs (ENCODE Project
Consortium 2007).
4.3.4 Alignments
In Figure 4.4 one can see that summed over thousands of promoters, there are a
tiny number of substitutions from human to chimp, while the number of substi-
tutions to rhesus is more and to dog is much more. Rhesus is frequently used in
this thesis as a comparison species because it is still relatively closely related to
human, but nonetheless exhibits enough sequence differences to reduce concerns
of small-sample error. While there is a good deal of turnover of functional TFBSs
between species (ENCODE Project Consortium 2007; Borneman and co-workers
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2007), the majority are conserved between human and rodents (Dermitzakis and
Clark 2002), so one expects even more conservation of binding sites at the closer
evolutionary distances I examine.
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Figure 4.4: Total number of observed changes between the human gene and
another species by position relative to the TSS summed over 17,600 human
transcripts. Each column specifies a species and the rows specify the CpG island
status of the transcript.
As can be seen in Figure 4.5, mean binding shift for observed mutations is
equal to or less than the mean binding shift for unobserved mutations. This is
especially visible in dog where there are enough observed data points to smooth
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out the noise, and one can see that for CpG islands the observed mutation relative
entropy is consistently less than the unobserved mutation relative entropy. This
means that the sorts of substitutions observed in evolution are more likely to
be those that disrupt the overall binding profile the least. Dermitzakis and
Clark (2002) found that TFBS substitutions between human and rhesus were
heterogeneously concentrated in a few positions. The heterogeneity in binding
shift at different positions may partially explain this phenomenon.
Much of the difference in effects for particular nucleotides can be explained
by the base composition of the underlying sequence. If we call M the number
of positions where there is an alignment match between the human reference
sequence and the other species, and call m the number of positions where there
is a mismatch, we get the number of observed and unobserved nucleotides
Nobserved = m
Nunobserved = 3M + 2m.
High G+C content around the TSS means that the number of sequences
where a change results in C or G is lower than the number where a change
results in A or T. This pattern changes as the sequence becomes A+T-rich as the
distance from the TSS increases. These TSS flanks have an elevated G+C content
of 55% when compared to an overall genomic G+C content of 41%.
The mean for a mutation from the human reference is aggregated over posi-
tions that are either observed or unobserved in the compared species. Since the
number of unobserved substitutions is several orders of magnitude greater, the
observed plots are much noisier than the unobserved plots—they do not have
the smoothing inherent in thousands of positions being averaged together. This
phenomenon is reduced for more distant species pairs such as human–dog.
4.3.5 Single nucleotide polymorphisms
Figure 4.6 shows how the binding shift relates to minor allele frequency for
HapMap YRI SNPs. The YRI population has a greater sequence diversity than
other HapMap populations (International HapMap Consortium 2005). In partic-
ular, I am examining the region (-200, 0), which has the largest average binding
shift of analyzed regions (see subsection 4.3.3). Also, I am only examining those
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Figure 4.5: Mean binding shift against position for 17,600 human transcripts
aligned against chimp, rhesus, and dog and segregated on CpG island associa-
tion. Teal circles indicate the mean value at a position for mutations that have
been observed. Orange crosses indicate the value for mutations that have not
been observed. Lines are loess (Cleveland and Devlin 1988) approximations of
the identically-colored points.
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data points in CpG deserts and in the 90th percentile of binding shift values
(t > 5.94). In these extreme values there is a weak negative correlation (Spear-
man’s rank-order correlation coefficient rS = −0.14; p = 0.0854). This might
indicate that the largest disruptions in binding profile are being selected against
weakly and are therefore less prevalent in the population. Unfortunately, there
are only 3153 genotyped SNPs in this region. This makes it difficult to thoroughly
investigate the correlation at present. Studying published resequencing data
(Venter and co-workers 2001; Levy and co-workers 2007; Egholm and co-workers
2008) and forthcoming projects (Kaiser 2008) may provide more insight into the
prevalence of variation and heterozygosity at positions of high binding shift.
4.3.6 Performance
Figure 4.7 shows a typical run of Sunflower in simulated mutation mode. On an
IBM BladeCenter LS20 with an AMD Opteron 270 processor, this takes 99 min
to run the 89-factor model on a sequence of 2000 bp with output on the inner
1400 bp.
4.4 Discussion
4.4.1 Data limitations
Throughout this analysis, one must be aware that changes in simulated tran-
scription factor binding obviously reflect only the factors analyzed. It is possible
that a simulated mutation that seems to be transcriptionally synonymous is only
so with regard to the transcription factors I analyzed, and it might greatly affect
one of the other myriad transcription factors.
In positions where Sunflower reports large impacts of mutations, however, it
seems extremely unlikely that the report would change if there more TFs had
been included in the model. This is at least partially borne out by results of large
impacts near transcription start sites that seem to be biologically relevant, as
shown above. It would require a complicated and unlikely set of coincidences for
a site to appear to be susceptible to enormous changes in binding profile when
probed with a model of 89 TFs, when if, in reality, unmodeled TFs would cause
the change to be quite small. If such coincidences were common, most of the
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Figure 4.6: Binding shift against minor allele frequency for 145 HapMap phase
II YRI SNPs in CpG desert transcripts. Only points in the 90th percentile of t
values (t > 5.94) are shown.
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Figure 4.7: Call graph of a typical run of the Sunflower simulator. Each box
contains an identifier representing a unit of Python or C code, the cumulative
time spent in that unit and units it calls, the time spent in that unit only without
including further calls (in parentheses), and the number of times the unit was
called during the run. Only functions taking at least 0.5% of the total run time
are shown. Generated with Gprof2Dot (Fonseca 2007), and Graphviz (Ellson and
co-workers 2004).
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methods for computational detection of TFBSs and CRMs would be invalidated,
as one would never be able to even partially trust results produced with an
incomplete set of TFs. As positive results from other TFBS finding methods
are well-established and accepted, one should also accept Sunflower reports of
higher binding shifts.
4.4.2 Haplotypes
The general framework discussed in this chapter can be used not only for exhaus-
tive mutations but also for individual haplotypes or aligned sequence in other
species, or indel-alignment approximations of ancestral sequence (Paten and
co-workers 2008). This works considerably more quickly, because it only requires
two passes of the SUNFLOWER-REFERENCE algorithm rather than the 3n required
by the full SUNFLOWER-MUTATE algorithm. It also requires significantly less
storage space for the results.
4.4.3 Heuristic drop-off approach
The approach of exhaustively considering the effects of each possible mutation
on the unbound state of every position in the examined window is inefficient,
and does not scale well. Furthermore, we know that a single substitution ceases
to have an effect detectable above error rates a few hundred base pairs down-
stream of the substitution, and it stops having a significant effect at an even
smaller distance.
The optimization discussed in subsection 4.2.1 speeds up the algorithm
over the naive approach by half, by eliminating the need to recalculate parts
of the forward and backward matrices that would be the same even after the
mutation. In order to allow the scaling of the mutation-mode Sunflower to
the entire genome, I will need to add heuristics to the algorithm that avoid
recalculating the points of these matrices that have an undetectable difference
from the matrices for the reference sequence. This will afford a considerable
increase in speed when multiplied by thousands of mutation simulations per
window.
In future work, I plan to introduce a drop-off heuristic approach common
in bioinformatics, used in programs such as BLAST (Altschul and co-workers
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1997). By periodically comparing the recalculated matrices against the refer-
ence matrices, Sunflower will stop recalculating when the difference gets to an
undetectably small magnitude.
4.4.4 Applications for biologists
Just as in subsection 3.4.3, one of the goals of Sunflower’s mutation analysis
mode was that it could be used by individual biologists. By analyzing genes
in a way similar to that in Figure 4.1, biologists can identify positions and
mutations that affect the binding profile the most. These mutations can become
candidates for experiments to determine whether they affect the regulation of
gene expression or function.
One of the most important applications of the method is as a stand-in for dN
for the purposes of detecting positive selection in promoters. I discuss this further
in chapter 5. It can also be used to pinpoint and confirm specific explanations for
putative selection which have been previously identified using methods that can
only narrow down the area of selection to broad regions (Smith and co-workers
2005; Lunter and co-workers 2006).
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Chapter 5
A novel measurement of promoter
evolution
5.1 Introduction
Identifying functional regions in noncoding sequence is a difficult but important
aspect of understanding the biology of the genome and targets for experimental
investigation. One way of doing this is to identify regions associated with signals
of positive or purifying selection. Many heritable phenotypes are associated
with genes that have no change to their coding sequence, so the phenotype
is probably associated with mutations in non-coding sequence (Ponting and
Lunter 2006; Cretekos and co-workers 2008). One of the chief aims of developing
Sunflower was to use the exhaustive mutations model to determine potential
areas of functional change. Sunflower provides a new technique in identifying
the character of selection—positive, neutral, or purifying—within promoter
regions.
The inspiration for the Sunflower model is the realization that the use of dN
and dS (see subsection 1.1.2) is a special case of a general model relating changes
in genotype to changes in phenotype. While the dN/dS regime has been estab-
lished for decades (Miyata and Yasunaga 1980; Nei and Kumar 2000; Graur and
Li 2000; Felsenstein 2004), the underlying model is used unquestioned by many.
This model embodies an assumption that any change in the amino acid sequence
is subject to natural selection and equally so, and that DNA changes in degen-
erate protein coding positions are neutral. These assumptions could only be
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correct if synonymous changes had zero effect on the phenotype of the organism,
which is sometimes false, as discussed in section 2.1. Nonetheless, as evidence
for the problems with the underlying model mount up, so too does evidence
of its usefulness (Waterston and co-workers 2002; Gibbs and co-workers 2004;
International Chicken Genome Sequencing Consortium 2004; Chimpanzee Se-
quencing and Analysis Consortium 2005; Rhesus Macaque Genome Sequencing
and Analysis Consortium 2007). The explosion of genomic sequence available
demands a simple method for discriminating between genes on the basis of
selective pressure. This has been useful in finding key gene families to explain
the pattern of evolution in the amniotes and unique traits in the vertebrate
phylogenetic tree. I seek to expand tests of natural selection that compare po-
tential function-altering mutations to noncoding sequence, and specifically to
promoters.
Since noncoding sequence has been revealed to be of increasing importance
in understanding the genome (Ponting and Lunter 2006; ENCODE Project Con-
sortium 2007), it seems necessary to find a model analogous to dN/dS for aspects
of non–protein-coding biology, relying on a simple relationship for translation of
genotypic changes into phenotype much like the genetic code used to translate
nucleotide codons into amino acid residues. Just as that code is degenerate, so
too would be a transcription factor binding code (Benos and co-workers 2002).
While certain positions in a TF’s binding motif are extremely likely to contain
certain bases for binding, others can change freely without any effect on the
transcription factor’s affinity. A position that is truly degenerate in this way can
be likened to the 4D sites in protein-coding sequence, which can also change
freely without affecting function under the dN/dS model, if not in reality. These
positions can be seen in sequence logos (see subsection 1.2.2) as positions of zero
or near-zero height.
Where the Sunflower model provides an accurate mapping of genotypic
changes to certain changes in phenotype, positions where mutations cause
small effects are akin to synonymous coding sites. One would expect these
positions to be under little selective pressure with regard to regulation by the
transcription factors included in the model. I regard these positions as neutrally
evolving. In certain positions, however, mutations can cause large changes in
the binding profile. These positions are under selective pressure with regard
to regulation by the transcription factors included in the underlying binding
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model. A mutation can only cause the largest changes if it engages a domino effect,
where changes in the binding site of one TF cause its probability of binding to
change greatly, thereby lessening or increasing competition with other TFs at
other potential TFBSs. While other factors in the same sequence may influence
selective constraint, the positions with the largest potential binding shifts will
have the most predicted disruption, and therefore the most constraint with
respect to the Sunflower model of TF binding.
As Sunflower allows quantitative estimates of how substitutions at these
positions affect an organism’s phenotype in the modeled aspects, I construct a
measurement dT that does for this model what dN does for a model of phenotype
that considers only amino acid substitutions (see subsection 1.1.2). The quantities
discussed in this chapter, usually being derived from averages over a whole
promoter, are meant to be gene- or transcript-specific (as in chapter 2) as opposed
to the position-specific measurements in chapter 4.
5.2 Methods
5.2.1 Proportions and distances
One can think of the binding shift measurement t introduced in chapter 4 as a
measurement of the synonymity of a particular nucleotide. To get a measurement
of the potential disruption in TF binding for a gene T, similar to the total number
of nonsynonymous nucleotides N, one first must select a region of interest. I
limit my inspection to only those nucleotides I am most sure have an effect on
transcripts by selecting the region [−100, +100) relative to the TSS. These are the
nucleotides where t is highest on average (see subsection 4.3.2). If the value of T
is used for further comparisons to an aligned sequence, then I exclude positions
that do not align. I call the set of included positions in the region of interest P .
Inspired by the logic used by Nei and Gojobori (1986) to assign a fractional
synonymity to protein-coding nucleotides that are only partially degenerate,
I consider the average binding shift from the reference nucleotide to all other
possibilities as a measurement of the potential disruption for that nucleotide.
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Summing the values for all these nucleotides, we get
T =
1
3 ∑i∈P
∑
a∈A
ti,a.
To compare a human promoter with sequence X = (x0 . . . xn) with the pro-
moter in a related species, I use the same alignments produced in subsection 4.2.3,
but limit to only those alignments with fewer than 25% gap columns. I call the
sequence in the other species Y = (y0 . . . yn), and the two positions align at
each position i. With Y , we can define the amount of observed binding profile
disruption
Td = ∑
i∈P
ti,yi .
Remember that ti,yi = 0 whenever xi = yi, so Td is nonzero only at positions
where the two sequences differ. While ti,yi may be larger than the average t for
any given position, this is unlikely to be true across the whole gene.
Using T and Td, we can calculate a proportion of binding profile disruption
pT =
Td
T
,
analogous to pN and pS in subsection 1.1.2, and pI in subsection 2.2.6. I use
the Jukes-Cantor transformation from subsection 1.1.3 to arrive at a distance
measurement
dT = −34 ln(1−
4
3
pT).
5.2.2 Gene ontology
I used FUNC (Pru¨fer and co-workers 2007) to find enriched Gene Ontology
(Gene Ontology Consortium 2006) terms at the high and low tails of continuous
variables. FUNC estimates a raw significance value p and a false discovery
rate (FDR; Pounds 2006) for each term, and also estimates a global significance
value for each analysis. I used the GO annotations from Ensembl 48 (http:
//dec2007.archive.ensembl.org/Homo sapiens/).
5.2.3 dI values
Values for dI were taken from the results in chapter 2.
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5.3 Results
5.3.1 Estimating potential binding disruption with T
Figure 5.1 shows the distribution of T in human transcripts. The minimum, quar-
tiles, and maximum of T are (205.5, 598.5, 782.9, 972.6, 1919.1). The distribution
has a long right tail, much like the distribution of the individual values of t used
to calculate T.
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Figure 5.1: Histogram of T for 17,600 human transcripts.
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Table 5.1 shows GO biological process terms enriched in genes with high-T
TSS-flanking regions. The kinds of genes most enriched for high T are associated
with post-translational protein modulation, including genes associated with
the ubiquitin cycle or protein amino acid phosphorylation. In fact, seven of the
significant terms are ancestors of these two terms. Other highly enriched terms
include neuron differentiation (and two ancestors), regulation of cellular process
(and two ancestors), and intracellular signaling cascade. Table 5.2 shows the
enriched molecular function terms, the majority of which are associated with
phosphorus transfer. Magnesium ion binding activity is also enriched, which
may relate to the enriched neuronal biological processes.
GO term p FDR
post-translational protein modification < 2× 10−308 < 1× 10−4
protein modification process 1× 10−16 < 1× 10−4
biopolymer modification 1× 10−16 < 1× 10−4
protein amino acid phosphorylation 9× 10−12 < 1× 10−4
regulation of biological process 3× 10−11 < 1× 10−4
biological regulation 3× 10−11 < 1× 10−4
regulation of cellular process 2× 10−10 < 1× 10−4
phosphorus metabolic process 5× 10−10 < 1× 10−4
phosphate metabolic process 5× 10−10 < 1× 10−4
ubiquitin cycle 3× 10−9 < 1× 10−4
phosphorylation 1× 10−8 < 1× 10−4
biopolymer metabolic process 3× 10−8 < 1× 10−4
generation of neurons 3× 10−7 < 1× 10−4
intracellular signaling cascade 6× 10−7 < 1× 10−4
neuron differentiation 6× 10−7 < 1× 10−4
cell development 6× 10−7 < 1× 10−4
primary metabolic process 1× 10−6 < 1× 10−4
Table 5.1: GO biological process terms enriched in genes with high-T TSS-
flanking regions (Wilcoxon rank sum test; p < 10−6). The global analysis is
significant (Kolmogorov-Smirnov–like test; p < 10−4).
There are a number of possible explanations for the association of high T
with certain GO terms. One is that transcripts associated with these terms may
have more binding sites for the TFs analyzed here. This may be because binding
sites of the TFs specifically in this set are selected for in these transcripts, or
because there is more selective pressure in these categories to evolve a highly
sophisticated transcriptional activation system with many TFBSs.
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GO term p FDR
phosphotransferase activity, alcohol group as
acceptor
2× 10−14 < 1× 10−4
kinase activity 2× 10−13 < 1× 10−4
protein serine/threonine kinase activity 2× 10−13 < 1× 10−4
transferase activity, transferring
phosphorus-containing groups
3× 10−13 < 1× 10−4
protein kinase activity 9× 10−13 < 1× 10−4
protein-tyrosine kinase activity 1× 10−12 < 1× 10−4
protein binding 4× 10−11 < 1× 10−4
transferase activity 8× 10−11 < 1× 10−4
magnesium ion binding 6× 10−7 < 1× 10−4
Table 5.2: GO molecular function terms enriched in genes with high-T TSS-
flanking regions (Wilcoxon rank sum test; p < 10−6). The global analysis is
significant (Kolmogorov-Smirnov–like test; p < 10−4).
I posit that the explanation involving the necessity of a complex transcrip-
tional regulation system is most likely. One would expect that transcripts in-
volved in complex post-translational protein modification and signal transduc-
tion systems would have some of the most complicated inputs in transcriptional
initiation. Kinases and ubiquitinases might be associated with the cell cycle,
which uses complex transcriptional activation and translational modification
(Alberts and co-workers 2002). While many terms primarily relating to transcrip-
tional regulation are not found in this set of the most highly enriched terms, the
genes associated with the regulation of transcription term still have significantly
higher T than other genes (p = 3× 10−4; FDR = 6× 10−3).
Another possibility is that transcripts annotated with these terms have
reached a local maximum in the fitness landscape, and that any further modi-
fications would result in binding profile changes so disruptive that purifying
selection would prevent them from fixing. This explanation would require the
model’s predictions to be absolutely correct much of the time, with little error. I
do not think this is possible because the Sunflower model is of necessity currently
incomplete, as discussed in subsection 3.4.5.
Table 5.3 contains GO biological process terms enriched in genes with low-
T TSS-flanking regions. Many of these terms have known associations with
positive selection and recent duplication in mammals (Yang and Bielawski 2000),
including immune and defense response, and sensory perception (especially
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olfactory perception). The bulk of the molecular function terms in Table 5.4 are
also related to sensory perception.
GO term p FDR
immune response 1× 10−19 < 1× 10−4
defense response 4× 10−18 < 1× 10−4
response to stimulus 7× 10−16 < 1× 10−4
sensory perception of chemical stimulus 2× 10−15 < 1× 10−4
sensory perception of smell 9× 10−15 < 1× 10−4
immune system process 3× 10−12 < 1× 10−4
antigen processing and presentation 6× 10−12 < 1× 10−4
defense response to bacterium 2× 10−9 < 1× 10−4
multi-organism process 5× 10−9 < 1× 10−4
inflammatory response 2× 10−8 < 1× 10−4
response to other organism 3× 10−8 < 1× 10−4
response to bacterium 5× 10−8 < 1× 10−4
response to wounding 2× 10−7 < 1× 10−4
response to biotic stimulus 2× 10−7 < 1× 10−4
response to external stimulus 5× 10−7 < 1× 10−4
antigen processing and presentation of peptide or
polysaccharide antigen via MHC class II
5× 10−7 < 1× 10−4
Table 5.3: GO biological process terms enriched in genes with low-T TSS-flanking
regions (Wilcoxon rank sum test; p < 10−6). The global analysis is significant
(Kolmogorov-Smirnov–like test; p = 3× 10−3).
GO term p FDR
olfactory receptor activity 9× 10−19 < 1× 10−4
peptide receptor activity 9× 10−10 < 1× 10−4
peptide receptor activity, G-protein coupled 9× 10−10 < 1× 10−4
peptide binding 8× 10−9 < 1× 10−4
rhodopsin-like receptor activity 1× 10−8 < 1× 10−4
G-protein coupled receptor activity 4× 10−7 < 1× 10−4
Table 5.4: GO molecular function terms enriched in genes with low-T TSS-
flanking regions (Wilcoxon rank sum test; p < 10−6). The global analysis is
significant (Kolmogorov-Smirnov–like test; p < 10−4).
There are several possible explanations for the particular set of terms enriched
in low-T genes, which broadly are the inverse of the potential explanations for
the high T enriched set. First, transcripts in these categories may have fewer
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binding sites for the TFs in the model. This may be because the transcripts tend
to have binding sites for unexamined TFs instead. Fewer binding sites for these
TFs might also be explained if they were somehow selected against on these
transcripts. These genes could be too new to have many well-developed TFBSs.
Or, the systems involving these genes may exert less selective pressure to evolve
a highly sophisticated transcriptional activation system with many TFBSs.
An alternative explanation to all of the previous explanations involving the
density of TFBSs in the current model is that transcripts in these categories may
have recently evolved, so they are unlikely to have reached a local maximum in
the fitness landscape. I would consider this unlikely for the same reasons that
caused me to dismiss the fitness landscape hypothesis for high T.
The most likely of these explanations is that these genes are too new to have
developed many TFBSs, although it is not the inverse of my hypothesis for the
high T set. Many of these transcripts do not have any alignment whatsoever to
dog in the ±100 region, which supports an argument that they are relatively
new genes. Even so, this result is difficult to untangle from confounding factors.
5.3.2 The distance measurement dT and other distance mea-
surements
It would be possible to get a rough estimate of the amount of change induced by
observed mutations using Td. This quantity is not scaled, however, and different
numbers of gaps in the alignments can by themselves yield great differences
in Td. Since I correct T in these cases to only include aligned columns, the
proportion pT, and therefore the distance dT, are normalized for the number of
gaps. I use dT when measuring because it is transformed in the same way as
measurements such as dN and dS.
In Figure 5.2, one can see the relationship between the transcription factor
binding distance measurement dT and the local neutral mutation rate as esti-
mated by dS, and one can also compare it with the relationships of dN and dI
to dS. In many ways, dT behaves more like dN in the comparison. There is a
leading edge where high dT and dN values are not observed when coupled with
low dS, but at sufficiently high dS there is little relationship between the two.
Despite this there is only weak correlation (rS = 0.22; p < 2.2× 10−16) between
dN and dT. Values of dI , however, are well-correlated with values of dS (see
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section 2.3).
5.3.3 Using the rate ratio ψ to correct for the local neutral muta-
tion rate
To get a true idea of the amount of substitution affecting transcription factor
binding, without the confounding factor of neutral mutation, one must correct
for the local mutation rate. Therefore, I use the rate ratio ψ = dT/dS to estimate the
magnitude and direction of selection with regard to transcription factor binding.
Figure 5.3 shows the distribution of ψ values in this study. It is a simple
unimodal distribution, with 68% of ψ values less than 1. This means that the
majority of the promoters analyzed are under purifying selection, much as most
protein-coding genes are under purifying selection (see subsection 1.1.1).
The relationship between ψ and the protein-coding estimate of selection ω =
dN/dS is shown in Figure 5.4. The data points can be separated into three clusters.
One cluster is characterized by ω,ψ > 10. The extremely large values are due
to very small dS, including values where S = 0, but PAML (Yang 2007) reports
dS = 0.0001 (A. Vilella, personal communication). There are also 13 values where
dS = 0, and therefore ψ and ω are infinite. The cluster where ω < 0.005 is due to
very small dN. The bulk of the data between these clusters consists in 9581 data
points.
The variables ψ and ω are uncorrelated (rS = 0.076; p = 6.56 × 10−14).
This matches the conclusions of Taylor and co-workers (2006), who found that
selective coding constraint in promoters and protein-coding sequence have little
correlation.
The relationship between ψ and its underlying T is shown in Figure 5.5.
This reveals that variation in ψ is not due wholly to variation in T. There is
no significant correlation between the two variables (rS = 0.007; p = 0.4871).
Instead, the variation must come primarily from Td (rS = 0.70; p < 2.2× 10−16),
and therefore from the pattern of differences between human and rhesus, rather
than the inherent properties of these promoter sequences under the Sunflower
model.
Figure 5.6 displays the GO biological process terms enriched in genes with
high-ψ TSS-flanking regions in either human–rhesus or human–dog compar-
isons. Note that the terms are dramatically different from the sets of terms most
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Figure 5.3: Kernel density plot of the distribution of 7930 human–rhesus ψ
values. The x-coordinates of points indicate individual values of ψ while the
y-coordinates are randomly jittered to add visibility.
130
ωψψ
10−2
10−1
1
101
102
103
10−3 10−2 10−1 1 101 102
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l ll
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
llll
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
l
l
l l
l l
l l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l l l
ll
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
l
ll
l
l l
l l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l l
l
l
l
l
l
l
l
l
l l
ll ll
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
ll
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l l
l
ll
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
Figure 5.4: Log-log scatterplot of human–rhesus ψ values versus the corre-
sponding ω values for 17,587 transcripts. Not included are 13 transcripts where
dS = 0.
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Figure 5.5: Scatterplot of human–rhesus ψ values versus the corresponding T
values for 17,600 transcripts. Values of ψ are plotted on a logarithmic scale.
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highly enriched for extreme values of T. Most significant in human–dog are a
variety of terms related to the metabolism of proteins, nucleic acid, and lipids,
while these terms are less important in human–rhesus. Figure 5.7 shows the
corresponding molecular function terms, which broadly consist of the metabolic
functions underlying the enriched biological processes.
Specifically enriched in human–rhesus for high ψ (as well as in the human–
dog to some extent) are terms related to the Golgi apparatus. Figure 5.8 shows the
distribution of ψ values associated with Golgi vesicle transport. The median ψ
of these genes is 1.16. This is over 1, so most of the Golgi vesicle transport genes
are under positive transcriptional selection. There are also outliers at ψ values of
3.70, 11.06, and 13.88.
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Figure 5.6: GO biological process terms enriched in genes with high-ψ TSS-
flanking regions in either rhesus (teal circles) or dog (orange diamonds). The 25
most significant terms pooled from both species are displayed, sorted by rhesus
significance values (Wilcoxon rank sum test). The global analyses are significant
(Kolmogorov-Smirnov–like test; rhesus p = 10−3; dog p = 10−3).
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Figure 5.7: GO molecular function terms enriched in genes with high-ψ TSS-
flanking regions in either rhesus (teal circles) or dog (orange diamonds). The 25
most significant terms pooled from both species are displayed, sorted by rhesus
significance values (Wilcoxon rank sum test). The global analyses are significant
(Kolmogorov-Smirnov–like test; rhesus p = 3× 10−3; dog p < 10−4).
Figure 5.9 shows the GO biological process terms enriched for genes with
low-ψ TSS-flanking regions. These terms predominantly fit into three categories—
development, regulation (especially of nucleic acids), and communication. It
makes sense that developmental and regulatory genes would, in general, experi-
ence lower change in their transcription factor binding sites than other genes,
because of their importance in complex signal transduction networks as mas-
ter or intermediate regulators. This result matches previous reports that genes
involved in complex processes such as development have conserved upstream
regions (Lee and co-workers 2005). This is analogous to the situation with Hox
genes, which display some of the most remarkable conservation across species
in their amino acid sequence (Ruddle and co-workers 1994), ostensibly because
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Figure 5.8: Kernel density plot of the distribution of all 7930 human–rhesus
ψ values (teal points and solid line) and the distribution of ψ in only the 56
transcripts associated with the Golgi vesicle transport GO term (orange points
and dashed line). Points in the Golgi vesicle transport subset are also plotted in
the parent distribution.
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disruption in these genes also disrupts a number of downstream systems.
Figure 5.10 shows the GO molecular function terms enriched for genes with
low-ψ TSS-flanking regions, which includes many terms relating to binding
of macromolecules and simple solutes. It is possible that these functions are
important to the classes of biological processes also enriched for low ψ.
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Figure 5.9: GO biological process terms enriched in genes with low-ψ TSS-
flanking regions in either rhesus (teal circles) or dog (orange diamonds). The 25
most significant terms pooled from both species are displayed, sorted by rhesus
significance values (Wilcoxon rank sum test). The global analyses are significant
(Kolmogorov-Smirnov–like test; rhesus p < 10−4; dog p < 10−4).
5.4 Discussion
5.4.1 Contrasting the dT/dS model with the dN/dS model
The proportion pT has a similar range, [0, 1], as pN and pS. Therefore dT is defined
using the Jukes-Cantor model in the same range [0, 0.75) as dN and dS. The use
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Figure 5.10: GO molecular function terms enriched in genes with low-ψ TSS-
flanking regions in either rhesus (teal circles) or dog (orange diamonds). The 25
most significant terms pooled from both species are displayed, sorted by rhesus
significance values (Wilcoxon rank sum test). The global analyses are significant
(Kolmogorov-Smirnov–like test; rhesus p < 10−4; dog p < 10−4).
of ratios of continuous variables does not really fit the assumptions of the Jukes-
Cantor model, which involve measurements of discrete nucleotide substitution,
but I am merely continuing the extension of the Jukes-Cantor model to partial
synonymity (such as in Nei and Gojobori 1986) in protein-coding sequence onto
noncoding sequence. Here, the model provides a similar transformation as that
used for dN and dS to supply some measure of correction for multiple mutations
in an evolutionary lineage.
Strictly speaking, dT is not a metric as dN, dS, and dI are in some of their
formulations. This is because it is derived from relative entropy calculations
and is therefore asymmetrical. However, none of these satisfy the mathemati-
cal definition of a distance because they do not satisfy the triangle inequality
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(Felsenstein 2004).
I have demonstrated how one can use ψ to identify putative directional selec-
tion. While the underlying model is admittedly incomplete (see subsection 3.4.5),
there are arguably more problems with the simplistic model inherent in ω. For
every question one asks about the underlying assumptions of ψ, one finds the
same problems with ω. Nevertheless, this simple model has proven its worth
over time, despite the existence of newer and more sophisticated models for
characterizing the phenotypic impact of amino acid substitutions.
5.4.2 Heterogeneous promoter composition over time
One of the problems with using ψ for comparisons is that transcription factor
binding sites may have been intermittent. Approximately one third of TFBS in a
human–rodent comparison are functional in only one of the species (Dermitzakis
and Clark 2002). Furthermore, mammalian promoters have varied significantly
in evolutionary rates over time (Taylor and co-workers 2006). Heterotachy is a
problem in many evolutionary models, but becomes more significant here if it is
particularly pronounced in the regions under analysis.
5.4.3 Comparison with other noncoding models
This work relies on a generalized model for molecular evolution that can work
for any model of phenotype and genotype, of which existing models are a special
case. Despite the limitations of this model and the data used to parametrize
it, it is a useful proof of concept that will become more useful as more data
and better models become available. In comparison, the neutral indel model of
Lunter and co-workers (2006), does not presume a model that gives separate
measurements of neutral and non-neutral mutation. Instead, it assumes that
indels occur primarily in neutral areas. While it can identify neutrally evolving
regions of the genome, it lacks the explanatory power at the level of individual
nucleotides that my transcription factor model has. The neutral indel model
relies on looking at which indels were fixated a posteriori rather than deciding
which kinds of mutations affect phenotype more a priori, like the transcription
factor model in this work, or commonly used synonymous coding sites models.
When there are so many methods for determining selection in noncoding
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sequence based on population genetics (Sabeti and co-workers 2006), one might
ask what the point is of a method based on a model of function? Methods of
determining selection based on functional changes can detect moderate selection
over much longer timescales—millions of years rather than hundreds of thou-
sands of years (Sabeti and co-workers 2006). Additionally, collecting variation
data is resource-intensive and we may not have it in the same abundance for
other species as we will soon have for humans.
Methods of determining selection based on functional models will continue
to be important in the years to come. I hope that Sunflower is only one of the
first of many.
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