Introduction
Software engineering as a discipline demands theories grounded in real world evidence, but unfortunately researchers frequently find that investigations into similar phenomena conducted in different studies produce conflicting results. These differences may arise from a number of issues including heterogeneous sampling methods, measurement or reporting which makes comparing and combining results problematic.
This study focuses upon empirical studies that have compared the accuracy levels of two competing software project cost prediction systems, namely regression analysis and analogy. We seek to answer the question to what extent are the empirical results consistent between and also within studies.
Empirical studies in software engineering are used to investigate the efficacy of methods and the impact of various factors on productivity, quality or cost. Hence, 'the reliable combination of results from independent experiments is an essential building block in any discipline attempting to build a solid empirical foundation' [1] . However, different studies of the same phenomenon frequently report different findings perhaps because the data have been collected or analysed in a non-standardised manner. This problem is compounded because of difficulties defining the population to which the results can generalize and thus in obtaining a representative sample [2] . In addition, the selection of studies is influenced by heterogeneity of measures, environmental factors, publication bias and the 'file drawer problem' [3] . Therefore in order to perform 'a study of studies' [4] or a meta-analysis [5] , a systematic and documented procedure needs to be used to search and screen relevant studies, code results, and provide a quantitative summary of the findings [1, 6] .
The existence of context variables poses a serious challenge to forming a body of knowledge in empirical software engineering. Basili, Shull et al. [7] suggest researchers should build models using a common framework for data collection to represent common observations that would allow generalization [8] . However these would involve replication of individual yet comparable studies in which results are refined rather than combined. In such cases, authors typically dismiss seemingly contradictory results rather than use them [9] .
The need for empirical validation of different and often competing software project effort prediction systems, has led to hundreds of studies being conducted. Yet there remains a lack of synthesised findings. Thus, to the best of our knowledge, this investigation is the first systematic comparison of the empirical evidence for two competing project effort prediction systems.
The remainder of this paper is organised as follows. The next section, Section 2, briefly describes regression and analogy techniques as applied in effort prediction, and goes on to summarise work in which both regression and analogy-based approaches are used. This body of work comprises the papers from conference proceedings and refereed software engineering journals identified using our search strategy which is documented in Section 3. Section 4 details the results of the analysis, while the conclusions are given in Section 5.
Related work
An effort prediction system can be derived using a number of techniques for example, expert judgement, statistical (e.g. regression), and more recently machine learning approaches (such as Artificial Neural Networks and Case-Based Reasoning (CBR)). These prediction systems typically have a primary cost factor such as size (typically lines of code (LOC) or function points (FP)) and a number of adjustment factors (cost drivers) which characterise the project and influence effort. Cost drivers are used to adjust the preliminary estimate provided by the primary cost factor [10] .
As the 'best' technique frequently varies among studies, some researchers recommend at least two prediction approaches are needed in order to reduce risk [11] . This can be through the application of multiple techniques to different subsets of the data, or by using more than one technique to produce a range of estimated values [12] . Despite adopting these recommendations, to date no converging results have been obtained [e.g. 13, 14] . The most commonly applied prediction methods for software effort prediction systems are regression [15] and analogybased [16] . In this paper, we investigate the consistency of results when using regression and analogy-based prediction methods. In the following subsections we define regression and analogy-based techniques, then briefly synthesise outline results from papers included in this study.
(i) Regression-based techniques are the most popular way of building prediction systems because they are simple and easy to use. However, the model must be specified first, and this is not a trivial task. For example, the dependent variable, effort is plotted against one or more independent variables, the cost drivers, to calculate the line of best fit among the data points. Standard regression refers to regression modelling using least squares in which the data is fitted to the pre-specified model in an attempt to minimise the overall sum of squared errors. However, standard regression models are sensitive to outliers which are common in software project data sets.
(ii) Analogy-based prediction, for example casebased reasoning (CBR), is a problem solving technique [17] which solves new problems by using and adapting solutions that have solved previous problems. In order to perform analogy-based prediction for software effort estimation, analogues, completed projects that are most similar to the new project are identified. With the help of experts or through automated tools, the user selects relevant cost drivers, similarity/distance functions (most frequently standardised Euclidean distance), and the number of analogues to consider. Examples of CBR tools for software prediction include Estor [18] and ANGEL [e.g. 16] .
Varying results have been found within and among studies using multiple techniques and measures, and many researchers [19] suggest that the success of a technique is dependent on data set characteristics. For example, Myrveit and Stensrud [20] concluded that results are sensitive to experimental design after finding contradictory results when replicating previous studies which had claimed analogy outperformed regression. Similarly, Briand et al. [21] found analogybased prediction systems were less robust than regression models when using data external to the organisation for which the model is built. In contrast, Mendes and Kitchenham [22] suggest that CBR predicts better across a large heterogeneous data set, and regression is better for within-company predictions. Finnie, Wittig and Desharnais [23, 24] claimed that because of the complexities involved in software development projects, regression models were less effective than analogy-based prediction systems which benefit from human judgement and intuition. Shepperd and Schofield [16] found that analogy gave better results than regression in terms accuracy, and Angelis and Stamelos [25] also found analogy-based methods superior except when using transformed data derived from non-parametric bootstrap methods. Mendes et al. [26] and Jeffery et al. [27] found that overall, stepwise regression outperformed CBR. However, in later work, Mendes [28] claimed that CBR gave better prediction accuracy. Briand et al. [21] concluded that using Ordinary Least Squares (OLS) regression is 'probably sufficient' (p.385). Niessink and van Vliet [29] proposed that analogy offers an alternative to regression models when applied to a heterogeneous data set.
The studies outlined above provide clear evidence of a lack of synthesis and consistency when attempting to determine which is the better prediction method: regression or analogy. In order to address this, we attempt to compare the consistency of results and conclusions within and between these studies in which regression and analogy-based prediction techniques are used. The rationale for our methods is described in the following section.
Method
As stated previously, this study compares results within and between empirical studies that use both regression and analogy prediction techniques for software project cost estimation. In order to clarify the evidence and to address the issues of inconsistency we have restricted the search to using predefined criteria described below. This study builds on our previous work [10] in which we identified publications that described empirical studies of effort prediction systems from three journals. Here we extend the search to include all software engineering journals plus conference proceedings.
In order to systematically compare the individual studies we define the following terminology and illustrate the structure of the data in Figure 1 . A study is an empirical investigation that compares the performance of different prediction systems (in the case of this paper we focus upon comparisons of regression and analogy-based prediction systems). A study is described by one or more papers. Where the study is reported more than once, we STUDY PREDICTION SYSTEM(S)
DATASET ( use only the most recent description in order to avoid over-counting a single investigation. A study utilizes one or more data sets (in our investigation between 1 and 16 data sets) and uses one or more, accuracy indicators, typically MMRE and MdMRE (in our investigation between 1 and 7 accuracy measures). Next, for each data set there will be one or more runs depending upon the cross-validation mechanism, for example n-fold validation implies n runs. Finally, some studies were constructed so that there were additional accuracy comparisons that didn't easily fit into any of the above. We termed these other comparisons. The total number of comparisons for a study is the number of pairs of accuracy indicators reported and is the product of the count of data sets, accuracy indicators and runs plus any other comparisons. The comparisons are then interpreted in terms of preference relations: prefer analogy, prefer regression, indifferent. For example, if a study reports that for a particular comparison, accuracies of MMRE=40% for analogy and MMRE=38% for regression we record this as an occurrence of prefer regression. The studies included in this study come from the population defined by these parameters:
• the study was peer reviewed either in a journal or in conference proceedings; • the work is published in English;
• the study uses more than a single software project;
• the purpose of the estimation is cost (effort);
• the prediction techniques include both regression and analogy in order for us to make a comparison.
We conducted a search for refereed journal and conference papers in March 2005, using a personal informal bibliographic database, the Web of Knowledge (wok.mimas.ac.uk/), ScienceDirect (sciencedirect.com), IEEE Explore (ieeexplore.ieee.org) and Google (google.co.uk). This search identified 67 journal papers and 104 conference papers. From these studies, we identified 11 journal papers and 9 conference papers which used both regression and analogy-based techniques to predict software project cost on the same data set(s). A number of these studies covered additional techniques to regression and analogy; however, for the purpose of this analysis we extracted only results relevant to the main research question.
One difficulty was making judgements about what exactly constitutes regression and analogy since there are many variants of both techniques. In the end, because of most common usage, we counted any least squares regression method but excluded robust and logistic regression. Similarly we defined analogy as essentially being a variant of a k-nearest neighbour algorithm. Thus, for example, although the study conducted by Prietula et al. [39] was retrieved using our search criteria, it is not included in this investigation. Their approach, Estor, is a hybrid technique developed from rule-based reasoning and CBR.
We have not included unpublished or unreviewed material in our search strategy. One reason for this decision is the assumption that studies that have been subjected to peer review will be of higher quality. However, we recognise that our results might thus be subject to publication bias, and therefore, in future work we will attempt to retrieve all investigations published or otherwise. To summarise, our search identified 20 relevant papers: 11 journal papers and 9 conference proceedings. These cover the period 1997 to 2004 and are tabulated in Table 1 .
Results
In this section we consider the results from combining the 20 individual studies identified using the inclusion criteria and terminology described previously. The overall results are given in Table 2 . This shows for each study how many separate comparisons were reported between the accuracy of the regression and analogy-based prediction. Each comparison is then classified as: 'prefer analogy', 'prefer regression' or 'indifferent' (when it is not possible to differentiate in terms of accuracy). The counts are in columns 7 to 9 and the rightmost column gives the ratio of counts for analogy to regression, hence values greater than one imply support for analogy and values less than one imply support for regression-based predictors. Note that DIV/0! arises when there is no support for regression.
By categorizing the ratios from Table 2 into support, i.e. two thirds or more of the comparisons prefer one or other of the prediction techniques; we observe mixed results in that there is no strong evidence to favour either technique. Alternatively taking an even simpler view, and using unity as the split point we have 12 studies tending towards Analogy and 8 for Regression. Again this is not compelling evidence. In other words, when we combine the 20 studies it is very difficult to decide which technique to prefer. In addition, 6 of the papers (30%) also made use of statistical inference (e.g. t-test or Wilcoxon) in order to arrive at conclusions concerning the relative performance of regression and analogy-based prediction systems. Table 4 indicates that of the studies that carried out inferential tests comparing the residuals arising from each type of prediction, there is more support for regression-based models, in other words a slightly contradictory result to the analysis of Tables 2 and 3 . However, this is a minority of the studies so again the overall significance is not entirely clear.
Table 5. Summary of Qualitative Analysis of Analogy and Regression-Based Prediction Studies

Study
Ref. [24] ++ Regression models performed poorly...
Conclusions Quotation
[16] ++
Estimation by analogy tends to be the more accurate prediction method…produces superior predictive performance in all cases when measured by MMRE and in seven out of nine cases for the Pred(25).
[23] ++ CBR has significant potential...it performs much better than a regression model. The prediction accuracy is as at least as good as any other models in use.
[29] + ...the heterogeneity of the dataset remains in conflict with the 'one model fits all' flavour of regression type models. In such cases analogy-based estimation seems to offer an interesting alternative.
[30] ?
CBR worked well on both data sets but there appeared to be a tendency to underestimate. It would not be appropriate to draw too many conclusions...based on relatively small data sets. ... adopt a dual approach using LSR and CBR techniques.
[20] -MMRE favours analogy. R 2 favours regression...Adjusted results (outliers removed) favour regression using MMRE. [21] ? Analogy based models do not seem as robust when using data external to the organisation for which the model is built.
[25] + ..analogy gives better results compared to both regression models in the case of the Albrecht data set. In the case of the Abran-Robillard data set, the analogy method performs better than the regression model with the original variables, while the regression model built on the transformed variables gives the best values of MMRE and Pred (25) . ...we can see an obvious disadvantage of linear regression based on the original variables, i.e. the negative values in the estimates and in the lower bound of confidence intervals.
[31] ?
Regression analysis is a well established technique with good tool support...little effort needs to be expended in building a satisfactory regression model. Likewise CBR needs relatively little effort.
[32] ?
OLS regression performed as well as analogy-based estimation when using companyspecific data. Using multiple-company data, OLS provided significantly more accurate results.
[33] -OLS provides the best results overall. Analogy does not seem to bring any specific advantage over other modelling techniques.
[34] ? CBR needs relatively little work though more might be gained by relative weighting of the inputs.
[35] + ...CBR was the best technique since it outperformed the other techniques on most occasions (11 out of 32). However, this would lead to choosing the wrong prediction system two thirds of the time.
[27] ? OLS was more accurate when using multi-company [ISBSG] data. When using a company's own data...there was no significant difference between OLS and analogy. [26] --The technique that gave the best prediction accuracy was stepwise regression.
[36] ? NB The paper focuses upon different research questions and therefore makes no direct comment upon regression vs. analogy.
[11] -Although LSR was overall the most accurate technique, this was not a very strong result. Simply using the best technique, that is LSR, would result in using a sub-optimal technique on 31 of 52 occasions or the majority of the time. [37] Stepwise regression showed the most accurate predictions...most of the time.
[38] ++ Regarding the prediction accuracy of CBR, compared to that for SWR, CBR clearly gave better predictions … [22] ? CBR was better for predictions across the large heterogeneous data set, but regression was better for within-company predictions.
Thus far we have considered only the quantitative aspects of the studies. However, authors also provide narrative interpretation of their research and comment on the significance of their findings. Therefore, we now move from a quantitative analysis to a more qualitative approach and examine the textwith a particular emphasis upon the abstract, discussion and conclusion sections -of the papers describing the studies in order to determine what conclusions the authors derive.
In Table 5 we have assigned a class indicating the strength of the conclusions in support of analogy-based prediction ranging from "++", "+", "?", "-" to "--". Where "++" indicates strong support for analogy; "+"indicates support for analogy; "?"indicates indifference; "-"indicates support for regression and "--" indicates strong support for regression. This classification is based on a reading of the text of the research paper and is a somewhat subjective process. Therefore we include quotations from the paper that we believe support our classification. One interesting observation is that since the studies in Table 5 are organized chronologically it is the earliest studies that tend to argue strongest support for analogy contrasting with a certain degree of ambivalence from the more recent studies. Table 6 summarises the overall conclusions from the entire set of 20 papers. It is interesting that the modal class of study is non-committal and few studies (25%) make strong conclusions (in either direction) about the relative performance of the prediction systems. This classification seems to indicate a small inconsistency between the qualitative evidence and the kinds of conclusions drawn by the authors. Specifically, there is a slight tendency for researchers to over interpret evidence in favour of the "new" technique of analogy-based prediction since regression is generally used as a benchmark.
In order to ascertain which variables, if any, were the best predictors of effort, we conducted a discriminant analysis. Using features: year, publication type, number of projects, number of data sets and prediction type, we found no significant level of discrimination. Clearly, 20 data points is low, nevertheless the result suggests that there are no simple trends or explanations.
Conclusions
Over recent years there has been considerable activity by the empirical software engineering research community to investigate and compare competing software project cost prediction systems. In this paper we have examined two approaches that have received significant attention over the past ten years, namely regression and analogy-based techniques. A systematic review of the literature identified 20 empirical studies comparing the relative accuracy levels yielded by the two approaches. Unfortunately these studies yield little clear evidence as to which technique should be preferred with 45% offering some support for analogy, 35% for regression and 20% undecided.
The problem we need to address is: why are the results inconsistent? One might expect different results when models are generated from different data sets, however in some cases results were inconsistent despite utilising the same data set and the same prediction techniques. For example, [33] , [36] , and [22] each used the Desharnais [40] data set, but found conflicting results. In [33] , CBR outperformed LSR in 2 out of the 3 comparisons performed in terms of MMRE, whereas LSR outperformed analogy in both comparisons in [36] in terms of MMRE and Pred (25) . And although CBR resulted in a lower MMRE, Pred (25) was greater in comparisons with both regression models in [22] . In [33] and [22] , projects with missing values were excluded; in [36] , missing data were replaced by 'random samples from the other projects' (p.864). In [33] the holdout sample comprised 15% of the projects, in [36] it was 22%, whereas in [22] the entire data set was used to generate the regression models. Given the inconsistencies within and between these papers, we might conclude that variations in method are responsible.
The lack of standardisation in software engineering research methodology leads to heterogeneous sampling, measurement, and reporting techniques. These are compounded by the impact of different contexts and variants of the methods. From our results there would seem to be some evidence of both. As commented previously there are conflicting results from the same data set and therefore presumably the same context. On the other hand this is evident in a minority of results and other researchers have reported conflicting results conducted within the same study (e.g. [30, 35, 36] ). The likely impact of context upon comparative accuracy of prediction techniques has also been noted in the simulation work of Shepperd and Kadoda [35] . Indeed it is hardly surprising that different data set characteristics will favour different techniques.
In order that our findings may be generalised, we need to consider the validity of our work. Because the validity of our study is contingent on the validity of the studies on which it is based, we firstly consider threats to validity within these papers. Studies such as these cannot be conducted blind, therefore researcher bias needs be considered. For example, a research group might have greater expertise or interest in a particular method, or they may have pioneered a particular technique. These issues could manifest in a disproportionate time spent on a 'pet technique' [41] in comparison to others. Clearly, this need not necessarily be problematic in the original study, but such potential biases could lead to inconsistent results when comparing results from seemingly similar studies derived from different research groups. Furthermore, as protocols were rarely described, replicating the original studies would be problematic in most cases.
For the purposes of this study, we assumed the data were unbiased. If this were not the case, the validity of our work might be affected. A further possible threat is that we included only papers published in English. However, we do not consider this a serious threat. More importantly we made judgements as to what constituted regression and analogy-based techniques when each is in fact 'a family' of techniques. Therefore we grouped and treated equally all regression, except log linear, techniques and ignored any transformations of skewed variables. For analogy-based techniques we ignored parameters such as feature subset, adaptation, number of analogies and distance measures used. Had we used narrower definitions for each technique our results would likely have been more consistent. However, we took the view that if a technique is so sensitivity to minor variants in its deployment, the community needs to be aware of this factor.
The discriminant analysis failed to find a significant level of discrimination among the variables. Hence we conclude factors other than those accounted for in the present study, might contribute to the inconsistencies within and between results. We thus conclude that using available evidence, and broad definitions of each technique, neither dominates in the sense of always being preferable. Therefore, as a starting point researchers should ask questions such as when might it be better to use technique A rather B, as opposed to is technique A better than B?
