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CALCULATION OF COEFFICIENTS OF THE OPTIMAL
QUADRATURE FORMULAS IN THE W
m,m−1
2 (0, 1) SPACE
Kh.M.Shadimetov, A.R.Hayotov
Abstrat. In this paper problem of onstrution of optimal quadrature formulas in W
(m,m−1)
2 (0, 1) spae is
onsidered. Here by using Sobolev's algorithm when m = 1, 2 we nd optimal oeients of quadrature formulas
of the form
1∫
0
ϕ(x)dx ∼=
N∑
β=0
Cβϕ(xβ).
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Many problems of siene and engineering are redued to a integral and a dierential
equations or a system of suh type equations. Solutions of suh equations is often expressed
with the help of dened integrals. But in many ases it is impossible to alulate these integrals
exatly. Therefore approximate evaluation suh integrals with possible high auray and less
expenditure is one of the atual problem of omputational mathematis. This is well demonstrated
in example of theory of quadrature formulas. The task of nding of numerial value of one
dimensional integral, in view of its well-known geometrial meaning, is often said the quadrature.
There exist various methods of quadrature, whih allow to alulate dened integral with the
help of nite number values of integrand.
Present work also is devoted to one of suh methods, i.e. to onstrution of optimal quadrature
formulas for approximate alulation of dened integrals in the W
(m,m−1)
2 (0, 1) spae.
We onsider following quadrature formula
1∫
0
p(x)ϕ(x)dx ∼=
N∑
β=0
Cβϕ(xβ) (1)
with error funtional
ℓN (x) = p(x)ε[0,1](x)−
N∑
β=0
Cβδ(x− xβ) (2)
on W
(m,m−1)
2 (0, 1) spae. Here Cβ are the oeients and xβ are the nodes of the quadrature
formula (1), ε[0,1](x) is the indiator of the interval [0, 1], p(x) is a weight funtion, δ(x) is Dira
delta-funtion, ϕ(x) is a element of the Hilbert spae W
(m,m−1)
2 (0, 1), norm of a funtion in
whih is given by formula
‖ϕ(x)|W
(m,m−1)
2 (0, 1)‖ =


1∫
0
(
ϕ(m)(x) + ϕ(m−1)(x)
)2
dx


1/2
.
1
Dierene
(ℓN(x), ϕ(x)) =
1∫
0
p(x)ϕ(x)dx−
N∑
β=0
Cβϕ(xβ) =
∫
ℓN(x)ϕ(x)dx.
is alled by error of the quadrature formula (1).
Quality of the quadrature formula (1) is estimated by norm of the error funtional
‖ℓN(x)|W
(m,m−1)∗
2 (0, 1)‖ = sup
‖ϕ(x)|W
(m,m−1)
2 (0,1)‖=1
|(ℓN(x), ϕ(x))|.
The norm of the error funtional ℓN(x) depends on the oeients Cβ and the nodes xβ . Choie
of oeients in xed nodes is linear problem. Therefore we will x the nodes xβ and the norm
of the error funtional will minimize by the oeients, i.e. we will nd
‖
◦
ℓN (x)|W
(m,m−1)∗
2 (0, 1)‖ = inf
Cβ
‖ℓN(x)|W
(m,m−1)∗
2 (0, 1)‖. (3)
If it is found ‖
◦
ℓN (x)‖, then said, that the funtional
◦
ℓN (x) orrespond to the optimal
quadrature formula in W
(m,m−1)
2 (0, 1). Thus, we will get following problems.
Problem 1. Find norm of the error funtional ℓN(x) of the quadrature formula of the form
(1) in W
(m,m−1)∗
2 (0, 1) spae.
Problem 2. Find suh values of the oeients Cβ, whih satisfy the equality (3).
Problem 1 was solved in [1℄ and for square of the norm of the error funtional (2) was
obtained
‖ℓN(x)‖
2 = (−1)m
[ N∑
β=0
N∑
β′=0
CβCβ′ψm(xβ − xβ′)−
−2
N∑
β=0
Cβ
1∫
0
p(x)ψm(x− xβ)dx+
1∫
0
1∫
0
p(x)p(y)ψm(x− y)dxdy
]
, (4)
where
ψm(x) =
signx
2
(
ex − e−x
2
−
m−1∑
k=1
x2k−1
(2k − 1)!
)
. (5)
Furthermore, the error funtional (2), as shown in [1℄, satises following onditions
(ℓN(x), x
α) = 0, α = 0, m− 2, (6)
(ℓN(x), e
−x) = 0. (7)
The norm of the error funtional is multidimensional funtion of the oeients Cβ (β =
0, N). For nding point of ondition minimum of the norm square of the error funtional (2) in
2
onditions (6) and (7) in [1℄ applying the method of Lagrange undetermined fators following
system was obtained
N∑
γ=0
Cγψm(xβ − xγ) + Pm−2(xβ) + de
−xβ =
1∫
0
p(x)ψm(x− xβ)dx, β = 0, N, (8)
N∑
γ=0
Cγx
α
γ =
1∫
0
p(x)xαdx, α = 0, m− 2, (9)
N∑
γ=0
Cγe
−xγ =
1∫
0
p(x)e−xdx, (10)
where ψm(x) is determined by formula (5), Pm−2(x) is unknown polynomial of degree m− 2, d
is a onstant.
In [1℄ also was proved existene and uniqueness of solution of the system (8)-(10).
In present paper we will solve the system (8) - (10), i.e. we will solve the problem 2.
Here interestingly that if system (8) - (10) is solved and the optimal oeients Cβ are found,
then obtained quadrature formula will be exat not only for polynomials of degree m − 2, it
also will be exat for funtion e−x.
Diret solution of the system (8)-(10) is very hard. Therefore we will use Sobolev's algorithm
[2℄, whih is applied in solution suh systems.
Further, we briey present this algorithm for the system (8) - (10). For this we will determine
Cβ for all integer values of β, assume that for β < 0 and β > N oeients Cβ are equal to
zero. Let, furthermore, xβ = hβ, h =
1
N
, N = 1, 2, ....
The system (8)-(10) by using the denition of onvolution of disrete funtions we redue
to the following form
ψm(hβ) ∗ Cβ + Pm−2(hβ) + de
−hβ = fm(hβ), hβ ∈ [0, 1], (11)
Cβ = 0 when hβ 6∈ [0, 1], (12)
N∑
β=0
Cβ(hβ)
α = qα, α = 0, m− 2, (13)
N∑
β=0
Cβe
−hβ = qm−1, (14)
where Pm−2(hβ) is unknown polynomial of degree m− 2, d is a onstant,
fm(hβ) =
1∫
0
p(x)ψm(x− hβ)dx, (15)
3
qα =
1∫
0
p(x)xαdx, (α = 0, m− 2), qm−1 =
1∫
0
p(x)e−xdx.
Consider following problem.
Problem A. Find funtion Cβ and polynomial Pm−2(hβ), unknown oeient d, whih
satisfy the system (11) - (14) in given fm(hβ) and qα (α = 0, m− 1).
Idea of solution of the system (11) - (14), as in [2℄, onsists on replae unknown funtion Cβ.
Namely, instead of Cβ we will introdue into onsideration funtions
v(hβ) = ψm(hβ) ∗ Cβ
and
u(hβ) = v(hβ) + Pm−2(hβ) + de
−hβ.
In suh substitution we need only express Cβ with the help of u(hβ). For this we must onstrut
suh operator Dm(hβ), whih satises following equality
Dm(hβ) ∗ ψm(hβ) = δ(hβ), (16)
where δ(hβ) is equal to zero when hβ 6= 0 and is equal to 1 when hβ = 0. In works [3,4℄ disrete
operator Dm(hβ) was onstruted, its properties were investigated and following theorems were
proved
Theorem 1. Disrete analogue of the dierential operator
d2m
dx2m
− d
2m−2
dx2m−2
, whih satises
equality (16) have following view:
Dm(hβ) =
1
p
(2m−2)
2m−2


m−1∑
k=1
Akλ
|β|−1
k , |β| ≥ 2;
−2eh +
m−1∑
k=1
Ak, |β| = 1;
2C +
m−1∑
k=1
Ak
λk
, β = 0,
(17)
where
C = 1 + (2m− 2)eh + e2h +
eh · p
(2m−2)
2m−3
p
(2m−2)
2m−2
, (18)
Ak =
2(1− λk)
2m−2[λk(e
2h + 1)− eh(λ2k + 1)]p
(2m−2)
2m−2
λkP
′
2m−2(λk)
, (19)
P2m−2(λ) =
2m−2∑
s=0
p(2m−2)s λ
s = (1− e2h)(1− λ)2m−2 − 2(λ(e2h + 1)− eh(λ2 + 1))×
×
[
h(1− λ)2m−4 +
h3(1− λ)2m−6
3!
E2(λ) + ... +
h2m−3E2m−4(λ)
(2m− 3)!
]
, (20)
4
p
(2m−2)
2m−2 , p
(2m−2)
2m−3 are oeients of the polynomial P2m−2(λ), λk is a root of the polynomial
P2m−2(λ), |λk| < 1, Ek(λ) is Euler polynomial [5℄.
Theorem 2. The disrete analogue Dm(hβ) of the dierential operator
d2m
dx2m
− d
2m−2
dx2m−2
when
m = 1, 2, 3 satises following equalities
1) Dm(hβ) ∗ e
hβ = 0;
2) Dm(hβ) ∗ e
−hβ = 0;
3) Dm(hβ)∗ (hβ)
n = 0, as n ≤ 2m−3, i.e. onvolution of Dm(hβ) with polynomial of degree
≤ 2m− 3 when m = 2, 3 is equal to zero;
4) Dm(hβ) ∗ ψm(hβ) = δ(hβ), where ψm(hβ) is determined by formula (5).
Further, taking aount of (16), we get
Cβ = Dm(hβ) ∗ u(hβ). (21)
So, if we nd funtion u(hβ), then the optimal oeients are found from equality (21).
Now we will nd expliit form of the funtion u(hβ). From equality (11) we get, that u(hβ) =
fm(hβ) when hβ ∈ [0, 1]. Sine Cβ = 0 when hβ 6∈ [0, 1], then
Cβ = Dm(hβ) ∗ u(hβ) = 0 when hβ 6∈ [0, 1]. (22)
We will alulate onvolution v(hβ) = ψm(hβ) ∗ Cβ when hβ 6∈ [0, 1].
Taking into aount (12), (13), (14), we have
v(hβ) =

 −
ehβ
4
qm−1 +De
−hβ +Q(2m−3)(hβ) +Qm−2(hβ), β < 0;
ehβ
4
qm−1 −De
−hβ −Q(2m−3)(hβ)−Qm−2(hβ), β > N,
(23)
where
Q(2m−3)(hβ) =
1
2
[ [m+1
2
]−1∑
k=1
2k−1∑
α=0
(hβ)2k−1−α(−1)α
(2k − 1− α)! · α!
qα+
+
m−1∑
k=[m+1
2
]
m−2∑
α=0
(hβ)2k−1−α(−1)αqα
(2k − 1− α)! · α!
]
, (24)
Qm−2(hβ) =
1
2
m−1∑
k=[m+1
2
]
2k−1∑
α=m−1
(hβ)2k−1−α(−1)α
(2k − 1− α)! · α!
N∑
γ=0
Cγ(hγ)
α, (25)
D =
1
4
N∑
γ=0
Cγe
hγ. (26)
We denote
Q
(−)
m−2(hβ) = Pm−2(hβ) +Qm−2(hβ), a
− = d+D, (27)
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Q
(+)
m−2(hβ) = Pm−2(hβ)−Qm−2(hβ), a
+ = d−D. (28)
Then, taking into aount (11), (16), (23), (27), (28), we obtain following problem
Problem B. Find solution of the equation
Dm(hβ) ∗ u(hβ) = 0 when hβ 6∈ [0, 1]
whih has view:
u(hβ) =


−e
hβ
4
qm−1 +Q
(2m−3)(hβ) +Q
(−)
m−2(hβ) + a
−e−hβ, β < 0;
fm(hβ), 0 ≤ β ≤ N ;
ehβ
4
qm−1 −Q
(2m−3)(hβ) +Q
(+)
m−2(hβ) + a
+e−hβ, β > N.
(29)
Here polynomials Q
(−)
m−2(hβ), Q
(+)
m−2(hβ) and onstants a
−
, a+ are unknowns. If we will nd
them, then from (27), (28) we have
Pm−2(hβ) =
1
2
(Q
(−)
m−2(hβ) + Q
(+)
m−2(hβ)), d =
1
2
[a− + a+],
Qm−2(hβ) =
1
2
(Q
(−)
m−2(hβ)−Q
(+)
m−2(hβ)), D =
1
2
[a− − a+].
Unknowns Q
(−)
m−2(hβ), Q
(+)
m−2(hβ), a
−
and a+ are found from onditions (22). Thus, problem B
and respetively problem A are simultaneously solved.
We introdue following designations
ak =
Ak
λkp
∞∑
γ=1
λ
γ
k
[
−
e−hγ
4
qm−1 + Q
2m−3(−hγ) +Q
(−)
m−2(−hγ) + a
−ehγ − fm(−hγ)
]
, (30)
bk =
Ak
λkp
∞∑
γ=1
λ
γ
k
[
−
ehγ+1
4
qm−1 −Q
2m−3(1 + hγ) +Q
(+)
m−2(1 + hγ)+
+a+e−1−hγ − fm(1 + hγ)
]
, (31)
a = −
2eh
p
[
−
e−h
4
qm−1 +Q
(2m−3)(−h) +Q
(−)
m−2(−h) + a
−eh − fm(−h)
]
, (32)
b = −
2eh
p
[
e1+h
4
qm−1 −Q
(2m−3)(1 + h) +Q
(+)
m−2(1 + h) + a
+e−h−1 − fm(1 + h)
]
. (33)
In present paper, using above mentioned algorithm [2℄, following theorems are proved.
Theorem 3. The oeients of the weight optimal quadrature formulas of the form (1) in
the W
(m,m−1)
2 (0, 1) spae have view:
Cβ =


Dm(hβ) ∗ fm(hβ)|β=0 + a +
m−1∑
k=1
(ak + bkλ
N
k ), β = 0;
Dm(hβ) ∗ fm(hβ) +
m−1∑
k=1
(akλ
β
k + bkλ
N−β
k ), β = 1, N − 1;
Dm(hβ) ∗ fm(hβ)|β=N + b+
m−1∑
k=1
(akλ
N
k + bk), β = N.
(34)
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where Dm(hβ) is dened by (17), fm(hβ) is dened by (15), ak, bk, a, b are determined by
(30)-(33), λk are roots of the polynomial P2m−2(λ), whih given by equality (19) and |λk| < 1.
Theorem 4. The optimal oeients of the quadrature formulas of the form (1) in the
W
(1,0)
2 (0, 1) spae when p(x) = 1 have following view:
Cβ =


eh−1
eh+1
, β = 0, N ;
2(eh−1)
eh+1
, β = 1, N − 1,
where h = 1
N
, N = 1, 2, ....
Theorem 5. The optimal oeients of the quadrature formulas of the form (1) in the
W
(2,1)
2 (0, 1) spae when p(x) = 1 have following view:
Cβ =


1− h
eh−1
−K(h)(λ1 − λ
N
1 ), β = 0
h+K(h)
(
(eh − λ1)λ
β
1 + (1− λ1e
h)λN−β1
)
, β = 1, N − 1
−1 + eh
(
h
eh−1
−K(h)(λ1 − λ
N
1 )
)
, β = N.
where
K(h) =
(2eh − 2− heh − h)(λ1 − 1)
2(eh − 1)2(λ1 + λ
N+1
1 )
λ1 =
h(e2h + 1)− e2h + 1− (eh − 1)
√
h2(eh + 1)2 + 2h(1− eh)
1− e2h + 2heh
, |λ1| < 1,
h = 1
N
, N = 1, 2, ....
Proofs of theorems
Proof of theorem 3. We obtained, that
Cβ = Dm(hβ) ∗ u(hβ).
Hene, taking into aount (17), (29) and properties of the operator Dm(hβ) we have
Cβ = Dm(hβ) ∗ u(hβ) =
∞∑
γ=−∞
Dm(hβ − hγ)u(hγ) =
=
∞∑
γ=1
Dm(hβ + hγ)
[
−
e−hγ
4
qm−1 +Q
(2m−3)(−hγ) +Q
(−)
m−2(−hγ) + a
−ehγ
]
+
+
N∑
γ=0
Dm(hβ − hγ)fm(hγ) +
∞∑
γ=1
Dm(h(γ +N)− hβ)
[
ehγ+1
4
qm−1 −Q
(2m−3)(1 + hγ)+
+Q
(+)
m−2(1 + hγ) + a
+e−1−hγ
]
.
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Aording to the denition of onvolution of disrete funtions we get
Cβ =
∞∑
γ=−∞
Dm(hβ − hγ)fm(hγ) +
∞∑
γ=1
Dm(hβ + hγ)
[
−
e−hγ
4
qm−1+
+Q(2m−3)(−hγ) +Q
(−)
m−2(−hγ) + a
−ehγ − fm(−hγ)
]
+
∞∑
γ=1
Dm(h(γ +N)− hβ)×
×
[ehβ
4
qm−1 −Q
(2m−3)(1 + hγ) +Q
(+)
m−2(hγ + 1) + a
+e−hγ−1 − fm(hγ + 1)
]
=
= Dm(hβ) ∗ fm(hβ) +
∞∑
γ=1
Dm(hβ + hγ)
[
−
e−hγ
4
qm−1 +Q
(2m−3)(−hγ) +Q
(−)
m−2(−hγ)+
+a−ehγ − fm(−hγ)
]
+
∞∑
γ=1
Dm(h(N + γ)− hβ)
[ehγ+1
4
qm−1 −Q
(2m−3)(1 + hγ)+
+Q
(+)
m−2(1 + hγ) + a
+e−hγ − fm(1 + hγ)
]
. (35)
Hene when β = 0 using equality (17) we obtain
C0 = Dm(hβ) ∗ fm(hβ)|β=0 +
−2eh
p
[
−
e−h
4
qm−1 +Q
(2m−3)(−h) +Q
(−)
m−2(−h)+
+a−eh − fm(−h)
]
+
m−1∑
k=1
Ak
λkp
∞∑
γ=1
λ
γ
k
[
−
e−hγ
4
qm−1 +Q
(2m−3)(−hγ)+
+Q
(−)
m−2(−hγ) + a
−ehγ − fm(−hγ)
]
+
m−1∑
k=1
Akλ
N
k
λkp
∞∑
γ=1
[e1+hγ
4
qm−1−
−Q(2m−3)(1 + hγ) +Q(+)(1 + hγ) + a+e−1−hγ − fm(1 + hγ)
]
. (36)
From (36), taking aount of (30), (31) and (32) we have
C0 = Dm(hβ) ∗ fm(hβ)|β=0 + a+
m−1∑
k=1
(ak + bkλ
N
k ).
Let now 1 ≤ β ≤ N − 1, then from (35) and (17), we get
Cβ = Dm(hβ) ∗ fm(hβ) +
∞∑
γ=1
m−1∑
k=1
Ak
p
λ
β+γ−1
k
[
−
e−hγ
4
qm−1 +Q
(2m−3)(−hγ)+
+Q
(−)
m−2(−hγ) + a
−ehγ − fm(−hγ)
]
+
∞∑
γ=1
m−1∑
k=1
Ak
p
λ
N+γ−β
k
[ehγ
4
qm−1−
−Q(2m−3)(1 + hγ) +Q
(+)
m−2(1 + hγ) + a
(+)e−1−hγ − fm(1 + hγ)
]
.
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Hene keeping in mind (30) and (31) we obtain
Cβ = Dm(hβ) ∗ fm(hβ) +
m−1∑
k=1
(
akλ
β
k + bkλ
N−β
k
)
.
Now onsider ase when β = N . From (35), taking aount of equality (17) and designations
(30), (31), (33), we get
CN = Dm(hβ) ∗ fm(hβ)|β=N +
∞∑
γ=1
m−1∑
k=1
Ak
λkp
λ
N+γ
k
[
−
e−hγ
4
qm−1 +Q
(2m−3)(−hγ)+
+Q
(−)
m−2(−hγ) + a
−ehγ − fm(−hγ)
]
+
−2eh
p
[e1+h
4
qm−1 −Q
(2m−3)(1 + h)+
+Q
(+)
m−2(1 + h) + a
+e−h−1 − fm(1 + h)
]
+
∞∑
γ=1
m−1∑
k=1
Ak
λkp
λ
γ
k
[
−
e1+hγ
4
qm−1−
−Q(2m−3)(1 + hγ) +Q
(+)
m−2(1 + hγ) + a
+e−1−hγ − fm(1 + hγ)
]
=
= Dm(hβ) ∗ fm(hβ)|β=N + b+
m−1∑
k=1
(akλ
N
k + bk).
Thus, we get the statement of theorem. Theorem 3 is proved.
Consider ase when p(x) = 1. Then system (11)-(14) of Wiener -Hopf type has following
view 

N∑
γ=0
Cγψm(hβ − hγ) + Pm−2(hβ) + de
−hβ = fm(hβ), β = 0, N ;
N∑
γ=0
Cγ(hγ)
α = 1
α+1
, α = 0, m− 2;
N∑
γ=0
Cγe
−hγ = 1− e−1.
(37)
where ψm(x) is dened by equality (5), Pm−2(hβ) is polynomial of degree m − 2 of hβ, d is
unknown oeient
fm(hβ) =
ehβ + e−hβ + e1−hβ + ehβ−1 − 4
4
−
m−1∑
k=1
(hβ)2k + (1− hβ)2k
2 · (2k)!
. (38)
Proof of theorem 4. Let m = 1, then from (37) we have
N∑
γ=0
Cγ
sign(hβ − hγ)
4
(ehβ−hγ − ehγ−hβ) + de−hβ = f1(hβ), β = 0, N, (39)
N∑
γ=0
Cγe
−hγ = 1− e−1. (40)
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Aording to (34) in this ase the optimal oeients have following form
Cβ =


D1(hβ) ∗ f1(hβ)|β=0 + a, β = 0;
D1(hβ) ∗ f1(hβ), β = 1, N − 1;
D1(hβ) ∗ f1(hβ)|β=N + b, β = N.
(41)
To nd optimal oeients (41) we need to alulate the onvolution D1(hβ) ∗ f1(hβ). For
this using equalities (17), (38) and theorem 2 we obtain
D1(hβ) ∗ f1(hβ) = D1(hβ) ∗
(
ehβ + e−hβ + e1−hβ + ehβ−1
4
− 1
)
=
1
4
(
D1(hβ) ∗ e
hβ +D1(hβ) ∗ e
−hβ +D1(hβ) ∗ e
1−hβ +D1(hβ) ∗ e
hβ−1
)
−D1(hβ) ∗ 1 =
= −D1(hβ) ∗ 1 = −
∞∑
γ=−∞
D1(hγ) = −2D1(h)−D1(0) =
= −2 ·
1
p
(−2eh)−
1
p
· 2C = −
1
p
(−4eh + 2(1 + e2h)) =
2(eh − 1)
eh + 1
.
Then from (41) we have
Cβ =


2(eh−1)
eh+1
+ a, β = 0
2(eh−1)
eh+1
, β = 1, N − 1
2(eh−1)
eh+1
+ b, β = N.
(42)
Hene one an see, that for nding of oeients we need to determine a and b. For this diretly
using (42), (40), from (39) taking aount of β = 1, N − 1, we have
S =
N∑
γ=0
Cγ
sign(hβ − hγ)
4
(ehβ−hγ − ehγ−hβ) =
1
2
β∑
γ=0
Cγ(e
hβ−hγ − ehγ−hβ)−
−
1
4
N∑
γ=0
Cγ(e
hβ−hγ − ehγ−hβ) =
1
2
(
β∑
γ=0
cγe
hβ−hγ −
β∑
γ=0
Cγe
hγ−hβ
)
−
−
1
4
(
ehβ(1− e−1)− e−hβ
N∑
γ=0
Cγe
hγ
)
=
=
1
2
(
a(ehβ − e−hβ) +
β∑
γ=0
2(eh − 1)
eh + 1
(ehβ−hγ − ehγ−hβ)
)
−
−
1
4
(
ehβ(1− e−1)− e−hβ(a+ be +
N∑
γ=0
2(eh − 1)
eh + 1
ehγ)
)
=
=
1
2
(
a(ehβ − e−hβ) +
2(eh − 1)
eh + 1
(
ehβ
1− (e−h)β+1
1− e−h
− e−hβ
1− (eh)β+1
1− eh
))
−
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−
1
4
(
ehβ(1− e−1)− e−hβ(a + be +
2(eh − 1)
eh + 1
1− (eh)N+1
1− eh
)
)
=
=
1
2
(
a(ehβ − e−hβ) +
2(eh − 1)
eh + 1
(
ehβ
eh − e−hβ
eh − 1
+ e−hβ
1− ehβ+h
eh − 1
))
−
−
1
4
(
ehβ(1− e−1)− e−hβ
(
a + be +
2(eh+1 − 1)
eh + 1
))
=
= ehβ
(
a
2
+
2eh
eh + 1
−
1− e−1
4
)
+ e−hβ
(
−
a
2
+
1
eh + 1
+
a + be
4
+
eh+1 − 1
2(eh + 1)
)
− 1.
Substituting obtained expression for S into (39) we get
ehβ
(
a
2
+
eh
eh + 1
−
e− 1
4e
)
+ e−hβ
(
be− a
4
+
eh+1 + 1
2(eh + 1)
)
− 1 + de−hβ =
= ehβ(
1 + e−1
4
) + e−hβ
1− e
4
− 1.
Hene and from (40) we obtain 

a
2
+ e
h
eh+1
− e−1
4e
= e+1
4e
be−a
4
+ e
h+1+1
2(eh+1)
+ d = 1+e
4
ae + b+ 2(e
h+1−1
eh+1
= e− 1
Solving this system, we will nd unknowns a, b, d, i.e.
a =
1− eh
eh + 1
, b =
1− eh
eh + 1
, d = 0. (43)
Thus, substituting (43) into (42), we obtain the assertion of theorem. Theorem 4 is proved.
Proof of theorem 5. In m = 2 from (34) we obtain
Cβ =


D2(hβ) ∗ f2(hβ)|β=0 + a+ a1 + b1λ
N
1 , β = 0
D2(hβ) ∗ f2(hβ) + a1λ
β
1 + b1λ
N−β
1 , 1 ≤ β ≤ N − 1
D2(hβ) ∗ f2(hβ)|β=N + b+ a1λ
N
1 + b1, β = N
(44)
First we will alulate the onvolution D2(hβ) ∗ f2(hβ). Using equalities (17), (38) and
theorem 2 we get
D2(hβ) ∗ f2(hβ) = D2(hβ) ∗
(ehβ + e−hβ + e1−hβ + ehβ−1 − 4
4
−
−
(hβ)2 + (1− hβ)2
4
)
= −D2(hβ) ∗
(
2(hβ)2
4
)
= −
1
2
D2(hβ) ∗ (hβ)
2. (45)
From equality (20) we obtain, that polynomial
P2(λ) = λ
2(1− e2h + 2heh) + (2(e2h − 1)− 2h(e2h + 1))λ+ (1− e2h + 2heh)
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has two roots λ1 and λ2, λ1λ2 = 1 and |λ1| < 1
λ1 + λ2 =
2h(e2h + 1)− 2(e2h − 1)
(1− e2h + 2heh)
, p = 1− e2h + 2heh (46)
Further,
D2(hβ) ∗ (hβ)
2 =
∞∑
γ=−∞
D2(hγ)(hβ − hγ)
2 =
∞∑
γ=−∞
D2(hγ)(hγ)
2 =
2D2(h)h
2 + 2
∞∑
γ=2
D2(hγ)(hγ)
2 = 2h2(
1
p
(−2eh + A1))+
+2h2
∞∑
γ=2
A1
pλ1
λ
γ
1γ
2 =
2h2
p
[
−2eh +
A1
λ1
∞∑
γ=1
λ
γ
1γ
2
]
=
=
2h2
p
[
−2eh +
A1
λ1
1
1− λ1
2∑
i=0
(
λ1
1− λ1
)i∆i02
]
=
=
2h2
p
[
−2eh +
A1
λ1
1
1− λ1
(
λ1
1− λ1
+
2λ21
(1− λ1)2
)]
=
=
2h2
p
[
−2eh +
A1
λ1
1
1− λ1
λ1 + λ
2
1
(1− λ1)2
]
=
=
2h2
p
[
−2eh +
A1
λ1
λ1(1 + λ1)
(1− λ1)3
]
=
2h2
p
[
−2eh +
A1(1 + λ1)
(1− λ1)3
]
.
Hene, taking into aount equalities (19) and (46), we have
D2(hβ) ∗ (hβ)
2 =
2h2
p
[
−2eh −
2(λ1)
2(λ1(e
2h + 1)− eh(λ21 + 1))(1 + λ1)
(λ21 − 1)(1− λ1)
3
]
=
2h2
p
[
−2eh −
2(λ1(e
2h + 1)− eh(λ21 + 1))
(1− λ1)2
]
=
= −
4h2
p
[
eh +
λ1(e
2h + 1)− eh(λ21 + 1)
(1− λ1)2
]
=
= −
4h2
p
[
eh − 2λ1e
h + ehλ21 + λ1(e
2h + 1)− eh(λ21 + 1)
(1− λ1)2
]
=
= −
4h2
p
(eh − 1)2λ1
(1− λ1)2
=
−4h2(eh − 1)2
p
1
λ2(1− 2λ1 + λ
2
1)
=
= −
4h2(eh − 1)2
p
1
λ2 − 2 + λ1
= −
4h2(eh − 1)2
p
1
2h(e2h+1)−2(e2h−1)
1−e2h+2heh
− 2
=
= −
4h2(eh − 1)2
p
p
2h(e2h + 1)− 2(e2h − 1)− 2(1− 2e2h)− 4heh
=
= −
4h2(eh − 1)2
2h(e2h − 2eh + 1)
= −
4h2(eh − 1)2
2h(eh − 1)2
= −2h.
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So
D2(hβ) ∗ (hβ)
2 = −2h. (47)
If we substitute equality (47) into (45) we obtain
D2(hβ) ∗ f2(hβ) = −
1
2
D2(hβ) ∗ (hβ)
2 = −
1
2
(−2h) = h. (48)
Taking into aount (48) from (44) we get
Cβ =


h+ a+ a1 + b1λ
N
1 , β = 0,
h+ a1λ
β
1 + b1λ
N−β
1 , 1 ≤ β ≤ N − 1,
h+ b+ a1λ
N
1 + b1, β = N.
(49)
Here a1, b1, a, b are unknown onstants. If we nd these onstants, then we obtain expliit form
of optimal oeients.
When m = 2 the system (8)-(10) of Wiener-Hopf type for optimal oeients have following
view
N∑
γ=0
sign(hβ − hγ)
2
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
+ de−hβ =
=
ehβ + e−hβ + e1−hβ + ehβ−1 − 4
4
−
(hβ)2 + (1− hβ)2
4
, (50)
N∑
γ=0
Cγ = 1, (51)
N∑
γ=0
Cγe
−hγ = 1− e−1. (52)
To nd expliit form of optimal oeients, substituting equality (49) into (50), we obtain
identity by variable hβ. Equating to zero oeients of ehβ, e−hβ, hβ, (hβ)0, we get system for
unknowns a1, b1 and solving it we will nd a1, b1.
First from orthogonality onditions (51), (52) oeients C0 and CN we will express by Cγ,
γ = 1, N − 1 

C0 + CN = 1−
N−1∑
γ=1
Cγ,
C0 + CNe
−1 = 1− e−1 −
N−1∑
γ=1
Cγe
−hγ.
Hene
C0 =
e− 2
e− 1
+
N−1∑
γ=1
Cγ
1− e1−hγ
e− 1
, (53)
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CN =
1
e− 1
+
N−1∑
γ=1
Cγ
e1−hγ − e
e− 1
. (54)
Now onsider rst sum of the equality (50) and taking into aount denition of sign(x) we get
g(hβ) =
N∑
γ=0
Cγ
sign(hβ − hγ)
2
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
=
=
β∑
γ=0
Cγ
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
−
−
1
2
N∑
γ=0
Cγ
sign(hβ − hγ)
2
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
=
= C0
(
ehβ − e−hβ
2
− hβ
)
+
β∑
γ=1
Cγ
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
−
−
1
2
(
ehβ
2
N∑
γ=0
Cγe
−hγ −
e−hβ
2
N∑
γ=0
Cγe
hγ −
N∑
γ=0
Cγhβ +
N∑
γ=0
Cγhγ
)
=
= C0
(
ehβ − e−hβ
2
− hβ
)
+
β∑
γ=1
Cγ
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
−
−
1
2
(
ehβ
2
(1− e−1)−
e−hβ
2
N∑
γ=0
Cγe
hγ − hβ +
N∑
γ=0
Cγhγ
)
. (55)
Using (49) - form of optimal oeients Cγ, γ = 1, N − 1, we alulate following sums
S1 =
N−1∑
γ=1
Cγ
1− e1−hγ
e− 1
=
1
e− 1
(
1− h+ a1
λ1 − λ
N
1
1− λ1
+ b1
λ1 − λ
N
1
1− λ1
)
−
−
e
e− 1
(
h
1− eh−1
eh − 1
+ a1
λ1 − λ
N
1 e
h−1
eh − λ1
+ b1
λN1 − λ1e
h−1
λ1eh − 1
)
,
S2 =
N−1∑
γ=1
Cγ
e1−hγ − e
e− 1
=
e
e− 1
(
h
1− eh−1
eh − 1
+ a1
λ1 − λ
N
1 e
h−1
eh − λ1
+
+b1
λN1 − λ1e
h−1
λ1eh − 1
)
−
e
e− 1
(
1− h + a1
λ1 − λ
N
1
1− λ1
+ b1
λN1 − λ1
λ1 − 1
)
,
S3 =
β∑
γ=1
Cγ
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
=
=
β∑
γ=1
(h+ a1λ
γ
1 + b1λ
N−γ
1 )
(
ehβ−hγ − ehγ−hβ
2
− (hβ − hγ)
)
=
14
=
ehβ
2
β∑
γ=1
(h + a1λ
γ
1 + b1λ
N−γ
1 )e
−hγ −
e−hβ
2
β∑
γ=1
(h+ a1λ
γ
1 + b1λ
N−γ
1 )e
hγ−
−hβ
β∑
γ=1
(h+ a1λ
γ
1 + b1λ
N−γ
1 ) +
β∑
γ=1
(h+ a1λ
γ
1 + b1λ
N−γ
1 )hγ.
Hene using properties of geometri progression we get
S3 =
ehβ
2
(
h
1− e−hβ
eh − 1
+ a1
λ1 − λ
β+1
1 e
−hβ
eh − λ1
+ b1
λN1 − λ
N−β
1 e
−hβ
λ1eh − 1
)
−
−
e−hβ
2
(
h
eh − eh+hβ
1− eh
+ a1
λ1e
h − λβ+11 e
hβ+h
1− λ1eh
+ b1
λN1 e
h − λN−β1 e
h+hβ
λ1 − eh
)
−
−hβ
(
hβ + a1
λ1 − λ
β+1
1
1− λ1
+ b1
λN1 − λ
N−β
1
λ1 − 1
)
+ h2
(β + 1)β
2
+
+a1h
β(λβ+21 − λ
β+1
1 ) + λ1 − λ
β+1
1
(1− λ1)2
+ b1h
λN+11 − λ
N+1−β
1 + β(λ
N−β
1 − λ
N+1−β
1 )
(λ1 − 1)2
=
=
ehβ
2
(
h
eh − 1
+
a1λ1
eh − λ1
+
b1λ
N
1
λ1eh − 1
)
−
e−hβ
2
( heh
1− eh
+
+a1
λ1e
h
1− λ1eh
+ b1
λN1 e
h
λ1 − eh
)
+
1
2
( h
1− eh
+
a1λ
β+1
1
λ1 − eh
+
+
b1λ
N−β
1
1− λ1eh
)
+
1
2
(
heh
1− eh
+
a1λ
β+1
1 e
h
1− λ1eh
+
b1λ
N−β
1 e
h
λ1 − eh
)
−
−hβ
(
hβ + a1
λ1 − λ
β+1
1
1− λ1
+ b1
λN1 − λ
N−β
1
λ1 − 1
)
+ h2
(β + 1)β
2
+
+a1h
β(λβ+21 − λ
β+1
1 ) + λ1 − λ
β+1
1
(1− λ1)2
+ b1h
λN+11 − λ
N+1−β
1 + β(λ
N−β
1 − λ
N+1−β
1 )
(λ1 − 1)2
.
S4 =
N−1∑
γ=1
Cγe
hγ =
N−1∑
γ=1
(h+ a1λ
γ
1 + b1λ
N−γ
1 )e
hγ =
= h
eh − e
1− eh
+ a1
λ1e
h − λN1 e
1− λ1eh
+ b1
λN1 e
h − λ1e
λ1 − eh
.
S5 = h
N−1∑
γ=1
Cγγ = h
N−1∑
γ=1
(h+ a1λ
γ
1 + b1λ
N−γ
1 )γ =
h(N − 1)
2
+
+a1h
λ1 − λ
N+1
1 −Nλ
N
1 (1− λ1)
(λ1 − 1)2
+ b1h
λN+11 − λ1 −N(λ
2
1 − λ1)
(λ1 − 1)2
.
15
Now by using equalities (53), (54), (55) and sums S1, S2, S3, S4, S5, equating oeients in front
of ehβ and hβ in left and right sides of equality (50), respetively, after some alulations we
obtain following linear system for a1 and b1.
 a1
(eh−1)(λN+11 −λ1e)
(1−λ1)(e−1)(eh−λ1)
+ b1
(eh−1)(λ1−λ
N+1
1 e)
(e−1)(λ1−1)(λ1eh−1)
= 2−h
2
− h
eh−1
,
a1
1
eh−λ1
+ b1
1
λ1eh−1
= 0.
Hene, solving system, we have
a1 =
(2eh − 2− heh − h)(λ1 − 1)
2(eh − 1)2(λ1 + λ
N+1
1 )
(eh − λ1), (56)
b1 =
(2eh − 2− heh − h)(λ1 − 1)
2(eh − 1)2(λ1 + λ
N+1
1 )
(1− ehλ1). (57)
From (53), taking aount of S1 and a1, b1 for C0 we get
C0 =
eh − 1− h
eh − 1
−
(2eh − 2− heh − h)(λ21 + λ
N
1 − λ1 − λ
N+1
1 )
2(eh − 1)2(λ1 + λ
N+1
1 )
. (58)
And from equality (54), taking into aount S2, (56), (57) we obtain optimal oeient CN
CN =
heh − eh + 1
eh − 1
−
eh(2eh − 2− heh − h)(λ21 + λ
N
1 − λ1 − λ
N+1
1 )
2(eh − 1)2(λ1 + λ
N+1
1 )
. (59)
We denote by
K(h) =
(2eh − 2− heh − h)(λ1 − 1)
2(eh − 1)2(λ1 + λ
N+1
1 )
and taking into aount equalities (56), (57), (58) and (59) we obtain assertion of theorem.
Theorem 5 is proved.
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