INTRODUCTION
Digital Subscriber Loop (DSL) technology is being deployed to unlock the access bottleneck to the Internet. Voice over DSL is supported using the Asynchronous Transfer Mode (ATM) Adaptation Layer 2 (AAL2). ATM Adaptation Layers adapt specific types of applications such that their traffic can be carried over ATM networks [1] . Three main types of AALs have been defined by ITU-T. AAL1 supports the carriage of Constant Bit Rate (CBR) Voice over ATM (VoATM). AAL5 has been developed for and is largely used for data applications. On the contrary, AAL2 provides a flexible yet a powerful infrastructure to adapt low and variable bit rate traffic in a real-time sensitive environment dominated by compressed voice and facsimile applications.
Customer Premises Equipment (CPE) for DSL access is typically an Integrated Access Device (IAD). The IAD packetises the analog/digital voice and demodulated facsimile traffic into AAL2 packets. DSL terminates on a multi-service gateway a t the central office, from where packetised voice and demodulated facsimile information can be cost-effectively and efficiently delivered to a remote subscriber over a wide area IP network rather than Public Switched Telephone Network (PSTN) (Figure 1) .
ITU_T Recommendation I.336.2 [2] defines packet formats and procedures for transporting demodulated Group 3 facsimile packets over AAL2. At the multiservice gateway, an interworking function (IWF) is need to provide interoperability between Facsimile over ATM (FoATM) and real-time Facsimile over Internet Protocol (FoIP) as defined by ITU-T Recommendation T.38 [3] . In such a scenario, facsimile signals from a G3 facsimile machine (conforming to procedures defined in ITU-T Recommendation T.30 [4] ) are demodulated at the IAD and transported to the multi-service gateway in AAL2 packets using the procedures described in I.366.2. At the multi-service gateway, AAL2 packets are converted into IFP (Internet Facsimile Protocol) packets and transported to the peer multi-service gateway using the procedures defined in T.38. At the remote multi-service gateway, IFP packets are reconverted into AAL2 packets for communication to the remote IAD using the procedures described in I.366.2. At the remote IAD, data in the AAL2 packets are remodulated and transmitted to the remote facsimile terminal using the procedures described in T.30 ( Figure 2 ). However, conversion between AAL2 packets and IFP packets is not trivial. Not only are the packet formats significantly different, FoIP and FoATM employ different techniques for maintaining the required Quality of Service (QoS) for the facsimile session. This paper introduces the procedures described in standards for realtime facsimile commu nication. In the subsequent sections issues related to interworking FoIP and FoATM have been discussed and some techniques for their resolution have been suggested. Finally, the paper describes the design of an I.366.2 to T.38 interworking function. 
PROTOCOLS FOR REAL-TIME FACSIMILE COMMUNICATION

Facsimile Communication over PSTN
Procedures for facsimile document transmission over a general switched telephone network are defined in ITU-T Recommendation T.30 [4] . T.30 divides the complete facsimile session into 5 phases, which involve call establishment, pre-message negotiations and exchange of capabilities, message transmission, postmessage procedures to detect errors in document transmission and finally disconnection. Control messages exchanged during the pre-message and postmessage phases (phases B and D respectively) are encapsulated in unnumbered HDLC frames that are transmitted in half-duplex mode at 300 bps over V.21. On the contrary, facsimile image is formatted according to the ITU-T Recommendation T.4 [5] and is communicated (in phase C) at a higher data rate negotiated during the pre-message procedures.
T.30 also specifies QoS for facsimile control and image transfer between communicating facsimile devices. Transmission of a facsimile control frame should not take more than 3 seconds ± 15%. Thus, a receiver should not accept a frame that takes longer than 3.45 seconds to receive and the transmitter should not allow a frame to be transmitted if it will take more than 2.55 seconds to transmit. This is because there is no absolute maximum frame size defined for the HDLC frames. Thus, loss of a closing HDLC flag (due to bit errors) could result in the device receiving the frame to receive erroneous data indefinitely, till it encounters the next HDLC flag [6] . During image transfer, no scan line of the image should take longer than 5 seconds to transmit [5] . If a scan line takes longer than 5 seconds, the receiver should disconnect. Furthermore, once image transmission starts during phase C, no gaps or pauses are permitted in the transmission of the image data. Such pauses or gaps distort the image at the receiver and can also disrupt the facsimile session.
During pre -message and post-message procedures, all responses to commands must be received within 3 seconds ± 15% of the transmission of a command. If a valid response is not received (due to an error either in the peer terminal or the network), the command is repeated thrice before the facsimile session is aborted. Similarly, a receiver aborts the facsimile session if it does not receive a command for 6 ± 1 seconds.
Facsimile Communication over IP
ITU-T Recommendation T.38 [3] A module in the gateway, referred to as the ONRamp function [7] , receives and demodulates T. A module in the gateway receiving IFP packets, referred to as the OFF-Ramp function [7] , decodes the transferred information and communicates this information to the connected facsimile terminal using the normal T.30 procedures. Thus the two facsimile terminals connect and communicate facsimile control and image data in real-time over two PSTN links with an IP network in between. Data is transferred over both the PSTN links at the same rate ( Figure 3) . IP networks primarily being best effort networks offer no guarantee to the timely delivery of IFP packets between peer FoIP gateways. IFP packets can get lost, duplicated, delivered out of sequence or delayed indefinitely within the IP network. Losses and delays can cause the communicating facsimile terminals to timeout. Jitter (variable inter-packet delay) during the communication of T.4 facsimile image data may give rise to situations where no data is available at the receiving gateway to transmit to the receiving facsimile terminal. Such breaks in the continuous stream of T.4 data can result in an abrupt termination of the session.
Another major issue encountered in facsimile over packet gateways is the modulation-demodulation delay per frame at the peer gateways. In FoIP gateways, there are two stages of modulation and transmission (at the transmitting facsimile terminal and at the OFF-Ramp function). Similarly, there are two stages of reception and demodulation (at the receiving facsimile terminal and at the ON-Ramp function). If a FoIP gateway demodulates and packetises a complete HDLC frame, at least twice the amount of time is required for the communication of that frame between the peer facsimile terminals. This alone can cause the T.30 timers to timeout and may result in collision of T.30 frames ( Figure 4 ) [8] .
T.38 describes procedures at the transport layer for protection against packet losses, duplications and out of sequence delivery. IFP packets can be transported over TCP to protect against these effects but at the cost of a large overhead that seriously a ffects its real-time performance. Reliability in facsimile transfer over UDPTL (UDP Transport Layer) is attempted through the communication, along with the primary IFP packet, of either n previously transmitted redundant IFP packet (known as secondaries) o r an optional parity FEC (Forward Error Correction) message. The parity FEC message is computed over n previously transmitted IFP packets. Transmission of secondaries in UDPTL results in excessive bandwidth utilization but protects against a loss of n prior IFP packets. On the contrary UDPTL packets using the simple parity FEC utilize bandwidth more economically but are protected against the loss of only one IFP packet from the ones used in the computation of corresponding FEC messages. Although multiple FEC messages can be included in a UDPTL packet to protect against the loss of successive UDPTL packets but it requires bandwidth equivalent to the bandwidth utilized in the transmission of UDPTL packets based on redundant IFP packets. Furthermore, computation of multiple FEC messages incorporates additional complexity [3] [8].
Tebbs [9] recommends procedures for effective bandwidth utilization in FoIP in an approach termed as Amalgamated Error Protection. In his approach, V.21 frames are transmitted with high redundancy. Modem training data for testing line condition is transmitted unprotected over the IP network. If packets containing training data are lost or delayed for significant durations, the receiving gateway generates artificial training data implying inability of PSTN links to carry facsimile over the speed being tested. This causes a data rate fallback that ultimately releases bandwidth over the network. This excess bandwidth can be used to convey error protection information. The approach suggests the use of simple FEC over low loss networks as it provides a better utilization of resources. In this case, an occasional lost packet can be reconstructed conveniently. Alternatively, redundancy is recommended for lossy networks to ensure reliability. Additionally, Tebbs' analysis also suggests algorithms to determine the maximum packet size from the desired maximum bandwidth, total bandwidth for the facsimile session and the maximum number of redundant frames per UDPTL packet. Constructing IFP packets containing partial HDLC frames can reduce modulation-demodulation delay at the gateways. For instance, consider a 10-byte HDLC frame transmitted by a facsimile terminal. The connected FoIP gateway (ON-Ramp function) can construct 10 IFP packets each containing a specific byte of the HDLC frame. As soon as the first byte is demodulated at the gateway, the corresponding IFP packet is constructed and is transmitted to the peer gateway. After transmitting this IFP packet, the transmitting gateway starts demodulating the second byte of the frame. Considering negligible delay in the IP network, by the time the transmitting gateway would have received and demodulated the second byte of the HDLC frame, the peer receiving gateway (OFF-Ramp function) would have received the IFP packet containing the first byte of the HDLC frame, remodulated it and transmitted it to the connected facsimile device. In this case the total time required to transmit an HDLC frame will be in the order of the time required to transmit, over PSTN, an HDLC frame the length of which is one byte more than the length of the actual frame, thereby minimizing the chances of a timeout at the transmitting facsimile terminal. Although T.38 recommends the transmission of smaller IFP packets, it does not provide guidelines for the determination of the size of these packets [3] . As IFP packets containing only one byte of HDLC frame are carried with a significant overhead, an optimum frame Frame Collision size can be determined for which the mo dulationdemodulation delay per frame is sufficiently smaller to ensure that timeout will not occur at the transmitting facsimile terminal. Furthermore, if very small IFP packets (i.e., packets containing only one HDLC byte per IFP packet) are used, a jitter buffer for HDLC frames is required at the OFF-Ramp function. This is necessary to compensate for inter-packet delays greater than 26.7ms (i.e., the time to transmit 8 bits at a rate of 300 bps) for IFP packets carrying successive bytes of an HDLC frame.
T.38 also does not specify measures to accomplish T.30 QoS objectives in the presence of jitter and delay within the packet network. Jitter and significant latencies within the packet networks can cause T.30 timers at the facsimile terminals to timeout even when the modulation-demodulation delays per frame have been kept to the minimum. T.30 timers can be extended by transmitting a preamble in anticipation of the IFP packet delayed within the packet network. The size of the preamble, however, depends upon the size of the HDLC frame and is defined as 3 seconds from the start of the flag until a complete frame is received. Thus, a longer frame will have a relatively shorter preamble and vice versa. When the T.30 timer of a facsimile terminal is about to expire, the associated gateway can start transmitting a preamble in anticipation of the response from the peer gateway. Upon reception of the response, the transmission of the preamble is suspended (if 1 to 2 seconds have elapsed since the start of its transmission) and the response can be transmitted to the connected facsimile terminal. In case the response is delayed more than 2 seconds, a short intermediate spoofed (invalid) HDLC frame of 6 bytes can be transmitted after 2.8 seconds of the start of transmission of the preamble. Facsimile terminals receiving such frames will ignore them. This will give more allowance to the response sequence to traverse the IP network. If the response sequence arrives at the gateway between 2 and 2.8 seconds of the start of transmission of the preamble and the response frame is greater than 6 bytes, it is buffered and is transmitted after the transmission of the spoofed frame. Nonstandard facilities frames are suppressed as these are optional and of unknown lengths.
Jitter encountered during the communication of T.4 image data can be managed by the implementation of a jitter buffer. As the receiving facsimile terminal can wait for up to 6 seconds before the arrival of valid image data, the connected facsimile terminal can store a number of T.4 image data segments before playing the image bits out to the modem. In case of excessive delays, situation may arise where the jitter buffer becomes empty and the gateway has no data to transmit to the receiving facsimile device, thereby causing the disruption of the facsimile session. packet. Protection against packet losses is achieved by sending the modulation control messages 3 times. Protection against packet loss of T.30 data is accomplished by an octet rollover method. In t his method, each T.30 data packet contains 3 data octets, the current octet (n), the previous octet (n-1) and the octet before the previous ( n-2). Therefore, data octets are transmitted with triple redundancy with each data octet appearing at a shifted position in 3 successive packets. Time interval between these packets is 26.7 ms. The ending T.30 data octet is sent without rollover and using the common facility for triple redundancy at an interval of 20 ms.
Facsimile Communication over ATM
As mentioned earlier, facsimile image and TCF data are sent unprotected in AAL 2 type 1 packets with a time interval of 20 ms between each packet. Number of octets in the transmitted packets depends upon the modulation type and ranges from 6 octets for a bit rate of 2400 bps to 36 octets for a bit rate of 14,400 bps.
Time stamps inserted in type 3 packets at the ONRamp function can be used to fulfill the timing requirements for T.30. The OFF-Ramp receiving the type 3 packets uses these time stamps to minimize network jitter thereby maintaining a constant offset from the underlying event. Intervals between events, such as the interval between end of V.21 transmission and the start of image data transmission, are also conveyed accurately.
The remodulating gateway (the OFF-Ramp function) need not obey received time stamps as the only guide to its behaviour. Under severely errored line conditions, constant delay in time stamping at the demodulator might not be maintained and the receiver may choose to reconstruct T.30 signals at the remodulator to ensure that the timing requirements are met [2] .
ISSUES IN IMPLEMENTING A T.38 TO I.366.2 INTERWORKING FUNCTION
Some dissimilarities exist in the procedures described in T.38 and I.366.2 Recommendations. These dissimilarities are highlighted in the following paragraphs. Because of these differences conversion between T.38 and I.366.2 packets is not a trivial process.
Different Packet Structures
I.366.2 simplifies gateway operations and minimizes processing by allowing the bit-stuffed HDLC frames to be carried in AAL 2 packets. On the contrary, T.38 requires the transparency bits of the HDLC frames to be removed and the facsimile control and image data be encoded in IFP packets using ASN.1. Furthermore, T.38 requires the computation of FCS (Frame Check Sequence) at the gateways.
I.366.2 defines simple fixed length packets to carry facsimile image and control data. Their size and structure facilitate their processing at the gateways. On the contrary, not only are the IFP packets of variable lengths but the number of redundant IFP packets packed in a single UDPTL packet also varies. Furthermore ASN.1 encoding and decoding introduces a significant processing overhead at the T.38 gateways.
Time Stamping of AAL 2 Type 3 Packets
Type 3 AAL 2 packets contain time stamps that are used by the I.366.2 OFF-Ramp function to reconstruct the timing relationships between different events that occur at the ON-Ramp I.366.2 device. T.38 does not cater for the communication of timing information between the peer gateways. Thus, once a facsimile frame reaches the ON-Ramp function of an IAD, the IAD inserts a time stamp in the AAL 2 type 3 packets it generates. When these packets reach the IWF, the ONRamp function of the IWF prepares IFP packets for transmission to the OFF-Ramp function of the peer IWF. As there is no provision in the IFP packets for conveying timing information between T.38 gateways, this timing information is discarded by the ON-Ramp function of the IWF. IFP packets reaching the OFF-Ramp function need to be converted into AAL 2 type 3 packets for onward transmission to the OFF-Ramp function of the peer IAD. At this point, the original timing information generated by the ON-Ramp function of the IAD is not available to be inserted into the AAL 2 type 3 packets ( Figure 5 ). This timing information needs to be provided as the I.366.2 OFF-Ramp function may depend upon it to emit specific signals to the receiving facsimile device at appropriate intervals.
Suggested Solutions
ON-Ramp function of the IWF can be constructed such that it buffers (after removal to the inserted transparency bits) bytes of the HDLC frame being communicated. Once contents of the complete frame have been received, the IWF can generate the IFP packet for that frame. However, assembling the complete frame at the IWF generates delays similar to the modulationdemodulation delay, which may eventually cause the facsimile session to timeout. Alternatively only enough bytes of the frame being communicated may be buffered so that their modulation-demodulation delay does not cause the facsimile session to timeout. These bytes are then transmitted to the OFF-Ramp function of the peer IWF encapsulated in an IFP packet. Alternatively, the buffer at the ON-Ramp function is not used for assembling bytes but only for buffering received data to calculate FCS. Rather IFP packets containing single HDLC bytes are constructed. HDLC bytes are stored in the jitter buffer in the OFF-Ramp function to compensate for jitter that might be induced in the IP network. The time of generation of AAL 2 packet from the first byte is noted and this also serves as its timestamp. Time stamps for the subsequent AAL 2 packets are generated successively at an interval of n × 26.7 ms from the time stamp of the first AAL 2 packet, where n is the position of the byte (being carried in the AAL2 packet) from the first byte in the HDLC frame.
It is possible to communicate original time stamps between the peer IWFs via out-of-band m essaging. However, such a scheme is not based on any standard and may cause interoperability issues.
ARCHITECTURE OF A T.38 TO I.366.2 INTERWORKING FUNCTION
This section describes the overall architecture of the T.38 to I.366.2 IWF and the internal architectures of some of its major components in the form of data flows Figure 7 shows the internal architecture of I.366.2 Receiver. HDLC Data Extractor removes the transparency bits from the received HDLC data bytes. HDLC and image data bytes are buffered appropriately in respective circular buffers. Although FoIP Encoder normally generates an IFP packet for every HDLC data byte received, buffering of a complete HDLC frame is required so that IFP Encoder can calculate the FCS once all the bits of the frame have been received. I.366.2 I nterface also compensates for loss by exploiting the triple redundancy of HDLC data and indications in AAL 2 type 3 packets used to carry this information. FoIP Encoder retrieves the HDLC data, image data and indications, and converts these into IFP packets. As mentioned earlier, T.38 can use either TCP or UDP for the transfer of facsimile control and image data. Transport service to be used and transport ports at the gateways are selected at the call establishment phase as specified in Amendment 1 [10] and Amendment 2 [11] to T.38 Recommendation. If the communicating IWFs agree to use UDP to transport IFP packets, FoIP Encoder generates UDPTL packets, which are transmitted over UDP to OFF-Ramp function of the peer IWF by the Network Interface. On the contrary, if the peer IWFs agree to use TCP to transport IFP packets, the FoIP Encoder forwards each IFP packet it generates to the Network Interface for transmission over TCP to the OFF-Ramp function of the IWF. Figure 8 shows the internal architecture of the FoIP Encoder. Figure 8 . Internal architecture of FoIP Encoder IFP Encoder prepares IFP packets for the HDLC data bytes inserted in the HDLC data buffer, image data bytes inserted in the image data b uffer and the indications generated by the I.366.2 Receiver. As the I.366.2 Receiver will normally write one HDLC data byte in the HDLC data buffer at a time, IFP Encoder will generate IFP packets encapsulating one HDLC data byte per IFP packet. It is also possible that due to two consecutive packets lost over ATM, the I.366.2 Receiver writes up to three HDLC data bytes in the HDLC data buffer upon the successful reception of the third AAL 2 packet. In this case, the IFP Encoder can generate an IFP packet encapsulating all the HDLC data bytes written in the HDLC data buffer by the I.366.2 Receiver. If the I.366.2 Receiver indicates the end of the HDLC frame being received, the IFP Encoder will calculate the FCS for the frame received so that bit errors in the frame, if any, can be indicated in the last IFP packet.
If IFP packets are to be transported to the peer IWF over UDP, these are inserted in the UDPTL buffer. UDPTL buffer in the ON-Ramp function is basically a queue. As the IFP encoder creates IFP packets, it inserts these at the tail of the queue. If the queue is full and an IFP packet is being inserted, the IFP packet at the front of the queue is dropped before the new element is inserted at the tail. To transmit a UDPTL packet, the UDPTL Encoder reads the entire contents of the queue (without removing them), packs them in a UDPTL packet and passes the UDPTL packet to the Network Interface for transmission to the OFF-Ramp function of the peer IWF. In this case, IFP packet at the tail of the queue is the mandatory IFP packet whereas the remaining are secondaries, in their respective order from the tail to the front.
FoIP Encoder should be able to complete its operation of encoding facsimile data within 20 ms. This is because the IAD will be generating AAL 2 packets at a rate of one every 20 ms. Delays in processing received At the OFF-Ramp function, the FoIP Decoder removes the HDLC data and image data bytes from the IFP packets it receives and inserts these in the HDLC data and image data jitter buffers ( Figure 6 ). For the IFP packets containing the last of the HDLC frame data, the FoIP Decoder generates the FCS and inserts that in the HDLC data buffer as well. As the FoIP Decoder does not insert the transparency bits in the frames and the flags indicating the start and end of each frame, frames can be delimited using the DLE STX and DLE ETX sequences as defined in the DCE (Data Communications Equipment) C ontrol Standard for Class 1 facsimile modems [12] . The same can be used for indicating the end of image data in the image data jitter buffer.
Internal architecture of the FoIP Decoder is shown in figure 9 . If the peer IWFs communicate over TCP, the IFP Decoder receives, directly from the Network Interface, the IFP packet transmitted by the peer IWF. On the contrary, if UDP is used to communicate FoIP information, the UDPTL Decoder receives the UDPTL packets and retrieves IFP packets from them. These IFP packets are then inserted into the UDPTL buffer in the OFF-Ramp function. UDPTL buffer in the FoIP Decoder is a simple linked list that inserts the received IFP packets (primaries and secondaries) in the order of their sequence numbers. However, only the head node is retrieved. The FoIP Decoder notes the sequence number of the IFP packet that will be required next by the application. If the sequence number of the received IFP packet is less than the sequence number required by the application, the IFP packet is discarded. If the sequence number of the received IFP packet is the same as or is greater than the value of the sequence number required by the application, the IFP packet is inserted in the list only if this IFP packet does not already exist in the list. Furthermore, if the IFP packet at the head of the list has a sequence number greater than the sequence number required by the application, IFP packet loss is considered to have occurred. Figure 10 shows the internal architecture of the I.366.2 Transmitter. HDLC Data Inserter is signaled to read HDLC data bytes from the HDLC data jitter buffer once the HDLC data jitter buffer is full. HDLC Data Inserter reads a data byte from the HDLC data jitter buffer every 26.7 ms, performs transparency bit insertion and passes the resulting data stream to I.366.2 Interface. I.366.2 Interface prepares an AAL 2 type 3 packet for each bit-stuffed HDLC data byte received and transmits it to the receiving IAD. Image Data Inserter reads the image data jitter buffer every 20 ms and retrieves number of image data bytes corresponding to the high-speed facsimile image data rate. These bytes are packaged into an AAL 2 type 1 packet by the I.366.2 Interface and transmitted to the receiving IAD.
CONCLUDING REMARKS
IP networks are considered to be cost-effective means of providing wide area communication facilities for voice, video and facsimile data. As these real-time services have been formulated for communication over circuit switched networks and point-to-point links, provision of the required QoS for these services over connectionless protocols such as IP present a formidable challenge. In the recent past some packet switched networking technologies have emerged that support the transportation of these real-time service with the required QoS. Furthermore protocols have also been developed over IP that exploit the characteristics of each of these services to allow their transportation over IP.
ITU-T Recommendation T.38 specifies protocols that allow the real-time communication of digital facsimile data over IP n etworks. On the other hand Internet access at the customer premises is largely being accomplished over DSL. Voice and facsimile traffic over DSL is accomplished via the AAL 2 service specific convergence sub-layer specified in the ITU-T Recommendation I.366.2. An Integrated Access Device at the customer's premises digitizes voice and demodulated facsimile data and transports them over AAL 2 as specified in I.366.2. Therefore, to communicate voice and facsimile traffic over the wide area IP network, interworking between these services over AAL 2 and over IP have to be performed. This paper highlights some of the issues in interworking FoATM and FoIP and also suggests some solutions to these issues. A high-level architecture of a FoATM to FoIP interworking function has also been presented. A main advantage of this interworking function is that it allows the communication of a facsimile device connected to an IAD with an Internet Aware Facsimile (IAF) device conforming to the ITU-T Recommendation T.38. Similarly, seamless real-time facsimile communication is also accomplished with facsimile terminals connected to PSTN via T.38 gateways (Figure 11 ). Figure 11 . Facsimile over T.38 allows interworking with IAF and facsimile over PSTN
