Abstract. We introduce a new method for building models of CH, together with Π 2 statements over H(ω 2 ), by forcing over a model of CH. Unlike similar constructions in the literature, our construction adds new reals, but only ℵ 1 -many of them. Using this approach, we prove that a very strong form of the negation of Club Guessing at ω 1 known as Measuring is consistent together with CH, thereby answering a well-known question of Moore. The construction works over any model of ZFC + CH and can be described as a finite support forcing construction with finite systems of countable models with markers as side conditions and with strong symmetry constraints on both side conditions and working parts.
Introduction
The problem of building models of consequences, at the level of H(ω 2 ), of classical forcing axioms in the presence of the Continuum Hypothesis (CH) has a long history, starting with Jensen's landmark result that Suslin's Hypothesis is compatible with CH ( [8] ). Much of the work in this area is due to Shelah (see [18] ), with contributions also by other people (see e.g. [1] , [10] , [15] , [9] , [3] or [16] ). Most of the work in the area done so far proceeds by showing that some suitable countable support iteration whose iterands are proper forcing notions not adding new reals fails to add new reals at limit stages.
There are (nontrivial) limitations to what can be achieved in this area. One conclusive example is the main result from [3] , which highlights a strong 'global' limitation: There is no model of CH satisfying a certain mild large cardinal assumption and realizing all Π 2 statements over the structure H(ω 2 ) that can be forced, using proper forcing, to hold together with CH. In fact there are two Π 2 statements over H(ω 2 ), each of which can be forced, using proper forcing, to hold together with CH -for one of them we need an inaccessible limit of measurable cardinals -, and whose conjunction implies 2 ℵ 0 = 2 ℵ 1 .
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The above example is closely tied to the following well-known obstacle to not adding reals, which appears in [9] and which is more to the point in the context of this paper:
1 Given a ladder system C = (C δ : δ ∈ Lim(ω 1 )) (i.e., each C δ is a cofinal subset of δ of order type ω), let Unif( C) denote the statement that for every colouring F : Lim(ω 1 ) −→ {0, 1} there is a function G : ω 1 −→ {0, 1} with the property that for every δ ∈ Lim(ω 1 ) there is some α < δ such that G(ξ) = F (δ) for all ξ ∈ C δ \ α (where, given an ordinal α, Lim(α) is the set of limit ordinals below α). We say that G uniformizes F on C. Given C and F as above there is a natural forcing notion, let us call it Q C,F , for adding a uniformizing function for F on C by initial segments. It takes a standard exercise to show that Q C,F is proper, adds the intended uniformizing function, and does not add reals. However, any long enough iteration of forcings of the form Q C,F , even with a fixed C, will necessarily add new reals. As a matter of fact, the existence of a ladder system C for which Unif( C) holds cannot be forced together with CH in any way whatsoever, as this statement actually implies 2 ℵ 0 = 2 ℵ 1 . The argument is well-known and may be found for example in [9] .
In the present paper we distance ourselves from the tradition of iterating forcing without adding reals and tackle the problem of building interesting models of CH by means of an entirely different approach: starting with a model of CH, we build something which is not quite a forcing iteration but which resembles one, and which moreover adds new reals, 2 although at most only ℵ 1 -many of them. In [4] , a framework for building finite support forcing iterations incorporating systems of countable models as side conditions was developed (see also [2] , [5] , [6] , and [7] for further elaborations). These iterations arise naturally in, for example, situations in which one is interested in building a (relatively long) forcing iteration of length κ which is proper and which, in addition, does not collapse cardinals.
3 Much of what we will say in the next few paragraphs will probably make sense only to readers with at least some familiarity with the framework as presented, for example, in [4] . 1 We will revisit this obstacle at the end of the paper with the purpose of addressing the following question: Why do our methods work with the present application and not with the problem of forcing Unif( C) (for any given C)?
2 As it turns out, the construction resembles a finite support iteration, and in fact it adds Cohen reals. 3 For example if, as in [4] , we want to force certain instances of the Proper Forcing Axiom (PFA) together with 2 ℵ0 = κ > ℵ 2 .
In the situations we are referring to here, one typically aims at a construction which in fact has the ℵ 2 -chain condition, and in order to achieve this it is natural to build the iteration in such a way that conditions be of the form (F, ∆), for F a (finitely supported) κ-sequence of working parts, and with ∆ being a set of pairs (N, γ), where N is a countable elementary submodel of H(κ), possibly enhanced with some predicate T ⊆ H(κ), and where γ < κ. N is one of the models for which we will try to 'force' each working part F (α), for every stage α ∈ N ∩ γ, to be generic for the generic extension of N up to that stage; thus, γ is to be seen as a 'marker' that tells us up to which point is N 'active' as a side condition.
In order for the construction to have the ℵ 2 -chain condition, it is often necessary to start from a model of CH and require that the domain of ∆ be a set of models with suitable symmetry properties. We call (finite) sets of models having these properties T -symmetric systems (for a fixed T ⊆ H(κ)). 4 One of these properties, and the one we will focus our attention on in a moment, is the following: In a T -symmetric system N , if N and N ′ are both in N and N ∩ω 1 = N ′ ∩ω 1 , then there is a (unique) isomorphism Ψ N,N ′ between the structures (N; ∈, T, N ∩ N) and (N ′ ; ∈, T, N ∩ N ′ ) which, moreover, is the identity on N ∩ N ′ . At this point one could as well take a step back and analyse the pure side condition forcing P 0 by itself. This forcing P 0 , which we can naturally see as the first stage of our iteration, consists of all finite T -symmetric systems of submodels, ordered by reverse inclusion. P 0 seems to have first appeared in the literature in [20] . It is a relatively well-known fact, and was noted in [6] , 5 that forcing with P 0 adds Cohen reals, although not too many; in fact it adds exactly ℵ 1 -many of them. This may be somewhat surprising given that P 0 adds, by finite approximations, a new rather large object (a symmetric system covering all of H(κ) V ). 6 The argument for this is contained in the proof of lemma 4.17 from the present paper, but it will nonetheless be convenient at this point to give a sketch of it here.
We assume, towards a contradiction, that there is a sequence (ṙ ξ ) ξ<ω 2 of P 0 -names which some condition N forces to be distinct subsets of ω. Without loss of generality we can take eachṙ ξ to be a member of H(κ). For each ξ we can pick N ξ to be a sufficiently correct countable model 4 A slightly enhanced form of the notion of T -symmetric system is defined in Section 2.
5 See also [14] . 6 Incidentally, P 0 is in fact strongly proper, and so each new real it adds is in fact contained in an extension of V by some Cohen real. The preservation of CH by P 0 was exploited in [12] . containing all relevant objects, which in this case includes N andṙ ξ . As CH holds, we may find distinct indices ξ and ξ ′ such that there is a unique isomorphism Ψ N ξ ,N ξ ′ between the structures (N ξ ; ∈, T * , N ,ṙ ξ ) and (N ξ ′ ; ∈, T * , N ,ṙ ξ ′ ) fixing N ξ ∩ N ξ ′ , where T * ⊆ H(κ) codes the satisfaction relation for (H(κ); ∈, T ). But then N * = N ∪ {N ξ , N ξ ′ } is a condition in P 0 forcing thatṙ ξ =ṙ ξ ′ . The point is that if n ∈ ω and N ′ is any condition extending N * and forcing n ∈ṙ ξ , then N ′ is in fact compatible with a condition M ∈ N ξ forcing the same thing. This is true since N * is an (N ξ , P 0 )-generic condition. But then Ψ N ξ ,N ξ ′ (M) is a condition forcing n ∈ Ψ N ξ ,N ξ ′ (ṙ ξ ) =ṙ ξ ′ (since P 0 is definable in (H(κ); ∈, T * ) without parameters). Finally, if N ′′ is a common extension of N ′ and M, then N ′′ forces also that n ∈ṙ ξ ′ , since it extends Ψ N ξ ,N ξ ′ (M) as Ψ N ξ ,N ξ ′ (M) ⊆ N ′′ by the symmetry requirement.
P 0 has received some attention in the literature. For example, Todorcević proved that P 0 adds a Kurepa tree (s. [14] ). Also, [14] presents a mild variant of P 0 which not only preserves CH but actually forces ♦.
The iterations with symmetric systems of models as side conditions that we were referring to before do not preserve CH, and in fact they force 2 ℵ 0 = κ > ℵ 1 . The reason is of course that there are no symmetry requirements on the working parts. Hence, even if the first stage of the iteration -which is, essentially, P 0 -preserves CH, the iterations are in fact designed to add new reals at all later (successor) stages.
Something one may naturally envision at this point is the possibility to build a suitable forcing iteration with systems of models as side conditions while strengthening the symmetry constraints, so as to make them apply not only to the side condition part of the forcing but also to the working parts; one would hope to exploit the above idea in order to show that the iteration thus constructed preserves CH, and would of course like to be able to do that while at the same time forcing some interesting statement. In the present paper we implement this idea by proving the relative consistency with CH of a very strong form of the failure of Club Guessing at ω 1 known as Measuring (see [9] ), and which follows from PFA. Definition 1.1. Measuring holds if and only if for every sequence C = (C δ : δ ∈ ω 1 ), if each C δ is a closed subset of δ in the order topology, then there is a club C ⊆ ω 1 such that for every δ ∈ C there is some α < δ such that either
In the above definition, we say that C measures C. Measuring is of course equivalent to its restriction to club-sequences C on ω 1 , i.e., to sequences of the form C = (C δ : δ ∈ Lim(ω 1 )), where each C δ is a club of δ. It is also not difficult to see that Measuring can be rephrased as the assertion that, letting F be the club filter on ω 1 , P(ω 1 )/ NS ω 1 -where NS ω 1 denotes the nonstationary ideal on ω 1 -forces that F is a basis for an ultrafilter on the Boolean subalgebra of P(ω V 1 ) generated by the closed sets as computed in the generic ultrapower M = V /Ġ.
In the present paper we implement the aforementioned approach by showing that Measuring is indeed a statement which can be forced adding new reals while, nevertheless, preserving CH. Our main theorem is the following.
There is then a partial order P with the following properties.
(1) P is proper and ℵ 2 -Knaster.
(2) P forces the following statements.
Our proof of this theorem does not apply to the case κ = ω 2 . This case is addressed by the following corollary. Corollary 1.3. There is a partial order forcing the following statements.
(
Proof. Start with a model of CH and 2 ℵ 2 = ℵ 3 and let P be as in Theorem 1.2 with κ = ω 3 . Then, in V P , force with the collapse of ω 3 to ω 2 with conditions of cardinality ℵ 1 . In the final model, 2 ℵ 1 = ℵ 2 , and both CH and Measuring still hold since no new subsets of ω 1 have been added over V P .
Theorem 1.2 answers a question of Moore, who asked if
Measuring is compatible with CH (see [9] or [17] ). There are natural proper forcing notions for adding a club of ω 1 measuring a given club-sequence by countable approximations. These forcings do not add new reals, but it is not known whether their countable support iterations also (consistently) have this property;
7 indeed, for all is known, these measuring forcings may always fall outside allf the currently available iteration schemes for iterating proper forcing without adding reals (s. [9] ). We should point out that the strongest failures of Club Guessing at ω 1 known to be within reach of the current forcing iteration methods for producing models of CH without adding new reals (s. [19] ) seem to be only in the region of the negation of weak Club Guessing at ω 1 , ¬ WCG, which is the statement that for every ladder system (C δ ) δ∈Lim(ω 1 ) there is a club C ⊆ ω 1 which has finite intersection with each C δ . On the other hand, Measuring certainly implies ¬ WCG.
8
In [7] , we build, over a model of CH, an iteration with finite supports and with symmetric systems of models as side conditions which forces Measuring together with 2 ℵ 0 = κ, with κ being arbitrarily large. Our present construction is, in spirit and roughly speaking, the result of imposing symmetry constraints, on both side conditions and working parts, on all relevant pairs of 'twin models' arising in a condition of the construction from [7] . There are also important differences with respect to the construction from [7] , though. For instance, due to technical reasons, the working parts rely now on finite sets of pairwise disjoint closed intervals of countable ordinals in order to add the measuring clubs rather than on finite approximations to their strictly increasing enumerating function as in [7] . Also, here we need to work with what we call closed symmetric systems, instead of just plain symmetric systems. Rather than delving into more details here we refer the reader to the actual construction in Section 3. For the moment let us just say that, as a consequence of imposing symmetry on the working parts, our construction is not really a forcing iteration, in the sense that it is not to be naturally regarded as a sequence (P α ) α≤κ with P α a complete suborder of P β whenever α < β. On the other hand, P α will always be a complete suborder of P α+1 and there will be an ω 1 -club C ⊆ κ such that P α is a complete suborder of P β for all α < β in C.
We conclude this introduction with some open problems and observations. The first problem concerns some natural strengthenings of Measuring.
function from the ground model). In particular, if CH -or even d = ω 1 -holds in the ground model, then d = ω 1 will of course hold in the extension (where d is the minimal cardinality of a family F ⊆ ω ω with the property that for every g ∈ ω ω there is some f ∈ F such that g(n) < f (n) for co-boundedly many n < ω).
8 Indeed, suppose (C δ : δ ∈ Lim(ω 1 )) is a ladder system and D ⊆ ω 1 is a club measuring it. Then every limit point δ ∈ D of limit points of D is such that D ∩ C δ is bounded in δ since no tail of D ∩ δ can possibly be contained in C δ as C δ has order type only ω.
It is not hard to see that Measuring is equivalent to the statement that if (C δ : δ ∈ Lim(ω 1 )) is such that each C δ is a countable collection of closed subsets of δ, then there is a club of ω 1 measuring all members of C δ for each δ. We may thus consider the following family of strengthenings of Measuring. Definition 1.4. Given a cardinal κ, Meas κ holds if and only if for every family C consisting of closed subsets of ω 1 and such that |C| ≤ κ there is a club C ⊆ ω 1 with the property that for every D ∈ C and every δ ∈ C there is some α < δ such that either
Meas ℵ 0 is trivially true in ZFC. Also, it is clear that Meas κ implies Meas λ whenever λ < κ, and that Meas ℵ 1 implies Measuring.
Recall that the splitting number, s, is the minimal cardinality of a splitting family, i.e., of a collection
ℵ 0 there is some X ∈ X such that X ∩ Y and Y \ X are both infinite.
In the proofs of Fact 1.5, if (C δ : δ ∈ Lim(ω 1 )) is a ladder system on ω 1 , we write (C δ (n)) n<ω to denote the strictly increasing enumeration of C δ . Also, here and throughout the paper, [α, β] = {ξ ∈ Ord : α ≤ ξ ≤ β} for all ordinals α ≤ β. 
Proof. Let X ⊆ [ω]
ℵ 0 be a splitting family. Let (C δ ) δ∈Lim(ω) be a ladder system on ω 1 such that C δ (n) is a successor ordinal for each δ ∈ Lim(ω 1 ) and n < ω, and let C be the collection of all sets of the form
: n ∈ X} ∪ {δ} for some δ ∈ Lim(ω 1 ) and X ∈ X . Let D be a club of ω 1 , let δ < ω 1 be a limit point of D, and let Another natural way to strengthen Measuring is to allow, in the sequence to be measured, not just closed sets, but also sets of higher complexity. The version of Measuring where one considers sequences X = (X δ : δ ∈ Lim(ω 1 )), with each X δ an open subset of δ in the order topology, is of course equivalent to Measuring. A natural next step would therefore be to consider sequences in which each X δ is some countable union of closed sets. This is of course the same as allowing each X δ to be an arbitrary subset of δ. Let us call the corresponding statement Measuring * :
Definition 1.7. Measuring * holds if and only if for every sequence X = (X δ : δ ∈ Lim(ω 1 )), if X δ ⊆ δ for all δ, then there is some club C ⊆ ω 1 such that for every δ ∈ C, a tail of C ∩ δ is either contained in or disjoint from X δ .
It is easy to see that Measuring * is false in ZFC. In fact, given a stationary and co-stationary S ⊆ ω 1 , there is no club of ω 1 measuring X = (S ∩ δ : δ ∈ Lim(ω 1 )). In fact, if C is any club of ω 1 , then both C ∩ S ∩ δ and (C ∩ δ) \ S are cofinal subsets of δ for each δ in the club of limit points in ω 1 of both C ∩ S and C \ S.
The status of Measuring * is more interesting in the absence of the Axiom of Choice. Let
Then there is a stationary and co-stationary subset of ω 1 definable from X. Proof. We have two possible cases. The first case is when for all α < ω 1 , either
It then follows, by (2) , that S = δ∈W * X δ , which of course is definable from C, is a stationary and co-stationary subset of ω 1 . Indeed, suppose C ⊆ ω 1 is a club, and let us fix a club D ⊆ W * . There is then some δ ∈ C ∩ D and some α ∈ C ∩ D ∩ X δ . But then α ∈ S since δ ∈ W * and α ∈ W * ∩ X δ . There is also some δ ∈ C ∩ D and some α ∈ C ∩ D such that α / ∈ X δ , which implies that α / ∈ S by a symmetrical argument, using the fact that
The second possible case is that there is some α < ω 1 with the property that both W It is worth comparing the above observation with Solovay's classic result that an ω 1 -sequence of pairwise disjoint stationary subsets of ω 1 is definable from any given ladder system on ω 1 (working in the same theory). (
Proof. (3) trivially implies (2) , and by the observation (1) implies (3). Finally, to see that (2) implies (1), note that the argument right after the definition of Measuring * uses only ZF together with the regularity of ω 1 and the negation of (1).
In particular, the strong form of Measuring * given by (3) in the above observation follows from ZF together with the Axiom of Determinacy.
Finally, and back in ZFC, the following question, suggested by Moore, aims at addressing the issue whether or not adding new reals is a necessary feature of any successful approach to forcing Measuring + CH. Much of the notation used in this paper follows the standards set forth in [11] and [13] . Other, less standard, pieces of notation will be introduced as needed. The rest of the paper is structured as follows. In Section 2 we introduce an enhanced form of symmetric systems, and review the elements of the theory of symmetric systems that we will be using (all of which go through with the present notion). In Section 3 we present our forcing construction, and in Section 4 we prove the relevant facts about this construction which together yield the proof of Theorem 1.2. We conclude the paper with Section 5, which contains some remarks on why our construction cannot possibly be adapted to force Unif( C) for any ladder system C (which, as we already mentioned, is well-known to be incompatible with CH), and on the (closely related) obstacles towards building models of reasonable forcing axioms together with CH using the present approach.
Closed symmetric systems
Throughout the paper, if N is a set such that N ∩ ω 1 ∈ ω 1 , δ N denotes N ∩ ω 1 . δ N is also called the height of N. Given a set X, we will denote the union of X and the closure of X ∩ Ord in the order topology by cl(X), i.e., cl(X) = X ∪ {α : α a nonzero limit ordinal, α = sup(α ∩ X)} If N and N ′ are ∈-isomorphic models and Ψ is the unique ∈-isomorphism between them, then Ψ extends naturally to a unique function
. In a slight abuse of notation, we may sometimes refer to this function Ψ * also as Ψ. We call Ψ * the canonical extension of Ψ to cl(N). Let us fix an infinite cardinal θ for this section. Given T 0 , . . . , T n ⊆ H(θ) and N ∈ [H(θ)] ℵ 0 , we will tend to write (N; ∈, T 0 , . . . , T n ) instead of (N; ∈, T 0 ∩ N, . . . , T n ∩ N) or (N; ∈ |N, T 0 ∩ N, . . . , T n ∩ N).
We will need the following enhancement of the notion of symmetric system as defined in [4] . Definition 2.1. Let T ⊆ H(θ) and let N be a finite set of countable subsets of H(θ). We will say that N is a closed T -symmetric system if and only if the following holds.
(A) For every N ∈ N , (N; ∈, T ) is an elementary substructure of (H(θ); ∈, T ).
The way this notion relates to the original notion of T -symmetric system is that, in the original definition, all we say in (B) is that for all N, N ′ as in the hypothesis there is a unique isomorphism Ψ N,N ′ : (N; ∈, T ) −→ (N ′ ; ∈, T ), and moreover this isomorphism is the identity on N ∩ N ′ . Thus, a T -symmetric system N is closed if and only if for all N, N ′ ∈ N of the same height and every limit ordinal α, if
. Strictly speaking, the phrase 'T -symmetric system' is ambiguous in general since H(θ) may not be determined by T . However, in all practical cases T = H(θ), so T does determine H(θ) in these cases.
Throughout the paper, if N and N ′ are ∈-isomorphic models, we denote the unique isomorphism between them by Ψ N,N ′ .
The following three lemmas are proved by essentially the same arguments as in the proofs of the corresponding lemmas (for general symmetric systems) in [4] . Lemma 2.2. Let T ⊆ H(θ) and let N and N ′ be countable elementary substructures of (H(θ); ∈, T ). Suppose N ∈ N is a closed T -symmetric system and Ψ :
, let N be a closed T -symmetric system, and let N ∈ N . Then the following holds.
( 
The construction
In this section we define the forcing witnessing Theorem 1.2. Let Φ : {α < κ : cf(α) = ω 1 } −→ H(κ) be such that Φ −1 (x) is stationary in {α < κ : cf(α) = ω 1 } for all x ∈ H(κ). Notice that Φ exists by 2 <κ = κ. Let also ⊳ be a well-order of H((2 κ ) + ). Let (θ α ) α<κ be the sequence of cardinals defined by letting θ 0 =
(κ)
+ and letting θ α = (2
α be the collection of all countable elementary substructures of H(θ α ) containing Φ, ⊳ and (θ β ) β<α , and let
The following fact is immediate.
Our forcing P will be P κ , where (P β : β ≤ κ) is the sequence of posets to be defined next.
In the following definition, and throughout the paper, if q is an ordered pair (F, ∆), we will denote F and ∆ by, respectively, F q and ∆ q . If γ is an ordinal and N is a set, then we denote the ordinal max(cl(N) ∩ γ) by γ N .
We call an ordered pair (N, γ) a model with marker if N is a countable elementary submodel of H(κ) and γ is an ordinal such that γ ∈ cl(N). If, moreover, β < κ and γ ≤ β, we call (N, γ) a model with marker up to β. It is worth emphasizing that if (N, γ) and (M,γ) are models with markers and M ∈ N, then alsoγ ∈ N. This will be often used implicitly in several of the proofs in Section 4. We call a collection ∆ of models with markers functional if for every N ∈ dom(∆) there is exactly one γ such that (N, γ) ∈ ∆. Also, if ∆ is a (functional) collection of models with markers and (N, γ) ∈ ∆, then we call γ a (the) marker of N in ∆.
If ∆ is a collection of models with markers and β is an ordinal, N ∆ β denotes the set
If ∆ and ∆ ′ are collections of models with markers, we say that ∆
, where ∆ is a collection of models with markers, then we let N q β stand for N ∆ β . Also, if G is a set of ordered pairs (F, ∆), where each ∆ is a collection of models with markers, then 
Finally, if α ≤ κ and P α has been defined, thenĠ α is the canonical P α -name for the generic filter added by P α .
We are now ready to define (P β : β ≤ κ). Let β < κ and suppose that P α has been defined for every α < β. An ordered pair q = (F, ∆) is a P β -condition if and only if it has the following properties.
(1) F is a finite function such that dom(F ) ⊆ {α < β : cf(α) = ω 1 } and such that F (α) is a triple (I, b, O) for every α ∈ dom(F ). (2) ∆ is a finite functional collection of models with markers up to β.
(5) For every α < β, the restriction of q to α,
is a P α 0 -name for a clubsequence on ω 1 , and that •Ċ α 0 is some fixed club-sequence on ω 1 in the other case.
) has the following properties. 
there is some r ∈ P α 0 such that q| α 0 extends r and such that
is the canonical P α 0 -name for the member ofĊ α 0 indexed by δ. Furthermore, if there is some Q ∈ N q β such that δ < δ Q , then there is an r as above such that r ∈ Q for some such Q of minimal height.
). Then there is some r ∈ P α 0 such that q| α 0 extends r and such that r forces in P α 0 that exactly one of the following holds.
(i) There is some a ∈ N for which there is no M ∈
then there is an r as above such that r ∈ Q for some such Q of minimal height.
Then then there is some n < ω such that
10 Note that Ψ N0,N1 (α 0 ) = α 1 , where we are identifying Ψ N0,N1 with its canonical extension to a function from cl(N 0 ) into cl(N 1 ).
and
Given P β -conditions q i , for i = 0, 1, let us say that q 1 extends q 0 if and only if the following holds.
Finally, we let P κ = β<κ P β , and for all β < κ and q 0 , q 1 ∈ P β , we say that q 1 extends q 0 in P κ if and only if q 1 extends q 0 in P β .
At this point, it is worth noticing the following.
It is now time to give some motivation for our construction. Our aim is to build something like a finite support iteration of length κ, 12 along which we attempt to add clubs for measuring club-sequencesĊ α handed down to us by our book-keeping function Φ. The measuring club at a given coordinate α < κ will be the collection of ordinals δ of the form min(I), where I is an interval coming from I q α for some q in the generic filter such that α ∈ dom(F q ). For such a coordinate α and some δ as above, we may sometimes also make the promise that a tail of the measuring club stay outside of the memberĊ α indexed by δ. This is expressed by putting δ in the domain of b q α . The third component of the working parts, the symmetric systems O q α , is part of what is needed in the verification that Measuring holds in the end; more precisely, in the verification that, for such α and δ, a tail of the generic club at α will be forced to get insideĊ α (δ) in case we have not been in a position to make a promise as above at δ. When extending a condition, an I at a given coordinate may grow, although the minimum 11 Here we are of course using the notational convention, introduced at the beginning of Section 2, of writing (N ǫ ; ∈, T 0 , . . . , T n ) instead of the more cumbersome (N ǫ ; ∈, T 0 ∩ N ǫ , . . . , T n ∩ N ǫ ), where the T i 's are the predicates Φ,
, and so on. And similarly in other places, e.g. in the proof of lemma 4.2.
12 Our construction is most likely not to be seen as an actual iteration (we discuss this point further down).
of its enlargement does not drop. This will ensure that the final set of minima is in fact a club (see the proof of lemma 4.21).
The properness of our construction will be guaranteed by the use of the closed symmetric systems of models with markers ∆. There are some similarities between the present proof of properness and the corresponding proof from [7] , but there are also aspects in which these two proofs are different. 13 The fact that we put a model N which is active at a stage α + 1 ∈ N -i.e., such that N has associated marker γ ≥ α+1 -is expressed by requiring that δ N = min(I) for some I ∈ I q α . This will be enough to let N 'see' the restriction of the working part to it. The proof of properness stretches between lemma 4.4 and corollary 4.15 and is, by far, the most technically involved proof in the paper.
The strong symmetry requirement contained in clause (7) of our definition of condition handles the preservation of CH (see the proof of lemma 4.17). The fact that our construction does not add more than ℵ 1 -many new reals will be granted by this clause. Within a condition q, we will often have pairs of models with markers (N 0 , γ 0 ), (N 1 , γ 1 ), with N 0 and N 1 of the same height. Clause (7) entails, in particular, that N 0 and N 1 will be seen as 'twin models', below q, at any level σ such that σ ∈ N 0 ∩ γ 0 ∩ N 1 ∩ γ 1 . Anything that we put in N below σ is to be copied then inside N ′ via the isomorphism Ψ N,N ′ . We have not been able to prove that (P α ) α≤κ is a real forcing iteration, in the sense that P α be a complete suborder of P β whenever α < β, and in fact it is quite plausible that it is not. The reason is the following. Suppose α < β, q ∈ P β , and we extend q| α into a condition r ∈ P α meeting some dense subset D of P α . In usual forcing constructions with symmetric systems as side conditions, we would then be able to amalgamate q and r without any further problems. However, in our situation we are required to take copies of the information contributed by r into parts of models coming from q that we were not able to see when looking at the restriction q| α . But this copied information may conflict with promises made in q beyond α. To be more precise, suppose for example that we have (N, γ) and (
). Now, if we are not careful enough when picking r in D -and there seems to be no reason to expect that we can always be careful enough -, then r could be, for example, such that F r (α 0 ) contains intervals I with b
, which would make it impossible to amalgamate q and r into a condition in P β .
As a final general word of caution, we should remark that the partial orders P α in the construction for α < κ should be viewed, not as initial segments of the final forcing P κ , but more like preparatory forcings in the construction of P κ . Nevertheless, it will ultimately follow that, for an ω 1 -club C ⊆ κ, the sequence (P α ) α∈C∪{κ} is after all a genuine forcing iteration (s. lemma 4.19) .
There are several aspects of the construction that we have not addressed in this overview. In any case their use will hopefully become clear in the course of the proofs in the following section.
Proving Theorem 1.2
In this section we will prove the lemmas that, together, will yield a proof of Theorem 1.2. We start out with a technical result that will be needed later on (lemma 4.1), the ℵ 2 -chain condition of all P β (lemma 4.2), and the fact that P α is a complete suborder of P α+1 for all α < κ (lemma 4.3). Subsection 4.1, the longest in this section, is devoted to the proof of properness, and in Subsection 4.2 we prove that P κ adds exactly ℵ 1 -many new reals (lemmas 4.16 and 4.17). We finish the proof of Theorem 1.2 in Subsection 4.3 by proving that P κ forces Measuring (lemma 4.21) and 2 µ = κ for every uncountable µ < κ (lemma 4.22). Given a limit ordinal β < κ and q ∈ P β , let π β (q) = (F q , ∆), where ∆ is the union of
Lemma 4.1. For every limit ordinal β < κ and for all q ∈ P β , (1) π β (q) ∈ P β , and (2) if α < β and q ′ ∈ P α extends π β (q), then q and q ′ are compatible in P β via a condition q ′′ such that
Proof. This follows immediately from the definition of condition. The two main points are, first, that if β < κ is such that cf(β) > ω 1 , then N q β = ∅, and, second, that if cf(β) = ω 1 and N, N ′ are countable elementary submodels of (H(κ); ∈, Φ) of the same height such that β ∈ N ∩ N ′ , then sup(N ∩ β) = sup(N ′ ∩ β). The reason the equality holds is that, by elementarity of (N; ∈, Φ) and (N ′ ; ∈, Φ) within (H(κ); ∈, Φ), there is a strictly increasing and continuous sequence (β ν ) ν<ω 1 ∈ N ∩N ′ converging to β, and of course sup(
A partial order P is ℵ 2 -Knaster if for every sequence (q α : α < ω 2 ) of P-conditions there is a set I ⊆ ω 2 of cardinality ℵ 2 such that q α and q α ′ are compatible for all α, α ′ ∈ I. Every ℵ 2 -Knaster partial order has of course the ℵ 2 -chain condition.
Our next lemma is proved by a standard ∆-system argument using CH. We sketch the argument for completeness (see e.g. [4] or [7] for similar arguments).
Proof. Let q α (α < ω 2 ) be a sequence of P β -conditions. By CH there is I ∈ [ω 2 ] ℵ 2 and a set R such that
Using again CH, by shrinking I if necessary we may assume that, for some n, m < ω, there are, for all α ∈ I, enumerations ((N α i , γ α i ) : i < n) and (ξ α j : j < m) of ∆ qα and dom(F qα ), respectively, such that for all distinct α, α ′ ∈ I there is an isomorphism between the structures
i<n,j<m which is the identity on R. Furthermore we may assume that for all j < m,
, and
It is then immediate to verify, using lemma 2.4, that for all α, α ′ ∈ I, (F α,α ′ , ∆ qα ∪∆ q α ′ ) is a condition in P β extending both q α and q α ′ , where
Even if, as we mentioned, P α does not seem to be a complete suborder of P β for arbitrary α < β < κ, this is the case when β = α + 1. The fact that it is will be used most notably in the successor case of the proof of lemma 4.12.
Lemma 4.3. Let α < κ, let q ∈ P α+1 , and let r be a condition in P α extending q| α . Let q ′ = (F, ∆), where
and where ∆ is the collection of models with markers with domain
, and (2) if N ∈ dom(∆ q ), the marker of N in ∆ is the maximum of its markers in ∆ r and in ∆ q . Then q ′ is a condition in P α+1 extending both q and r.
Proof. The key fact is that if
4.1. Properness. Given β < κ, a condition q ∈ P β , and a countable elementary substructure N of H(κ), we will say that q is (N, P β )-pregeneric in case • (N, (β + 1) N ) ∈ ∆ q if cf(β) ≤ ω 1 , and • (N, β N ) ∈ ∆ q if cf(β) > ω 1 . Also, given a countable elementary substructure N of H(κ) and a P β -condition q, we will say that q is (N, P β )-generic iff q forcesĠ β ∩ A ∩ N = ∅ for every maximal antichain A of P β such that A ∈ N. Note that this is more general than the standard notion of (N, P)-genericity, for a forcing notion P, which applies only if P ∈ N. Indeed, in our situation P β is of course never a member of N if N ⊆ H(κ), and in fact it need not even be definable in any lift-up of N.
The properness of all P β , for all β ≤ κ, is an immediate consequence of lemmas 4.4 and 4.12, together with the ℵ 2 -c.c. of P β , for all β ≤ κ, and with cf(κ) > ω 1 (s. corollary 4.15).
Lemma 4.4 is immediate.
Lemma 4.4. For every β < κ, N ∈ T β+1 , and q ∈ P β ∩ N,
where F is the function with domain dom(F q ) such that
for each α ∈ dom(F q ), and where
Given β, N and q as in the hypothesis of lemma 4.4, we will denote the ordered pair (F, ∆ q ∪ {(N,β)}) defined in the conclusion by
It will be convenient, in preparation for the proof of lemma 4.12, to introduce several tools and to prove some technical lemmas relating to them. These lemmas will be used in the cf(β) = ω-case of the proof of lemma 4.12.
Given an ordinal β < κ and two elementary submodels
In the proof of lemma 4.12 we will be faced with situations in which, in the process of amalgamating two or more conditions into a condition q * extending them, we will be forced to copy information coming originally from some of these conditions into parts of q * . This will be needed in order for q * to eventually satisfy the symmetry clause (7) in the definition of condition. We will need to have some control on how far some ordinal can be moved via (iterated applications of) the relevant isomorphisms in this copying procedure. It turns out that a convenient way, given our purposes, to measure this distance will be provided by the notion of bounding sequence, which we define next.
Suppose β < κ is a limit ordinal, α 0 < β, and N is a closed symmetric system of elementary submodels of H(κ). We will call a strictly increasing sequence (ρ i ) i<ω of ordinals less than β a bounding sequence for N relative to α 0 below β if the following holds.
(1) ρ 0 = α 0 + 1 (2) For every i and for all Q 0 , Q 1 ∈ N of the same height, if
The following lemma is immediate.
Lemma 4.5. Let β < κ be a limit ordinal, let α 0 < β, and suppose N is a finite closed symmetric system of elementary submodels of H(κ). Then the following holds. We should point out that only suitably large initial segments of bounding sequences will be relevant to us. Nonetheless, it is convenient to define bounding sequences as being of length ω.
The copying procedure we were referring to just before the definition of bounding sequence will be effected via compositions of isomorphisms Ψ Q,Q ′ , where (Q, γ) and (Q ′ , γ ′ ) are models with markers in some relevant ambient ∆. We will of course be concerned only with copying information 'attached to' ordinals ξ ∈ Q∩min{γ, γ ′ } such that Ψ Q,Q ′ (ξ) < min{γ, γ ′ }. This makes it natural to look at concatenations of such objects ((Q, γ), (Q ′ , γ ′ ), ξ) of the relevant form. It is then useful to isolate the following related notions.
Suppose ∆ is a collection of models with markers, k is an even integer, and C = (Q 0 , γ 0 ), . . . , (Q k−1 , γ k−1 ) is a sequence of members of ∆. We say that C is a ∆-chain if δ Q i−1 = δ Q i for every odd i < k. Given α 0 < κ, if, in addition,ξ ∈ Q 0 ∩ (α 0 + 1) ∩ γ 0 , and ξ 0 , . . . , ξ k are such that (1) ξ 0 =ξ, and (2) for each odd i < k,
then we say that C,ξ is a (∆, α 0 )-object and call (ξ i ) i<k the C-orbit ofξ. More generally, given anyx ∈ Q 0 , we call (x i ) i<k the C-orbit of x, where
(1) x 0 =x, and (2) for each odd i < k, (a)
Given a finite collection ∆ of models with markers, we wish to define the closure of ∆ under relevant isomorphisms to be the functional collection ∆ * of models with markers with the same underlying set of models as ∆ and such that for every N ∈ dom(∆), the marker of N in ∆ * is the minimum ordinal γ in cl(N) for which (N, γ) satisfies the relevant instances of the strong symmetry clause (7) in the definition of condition relative to all pairs (Q 0 , γ 0 ), (Q 1 , γ 1 ) ∈ ∆ * such that
It will be clear that ∆ * can be obtained by a natural closing-up construction of length ω, and we will define that closure as the limit of this construction.
Specifically, we say that a collection ∆ * of models with markers is the closure of ∆ under relevant isomorphisms if ∆ * = ∆ ω , where (∆ i ) i≤ω is the sequence of functional collections of models with markers defined as follows.
(1) For every i, dom(∆ i ) = dom(∆). 
Given a collection ∆ of models with markers, we say that ∆ is closed under relevant isomorphisms if it is compatible with clause (7) in the definition of condition in the sense mentioned above; to be precise, we say that ∆ is closed under relevant isomorphisms if for all (Q 0 , γ 0 ),
and b ξ (δ) < δ for all δ ∈ dom(b ξ ), and • O is a finite collection of countable elementary submodels of H(κ). We will next define the closure of F under relevant isomorphism coming from ∆ as, roughly speaking, the simplest function which
• 'contains' the result of iterating, sufficiently many times, the process of taking copies of all the information mentioned in F via the isomorphisms coming from relevant pairs from ∆, and • which has the right 'shape' for being the working part of a condition. 'Sufficiently many times' for us will be | dom(∆)|. Specifically, the closure of F under relevant isomorphism coming from ∆ is defined to be F n , where n = | dom(∆)| and where (F i ) i≤n is the following sequence of relations.
(1) F 0 = F (2) For each i > 0, F i is the union of F i−1 and the collection of all pairs of the form (ξ, f i ξ ), for ξ < κ, where, letting ϑ i ξ be the collection of all triples ((Q 0 , γ 0 ), (Q 1 , γ 1 ),ξ) such that
) for eachξ ∈ dom(F i−1 ). In the above, n is a bound for the length of any injective tuple (ξ 0 , . . . , ξ k−1 ) such that (ξ 0 , ξ 1 , ξ 1 , ξ 2 , . . . , ξ k−2 , ξ k−2 , ξ k−1 ) is the C-orbit of ξ 0 , for some α 0 < κ and some (∆, α 0 )-object C, ξ 0 . The relevance of this number to us will become apparent in the proof of lemma 4.9 (and lemmas 4.11).
Finally, given F and ∆ as above, if ∆ is functional and N ∆ ξ is a T ξ -symmetric system for each ξ, we will call (F * , ∆ * ) the closure of (F, ∆) under relevant isomorphisms, where (1) ∆ * is the closure of ∆ under relevant isomorphisms and (2) F * is the closure of F under relevant isomorphisms coming from ∆ * . The following lemma is not difficult to prove. Lemmas 4.7, 4.9, and 4.11 will be used in the cf(β) = ω-case of the proof of lemma 4.12.
Our first lemma says that if α < κ, q ∈ P α , N ∈ dom(∆ q ), t ∈ N is a P α -condition such that ∆ q ∩ N ⊆ ∆ t , α 0 < α, u ∈ P α 0 , dom(F q ) and dom(F t ) are both contained in α 0 , and u, q and t are compatible in P α , then there is in fact a condition extending u, q and t which can be obtained as a canonical 'minimal' common extension of q, t, and a suitable extension u * ∈ P α 0 of u, q| α 0 and t| α 0 .
and suppose
there is a condition in P α extending u, q and t.
Then there are conditions u * ∈ P α 0 and w ∈ P α such that the following holds.
(1) u * extends u, q| α 0 and t| α 0 . (2) w extends u, q and t. (3) w is the closure of (F u * , ∆ u * ∪ ∆ q ∪ ∆ t ) under relevant isomorphisms.
Proof. Let u * ∈ P α 0 beū| α 0 for a common extensionū ∈ P α of u, q and t, let (F * , ∆ * ) be the closure of (F u * , ∆ u * ∪ ∆ q ∪ ∆ t ) under relevant isomorphisms, and let w = (F * , ∆ * ). To start with, note that ∆ * ⊆ ∆ū, that dom(F * ) ⊆ dom(Fū), and that for every ξ ∈ dom(F * ), I w ξ is a set of pairwise disjoint closed intervals. This is true sinceū satisfies the symmetry constraints imposed by clause (7) in the definition of condition. Also, by lemma 4.6 we know that ∆ * is functional, that N ∆ * ξ is a T ξ -symmetric system for each ξ, and that ∆ * is closed under relevant isomorphisms. We get in particular from this, together with the definition of F * as the closure of F under relevant isomorphisms coming from ∆ * , that w satisfies clause (7) in the definition of condition.
We want to prove that w is a condition in P α , and for this we prove, by induction on α ′ ≤ α, that w| α ′ is a P α ′ -condition. By the above paragraph, all clauses, other than (6) , in the definition of condition are satisfied by w, so we only need to argue that clause (6) also holds for w. The main consideration here is the following:
Suppose ξ ∈ dom(F * ↾ α ′ ) and
. Then, regardless of whether ξ is in dom(F u * ) or not, x is the last member of the C-orbit ofx ∈ Q 0 for some (∆ * , α 0 )-object C = ((Q 0 , γ 0 ), . . . , (Q k−1 , γ k−1 )),ξ, withξ ∈ dom(F u * ) and with ξ being the last member of the C-orbit ofξ, and for some suitablē
. The only possible source of trouble could be the cases in which there is an ordered pair (δ, ǫ) ∈ b w ξ such that x is among the objects mentioned in some instance of clauses (6) (f), (g) in the definition of condition applied to the fact that δ ∈ dom(b w ξ ). Suppose, for example, that x is (δ, ǫ) itself and we are to show that δ does not violate (6) (f). We need to ensure in that case that for any I ∈ I w ξ such that ǫ = b w ξ (δ) < min(I) < δ there is somew ∈ P ξ extended by w| ξ such thatw P ξ min(I) / ∈Ċ ξ (δ) and with the property thatw ∈ Q for some Q ∈ N ∆ * ξ+1 of minimal height such that δ Q > δ. To see that this will indeed happen, and hence that no problem arises after all in this case, we start by observing that, by definition of Pξ +1 -condition, there is somew weaker than u * |ξ, forcing min(I) / ∈Ċξ(δ), and such thatw ∈Q 0 , whereQ 0 ∈ N u * ξ+1 is of minimal height such that δ < δQ 0 .
15 One important point is that, by the choice of u * as the restriction to P α 0 of some common extensionū of u, q and t, and by the relevant closure properties ofū, we have that if, say, C 0 ,ξ 0 and C 1 , ξ 1 are (∆ * , α 0 )-objects such that
• ξ is both on the C 0 -orbit ofξ 0 and on the C 1 -orbit ofξ 1 , and such that • x is on the C 0 -orbit of somex ∈ Q 0 , where Q 0 is the first member of C 0 , then I 
is an isomorphism. By the symmetry clause (7) applied to u * |ξ, there is a P ξ -condition w ′ ∈ Q ′ 0 extended by u * |ξ and such that
and
(w ′ ) due to the way it has been constructed.
16
Also, by an argument as in the proof of Claim 4.8, δ Q ′ k−1 = δQ 0 is the minimal δ ′ for which there is some Q ∈ N w ξ+1 of height above δ such 15 Again by the choice of x, there is someQ ∈ N u * ξ+1 such that δ < δQ. 16 See the proof of lemma 4.17 for a similar argument. that δ Q = δ ′ . But that guarantees that the corresponding instance of clause (6) (f) hold for F w (ξ) at δ.
The case in which (δ, ǫ) ∈ b w ξ and x is some I ∈ I w ξ such that ǫ < min(I) < δ is proved similarly. Only the verification of the relevant instances of (6) (g) needs a bit of an extra argument, which we give next.
Suppose x = (δ, ǫ) ∈ b w (ξ) and N ∈ N ∆ * ξ+1 is such that δ N = δ. We need to ague that w| ξ extends somew ∈ P ξ forcing the conclusion of (6) (g) for N and such thatw ∈ Q for some Q ∈ N w ξ+1 of minimal height above δ. We may fix Q 
ξ , by definition of P α 0 -condition, together with arguments as before exploiting the relevant closure ofū and the symmetry of u * |ξ, there will be some Pξ-condition w ′ in Q ′ 0 extended by u * |ξ and forcing the conclusion of (6) 
forces the same conclusion for
forces the desired conclusion for N. But now we are done since w| ξ extends (
The following lemma says that if β is an ordinal of countable cofinality, α 0 < α < β < κ, q ∈ P β is such that dom(F q ) ⊆ α 0 , u * ∈ P α 0 extends q| α 0 , w is a common extension of u * and q| α in P α which is canonical in the sense specified in lemma 4.7 (and hence the 'simplest' possible), and α is high enough, then w can in fact be 'stretched' to a canonical common extension w * of u * and all of q.
Lemma 4.9. Suppose α 0 < α < β < κ, β is an ordinal of countable cofinality, q ∈ P β is such that dom(F q ) ⊆ α 0 , u * ∈ P α 0 extends q| α 0 , and the closure of (F u * , ∆ u * ∪ ∆ q|α ) under relevant isomorphisms is a condition in P α extending u * and q| α . Suppose, moreover, that α 0 > γ whenever (Q, γ) ∈ ∆ q is such that β > γ, and that there is a bounding sequence (ρ i ) i<ω for dom(∆ q ) relative to α 0 below β such that (1) α > ρ 2n , for n = | dom(∆ q )|, and such that
Then the closure of (F u * , ∆ u * ∪ ∆ q ) under relevant isomorphisms is a condition in P β extending u * and q.
Proof. Let w be the closure of (F u * , ∆ u * ∪ ∆ q|α ) under relevant isomorphisms and let w * be the closure of (F u * , ∆ u * ∪ ∆ q ) under relevant isomorphisms. It suffices to argue that w * is a condition in P β . By lemma 4.6, ∆ w * is a functional collection of models with markers closed under relevant isomorphisms and N ∆ w * ξ is a T ξ -symmetric system for every ξ. Let ∆ * be the closure of ∆ u * ∪ ∆ q|α under isomorphisms and let ∆ * * be the closure of ∆ u * ∪ ∆ q under isomorphisms.
Claim 4.10. For every N ∈ dom(∆ u * ), the marker of N in ∆ * * is at most ρ n .
Proof. Suppose N is of maximal height such that the marker of N in ∆ u * is strictly smaller than in ∆ * * . Let γ be its marker in ∆ * * . By the choice of N as being of maximal height, γ is a supremum of ordinals ξ, each one of which is the last member in the orbit of some (∆ q , α 0 )-object C,ξ. For each such ξ and C,ξ, letting
be the C-orbit ofξ, we may of course assume that (ξ i ) i<k is an injective tuple. But the length of any such tuple is at most | dom(∆)| = n, and hence we have that ξ < ρ n by the definition of ρ n . This is true since for every relevant (∆, α 0 )-object C,ξ as above, letting C = ((Q 0 , γ 0 ), . . . , (Q k−1 , γ k−1 )), we have that sup(Q i ∩ β) = γ i = β for all i by the choice of α 0 , and hence every Q 2i , Q 2i+1 is among the pairs considered in the definition of bounding sequence. 17 But then it follows that γ ≤ ρ n . Thus, the conclusion of the claim holds if N is of maximal height such that the marker of N in ∆ u * is strictly smaller than in ∆ * * . But then this conclusion holds for arbitrary N ∈ dom(∆ u * ) by a downward induction on δ N using the argument above.
We make now three observations. The first observation is that for every (∆ * * , ρ n )-object C,ξ, if C = ((Q 0 , γ 0 ), . . . , (Q m−1 , γ m−1 )) and if the C-orbit ofξ, (ξ i ) i<m , is such that ξ i ≥ ρ n for all i > 0, then γ i ≥ ρ n for all i < m and hence C is in fact a ∆ q -chain by the above claim, and in fact of the form C = ((Q 0 , γ 0 ) , . . . , (Q k−1 , γ k−1 )), where for each i, (Q i , γ i ) is in ∆ q and sup(Q i ∩ β) = γ i = β.
The second observation -which we already made in the proof of the claim -is that the length k of any injective sequence (ξ i ) i<k such that (ξ 0 , ξ 1 , ξ 1 , ξ 2 , . . . , ξ k−2 , ξ k−2 , ξ k−1 ) is the C-orbit of ξ 0 , for some (∆ q , α 0 )-object C, ξ 0 , is such that k ≤ n.
The third observation is that, using the definition of bounding sequence for dom(∆ q ) relative to α 0 below β, together with the choice of α above ρ 2n , it follows that for every (
is the C-orbit of ξ 0 =ξ, and (ξ i ) i<k is injective, then C ′ ,ξ is in fact a (∆ q|α , α 0 )-object, where
The main point is that for every i < k −1, letting j < 2k +3 be the even index such that Ψ Q j ,Q j+1 (ξ i ) = ξ i+1 , we have that (ξ i+1 , α) ∩ Q j = ∅ and (ξ i+1 , α) ∩ Q j+1 = ∅, thanks to the choice of α as being such that (ρ i+1 , α) ∩ Q j and (ρ i+1 , α) ∩ Q j+1 are both nonempty.
Since F w is the closure of F u * under relevant isomorphisms coming from ∆ * and F w * is the closure of F u * under relevant isomorphisms coming from ∆ * * , it follows from these three observations together that F w * = F w . But then it easily follows that w * is a condition.
Lemma 4.11 can be proved by an adaptation of the proof of lemma 4.9.
Lemma 4.11. Let α 0 < α < β * < κ, β * a limit ordinal, let q, t ∈ P β * be such that dom(F q ) ∪ dom(F t ) ⊆ α 0 , and let u * ∈ P α 0 extend q| α 0 and t| α 0 . Suppose there is some (N, γ) ∈ ∆ q such that t ∈ N and ∆ q ∩ N ⊆ ∆ t , and suppose the closure of (F u * , ∆ u * ∪ ∆ q|α ∪ ∆ t|α ) under relevant isomorphisms is a condition in P α extending u * , q| α and t| α . Suppose, moreover, that there is a bounding sequence (ρ i ) i<ω for dom(∆ q ) ∪ dom(∆ t ) relative to α 0 below β * such that the following holds.
Then the closure of (F u * , ∆ u * ∪∆ q ∪∆ t ) under relevant isomorphisms is a condition in P β * extending u * , q and t.
Given a condition q and a model N, it will be convenient to define the restriction of q to N, denoted q ↾ N, as the pair (F, ∆ q ∩ N), where dom(F ) = dom(F q ) ∩ N and, for every ξ ∈ dom(F ),
It is straightforward to see that if N is a model, α < κ, and q ∈ P α is (N, P α )-pre-generic, then the restriction of q to N is a P α -condition.
We now have all the technical lemmas we need in order to prove lemma 4.12.
Lemma 4.12. Suppose β < κ, q ∈ P β and N ∈ T β ′ , for some
r extends q ↾ N for every r ∈ B, and
Then there is some r * ∈ B ∩ N and some common extension q ′ of r * and q such that every ξ ∈ dom(F q ′ ) ∩ N is such that ξ < α, where α ≤ β is least such that r * ∈ P α . 18 In particular, q is (N,
Proof. The proof is by induction on β. We prove the second part first, namely that if the first part holds, then q is (N, P β )-generic if it is (N, P β )-pre-generic and β ∈ N. For this, let A ∈ N be a maximal antichain of P β and let t ∈ P β be a common extension of q and some s ∈ A. Let B be the set of conditions r ∈ P β extending both t ↾ N and some condition in A, and note that t ∈ B, and that B is definable in (H(κ) ; ∈, T β+1 ) from parameters in N. But then we may apply the conclusion of the first part to t and to B of obtain, in particular, some r * ∈ B ∩ N compatible with t. But then t is in particular compatible with some s * ∈ A ∩ N extended by r * . Let us focus on the proof of the first part now. We start by fixing a parameter p ∈ N such that B is definable over (H(κ); ∈, T β ′ ). When β = 0, the conclusion follows immediately from lemma 2.3 (see e.g. [4] for similar arguments), so we may assume β > 0.
Suppose first that β = α 0 + 1. Let us start by considering the case when β / ∈ N. By induction hypothesis we may then extend q| α 0 to a P α 0 -condition q ′ extending some r * ∈ B ∩ N and such that every ξ ∈ dom(F q ′ ) ∩ N is such that ξ < α, where α is the least ordinal such that r * ∈ P α . But then, thanks to lemma 4.3, q ′ and q can be amalgamated into a P β -condition q ′′ such that q ′′ | α 0 = q ′ . Suppose now that β ∈ N. Modulo notational changes, the proof in this case is essentially the same as a corresponding proof in [7] . We are sketching this argument here for the reader's convenience.
Without loss of generality we may assume that cf(α 0 ) = ω 1 , α 0 ∈ dom(F q ), and δ N ∈ dom(b α 0 ), as the proof in the other cases is easier. Let B * ∈ N be a ⊆-maximal set of pairwise incompatible (in P β ) conditions from B (B * exists by the ℵ 2 -c.c. of P β ). Since q ∈ B, we may extend q to a condition q * extending some r 0 ∈ B * . For each r ∈ B * and each η < ω 1 , let ψ(r, η) be the ⊳-least P α 0 -name for a conditionṙ in P β such that P α 0 forces the following: Suppose there is some condition s ∈ P β such that s| α 0 ∈Ġ α 0 , s extends r, α 0 ∈ dom(F s ), and such that F s (α 0 ) has the following properties.
(1) I
Thenṫ is such a condition s. Otherwise,ṫ = ∅.
By correctness of N with respect to the predicate T β+1 and the parameters B * , ∆ q * ∩ N, I
∩ N, all of which are in N, the function ψ is in N. Let G be a P α 0 -generic filter over V with q * | α 0 ∈ G (by induction hypothesis we have that G is also generic over N) and let N G and (C δ ) δ∈Lim(ω 1 ) be the interpretations, via G, of NĠ α 0 andĊ α 0 respectively. I By clause (6) (g) in the definition of P β -condition, together with the induction hypothesis, there is some
, we may find r * ∈ B ∈ M[G] such that t = ψ(r * , η) = ∅ (as the existence of some r ∈ B such that ψ(r, η) = ∅ is witnessed by r 0 itself). Note that, by induction hypothesis, r * and t are both in M ⊆ N. By lemma 4.3, we may extend q * to a condition
, and r * , and such that q ′ | α 0 extends t| α 0 . Finally, it is easy to check that t and q ′ are compatible P β -conditions, and so r * ∈ B ∩ N is as desired (every common extension q ′′ ∈ P β of q ′ and t will of course in this case have the property that every ξ ∈ dom(F q ′′ ) ∩ N is such that ξ < α, where α is least such that r * ∈ P α , since α = β).
Let us now consider the case when β = 0 is a limit ordinal. Suppose first that cf(β) ≥ ω 1 . If cf(β) ≥ ω 2 , then by Remark 3.2 (2) we may find α < β such that q ∈ P α and sup(N ∩ β) < α. But by induction hypothesis there is then a condition q ′ in P α extending both q and some r * ∈ B and with the property that every ξ ∈ dom(F q ′ ) ∩ N is such that ξ < α, where α is least such r * ∈ P α . This finishes the proof in this case.
If cf(β) = ω 1 , we let σ ∈ N be any ordinal above ξ for all ξ ∈ dom(F q ) ∩ N, and let B ′ be the collection of conditions of the form π γ (r), where γ ∈ Lim(κ) \ σ and where r ∈ B ∩ P γ . Furthermore, if β ∈ N, we require that γ, in the definition of B ′ , be always β. Let β < β, sup(N ∩β) ≤β, be such that π β (q) ∈ Pβ. Since B ′ is a subset of P κ by lemma 4.1 (1) and since B ′ is definable over (H(κ); ∈, T β ′ ) from parameters in N and q extends r 0 , by induction hypothesis applied toβ we know that there is some γ ∈ (Lim(κ) ∩ N) \ σ and some r * ∈ B such that π γ (r * ) and π β (q) are compatible in Pβ, and that this is witnessed by a common extension q ′ such that every ξ ∈ dom(F q ′ )∩N is such that ξ < α, where α is the least ordinal such that π γ (r * ) ∈ P α . Furthermore, we may assume that γ = β if β ∈ N. It is now easy to see that r * and q ′ are compatible via a common extension q ′′ such that F q ′′ = F q ′ . For this, we simply amalgamate r * and q ′ by placing the markers of the models of the form Ψ N,N ′ (Q), for N ∈ N q ′ γ and Q ∈ N r * γ at γ. It then follows from lemma 4.1 (2) that there is a common extension q ′′ of q ′ and q in P β such that F q ′′ = F q ′ , and so we are done. Let us finally consider the case when cf(β) = ω. Suppose first that N ∩ β is cofinal in β. Let β 0 = min(N \ β). Let α 0 ∈ β ∩ N be such that
By lemma 4.5, let (ρ i ) i<ω be a bounding sequence for dom(∆ q ) relative to α 0 below β such that
• ρ i ∈ N for all i, and such that • Ψ N,N ′ "α 0 ⊆ ρ 1 for every N ′ ∈ dom(∆ q ) of the same height as N and such that N ′ ∩ β is cofinal in β.
Let n = | dom(∆ q )|, and let α ∈ N ∩ β be • above ρ 4n , and such that
13 follows easily from the definition of bounding sequence.
Remark 4.13. (ρ i ) i≤4n is an initial segment of a bounding sequence for dom(∆ q ) relative to α 0 below β * whenever β * is a limit ordinal such that α < β * ≤ β.
Given an ordinal β 1 of countable cofinality such that β * * < β 1 ≤ β, let us call a functional collection Γ ∈ N of models with markers up to β 1 adjusted to ∆ q inside N, below β 1 , and up to ρ 4n if the following holds.
is an initial segment of (a) a bounding sequence for dom(Γ) relative to α 0 below β 1 and (b) a bounding sequence for dom(Γ) relative to α 0 below β * . (5) The following holds for all (Q, γ) ∈ Γ.
(1) If β 1 ∈ [β * * , β], cf(β 1 ) = ω, and Γ ∈ N is a functional collection of models with markers up to β 1 such that Γ is adjusted to ∆ q inside N, below β 1 , and up to ρ 4n , then (ρ 2i ) i≤2n is an initial segment of a bounding sequence for dom(∆ q ∪ Γ) relative to α 0 below β * . (2) Given any β 1 ∈ [β * * , β] ∩ N of countable cofinality, there is a sentence Ξ β 1 in the language for (H(κ); ∈, T β 1 +1 ), with the members of ∆ q ∩ N and a finite sequence of ordinals in N as parameters, and such that the following are equivalent for every collection Γ ∈ H(κ) of models with markers up to β 1 :
• Γ is adjusted to ∆ q inside N, below β 1 , and up to ρ 4n . (3) ∆ q is adjusted to itself inside N, below β, and up to ρ 4n .
Proof. All points in the above claim are fairly obvious except for, possibly, the first one, so we give its proof here. Suppose i < 2n, Q 0 ,
We want to show that Ψ Q 0 ,Q 1 (ξ) < ρ 2i+2 . The only case which one needs to give an argument for is the case when Q 0 ∈ dom(∆ q ) \ N and
We may then of course assume that N ′ ∩ β is cofinal in β, as otherwise N ′ ∩ β -and hence also Q 0 ∩ β -is bounded by α 0 , in which case we are done. Let
as (ρ i ) i≤4n is an initial segment of a bounding sequence for dom(∆ q ) relative to α 0 below β and since Ψ N ′ ,N "ρ 2i is bounded in β -by closedness of dom(∆ q ), as N ′ ∩ β and N ∩ β are both cofinal in β. Note that we also may assume thatQ 0 and Q 1 are both cofinal in β 1 , since otherwise one ofQ 0 ∩ β 1 and Q 1 ∩ β 1 would be bounded by α 0 and therefore, by the definition of β * * together with β 1 ≥ β * * and our particular choice of (ρ i ) i<ω , at least one of Q 0 ∩ β * and Q 1 ∩ β * would be bounded by ρ 1 , in which case we would also be done. But then we also have that
is an initial segment of a bounding sequence for dom(Γ) relative to α 0 below β 1 and by closedness of dom(Γ). But now we are done since
Similarly as in the proof in the successor case, by correctness of (N; ∈, T β 0 ) within (H(κ); ∈, T β 0 ) relative to the relevant parameters, we may find P α -namesṙ * andṫ in N such thatṙ * is a P α -name for a condition in B and such that P α forces the following.
• Suppose there is an ordinal β 1 ∈ [β * * , β 0 ) of countable cofinality such that -β 1 = β if β 0 = β, and for which there is some r ∈ B and some condition s ∈ P β 1 with the following properties.
(1) β 1 is the least ordinal such that r ∈ P β 1 .
Then there is an ordinal β 1 as above for whichṙ * is such an r ∈ B andṫ is such a condition s; otherwiseṫ = ∅.
Since q ∈ B, we have that q| α forces, in P α , thatṫ = ∅. Also, by induction hypothesis, q| α is (N, P α )-generic. In particular, it forces thatṙ * andṫ are in N. It follows that there is an ordinal β 1 ∈ [β * * , β] of countable cofinality in N, together with r * ∈ B ∩ N and t ∈ N ∩ P β 1 , with the following properties (1) β 1 is the least ordinal such that r * ∈ P β 1 . (2) q| α and t| α are compatible in
Let u ∈ P α 0 be a common extension of q| α 0 and t| α 0 . Using the choice of t within N we may find, by invoking lemma 4.7, conditions u * ∈ P α 0 and w ∈ P α such that u * extends u, q| α 0 and t α 0 , w extends u, q| α and t| α , and such that w is the closure of (F u * , ∆ u * ∪ ∆ q|α ∪ ∆ t|α ) under relevant isomorphisms.
Let ∆ ′ = ∆ q| β * ∪ ∆ t . Note that, since ∆ t is adjusted to ∆ q inside N, below β 1 , and up to ρ 4n , we have, by the first point of Claim 4.14, that (ρ 2i ) i≤2n is an initial segment of a bounding sequence for dom(∆ ′ ) relative to α 0 below β
Also, note that |∆ ′ | = 2n. Hence, by the choice of α above ρ 4n , lemma 4.11 yields that the closure q ′ of (F u * , ∆ u * ∪ ∆ ′ ) under relevant isomorphisms is a condition in P β * extending u * , q| β * and t. Finally, by an application of lemma 4.9 to the fact that β * > ρ 4n and the fact that dom(F u * ) ⊆ α 0 , it follows that q ′ and q are compatible as witnessed by a common extension q ′′ which of course is such that dom(F q ′′ )∩N ⊆ β 1 . Hence, r * ∈ A ∩ N is as desired. It remains to cover the case when N ∩ β is bounded in β. Let β = sup(N ∩ β) < β. Let B ′ be the set of conditions of the form r| γ for some r ∈ B and some γ such that dom(F r ) ⊆ γ. Letᾱ < β be abovē β and such that
• dom(F q ) ⊆ᾱ, and • γ <ᾱ for every (Q, γ) ∈ ∆ q such that γ < β.
Let (ρ i ) i<ω be a bounding sequence for dom(∆ q ) relative toᾱ below β, and let α < β be
• above ρ 2n , where n = |∆ q |, and such that
By definability of B ′ with parameters in N, an application of the induction hypothesis yields that there are r * ∈ B ∩N, τ ∈ N ∩β, and a common extension q ′ ∈ P α of q| α and r * | τ such that every ξ ∈ dom(F q ′ )∩N is such that ξ < τ . By lemma 4.7, we may assume that there is some u ∈ Pᾱ such that q ′ is the closure of (F u , ∆ u ∪ ∆ q|α ∪ ∆ r * |τ ) under relevant isomorphisms.
Let q • be the extension of q ′ resulting from, if necessary, pushing the marker, in ∆ q ′ , of every model in dom(∆ q ) up to its original value in ∆ q , and closing under relevant isomorphisms. We then have that F q • = F q ′ by, essentially, lemma 4.9 and the choice of α. In particular, q
• is indeed a condition, and of course it extends q. But now it is immediate to see that there is a common extension q * of q • and r * obtained as q * = (F q • , ∆), where ∆ is the collection of models with markers with domain dom(∆ q • ) such that the following holds for each Q ∈ dom(∆).
• If Q ∈ N ′ for some N ′ ∈ dom(∆ q • ) such that δ N ′ = δ N , then the marker of Q in ∆ is the minimal ordinal γ in cl(Q) such that γ ≥ ξ whenever ξ ≤β and, for all (Q,γ) ∈ ∆ r * such that
of the same height as N, then the marker of Q in ∆ is the marker of Q in ∆ q • .
The main point is that, by our choice of q ′ , there is no (Q.γ
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It follows now that q * witnesses that r * ∈ B ∩ N is as desired. This concludes the proof in this case, and hence also the proof of the lemma. There are many ways to see that forcing with P κ adds at least ℵ 1 -many new reals. The proof of the following lemma is one of them. Proof. Let (α ν ) ν<ω 1 be the strictly increasing enumeration of the first ω 1 -many ordinals of cofinality ω 1 . LetḢ be a P κ -name for the set of p ∈ Add(ω, ω 1 ) such that for all ν ∈ dom(p), p(ν) = 1 if and only if, letting δ be the first ordinal such that δ ∈ dom(b q αν ) for some q ∈Ġ κ with α ν ∈ dom(F q ), b q αν (δ) is a successor ordinal for some (equivalently, every) such q. Is is then straightforward to see that eachḢ is forced to be an Add(ω, ω 1 )-generic filter over V . The main point is that for every ν ∈ ω 1 , P αν is a complete suborder of P κ (the proof of which boils down to the fact that if q ∈ P κ , N and N ′ are models in dom(∆ q ) of the same height, and ξ ∈ N ∩ α ν , then Ψ N,N ′ (ξ) = ξ). But then, a standard density argument shows thatḢ is indeed forced to be a generic filter for Add(ω, ω 1 ).
We will now put the strong symmetry clause (7) in the definition of condition to work. The following lemma is a counterpoint to lemma 4.16. It shows that P κ adds not more than ℵ 1 -many new reals, and hence this forcing preserves CH (cf. the proof of Proposition 2.7 in [6] or the proof sketched in the introduction). 20 This is the one point in the proof of this lemma where we make use, in an essential way, of the extra property of the common extension q ′ of q and r * , in the conclusion of the lemma, that every point in dom(F q ′ ) ∩ N be below α, where α is least such that r * ∈ P α .
Proof. Suppose, towards a contradiction, that there is a P κ -condition q and a sequence (ṙ ξ ) ξ<ω 2 of P κ -names for subsets of ω such that q Pκ r ξ =ṙ ξ ′ for all ξ = ξ ′ . By the ℵ 2 -c.c. of P κ we may assume that eachṙ ξ is in H(κ). For every ξ and every n < ω, let A n ξ be a maximal antichain in P κ deciding whether or not n is inṙ ξ . By cf(κ) > ω 1 together with the ℵ 2 -c.c. of P κ , for each ξ there is some α ξ < κ such that A n ξ is a maximal antichain of P α ξ for each n. Since in fact cf(κ) > ω 2 , by taking each α ξ high enough we may assume that there is some β such that q ∈ P β and α ξ = β for all ξ < ω 2 .
21 We may, and will, identify eachṙ ξ with a P β -name.
Let χ be a large enough cardinal. For each ξ < ω 2 let N * ξ be a countable elementary substructure of H(χ) containing Φ, ⊳, (θ α ) α≤β+1 , r ξ and q, and let N ξ = N * ξ ∩ H(κ). Let also q ξ = q ⊕ (N ξ , β + 1). By lemma 4.4, each q ξ is a condition in P β+1 . By CH, we may assume that
forms a ∆-system with root R (cf. the proof of lemma 4.2). For each ξ < ω 2 we may fix some countable structure M ξ on cl( dom(∆ q ξ )) coding all the relevant information about q ξ in some uniform way. By CH we may find ξ = ξ ′ such that M ξ and M ξ ′ are isomorphic via a (unique) isomorphism Ψ fixing R. We may assume we have picked our uniform coding of information in such a way that the fact that M ξ and M ξ ′ are isomorphic implies the following.
(1)q = (F ξ,ξ ′ , ∆ q ξ ∪∆ q ξ ′ ) is a common extension of q ξ and q ξ ′ , where Proof. By our choice of β it suffices to prove thatq P β+1ṙ ξ =ṙ ξ ′ . Let n ∈ ω and let q ′ be any extension ofq in P β+1 . It is enough to show that if q ′ P β+1 n ∈ṙ ξ , then also q ′ P β+1 n ∈ṙ ξ ′ . By lemma 4.12 together 21 This is the only place in the proof of Theorem 1.2 where we use the assumption that cf(κ) > ω 2 .
with the fact that N ξ ∈ T β+1 , we know thatq| β is (N * ξ , P β )-generic. Thus, using lemma 4.3 we may assume, by extending q ′ if necessary, that there is some t ∈ N ξ ∩ A n ξ such that q ′ extends t in P β and t P β n ∈ṙ ξ By clause (7) in the definition of P β+1 -condition applied to q ′ we know that
is an isomorphism, we have that
We have found an extensionq of q forcing thatṙ ξ =ṙ ξ ′ . This is a contradiction since ξ = ξ ′ .
4.3.
Measuring. Given sets X and Y , we say that X is an ∈-initial segment of Y if X ⊆ Y and for every a ∈ X, a ∩ Y ⊆ X. Given a P κ -condition q and α < κ, lettinḡ
we define π α (q) as the collection of P κ -conditions t with the following properties.
(1) dom(F t ) ↾ᾱ = dom(F q ) ↾ᾱ (2) The following holds for every ξ ∈ dom(F q ) ↾ᾱ.
• I 
• for all ξ ∈ M ∩γ ∩ N ∩ γ, (N; ∈, T ξ ) and (M; ∈, T ξ ) are isomorphic structures, and 
A set C of ordinals is said to be ω 1 -closed if every limit point of C of cofinality ω 1 is in C. The following lemma will be used crucially in the proof of lemma 4.21.
Lemma 4.19.
There is an ω 1 -closed and unbounded subset C of κ such that for every α ∈ C, P α is a complete suborder of P κ .
Proof. There is an ω 1 -closed and unbounded subset C of κ such that every member of C is of the form R ∩ κ, where R is an elementary submodel of H(χ), for some high enough cardinal χ, containing P κ , and is such that ω R ⊆ R. It suffices to prove that if α ∈ C, then P α is a complete suborder of P κ . For this, it is enough to show that if A is a maximal antichain of P α , then every q ∈ P κ is compatible with some member of A. Since A ∈ H(κ) by the ℵ 2 -c.c. of P α , by extending q if necessary we may assume that there is some N ∈ N q α+1 such that A ∈ N. Letᾱ = sup(cl( dom(∆ q )) ∩ α). For convenience, we may assume, in addition, that N is the only member of dom(∆ q ) of height δ N . Claim 4.20. For every t ∈ π α (q) there are α ′ < κ and
Ψ N,N ′ is an isomorphism between (N; ∈, T α+1 ) and (N ′ ; ∈, T α ′ +1 ), and such that (5) there is some r ∈ A∩N such that t and Ψ N,N ′ (r) are compatible.
Proof. Suppose otherwise. Let us fix some elementary substructure of H(χ) containing P κ and such that ω R ⊆ R and R ∩ κ = α. Note that π α (q) ∈ R by correctness of R and the fact that this model contains P κ , as well as all other objects involved in the definition of π α (q) (sincē α < α and since R is closed under ω-sequences). Hence, again by correctness of R, together with the fact that R contains the relevant isomorphism type, there is some t ∈ R ∩ π α (q) ⊆ P α for which there are no α ′ < κ and N ′ ∈ N t α ′ +1 as in the conclusion. Since t ∈ π α (q), it is easy to see thatt = (F t , ∆ * ) is an extension of t in P α such that N ∈ Nt α , where ∆ * is the closure, under relevant isomorphisms, of the union of ∆ t ∪ ∆ q|α and the collection of all models with markers (Ψ Q ′ ,Q (M), 0), where Q ∈ dom(∆ q ) and Q ′ ∈ dom(∆ t ) are of the same height and M ∈ dom(∆ t ) ∩ Q ′ . The only point that is perhaps not immediately clear is the verification that if ξ < α, N 0 and N 1 are both in N ∆ * ξ , and δ N 0 < δ N 1 , then there is some N By lemma 4.12, there is some u ∈ P α extendingt and some r ∈ A∩N. Butt ∈ π α (q), which immediately yields a contradiction.
By the claim and since q ∈ π α (q) and N is the only member of dom(∆ q ) of height δ N , there is some r ∈ A ∩ N compatible with q. This finishes the proof.
The proof of the following lemma is similar to the proof of a corresponding lemma in [7] (using lemma 4.19).
Lemma 4.21. P κ forces Measuring.
Proof. Let G be P κ -generic and let C = (C δ : δ ∈ Lim(ω 1 )) ∈ V [G] be a club-sequence on ω 1 . We want to see that there is a club of ω 1 in V [G] measuring C. By the ℵ 2 -c.c. of P κ together with κ ℵ 1 = κ, we may assume that C =Ċ G for some P κ -nameĊ ∈ H(κ) for a club-sequence on ω 1 . For all δ ∈ Lim(ω 1 ) and η < δ, let A δ,η be a maximal antichain of P κ deciding the statement 'η ∈Ċ(δ)'. By the ℵ 2 -c.c. of P κ we may fix someᾱ < κ such that A δ,η ⊆ Pᾱ for all δ, η as above. Then, for all α ≤ β in [ᾱ, κ), q ∈ P β , δ ∈ Lim(ω 1 ), and η < δ, q P β η ∈Ċ(δ) (resp., q P β η / ∈Ċ(δ)) if and only if every extension q ′ of q in P β can be extended to some q ′′ ∈ P β such that q ′′ | α Pα η ∈Ċ(δ) (resp., such that q ′′ | α Pα η / ∈Ċ(δ)). We may, and will, assume thatĊ is a Pᾱ-name. By our choice of Φ, together with lemma 4.19, we may fix an ordinal α ∈ [ᾱ, κ) of cofinality ω 1 such that Φ(α) =Ċ and such that P α is a complete suborder of P κ . We then have thatĊ α = Φ(α). Let D = {min(I) : I ∈ I q α , q ∈ G, α ∈ dom(F q )}. It will suffice to prove that D is a club of ω 1 measuring C.
It is straightforward to see that D is unbounded in ω 1 . Indeed, it is enough for this to notice that if β < κ, q ∈ P β , α ∈ dom(F q ), and N ∈ T β+1 is such that q ∈ N, then there is, by lemma 4.4, an extension q * of q which is (N, P β )-pre-generic. And of course q * is such that δ N = min(I) for some I ∈ I q * α . To see that D is closed, suppose β < κ and δ < ω 1 , δ > 0, is forced by some q ∈ P β to be a limit point of ordinals of the form min(I) for some r ∈Ġ β with α ∈ dom(F r ) and some I ∈ I r α . By extending q if necessary, we may assume that there is some interval I ∈ I q α such that max(I) < δ. It suffices now to show that δ = min(I) for some I ∈ I q α . So suppose this is not the case and let I 0 be highest interval in I ′ forces that the set of ordinals below δ of the form min(I) for some r ∈Ġ β with α ∈ dom(F r ) and some I ∈ I r α has supremum at most min(I 0 ), which is a contradiction. This is the only place in the proof where we use the fact that intervals are allowed to grow (while retaining the same minimum) when extending a condition.
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Also, for every δ ∈ D, if there is some q ∈ G such that α ∈ dom(F q ) and δ ∈ dom(b q α ), then a tail of D ∩ δ is disjoint from C δ (by (6) (e) (f) in the definition of P β -condition). Indeed, suppose, towards a contradiction, that β < κ and q ′ ∈ P β extends q, δ ′ = min(I) for some I ∈ I q ′ α such that b q α (δ) < δ ′ < δ, and q ′ P β δ ′ ∈Ċ α (δ). Then q ′ | α Pα δ ′ ∈Ċ α (δ) by our choice ofᾱ, which contradicts the fact that q ′ | α Pα [η, δ ′ ] ∩Ċ α (δ) = ∅ for some η < δ ′ . It remains to prove that if β < κ and q ∈ P β is such that α ∈ dom(F q ), δ = min(I) for some I ∈ I q α , and there is no q ′ extending q such that δ ∈ dom(b q ′ α ), then there is some ρ < δ and some extension 23 See also the relevant comment in the next section.
add a uniformizing function on C for some colouring F : Lim(ω 1 ) −→ {0, 1} fed to us by our book-keeping function Φ. Thus, rather than the present triples (f, b, O), we would plug in conditions for a natural forcing for adding such a uniformizing function with finite conditions.
Everything would seem to go well, and in particular our construction would have the ℵ 2 -c.c., would be proper and would preserve CH, except that, because of the strong symmetry constraint expressed in the corresponding version of clause (7), it would not be able to force Unif( C). The reason is that we would not be in a position to rule out situations in which there is a condition q with, for example, 'twin models' N and N ′ of the same height for which there are α ∈ N and α ′ ∈ N ′ , both below the minimum of the markers of N and N ′ , such that Ψ N,N ′ (α) = α ′ , and such that the colour ofḞ (α) at δ N is forced to be 0, whereas the colour ofḞ (α ′ ) at δ N is forced to be 1 (whereḞ (β) denotes of course the name for the colouring to be uniformized at stage β of the construction). The requirement, imposed by the current form of clause (7), that any amount of information on the generic uniformizing function at the coordinate α be copied over to the coordinate α ′ would then make it impossible for these generic uniformizing functions to be defined on any tail of C δ N . The above problem does not arise in the present construction. In a situation like the one described above, δ N will simply fail to be a limit point of the generic club added at stage α (and hence of course also of the generic club added at stage α ′ ). This type of situation is the reason why, in our construction, the intended measuring club added at stage α is obtained as the set of minima of the intervals coming from I q α (for some condition q in the generic filter), rather than as the range of a generically added function (as in [7] ). If, in a situation like the above, we were to add generic functions at stages α and α ′ , it could be that, below some condition q with N ∈ N q α and N ′ ∈ N q α ′ , and for the reason described before, these generic functions, let us call themḟ α andḟ α ′ , would have to have ranges bounded below δ N . But thenḟ α andḟ α ′ would fail to be enumerating functions of clubs, since the limit ordinal δ N = δ N ′ would need to be such that δ N =ḟ α (δ N ) and δ N ′ =ḟ α ′ (δ N ′ ), due to the relevant properness requirement.
It may also be worth pointing out that the type of situation described above is a source of serious obstacles towards trying to force some reasonable forcing axiom to hold together with CH using the present methods. To see this in a particularly simple case, suppose, for example, that (Q α ) α≤κ is exactly as our present construction (P α ) α≤κ , except that at each stage we force with Cohen forcing. This construction enjoys all relevant nice properties that (P α ) α≤κ has, but of course Q κ cannot possibly force FA ℵ 1 (Cohen), as it preserves CH. Letting C ⊆ κ be an ω 1 -club such that (Q α ) α∈C∪{κ} is an iteration, and letting α 0 ∈ C be such that all reals in V Qκ have already appeared in V Qα 0 , if α < κ is above α 0 , then the real constructed by the generic at the coordinate α will actually fail to be Cohen-generic over V Pα 0 (even if P κ is a regular extension of P α 0 ); in fact, for every condition q ∈ P κ such that α ∈ dom(F q ) there will be a condition q ′ extending q for which there are (N, γ), (N ′ , γ ′ ) ∈ ∆ q ′ such that δ N = δ N ′ , α < min{γ, γ ′ }, and such that Ψ N,N ′ (α) < α 0 . The information at the coordinate Ψ N,N ′ (α) contained in any extension of q ′ will then have to be copied over into the coordinate α, which will prevent the real constructed at that coordinate to be truly Cohen-generic over V Pα 0 . By the same considerations, the setḊ α constructed at a particular coordinate α of our present construction (P α ) α≤κ will typically fail to be a generic club, over V Pα , for the relevant forcing for measuring the club-sequenceĊ α . On the other hand, it will be generic enough that it is in fact unbounded in ω 1 . Also,Ḋ α will necessarily be closed in ω 1 by density, and it will measureĊ α essentially by design and the relevant form of symmetry (s. the proof of lemma 4.21 for all these points).
