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Abstract. We consider linear port-Hamiltonian differential-algebraic equa-
tions (pH-DAEs). Inspired by the geometric approach of Maschke and van
der Schaft [11] and the linear algebraic approach Mehl, Mehrmann and
Wojtylak [12], we present another view by using the theory of linear rela-
tions. We show that this allows to elaborate the differences and mutualities
of the geometric and linear algebraic views, and we introduce a class of DAEs
which comprises these two approaches. We further study the properties of
matrix pencils arising from our approach via linear relations.
1. Introduction
Port-Hamiltonian modelling provides a framework allowing for a systematic port-
based network modelling of complex lumped parameter systems from various phys-
ical domains. This modelling is based on energy considerations of individual sys-
tems and their interconnection. In the past decades, this approach has gained
particularly increased attention from different communities, such as geometric me-
chanics and mathematical systems theory, from which different definitions of port-
Hamiltonian systems emerged, see [9, 10, 14] for an overview.
This article is devoted to the analysis and comparison of two approaches to
port-Hamiltonian differential-algebraic equations (DAEs). One approach byMehl,
Mehrmann and Wojtylak in [12] is of linear algebraic nature, and is based on
the study of the class
d
dtEz(t) = Az(t), (1.1)
with, for K ∈ {R,C}, E,Q ∈ Kn×m and D ∈ Kn×n,
A = DQ, Q∗E = E∗Q, and D +D∗ ≤ 0, (1.2)
whereM ≥ 0 (M ≤ 0) refers to symmetry and positive (negative) semi-definiteness
of the square matrix M , and the property D +D∗ ≤ 0 is called dissipativity of D.
Note that [12] uses the notation D = J−R for J,R ∈ Kn×n with J skew-Hermitian
and R ≥ 0, and we stress that a matrix is dissipative if, and only if, it can be
represented as such a matrix difference as above.
Special emphasis is placed on the case where
Q∗E ≥ 0,
since, oftentimes, 12z(t)
∗Q∗Ez(t) corresponds to the physical energy of the system
(1.1) at time t [12, Ex. 1]. The properties (1.2) allow a deep analysis of the Kro-
necker structure and location of eigenvalues of matrix pencils sE −DQ ∈ K[s]n×m
and, consequently, an understanding of the qualitative solution behavior of (1.1)
[12].
This work was supported by the grants RE 2917/4-1 and WO 2056/1-1 “Systems theory of
partial differential-algebraic equations” by the Deutsche Forschungsgemeinschaft (DFG).
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Another approach to port-Hamiltonian DAEs by Maschke and van der Schaft
[11] is of geometric nature. Such systems are specified by the relation
(e(t), ddtx(t)) ∈ D, (x(t), e(t)) ∈ L (1.3)
for some Kn-valued function e(·), where L and D are the so-called Lagrangian and
Dirac subspaces of K2n, see Section 3. Note that, in [11], the first inclusions in (1.3)
is actually written as (− ddtx(t), e(t)) ∈ D. However, it can be shown that this is
equivalent to (e(t), ddtx(t)) ∈ D˜, for some alternative Dirac subspaces D˜. It is shown
in [11] that Dirac and Lagrange subspaces admit kernel and image representations
D = ker[K,L] = ran [ L∗
K∗
]
and L = ran [ PS ] = ker[S∗,−P ∗] for some K,P,L, S ∈
Kn×n with KL∗ = −LK∗, S∗P = P ∗S and rk[K, L ] = rk[P, S ] = n. This allows,
by taking
(
e(t)
z(t)
)
= [ PS ]x(t), to rewrite (1.3) as a DAE L
d
dtPx(t) = −KSx(t).
The purpose of this article is to present the relation between these two approaches.
To this end, we present another view via so-called linear relations, a concept which
has been treated in several textbooks [2, 6]. Via linear relations, we present a class
which comprises both the linear algebraic and geometric approach. In particular,
we make use of three facts:
(i) the geometric concept of Dirac structure translates to the
notion of skew-adjoint linear relation in the language of lin-
ear relations,
(ii) Lagrangian subspaces correspond to self-adjoint linear rela-
tions, and
(iii) dissipative matrices can be generalized to dissipative linear
relations.
Table 1. Linear relations and Dirac/Lagrange subspaces
We will see that (1.3) can be written, in the language of linear relations, as
(x(t), x˙(t)) ∈ DL, (1.4)
where DL is the product of the linear relations D and L, see Section 3. By choosing
matrices E,A ∈ Kn×q with
DL = ran
[
E
A
]
, (1.5)
the differential inclusion (1.4) can be transformed to the DAE(
x(t)
x˙(t)
)
= [EA ] z(t).
which has to be solved for x(·) and some Kq-valued function z(·). It can be seen
that an elimination of x(·) leads to ddtEz(t) = Az(t). On the other hand, it can
be shown that for matrices with properties as in (1.2) and choosing D = ran [ ID ],
L = ran (EQ ), the equations (1.1) and (1.4) are equivalent. Hereby, we will see
that D is a so-called dissipative relation and L is a symmetric relation. These
are concepts which are slightly more general than skew-adjoint and self-adjoint
relations.
These findings allow a comparison of the approaches in [11] and [12]: Namely, to
analyze whether a given pH-DAE in the sense of [12] is one in the sense of [11], it has
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to be investigated whether the linear relation L = ran (EQ ) is self-adjoint subspace
L and a skew-adjoint subspace D. On the other hand, to analyze whether a pH-
DAE which in the sense of [11] is one in the sense of [12], it has to be investigated
whether D = grD for some dissipative matrix D ∈ Kn×n, where grD stands for
the graph of D, i.e., grD = ran [ ID ]. Moreover, a joint structure of both approaches
are DAEs ddtEz(t) = Az(t) for which (1.5) holds for some dissipative relation D
symmetric relation L.
Besides a comparison of both existing approaches to pH-DAEs, we will investi-
gate structural properties of DAEs belonging to the aforementioned joint structure,
such as an analysis of the Kronecker structure of the pencil sE−A with (1.5) with
D and L being dissipative and symmetric, respectively. Sometimes we will impose
the additional assumption that L is a nonnegative linear relation, which generalizes
the condition that E∗Q is positive semi-definite. Note that the latter is motivated
by quadratic form 12x(t)
∗Q∗Ex(t) oftentimes standing for physical energy of the
system at time t.
ran
[
E
A
]
= DL,
DDirac andL Lagrangian
(Maschke, van der Schaft)
ran
[
E
A
]
= DL, D maximally
dissipative, and L self−adjoint
ran
[
E
A
]
= (grD)L,
D +D∗ ≤ 0, L symmetric
(Mehl, Mehrmann, Wojtylak)
ran
[
E
A
]
= DL,
D dissipative, and L symmetric
\\ Example 4.3\\Examples 4.2&4.4
Figure 1.1. Relations between geometric concepts and those from
the theory of linear relations
Note that both the approaches in [11] and [12] allow the incorporation of further
external variables, such as inputs and outputs. In this article we will restrict to the
uncontrolled case for sake of better overview.
The paper is organized as follows: in Section 2 we recall basic facts on matrix
pencils, such as the Kronecker form. In Section 3 the basic notions from the the-
ory of linear relations and properties of dissipative, nonnegative and self-adjoint
subspaces are presented. This can be used in Section 4 for a port-Hamiltonian for-
mulation via linear relations, along with a detailed comparison of the approaches of
Mehrmann, Mehl and Wojtylak and the formulation (1.3) by Maschke and
van der Schaft via Dirac and Lagrange structures. By using linear relations, we
will introduce a novel class which can be seen as a least common multiple of both
existing approaches. Section 5 is devoted to the characterization of regularity of
the pencils arising in this novel class, and, in Section 6 we use, the additional as-
sumption that the linear relation L in (1.3) is nonnegative and perform a structural
analysis of such systems. In particular, we analyze the index and the location of
the eigenvalues of the underlying matrix pencil.
2. Preliminaries on matrix pencils
The analysis of DAEs of the form (1.1) leads to the study of matrix pencils,
which are first-order matrix polynomials sE−A ∈ K[s]n×m with coefficient matrices
E,A ∈ Kn×m. To this end, note that K[s] denotes the ring of polynomials over K,
and K(s) is the quotient field of K[s].
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d
dt
Ex = DQx, D+D∗≤0, Q∗E ≥ 0
(Mehl, Mehrmann, Wojtylak)
ran
[
E
A
]
= DL, Dmax.
dissipative, Lmax. nonnegative
σ(E,A) ⊆ C−,
index ≤ 2, and βi ≤ 2, γi ≤ 1
in the Kronecker form
sE −A is regular and index ≤ 1
Corollary 6.5
L = (gr Q)−1
Q pos. definite
sE −A regular
Theorem 6.6
\\Example 6.7
Figure 1.2. Properties of matrix pencils arising in port-
Hamiltonian formulations.
First, we recall the Kronecker form for matrix pencils, see e.g. [7, Chap. XII],
i.e. there exist invertible matrices S ∈ Kn×n and T ∈ Km×m with
S(sE −A)T =

sIn0 − J 0 0 0
0 sNα − I|α| 0 0
0 0 sKβ − Lβ 0
0 0 0 sK>γ − L>γ
 (2.1)
with J in Jordan canonical form over K, see e.g. [8, Secs. 3.1& 3.4] and, for multi-
indices α = (αi)i=1,...,`α , β = (βi)i=1,...,`β , γ = (γi)i=1,...,`γ ,
Nα = diag(Nαi)i=1,...,`α , Kβ = diag(Kβi)i=1,...,`β , Lγ = diag(Lγi)i=1,...,`γ ,
where, for k ∈ N with k ≥ 1, Nk is a nilpotent Jordan block of size k × k, and
Kk := [Ik−1, 0] ∈ R(k−1)×k, Lk = [0, Ik−1] ∈ R(k−1)×k. The numbers αi for i =
1, . . . , `α are referred to as sizes of the Jordan blocks at∞, whereas for i = 1, . . . , `β ,
j = 1, . . . , `γ , the numbers βi− 1 and γj − 1 are respectively called column and row
minimal indices, and are well-defined by sE − A. Furthermore, we can define the
(Kronecker) index ν of the DAE (1.1) based on the Kronecker canonical form (2.1)
as
ν = max{α1, . . . , α`α , γ1, . . . , γ`γ , 0}. (2.2)
In this sense a DAE (1.1) has index one if Nα = 0 and if the fourth block column
in (2.1) is zero. The upper left subpencil diag(sIn0 −J, sNα− I|α|) in (2.1) is called
the regular part of the Kronecker form (2.1). A number λ ∈ C is an eigenvalue of
the pencil sE −A, if rkC λE −A < rkK(s) sE −A, and we write
σ(E,A) := {λ ∈ C |λ is an eigenvalue of sE −A}.
Note that λ ∈ C is an eigenvalue of the pencil sE − A if, and only if, λ is an
eigenvalue of the matrix J in the Kronecker form (2.1). An eigenvalue λ ∈ σ(E,A)
is called semi-simple if J in (2.1) has no Jordan blocks of size greater or equal to
two at λ. Note that semi-simplicity is well-defined, i.e., it does not depend on the
given Kronecker form of sE −A.
A square pencil sE−A ∈ K[s]n×n is called regular, if det(sE−A) is not the zero
polynomial. This is equivalent to the property that sE−A has no row and column
minimal indices. The Kronecker form of a regular pencil is also called Weierstraß
form. For regular matrix pencils, set of eigenvalues fulfills
σ(E,A) = {λ ∈ C | det(λE −A) = 0}.
Note that regularity implies that sE − A is invertible as a matrix with entries in
K(s). In this case, σ(E,A) coincides with the set of poles of (sE−A)−1 ∈ K(s)n×n.
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We state another elementary lemma which can be derived directly from the
Weierstraß canonical form for regular matrix pencils. We will characterize the
index by means of the growth of the resolvent (sE − A)−1 on a real half-axis. To
this end, we will use a certain matrix norm. Note that, by finite-dimensionality of
the systems, the result is independent of concrete choice of the matrix norm.
Lemma 2.1. Let the pencil sE−A ∈ K[s]n×n be regular. Then the index of sE−A
is equal to the smallest number k for which there exists some M > 0 and ω ∈ R,
such that
∀λ > ω : ‖(λE −A)−1‖ ≤M |λ|k−1.
Moreover, the size of the largest Jordan block at an eigenvalue λ of sE−A is equal
to the order of λ as a pole of (sE −A)−1 ∈ K(s)n×n.
Definition 2.2. A matrix G(s) ∈ K(s)n×n is called positive real, if
(a) G(s) has no poles in the open right complex half-plane.
(b) G(λ) +G(λ)∗ ≥ 0 for all λ ∈ C with Reλ > 0.
It can be immediately seen that a matrix pencil sE − A ∈ K[s]n×n is positive
real if, and only if, E = E∗ ≥ 0 and A + A∗ ≤ 0. We recall some properties of
positive real matrix pencils, which can be immediately concluded by a combination
of [4, Lem. 2.6] with [3, Cor. 2.3].
Lemma 2.3. Let sE − A ∈ K[s]n×n be a positive real pencil. Then the following
holds.
(a) sE −A is regular if, and only if, kerE ∩ kerA = {0}.
(b) The row and column minimal indices are at most zero and their numbers
coincide.
(c) The eigenvalues of the pencil are contained in the closed left half-plane C−
and the eigenvalues on the imaginary axis are semi-simple.
(d) The index of sE −A is at most two.
3. Preliminaries on linear relations
We will introduce the notion of linear relation on Kn, which are basically sub-
spaces of Kn ×Kn ∼= K2n. An introduction to linear relations can be found e.g. in
[2, 6]. Throughout this article, we assume that Kn is equipped with the standard
scalar product 〈·, ·〉 : (x, y) 7→ y∗x. An important special case of a linear relation is
the graph of a square matrix M ∈ Kn×n, i.e.
grM := {(x,Mx) |x ∈ Kn}.
This motivates to define the following concepts for linear relations. Note that, by
writing (x, y) ∈ K2n, we particularly mean that x, y ∈ Kn.
Definition 3.1 (Concepts and operations on linear relations). Let n ∈ N, and
L,M⊂ K2n be linear relations in Kn.
The domain, kernel, range and multi-valued part are
domM := {x ∈ Kn | (x, y) ∈M}, kerM := {x ∈ Kn | (x, 0) ∈M},
ranM := {y ∈ Kn | (x, y) ∈M}, mulM := {y ∈ Kn | (0, y) ∈M},
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and scalar multiplication with α ∈ K, operator-like sum, product, inverse and adjoint
are defined by
αM := {(x, αy) ∈ K2n | (x, y) ∈M},
L+M := {(x, y1 + y2) ∈ K2n | (x, y1) ∈ L, (x, y2) ∈M},
ML := {(x, z) ∈ K2n | ∃y ∈ H s.t. (x, y) ∈ L, (y, z) ∈M},
M−1 := {(y, x) ∈ K2n | (x, y) ∈M},
M∗ := {(x, y) ∈ K2n | 〈w, x〉 = 〈v, y〉 ∀ (v, w) ∈M}.
A linear relation with M ⊆ M∗ is called symmetric, whereas M is self-adjoint,
if M = M∗. Likewise, M with M ⊆ −M∗ is called skew-symmetric, and M is
skew-adjoint, if it has the propertyM = −M∗.
If K = C then a linear relationM is symmetric (self-adjoint) if, and only if, ıM
is skew-symmetric (skew-adjoint), where ı denotes the imaginary unit.
Note that the operator-like sum of two linear relations L,M ⊂ K2n is not the
componentwise sum, which is defined by
L+̂M := {(x1 + x2, y1 + y2) ∈ K2n | (x1, y1) ∈ L, (x2, y2) ∈M}.
If L andM satisfy L ∩M = {0} we will write L ̂˙+M for the componentwise sum
of L andM. We oftentimes use the identity
(−M∗)−1 =M⊥, (3.1)
where M⊥ is the orthogonal complement of M ⊆ K2n. In particular, we can
conclude that
2n = dimM+ dimM⊥ = dimM+ dim(M∗)−1 = dimM+ dimM∗,
which gives
dimM∗ = 2n− dimM. (3.2)
We will also use that a linear relation M in Kn can be written as M = ker[K,L]
or M = ran [ FG ] with matrices F,G ∈ Kn×l and K,L ∈ Kl×n which we will refer
to as kernel and image representation. These representations always exist, see e.g.
[5, Thm. 3.3], if K = C, for each choice of l ∈ N such that l ≥ dimM. The proof
of the existence of the range representation for K = R can also be derived from the
above mentioned result.
Together with (3.1) we have forM = ran [ FG ] = ker[K,L] that
M∗ = ker[G∗,−F ∗] = ran [ L∗−K∗ ] . (3.3)
In literature on port-Hamiltonian systems, self-adjoint linear relations in Kn
appear under the name Lagrangian subspaces, whereas skew-adjoint linear relations
are called Dirac subspaces, see e.g. [11].
In the following result we characterize symmetry and self-adjointness of a linear
relation by means of certain properties of the matrices in the range and kernel
representation.
Lemma 3.2. LetM⊂ K2n be a linear relation. ThenM is symmetric if, and only
if, M = ran [ FG ] for some F,G ∈ Kn×l with G∗F = F ∗G. Moreover, the following
statements are equivalent.
(a) M is self-adjoint,
(b) M is symmetric and dimM = n,
(c) M = ker[K,L] for some K,L ∈ Kn×n with KL∗ = LK∗ and rk[K,L] = n.
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Proof. To prove the first equivalence, assume thatM ⊂ K2n is symmetric and let
F,G ∈ Kn×l such thatM = ran [ FG ]. The symmetry ofM together with (3.3) now
implies that
∀ z ∈ Kn : 0 = [G∗,−F ∗] [ FG ] z︸ ︷︷ ︸
∈M⊂M∗
= (G∗F − F ∗G)z,
whence G∗F = F ∗G.
Conversely, assume thatM = ran [ FG ] for some F,G ∈ Kn×l with G∗F = F ∗G. Let
(x1, y1), (x2, y2) ∈M. Then there exists some z1, z2 ∈ Kn with x1 = Fz1, y = Gz1,
x2 = Fz2 and y2 = Gz2. Then
〈y2, x1〉 = 〈Gz2, F z1〉 = 〈z2, G∗Fz1〉 = 〈z2, F ∗Gz1〉 = 〈Fz2, Gz1〉 = 〈x2, y1〉,
i.e.,M is symmetric. We now show the equivalences (a)-(c).
“(a)⇒(b)”: IfM⊂ K2n is self-adjoint, then, by (3.2),
dimM = dimM∗ = 2n− dimM,
which gives dimM = n.
“(b)⇒(c)”: Assume that M ⊂ K2n is symmetric and dimM = n. By the first
equivalence there exist F,G ∈ Kn×n such that M = ran [ FG ] and G∗F = F ∗G.
Since M =M∗, the choices of K = G∗ and L = −F ∗ together with (3.3) lead to
M = ker[K,L] with KL∗ = LK∗. Further, we have
n = dimM = rk [ FG ] = rk[K,L].
“(c)⇒(a)”: Assume that M = ker[K,L] for K,L ∈ Kn×n with rk[K,L] = n and
KL∗ = LK∗. Then, by (3.3), M∗ = ran [ L∗−K∗ ]. Assume that (x, y) ∈ M∗. Then
there exists some z ∈ Kn with x = L∗z and y = −K∗z. This yields
[K,L] ( xy ) = Kx+ Ly = KL
∗z − LK∗z = 0.
Altogether we obtain thatM∗ ⊂M. On the other hand, we obtain from rk[K,L] =
n that dimM = dimker[K,L] = n and dimM∗ = rk [ L∗−K∗ ] = n, which, together
withM∗ ⊂M leads toM∗ =M. 
Remark 3.3. Note that Lemma 3.2 can be further modified to characterize skew-
adjointness of a linear relationM. In particular, it is analogous to prove that the
following statements are equivalent.
(a) M is skew-adjoint,
(b) M is skew-symmetric and dimM = n,
(c) M = ker[K,L] for someK,L ∈ Kn×n withKL∗ = −LK∗ and rk[K,L] = n.
Moreover, the following statements are equivalent.
(d) M is skew-symmetric,
(e) M = ran [ FG ] for some F,G ∈ Kn×l with G∗F = −F ∗G,
(f) Re〈x, y〉 = 0 for all (x, y) ∈M.
The equivalence of (d) and (e) can be derived from the same modifications, whereas
the equivalence of (e) and (f) follows from considering
Re〈x, y〉 = 12 (〈x, y〉+ 〈y, x〉) = z∗(F ∗G+G∗F )z,
for (x, y) = (Fz,Gz) ∈ M with z ∈ Kl given by the range representation M =
ran [ FG ].
Definition 3.4 (dissipative, nonnegative). LetM⊂ K2n be a linear relation. Then
M is called
(a) dissipative, if
Re〈x, y〉 ≤ 0, for all (x, y) ∈M.
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Figure 3.1. An overview of the structural assumptions on the
subspaceM in range representation with F,G ∈ Kn×n.
(b) nonnegative, denoted byM≥ 0, ifM is symmetric with
〈x, y〉 ≥ 0, for all (x, y) ∈M.
(c) maximally dissipative, if it dissipative, and it is not a proper subspace of a
dissipative linear relation.
(d) maximally nonnegative, if it is nonnegative, and it is not a proper subspace
of a nonnegative linear relation.
We would like to remark, that other definitions of dissipative linear relations
exists in the literature. For example in [2, Def. 1.6.1] a linear relationM⊆ C2n is
called dissipative if Im〈x, y〉 ≥ 0 for all (x, y) ∈ M. However, if M is dissipative
in the sense of Definition 3.4 then −ıM is dissipative in the aforementioned sense
and vice versa. In the context of port-Hamiltonian systems, Dirac subspaces corre-
spond exactly to the skew-adjoint linear relations, and Lagrange subspaces exaclty
to the self adoint linear relations. In particular, Dirac subspaces are maximally
dissipative linear relations, and Lagrangian subspaces are maximally nonnegative
linear relations, but the converse is not true in general, see Figure 3.1.
Now we collect some basic results on linear relations. As a consequence of Lemma
3.2 and Remark 3.3, we can characterize nonnegativity and dissipativity as follows.
Lemma 3.5. Let M = ran [ FG ] with F,G ∈ Kn×l be a linear relation. Then M
is nonnegative if, and only if, G∗F = F ∗G ≥ 0 and dissipative if, and only if,
G∗F + F ∗G ≤ 0. Moreover, the following statements are equivalent.
(a) M is maximally nonnegative.
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(b) M is nonnegative and dimM = n.
(c) M is nonnegative and self-adjoint.
Further,M is maximally dissipative if, and only if, dimM = n and G∗F +F ∗G ≤
0.
Proof. For the first two equivalences, observe that the range representation yields
〈x, y〉 ≥ 0, for all (x, y) ∈M ⇐⇒ z∗F ∗Gz ≥ 0, for all z ∈ Kn
and
Re〈x, y〉 ≤ 0, for all (x, y) ∈M ⇐⇒ z∗(F ∗G+G∗F )z ≤ 0, for all z ∈ Kn.
The statements then follows directly from Lemma 3.2. We now show the equiva-
lences (a)-(c).
“(a)=⇒(b)”: Assume that M is maximally nonnegative. Then it follows from the
definition nonnegativity thatM∗ is nonnegative as well. By the symmetry ofM,
we further haveM⊂M∗, and maximality leads toM =M∗. Thus by Lemma 3.2,
dimM = n.
“(b)=⇒(a)”: Let M be nonnegative with dimM = n. Then M is in particular
symmetric with dimM = n, whence, by Lemma 3.2, it is not a proper subspace of
a symmetric relation. In particular, it is not a proper subspace of a nonnegative
relation. That is,M is maximally nonnegative.
“(b)⇐⇒(c)”: This equivalence is a direct consequence of the equivalence of the
statements (a) and (b) of Lemma 3.2.
It remains to prove the last equivalence for dissipative relations. Assume that
M = ran [ FG ] is dissipative. First note
F ∗G+G∗F = [ FG ]
∗ [ 0 In
In 0
]
[ FG ] ≤ 0
and that
[
0 In
In 0
]
has n positive and n negative eigenvalues. If dimM > n, then
Sylvester’s inertia theorem [8, Thm. 4.5.8] yields that F ∗G + G∗F has to have at
least one positive eigenvalue. Consequently, any n-dimensional dissipative relation
is maximal. On the other hand, ifM is dissipative with dimM < n, we can, again
by employing Sylvester’s inertia theorem, infer thatM can be further extended to
a linear relation which is still dissipative. 
Lemma 3.6. Let M = ran [ FG ] with F,G ∈ Kn×l be a dissipative (symmetric)
linear relation. Then domM ⊆ (mulM)⊥ and ranM ⊆ (kerM)⊥. Furthermore,
the following three statements are equivalent:
(i) M is maximally dissipative (self-adjoint).
(ii) M is dissipative (symmetric) and domM = (mulM)⊥.
(iii) M is dissipative (symmetric) and ranM = (kerM)⊥.
Proof. The statement domM ⊆ (mulM)⊥ as well as the implication “(i)=⇒(ii)”
has been proven in [1, Lem. 2.1] for the dissipative case, and in [2, Prop. 1.3.2]
for the symmetric case. Further, if M is dissipative (symmetric), so is M−1 by
Lemma 3.2. Hence, kerM = mul(M−1) ⊆ dom(M−1)⊥ = (ranM)⊥.
“(ii)=⇒(i)”: Let M be dissipative or symmetric and, additionally, assume that
domM = (mulM)⊥. For k := dimdomM, let (x1, . . . , xk) be a basis of domM.
Then there exist y1, . . . , yk ∈ Kn, such that (xi, yi) ∈ M for i = 1, . . . , k. Then we
have
span {(x1, yk), . . . , (xk, yk)} ∩ ({0} ×mulM) = {0}.
Since, further, {0} ×mulM⊆M, we obtain that
span {(x1, yk), . . . , (xk, yk)} ∩ ({0} ×mulM) ⊂M,
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and thus
dimM≥ dimdomM+ dimmulM = dim(mulM)⊥ + dimmulM = n.
Then Lemma 3.5 (resp. Lemma 3.2) imply that M is maximally dissipative (self-
adjoint).
“(ii)⇐⇒(iii)”: This follows by the already proven equivalence between (i) and (ii),
together with domM = ranM−1, mulM = kerM−1, and the fact thatM is dis-
sipative (maximally dissipative, symmetric, self-adjoint) if, and only if, the inverse
M−1 has the respective property. 
Proposition 3.7. Let M = ran [ FG ] with F,G ∈ Kn×l be a linear relation with
dimM = n. ThenM = grM for some M ∈ Kn×n if, and only if, rkF = n.
In this case, M is self-adjoint (skew-adjoint, maximally nonnegative, maximally
dissipative) if, and only if, M is Hermitian (skew-Hermitian, positive semi-definite,
dissipative).
Proof. Let M = ran [ FG ] with dimM = n. If M = grM for some M ∈ Kn×n
then ranF = domM = Kn which implies rkF = n. Conversely, let F ∈ Kn×l be
given with rkF = n. Then domM = ranF = Kn. Consider the canonical basis
(e1, . . . , en) of Kn. Then there exist x1, . . . , xn with Fxi = ei for i = 1, . . . , n.
Define
M := [Gx1, . . . , Gxn] ∈ Kn×n.
Then, by [ FG ]xi =
(
Fxi
Gxi
)
=
( ei
Mei
)
=
[
In
M
]
ei, we obtain
ran
[
In
M
] ⊂ ran [ FG ]
However, since the dimensions of both spaces equal, we even have equality.
The second part of the result follows from Lemma 3.6 and Lemma 3.5. 
We close this section with a technical result, where we present a certain range
representation of the product of a dissipative and a symmetric subspace. A proof
of the following proposition can be found in the appendix.
Proposition 3.8. Let D ⊆ K2n be a dissipative and L ⊆ K2n be a symmetric
linear relation, and assume that kerL∩mulD = {0}. Let n1 = dim(ranL∩domD)
and n2 = n− n1. Then there exists some unitary matrix U ∈ Kn×n, such that the
product of D and L has a representation
DL = ran diag(U,U)
[
L11 0
L21 L22
D11 0
D21 D22
]
(3.4)
for some matrices Lij , Dij ∈ Kni×nj with
L11 =L
∗
11, D11 +D
∗
11 ≤ 0, (3.5)
L22 =L
2
22 = L
∗
22, −D22 = D222 = −D∗22, ranL22 ∩ ranD22 = {0}. (3.6)
Moreover, the following holds:
(i) If L is nonnegative then L11 is positive semi-definite. If, additionally, L is
maximal then kerL11 ⊂ kerL21.
(ii) If D is skew-symmetric then D11 is skew-Hermitian.
(iii) kerL22 ∩ kerD22 = {0} if, and only if,
mulDû kerL = (ranL)⊥+̂(domD)⊥.
(iv) If, additionally, D = grD for some dissipative D ∈ Kn×n and L is self-
adjoint, then L21 = D22 = 0 and L22 = In2 . Furthermore, we have
kerL11 × {0} =U∗mulL,
kerD11 × {0} =U∗ {x ∈ ranL | Dx ∈ kerL} .
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(v) If, additionally, D is maximally dissipative and L = (grL)−1 for some L ∈
Kn×n, then L is Hermitian, and D22 = −In2 , D21 = L22 = 0. Furthermore,
we have
kerL11 × {0} =U∗ {x ∈ domD | Lx ∈ mulD} ,
kerD11 × {0} =U∗ kerD.
4. Port-Hamiltonian formulation via linear relations
Our ongoing focus will be placed on image representations (1.5) for a dissipative
linear relation D ⊂ K2n and a symmetric linear relation L ⊂ K2n, and we will
investigate the properties of the pencil sE −A.
Before we start with such an investigation, we will briefly highlight the connection
between the DAE ddtEz(t) = Az(t) and differential inclusion (1.3) in the case where
the range representation (1.5) holds. To this end, assume that D,L ⊂ K2n are linear
relations and E,A ∈ Kn×m, such that (1.5) holds.
Assuming that the Km-valued function z(·) solves the DAE ddtEz(t) = Az(t) on an
interval I ⊂ R, we obtain that x(·) := Ez(·) fulfills
∀ t ∈ I :
(
x(t)
x˙(t)
)
=
(
Ez(t)
d
dtEz(t)
)
=
(
Ez(t)
Az(t)
)
= [EA ] z(t) ∈ ran [EA ] = DL.
By definition of the product of linear relations, this leads to the existence of some
e(·) : I → Kn such that (1.3) holds for all t ∈ I.
On the other hand, if x(·), e(·) : I → Kn fulfill (1.3), then we obtain, again by the
definition of the product of linear relations, that (x(t), x˙(t)) ∈ DL, and thus
∀ t ∈ I :
(
x(t)
x˙(t)
)
∈ DL = ran [EA ] .
This leads to the existence of some z(·) : I → Km with(
x(t)
x˙(t)
)
= [EA ] z(t),
and thus
∀ t ∈ I : ddtEz(t) = x˙(t) = Az(t).
In [11], D,L were assumed to be a Dirac and a Lagrangian subspace, respectively.
In the language of linear relations, this means that D is skew-adjoint and L is self-
adjoint. As mentioned before, we consider a slightly larger class. Namely, instead
of skew-adjoint and self-adjoint linear relations, we allow for dissipative D, whereas
L is allowed to be only symmetric. This is a generalization in two respects: First of
all, the relations D and L may have a dimension less than n and, second, we allow
for relations D with Re〈x, y〉 ≤ 0 instead of Re〈x, y〉 = 0 for all (x, y) ∈ D.
Note that, in the special case where both D and L are graphs, i.e., D = grD,
L = grQ for someD,Q ∈ Kn×n, then the dissipativity ofD leads to the dissipativity
of D, and the symmetry of L means that Q is Hermitian, and we end up with
z(t) = x(t) and an ordinary differential equation x˙(t) = DQx(t), which is port-
Hamiltonian in the classical sense, see [15].
Our motivation for considering the above class involving dissipative and sym-
metric relation is that it also comprises the one treated in [12]. To this end, recall
that a DAE ddtEz(t) = Az(t) with E,A ∈ Kn×m has in [12] been defined to be
port-Hamiltonian, if there exist D ∈ Kn×n, Q ∈ Kn×m with A = DQ, D +D∗ ≤ 0
and Q∗E = E∗Q. It can be seen that, by the definition of the product of linear
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relations, for D = grD and L = ran [EQ ], it holds
DL = {(x1, x2) ∈ K2n | ∃y ∈ Kn s.t. (x1, y) ∈ L ∧ (y, z2) ∈ D}
= {(x1, x2) ∈ K2n | ∃z, y ∈ Kn s.t. (x1, y) = (Ez,Qz) ∈ L ∧ x2 = Dy}
= {(x1, x2) ∈ K2n | ∃z ∈ Kn s.t. x1 = Ez ∧ x2 = DQz}
= ran
[
E
DQ
]
.
(4.1)
In particular, it holds (1.5) for A = DQ, whence the function x(·) := Ez(·) indeed
fulfills (x, x˙) ∈ DL. The dissipativity of D ∈ Kn×n leads, via Lemma 3.5, to
the maximal dissipativity of D, whereas, by Lemma 3.2, L is symmetric (but not
necessarily self-adjoint).
Summarizing from the previous findings, the differences between the approaches
to pH-DAEs in [12] and [11] are the following:
(i) ran
[
Q
E
]
needs to be n-dimensional in [11], whereas, in [12],
it might have a smaller dimension.
(ii) the relation D needs to be a graph of a matrix in [12],
whereas, in [11], D might have a multi-valued part.
(iii) the relation D is skew-adjoint in [11], whereas, in [12],
D might be dissipative.
Table 2. Differences between the approaches in [11] and [12]
This justifies to prescribe the following terminology.
Definition 4.1 (Port-Hamiltonian matrix pencil). We call a matrix pencil sE −
A ∈ K[s]n×m
(i) port-Hamiltonian (pH) in the sense of [12], if there exist E,Q ∈ Kn×m and
D ∈ Kn×n such that D is dissipative, A = DQ and E∗Q = Q∗E,
(ii) port-Hamiltonian in the sense of [11], if (1.5) holds for some skew-adjoint
linear relation D ⊂ K2n and some self-adjoint linear relation L ⊂ K2n, and
(iii) port-Hamiltonian in our sense, if (1.5) holds for some dissipative linear rela-
tion D ⊂ K2n and some symmetric linear relation L ⊂ K2n.
It can be directly seen that pencils which are pH in the sense of [11] or pH in
the sense of [12] are also pH in our sense. The reverse statements are not true as
the following examples show. Thereafter, we present conditions on a pencil which
is pH in the sense of [11] to be also pH in the sense of [12], and vice-versa.
We start with presenting a system in which (i) in Fig. 2 is the reason why it is
pH in the sense of [12], but not in the sense of [11].
Example 4.2. Let E = Q = [ 10 ], A = [ 01 ] and D =
[
0 −1
1 0
]
. Then A = DQ and
Q∗E = 1 = E∗Q, i.e. sE −A is pH in the sense of [12].
Next we show that it is not pH in the sense of [11]. Seeking for a contradiction,
assume that D,L ⊆ C4 be skew-adjoint and self-adjoint subspaces such that
ran
[
E
A
]
= span
{(
1
0
0
1
)}
= DL. (4.2)
Then we see that mulDL = kerDL = {0}, which gives mulD = kerL = {0}.
This together with Lemma 3.6 yields, by invoking ranL = domL−1, that domD =
ranL = K2, and we infer, from Proposition 3.7 that D = gr Dˆ and L = (grE)−1
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for some skew-Hermitian Dˆ ∈ K2×2 and some Hermitian E ∈ K2×2. Hence we can
rewrite (4.2) as
span
{(
1
0
0
1
)}
= ran
[
E
Dˆ
]
. (4.3)
Denoting the ith canonical unit vector by ei, this gives
ranE = span {e1} , ran(Dˆ∗) = ran Dˆ = span {e2} .
Since the space on the left hand side in (4.3) is one-dimensional, we obtain kerE ∩
ker Dˆ 6= {0}. On the other hand (4.3), E = E∗ and Dˆ = −Dˆ∗ leads to
kerE = (ranE∗)⊥ = span {e2} , ker Dˆ = (ran Dˆ∗)⊥ = span {e1} .
This implies kerE∩ker Dˆ = {0}, which is a contradiction to the already proven fact
that kerE ∩ ker Dˆ is a non-trivial space. Consequently, the pencil sE − A cannot
be pH in the sense of [11].
Our second example is one which is pH-DAE in the sense of [11] but not in the
sense of [12]. The reason for the latter will be in Fig. 2, i.e., it does not admit
a representation (1.5) in which D is a graph.
Example 4.3. Consider
D = ran
 1 0 00 1 00 0 0
0 1 0−1 0 0
0 0 1
 ⊆ K6, L = ran
 1 0 00 1 00 0 1
1 0 0
0 1 0
0 0 0
 ⊆ K6.
Then, by using Lemma3.2 and Remark 3.3, it can be seen that D skew-adjoint and
L is self-adjoint. It can be seen that both mulD and kerL are spanned by the third
canonical unit vector, and
DL =
 1 0 0 00 1 0 00 0 1 0
0 1 0 0−1 0 0 0
0 0 0 1
 .
Assume that DL = (gr Dˆ)Lˆ with Dˆ ∈ K3×3 and symmetric Lˆ ⊂ K6. The symmetry
of Lˆ yields
4 = dimDL = dim(gr Dˆ)Lˆ ≤ dim Lˆ ≤ 3,
which is a contradiction. Hence, rewriting DL = (gr Dˆ)Lˆ is not possible, whence
sE −A is not pH in the sense of [12].
Our last is example is one which is pH in the sense of [12], but not in the sense
of [11]. To disprove that this system is pH the sense of [11], we show that there is
no representation (1.5) with skew-symmetric D and symmetric L, cf. (iii) in Fig. 2.
Example 4.4. Let E = Q = −D = −A = 1 ∈ R1×1. Then, clearly, A = DQ and
Q∗E = 1 = E∗Q, i.e., sE −A is pH in the sense of [12]. Then
ran [EA ] = span
{(
1−1
)}
. (4.4)
Now assume that (1.5) holds for some skew-symmetric linear relation D ⊂ R2 and
symmetric L ⊂ R2. As D ⊂ R2 is skew-symmetric, we immediately obtain that
it is either trivial, or it is spanned by the first or second canonical unit vector in
R2. In the first two cases D = {0} and D = span {( 10 )}, we have y = 0 for all
(x, y) ∈ DL, which contradicts to (4.4). On the other hand, if D = span {( 01 )}, we
have ( 01 ) ∈ DL, which is again a contradiction to (4.4).
After having highlighted the differences between the approaches of [11] and [12],
we now analyze their mutualities. That is, we give conditions on a matrix pencil
which is pH in the sense of [11] to be pH in the sense of [12], and vice-versa.
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sE −A is pH in the
sense of [11]
sE −A is pH in the
sense of [12]
sE −A is pH
in our sense
\\
Example 4.2&4.4
\\
Example 4.3
mulD = {0}
dimL = n, D+D∗ = 0
Figure 4.1. Relations between the port-Hamiltonian concepts
from Definition 4.1, with matrices E,A ∈ Kn×m, D ∈ Kn×n and
subspaces D,L ⊂ K2n.
Proposition 4.5. Assume that sE −A ∈ K[s]n×m is pH in the sense of [12], i.e.,
A = DQ for some dissipative D ∈ Kn×n and Q ∈ Kn×m.
If, additionally D +D∗ = 0 and dim ran
[
E
Q
]
= n, then sE − A is pH in the sense
of [11] with, in particular, (1.5) holds for L := ran [EQ ] and D = grD.
Proof. Assume that E,A,Q ∈ Kn×m fulfill A = DQ, D+D∗ = 0, E∗Q = Q∗E and
dim ran
[
E
Q
]
= n. Then, by Re〈x,Dx〉 = 0 for all x ∈ Kn, we have that D := grD
is skew-symmetric. Since, further, dimgrD = n, Lemma 3.5 implies that D is even
skew-adjoint. Moreover, by using Lemma 3.2, dim ran
[
E
Q
]
= n and E∗Q = Q∗E
imply that L := ran [EQ ] is self-adjoint. Then the result follows since, by (4.1),
(1.5) holds for A = DQ. 
Proposition 4.6. Assume that sE −A ∈ K[s]n×m is pH in the sense of [11], i.e.,
(1.5) holds for some skew-adjoint D ⊂ K2n and some self-adjoint L ⊂ K2n.
If, additionally mulD = {0}, then sE −A is pH in the sense of [12].
Namely, there exists some Q ∈ Kn×m and some skew-Hermitian D ∈ Kn×n, such
that A = DQ and E∗Q = Q∗E. These matrices fulfill D = grD and L ⊇ ran [EQ ].
Proof. Assume that sE−A ∈ K[s]n×m fulfills (1.5) for some skew-adjoint D ⊂ K2n
with mulD = {0}, and some L ⊂ K2n. Then, by Remark 3.3, dimD = n, whence
there exist F,G ∈ Kn×n, such that D = ran [ FG ]. The property mulD = {0}
further leads to kerF = {0}, whence, by Proposition 3.7, D = grD for some skew-
Hermitian D ∈ Kn×n. Further, the self-adjointness of L leads, by using Lemma 3.2,
to the existence of some E1, Q1 ∈ Kn×n with E∗1Q1 = Q∗1E1 and L = ran
[
E1
Q1
]
.
The latter matrix has moreover full column rank since self-adjointness of L implies,
by Lemma 3.2, that dimL = n. Now, by making use of (4.1), we obtain
ran [EA ] = DL = ran
[
E1
DQ1
]
.
Consequently, there exists some T ∈ Kn×m with
[EA ] =
[
E1
DQ1
]
T =
[
E1T
DQ1T
]
,
which implies that A = DQ for Q = Q1T , and
L = ran
[
E1
Q1
]
⊇ ran
[
E1
Q1
]
T = ran
[
E
Q
]
.
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Invoking E = E1T , we obtain that
E∗Q = T ∗E∗1Q1T = T
∗Q∗1E1T = Q
∗E
and the desired statement follows. 
5. Regularity of port-Hamiltonian pencils
In this section, we study regularity of square pencils sE − A ∈ K[s]n×n which
are port-Hamiltonian in our sense, i.e., E,A ∈ Kn×n fulfill (1.5) for a dissipative
relation D ⊂ K2n and a symmetric relation L ⊂ K2n. We start with a characteri-
zation of regularity under the additional assumption that the multi-valued part of
D and the kernel of L intersect trivially.
Proposition 5.1. Let sE − A ∈ Kn×n be pH in our sense, that is, (1.5) holds
for some dissipative relation D ⊂ K2n and some symmetric relation L ⊂ K2n. If
mulD∩kerL = {0}, then there exists a unitary matrix U ∈ Kn×n and an invertible
matrix T ∈ Kn×n, such that, for some n1, n2 ∈ N,
U∗(sE −A)T =
[
sL11 −D11 0
sL21 −D21 sL22 −D22
]
(5.1)
with Lij , Dij ∈ Kni×nj , i, j = 1, 2, satisfying L11 = L∗11, D11 + D∗11 ≤ 0, L22 =
L222 = L
∗
22 and −D22 = D222 = −D∗22.
Moreover, sE −A is regular if, and only if, the following two conditions hold.
(i) sL11 −D11 is regular, and
(ii) kerL+̂mulD = (ranL)⊥+̂(domD)⊥.
Proof. By Proposition 3.8, there exists a unitary matrix U ∈ Kn×n, such that
ran
[
E
A
]
= DL = ran diag(U,U)
[
L11 0
L21 L22
D11 0
D21 D22
]
with Lij , Dij ∈ Kni×nj having the desired properties. Hence there exists some
invertible T ∈ Kn×n, such that[
E
A
]
T = diag(U,U)
[
L11 0
L21 L22
D11 0
D21 D22
]
,
which shows (5.1). For the proof of the remaining statement, we make use of the
identity
det(sE −A) = det(T )−1 det(U) det(sL11 −D11) det(sL22 −D22). (5.2)
We first show that the regularity of sE−A implies (i) and (ii): Assuming that sE−A
is regular, we obtain from (5.2) that both pencils sL11−D11 and sL22−D22 are reg-
ular. In particular, (i) holds, and kerL22 ∩ kerD22 = {0}. By Proposition 3.8 (iii),
the latter implies the identity in (ii).
To prove the reverse implication, assume that the pencil sL11 − D11 is regular
and (ii) holds. Invoking, Proposition 3.8 (iii), the condition (ii) implies kerL22 ∩
kerD22 = {0}. Using L22 = L222 = L∗22 and −D22 = D222 = −D∗22, the pencil
sL22−D22 is positive real with kerL22 ∩ kerD22 = {0}. Therefore, by Lemma 2.3,
the pencil sL22 −D22 is regular. Then (5.2) yields that sE −A is regular. 
We apply Proposition 5.1 to the special case that D = grD from some dissipative
D ∈ Kn×n.
Corollary 5.2. Let E,D,Q ∈ Kn×n with Q∗E = E∗Q and D+D∗ ≤ 0. Consider
the following three statements.
(i) sE −DQ is a regular pencil;
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(ii) sE −Q is a regular pencil;
(iii) For L = ran [EQ ], it holds dimL = n, i.e., L is a self-adjoint linear relation.
Then
(i) =⇒ (ii) ⇐⇒ (iii).
If additionally, Q∗E ≥ 0 and
(Q kerE) ∩ {x ∈ ranQ | Dx ∈ (ranQ)⊥} = {0}, (5.3)
then (ii) =⇒ (i).
Proof. By using (4.1), we have that (1.5) holds for A = DQ, D = grD and L =
ran
[
E
Q
]
. Then L is symmetric by Lemma 3.2.
“(i)⇒ (iii)”: Assume that sE−DQ is regular. The multi-valued part of D = grD is
trivial, whence mulD∩ kerL = {0}. Thus we can apply Proposition 5.1 (ii), which
gives
kerL = kerL+̂mulD = (kerL)⊥+̂(domD)⊥ = (kerL)⊥.
Then Lemma 3.2 yields that L is self-adjoint.
“(iii)⇒ (ii)”: Let L be self-adjoint. Then Proposition 3.8 (iv) with D = − gr In
implies that there exist unitary matrix U and a Hermitian matrix L11 with
ran
[
E
Q
]
= L = ran diag(U,U)
[
L11 0
0 In−n1
D11 0
D21 0
]
(5.4)
for some Hermitian D11, L11 ∈ Kn1×n1 and D21 ∈ Kn2×n1 with D11 + D∗11 ≤ 0.
Moreover, by Proposition 3.8 (iv), we further have
kerD11 × {0} = {x ∈ ranL | Dx ∈ kerL} .
Since, by Lemma 3.6, ranL = (kerL)⊥, we obtain that the latter space is trivial.
Therefore, D11 is invertible. Further, by using (5.4), we obtain that there exists
some invertible T ∈ Kn×n with[
E
Q
]
T = diag(U,U)
[
L11 0
0 In−n1
D11 0
D21 0
]
.
This gives det(sE − Q) = det(UT−1) det(sL11 − D11) · sn−n1 . The polynomial
det(sL11 − D11) is nonzero, since the invertibility of D11 yields that it does not
vanish at the origin. Therefore, det(sE −Q) is a product of nonzero polynomials,
whence the pencil sE −Q is regular.
“(ii)⇒ (iii)”: If sE − Q is regular, then kerE ∩ kerQ = {0}, and the dimension
formula gives
dimL = dim [EQ ] = n.
It remains to prove that “(ii)⇒ (i)” holds under the additional assumptionsQ∗E ≥ 0
and (5.3). As we have already shown that (ii) implies (iii), we can further use that
L is self-adjoint. By using D = grD, we can apply Proposition 3.8 (iv) to see that
there exists a unitary matrix U ∈ Kn×n, such that
ran [EA ] = DL = ran diag(U,U)
[
L11 0
0 In2
D11 0
D21 0
]
with n1 = dim ranL = rkQ, n2 = n − n1, and matrices Lij , Dij ∈ Kni×nj with
L11 = L
∗
11 and D11 +D∗11 ≤ 0. Invoking (5.3), Proposition 3.8 (iv) further yields
that
{0} = U∗(Q kerE) ∩ {x ∈ ranQ | Dx ∈ (ranQ)⊥}
= (kerL11 × {0}) ∩ (kerD11 × {0}) = (kerL11 ∩ kerD11)× {0},
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and thus kerL11 ∩ kerD11 = {0}. On the other hand, the assumption Q∗E ≥ 0
implies, by using Lemma 3.5, that L is nonnegative. Then Proposition 3.8 (i)
implies that L11 ≥ 0. Thus, sL11 −D11 is positive real, and Lemma 2.3 together
with the already proven identity kerL11 ∩ kerD11 = {0} yields that sL11 − D11
is regular. Further, by Lemma 3.6 together with the self-adjointness of L, we
have kerL = (ranL)⊥. Additionally invoking domD = Kn and mulD = {0},
we see that kerL+̂mulD = (ranL)⊥+̂(domD)⊥. This means that (i) and (ii) in
Proposition 5.1 hold, implying that sE −A is regular. 
Note that the statement “(i)⇒ (ii)” has already been obtained in [12, Prop. 4.1].
The implication “(ii)⇒(i)” does not hold in general, see [12, Ex. 4.7]. We present an-
other example which shows that we can construct pencils sE−DQ with arbitrarily
large row and column minimal indices.
Example 5.3. Let n := 2k + 1, k ∈ N, and let Q be the identity matrix of size
n× n. Further, let E,D ∈ Kn×n with
sE−DQ = sE−D =
[
0 −Gk(s)>
Gk(−s) 0
]
andGk(s) :=
[
1 s
. . .
. . .
1 s
]
∈ K[s]k×(k+1).
Then we immediately see that Q∗E = E∗Q, D +D∗ = 0 and sE −DQ = sE −D
is singular. In particular, the pencil has one row and one column minimal index,
and both are equal to k.
6. Kronecker form of port-Hamiltonian pencils
We now investigate the Kronecker structure of port-Hamiltonian pencils. We
have seen in Example 5.3 that such pencils may have arbitrarily large row and
column indices. On the other hand, the following two examples show that the
index and the size of the Jordan blocks on the imaginary axis may be arbitrarily
large as well. Note that these examples are furthermore pH in the sense of both
[11] and [12].
Example 6.1. For k ∈ N, consider the pencil
sL−D =

−1
. .
.
s
−1 . . .
1 s
. .
.
. .
.
1 s
 ∈ K[s]2n×2n
Then L ∈ K2n×2n is Hermitian and D ∈ K2n×2n is skew-Hermitian. Hence, the
relation D = grD is skew-adjoint (in particular dissipative), and L = (grL)−1 is
self-adjoint. Then for E = L and A = D, it holds (1.5). It can be seen that
E−1A is nilpotent with (E−1A)2n−1 6= 0. Consequently, the Kronecker form (2.1)
of sE − A is consisting of exactly one Jordan block at the eigenvalue ∞ with size
2n. Therefore, the index of sE −A reads 2n.
Example 6.2. For k ∈ N, consider the pencil
sL−D =

s
. .
. −1
. .
.
. .
.
s −1
. .
.
1
. .
.
. .
.
s 1
 ∈ K[s](2n+1)×(2n+1)
which is consisting of the Hermitian matrix L ∈ K2n×2n and the skew-Hermitian
matrix D ∈ K2n×2n. As in the previous example, the choices D = grD, L =
(grL)−1 lead to the pH pencil sE − A := sL − D. It can be seen that A−1E is
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nilpotent with (E−1A)2n 6= 0. Consequently, the Kronecker form (2.1) of sE − A
is consisting of exactly one Jordan block at the eigenvalue 0 with size 2n+ 1.
The previous examples show that additional assumptions on D and L are re-
quired for a further specification of the Kronecker form of pH pencils. In the
following, we focus on the case where L is (maximally) nonnegative. Note that
the nonnegativity assumption on L has a physical interpretation in terms of energy
functionals [12].
From the lower triangular form (5.1), we derive some structural properties of
regular pencils sE−A induced by ran [EA ] = DL with dissipative D and nonnegative
L. Besides an index analysis, we will further present some results on the location
of the eigenvalues of sE − A. We show that sE − A does not have eigenvalues
with positive real part and, except for a possible eigenvalue at the origin of higher
order and the purely imaginary eigenvalues are proven to be semi-simple. This
corresponds - in a certain sense - to stability of the system.
Proposition 6.3. Let E,A ∈ Kn×n such that ran [EA ] = DL for some dissipative
relation D ⊂ K2n and a nonnegative relation L ⊂ K2n. If sE − A is regular, then
the following holds:
(a) σ(E,A) ⊆ C− and the non-zero eigenvalues on the imaginary axis are
semi-simple. The size of the Jordan blocks at 0 is at most two.
(b) The size of the Jordan blocks at ∞, i.e. the index, is at most three.
(c) If additionally D is maximally dissipative and L = (grL)−1 for some posi-
tive definite L ∈ Kn×n, then sE −A has index at most one and the eigen-
value zero is semi-simple.
Proof. Since sE − A is regular, Proposition 5.1 yields that there exist invertible
S, T ∈ Kn×n, such that
S(sE −A)T =
[
sL11 −D11 0
sL21 −D21 sL22 −D22
]
∈ K[s]n×n (6.1)
with Lij , Dij ∈ Kni×nj for some n1, n2 ∈ N with n1 + n2 = n and, using Proposi-
tion 3.8 (i), we have
L11 = L
∗
11 ≥ 0, D11 +D∗11 ≤ 0, L22 = L222 = L∗22, −D22 = D222 = D∗22.
(6.2)
and ranL22 ∩ ranD22 = {0}. It follows from [13, Thm. 4.1] that
σ(L22, D22) ⊆ {0}. (6.3)
and, moreover, the possible eigenvalue zero is semi-simple and the index of sL22 −
D22 is at most one.
Further, since L11 ≥ 0 and D11 +D∗11 ≤ 0 implies that sL11 −D11 is positive real,
we have by Lemma 2.3, (6.3) and (6.1) that
σ(E,A) = σ(L11, D11) ∪ σ(L22, D22) ⊆ C−.
Next we prove (a): As we have already shown that the eigenvalues of sE −A have
nonpositive real part, it remains to prove the statements on the sizes of the Jordan
blocks of sE − A at λ ∈ σ(E,A) ∩ iR. Let λ ∈ σ(E,A) ∩ iR. By Lemma 2.1 we
have to show that the order of λ as a pole of (sE −A)−1 is equal to one, if λ 6= 0,
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and at most two if λ = 0. We have from (6.1) that
(sE −A)−1
= T−1
[
sL11 −D11 0
sL21 −D21 sL22 −D22
]−1
S−1
= T−1
[
(sL11 −D11)−1 0
−(sL22 −D22)−1(sL21 −D21)(sL11 −D11)−1 (sL22 −D22)−1
]
S−1
(6.4)
implying that the order of λ as a pole of (sE −A)−1 is equal to the maximal order
of λ as a pole of the block entries
(sLii −Dii)−1, i = 1, 2, and (sL22 −D22)−1(sL21 −D21)(sL11 −D11)−1.
(6.5)
Since sL11−D11 is positive real, the order of λ as a pole of (sL11−D11)−1 is at most
one by Lemma 2.3. Moreover, by (6.3), the only possible pole of (sL22 − D22)−1
might be at λ = 0 and this pole is of order one. In summary, this shows that the
pole order of (6.5) and thus of (6.4) at λ = 0 is at most two and the pole order of
(6.4) at λ ∈ iR \ {0} is at most one. This completes the proof of (a).
We prove (b). Since sL11−D11 is positive real, its index is at most two and hence,
by Lemma 2.1 there exist some M1, ω1 > 0 such that
∀λ > ω1 : ‖(λL11 −D11)−1‖ ≤M1λ. (6.6)
As we have previously shown, the index of sL22 − D22 is at most one, i.e., there
exist some M2, ω2 > 0 such that
∀λ > ω2 : ‖(λL22 −D22)−1‖ ≤M2. (6.7)
A combination of (6.6) and (6.7) yields for all λ > max{ω1, ω2}
‖(λL22 −D22)−1(λL21 −D21)(λL11 −D11)−1‖
≤ ‖(λL22 −D22)−1‖‖(λL21 −D21)‖‖(λL11 −D11)−1‖ (6.8)
≤M1M2(‖L21‖+ ‖D21‖)λ2.
Let M := ‖S−1‖‖T−1‖M1M2(‖L21‖ + ‖D21‖)| and ω := max{ω1, ω2}, then (6.8)
implies with (6.4) that
∀λ > ω : ‖(λE −A)−1‖ ≤Mλk−1, (6.9)
with k = 3 and thus, by Lemma 2.1, the index of sE −A is at most three.
It remains to prove (c). To this end, assume that D is maximally dissipative and
that L = (grL)−1 for some positive definite L ∈ Kn×n. To show that sE − A has
at most index one, we have to verify (6.9) with k = 1. Since L is positive definite,
Proposition 3.8 (i) & (v) gives L11 ≥ 0 and kerL11 = {0}. That is, L11 is positive
definite as well. Hence, we can use [13, Thm. 4.1] to infer that there exists some
M3 > 0 with
∀λ > 0 : ‖(λL11 −D11)−1‖ ≤ M3
λ
. (6.10)
Using (6.10), there exists someM4 :=M2M3(‖L21‖+‖D21‖) and ω4 ::= max{0, ω3, ω2}
such that for all λ > ω4 it holds
‖(λL22 −D22)−1(λL21 −D21)(λL11 −D11)−1‖
≤ ‖(λL22 −D22)−1‖‖(λL21 −D21)‖‖(λL11 −D11)−1‖
≤M2M3(‖L21‖+ ‖D21‖)
=M4.
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Thus, by Lemma 2.1, sE − A has index at most one. To conclude that zero is a
semi-simple eigenvalue, recall from Proposition 3.8 (v) that D22 = −In2 , L22 = 0.
Consequently, the pole order of (6.5) and whence of (6.4) at λ = 0 is at most one.
As a result of Lemma 2.1, the eigenvalue λ = 0 is semi-simple. 
The following example shows that without maximality assumptions on the sub-
spaces D and L an index of sE −A equal to three is possible.
Example 6.4. Using the canonical unit vectors e1, e2, e3 ∈ R3 we consider the
relations
D = ran
[
ED
AD
]
= ran
[
e1 e2 0
−e2 e1 e3
]
, L = ran
[
EL
AL
]
= ran
[
e1 e3
e1 e2
]
.
Since
0 = A∗DED + E
∗
DAD ≤ 0, A∗LEL =
[
1 0
0 0
]
≥ 0,
we have that D is dissipative, and L is nonnegative. It can be further seen that the
product of D and L reads
DL = span {(0, e3), (e3, e1), (e1,−e2)} ,
and we obtain the range representation (1.5) with
E :=
[
0 0 1
0 0 0
0 1 0
]
, A :=
[
0 1 0
0 0 −1
1 0 0
]
.
Since A−1E is nilpotent with (A−1E)2 6= 0, we have that the Kronecker form of
sE − A is consisting of exactly one Jordan block at ∞ with size 3. In particular,
the index of sE −A is equal to three.
Next we show that under the additional assumption that L is the graph of
a positive definite matrix, the pencil sE−A induced by DL is already regular with
index one. This result was previously obtained in [14, Prop. 4.1] for the special case
where D is a skew-adjoint subspace.
Corollary 6.5. Let sE−A be a matrix pencil with E,A ∈ Kn×n and ran [EA ] = DL
and let D ⊆ K2n be maximally dissipative and L = (grQ)−1 for some positive
definite Q ∈ Kn×n. Then sE −A is regular and has index at most one.
Proof. Since L = (grQ)−1 = gr(Q−1) we have mulD ∩ kerL = mulD ∩ {0} = {0}
and by Proposition 3.8 (v) there exist unitary U,X ∈ Kn×n such that
U∗(sE −A)X = [ sL11−D11 0sL21 In ] , (6.11)
with sL11 −D11 positive real and kerL11 × {0} = U∗ {x ∈ domD | Qx ∈ mulD}.
Hence, if x ∈ kerL11 × {0}, then x ∈ domD with Qx ∈ mulD. In virtue of
Lemma 3.6, we have mulD = (domD)⊥ and hence 〈Qx, x〉 = 0, and the positive
definiteness of Q leads to x = 0. Consequently, the kernel of L11 is trivial, and
we obtain kerL11 ∩ kerD11 = {0} ∩ kerD11 = {0}. Now invoking Lemma 2.3 (a),
we obtain that sL11 − D11 is regular and thus, by (6.11), sE − A is regular, too.
Moreover, the index is at most one by Proposition 6.3 (c). 
The main result on the Kronecker form of port-Hamiltonian DAEs is given below.
Here we additionally assume the maximality of the underlying subspaces.
Theorem 6.6. Let E,A ∈ Kn×m such that ran [EA ] = DL for some maximally
dissipative relation D ⊆ K2n and a maximally nonnegative relation L ⊆ K2n. Then
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there exist invertible S ∈ Kn×n, T ∈ Km×m and ni ∈ N, i = 1, 2, 3, 4, such that
S(sE −A)T =

sL˜11 − D˜11 0 0 0 0 0
D˜21 sIn2 0 0 0 0
sL˜21 0 In3 0 0 0
0 0 0 sIn4 −In4 0
0 0 0 0 0 0
 , (6.12)
where sL˜11 − D˜11 ∈ K[s]n1×n1 is regular and positive real and ker L˜11 ⊂ ker L˜21.
In particular, the Kronecker form of sE −A has the following properties:
(a) The column minimal indices are at most one (if there are any).
(b) The row minimal indices are zero (if there are any).
(c) We have σ(E,A) ⊆ C−. Furthermore, the non-zero eigenvalues on the
imaginary axis are semi-simple. The Jordan blocks at ∞ and at zero have
size at most two, i.e. the index is at most two.
Proof. A proof of the block diagonal decomposition (6.12) with positive real sL˜11−
D˜11 ∈ K[s]n1×n1 and ker L˜11 ⊂ ker L˜21 is given in Proposition 7.1 in the appendix.
First observe that the block lower-triangular pencil
sEr −Ar :=
sL˜11 − D˜11 0 0D˜21 sIn2 0
sL˜21 0 In3
 (6.13)
obtained from (6.12) is regular. Since, moreover, a simple column permutation
yields that the Kronecker form of [sIn4 ,−In4 ] is given by diag(sK2−L2, . . . , sK2−
L2) ∈ K[s]n4×2n4 , we obtain that the column minimal indices of sE −A are one (if
there are any) and the row minimal indices of sE−A are at most zero (if there are
any). This proves (a) & (b).
We continue with the proof of (c). Considering (6.12), (6.13) and invoking Lemma 2.3
(c) yields
σ(E,A) = σ(Er, Ar) ⊆ σ(L˜11, D˜11) ∪ {0} ⊆ C−.
It remains to show the statements on the index and the sizes of the Jordan blocks to
eigenvalues on the imaginary axis. Here we proceed as in the proof of Proposition 6.3
by using the resolvent of (6.13) which is given bysL˜11 − D˜11 0 0D˜21 sIn2 0
sL˜21 0 In3
−1 =
 (sL˜11 − D˜11)−1 0 0−s−1D˜21(sL˜11 − D˜11)−1 s−1In2 0
−sL˜21(sL˜11 − D˜11)−1 0 In3
 .
(6.14)
Regarding Lemma 2.1, the pole order of (6.14) at λ ∈ σ(E,A) is equal to the size
of the largest Jordan block of (6.13) at λ. Since sL˜11 − D˜11 is positive real, the
pole order of (6.14) at the non-zero eigenvalues on the imaginary axis is at most
one and hence these eigenvalues are semi-simple. The pole order of (sEr−Ar)−1 at
λ = 0 is at most two and hence the size of the Jordan blocks at 0 in the Kronecker
form of sE −A is at most two, by Lemma 2.1.
We finally show that the index of sE − A as in (2.2) is at most two. Since the
index is invariant under pencil equivalence of sEr − Ar we can assume without
restriction that sL˜11 − D˜11 is already given in Weierstraß canonical form. Further,
sL˜11 − D˜11 is positive real and hence its the index is by Lemma 2.3 (d) at most
two. Altogether, we obtain for some k1, k2 ∈ N and J˜ ∈ Kk2×k2 in Jordan canonical
form that
sL˜11 − D˜11 = diag
([−1 s
0 −1
]
, . . . ,
[−1 s
0 −1
]
,−Ik1 , sIk2 − J˜
)
. (6.15)
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Consequently, there exist M1, ω1 > 0 such that
∀λ > ω1 : ‖(λL˜11 − D˜11)−1‖ ≤M1λ. (6.16)
Looking at the block entries of (6.14), we continue to show the existence of some
M2, ω2 > 0 satisfying
∀λ > ω2 : ‖λL˜21(λL˜11 − D˜11)−1‖ ≤M2λ. (6.17)
Invoking the block diagonality of sL˜11−D˜11 and the structure of the blocks in (6.15)
it suffices to show that (6.17) holds for sL˜11−D˜11 =
[−1 s
0 −1
]
. Proposition 7.1 yields
ker L˜11 ⊂ ker L˜21, which implies with ker L˜11 = {αe1 |α ∈ K} for x = ( x1x2 ) ∈ K2
and for all λ > 0 and M2 := ‖L˜21e1‖ that
‖λL˜21(λL˜11 − D˜11)−1x‖ =
∥∥∥∥λL˜21 [−1 −λ0 −1
](
x1
x2
)∥∥∥∥
=
∥∥∥∥λL˜21(−x1 − λx2−x2
)∥∥∥∥
= ‖ − λL˜21e2x2‖
≤M2λ‖x‖.
This proves (6.17). From (6.14) together with (6.16) and (6.17), we see that there
exist some M,ω > 0 with
∀λ > ω : ‖(λEr −Ar)−1‖ ≤Mλ. (6.18)
This means by Lemma 2.1 that αi ≤ 2 for all i = 1, . . . , `α. Furthermore, the block
structure in (6.12) implies γi ≤ 1 for all i = 1, . . . , `γ and hence the index of sE−A
as in (2.2) is at most two. 
The following example from [12] shows that without the maximality assumption
on L, arbitrarily large row minimal indices might occur.
Example 6.7. Let D = grD, D = Jn(0)−Jn(0)∗ where Jn(0) ∈ Rn×n is a Jordan
block at 0 and L = ran [EQ ] for E = Q = [In−1 , 0(n−1)×1]∗. Then L is nonnegative,
but not maximal. Then, for A = DQ, it holds (1.5), and it is shown in [12] that
the pencil sE −A has one row minimal index equal to n− 1.
We give a brief comparison of Theorem 6.6 with [12, Thm. 4.3], where pH pencils
in the sense of [12] with, additionally, Q∗E ≥ 0 are considered.
Remark 6.8. (i) As [12, Thm. 4.3] treats pH pencils in the sense of [12], it
employs the assumption that mulD = {0}.
(ii) [12, Thm. 4.3] shows that pH pencils in the sense of [12] have the property
that all its eigenvalues have nonpositive real part. Further, the nonzero
imaginary eigenvalues are semi-simple. A statement on the sizes of the
Jordan blocks corresponding to the eigenvalue zero is not contained.
(iii) Instead of our assumption of maximality of the nonnegative relation L =
ran
[
E
Q
]
, the weaker assumption that all row minimal indices of sE − Q
are zero has been used in [12, Thm. 4.3] to describe the Kronecker form of
pencils which are pH in the sense of [12].
We present an example of a pencil which is subject of Theorem 6.6 but it cannot
be represented as a pencil which is subject of [12, Thm. 4.3].
Example 6.9. Let E = [ 1 01 0 ], A =
[−1 0
0 −1
]
and consider
D = ran
[
1 0
0 0−1 0
0 1
]
, L =
(
gr
[
1 1
1 1
])−1
.
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Then D is maximally dissipative, L is maximally nonnegative, and ran [EA ] = DL.
Therefore, the pencil sE −A meets the assumptions of Theorem 6.6.
We show in the following that it is not possible to rewrite DL = (grD)Lˆ for some
dissipative matrix D ∈ K2×2 and a nonnegative relation Lˆ ⊂ K4. To this end, let
Lˆ = ran
[
Eˆ
Qˆ
]
with Qˆ∗Eˆ ≥ 0. Then
ran [EA ] = (grD) ran
[
Eˆ
Qˆ
]
= ran
[
Eˆ
DQˆ
]
and hence there exists some invertible T ∈ K2×2 with EˆT = E and DQˆT = A.
Thus DQˆT = −I2 and hence QˆT = −D−1. With QˆT = [ q1 q2q3 q4 ] we have T ∗Qˆ∗E =[ q1+q3 0
q2+q4 0
] ≥ 0 and hence q1 + q3 ≥ 0 and q2 + q4 = 0. Since D is dissipative, QˆT is
also dissipative and therefore
0 ≥ 〈( 11 ) , (D+D∗) ( 11 )〉 = 2Re〈( 11 ) , D ( 11 )〉 = Re(q1 + q2 + q3 + q4) = q1 + q3 ≥ 0.
This implies q1+ q3 = 0 and hence ( 11 ) ∈ ker(QˆT )∗ = ker Qˆ∗, which contradicts the
invertibility of Qˆ.
7. Appendix
In this part we present the proof of Proposition 3.8. After that, we present
Proposition 7.1, which is an essential ingredient for the proof of Theorem 6.6. Note
that in these proofs we use the already proven results presented prior to Proposi-
tion 3.8, whereas the proof of Proposition 7.1 will make use of Proposition 3.8.
We will use the following notation throughout the proofs: If two linear relations
L,M ⊂ K2n are orthogonal, we write L⊕̂M for their direct componentwise sum.
If L,M⊂ K2n fulfill L ⊆M, the orthogonal minus is given byM	̂L :=M∩L⊥.
Further, for a subspace X ⊂ Kn, the orthogonal projector onto X is denoted by
PX . For spaces Y1, Y2, Y3 ⊂ Kn with Y1 ⊂ Y2 and a linear operator M : Y2 → Y3,
M |Y2 denotes the restriction of M to the space Y2.
Proof of Proposition 3.8.
Step 1: We show that there exist orthogonal decompositions
D = {(x,Dx)}⊕̂({0} ×mulD), L = {(Lx, x)}⊕̂(kerL × {0}) (7.1)
for linear operators D : domD → (mulD)⊥ and L : ranL → (kerL)⊥. The result
is proved only for D; the statement for L is analogous. Consider the operator D
with Dx = P(mulD)⊥y for (x, y) ∈ D. To show that D : domD → (mulD)⊥ is
well-defined, let (x, y), (x, z) ∈ D, then (0, y − z) ∈ D implying that y − z ∈ mulD.
Consequently, P(mulD)⊥y−P(mulD)⊥z = P(mulD)⊥(y−z) = 0. Then the equality for
the subspace D in (7.1) follows immediately and, by construction, the summands
are orthogonal. Step 2: We show that
DL =
([
L
D
]
(domD ∩ ranL)
)
⊕̂ (kerL × {0}) ⊕̂ ({0} ×mulD) . (7.2)
To prove “⊆”, let (x, z) ∈ DL. Then there exists some y ∈ Kn such that (x, y) ∈ L
and (y, z) ∈ D. Therefore, y ∈ ranL ∩ domD. This implies with (7.1) that
x = Ly + vL and z = Dy + vD for some vL ∈ kerL and vD ∈ mulD. Hence,
(x, z) ∈
([
L
D
]
(ranL ∩ domD)
)
⊕̂ (kerL × {0}) ⊕̂ ({0} ×mulD) .
To prove “⊇”, let (Ly + vL, Dy + vD) ∈ K2n with y ∈ ranL ∩ domD, vL ∈ kerL,
and vD ∈ mulD. This implies (Ly, y) ∈ L, (y,Dy) ∈ D and hence (Ly,Dy) ∈ DL.
Then (0, 0) ∈ D and (0, 0) ∈ L further lead to (vL, 0), (0, vD) ∈ DL, and thus
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(Ly + vL, Dy + vD) ∈ DL.
Step 3: Consider the orthogonal decomposition Kn = X1⊕̂X2 with
X1 := ranL ∩ domD, X2 := (ranL ∩ domD)⊥ = (ranL)⊥+̂(domD)⊥. (7.3)
Our next objective is to show
(kerL × {0}) ⊕̂ ({0} ×mulD) =
[
PkerL
−PmulD
]
(kerLûmulD). (7.4)
The inclusion “⊇” in (7.4) is immediate. To prove “⊆”, it suffices to show that both
spaces kerL × {0} and {0} ×mulD are contained in the set on right hand side of
(7.4). Consider the spaceX3 := kerLûmulD. Then by Lemma 3.6 we have kerL ⊆
(ranL)⊥ and mulD ⊆ (domD)⊥, whence X3 ⊆ X2. Since X3	̂mulD ⊂ kerL,
we have (kerL)⊥ ∩ (X3	̂mulD) = {0}, we have that PkerL|X3	̂mulD is injective.
This together with dim(X3	̂mulD) = dimkerL gives PkerL(X3	̂mulD) = kerL.
Hence, for each (vL, 0) ∈ kerL×{0} there exists x ∈ X3	̂mulD with PkerLx = vL
and PmulDx = 0 and therefore (vL, 0) ∈
[
PmulL
−PmulD
]
(X3). Analogously, we can show
that {0} ×mulD ⊆ [ PmulL−PmulD ] (X3), which altogether shows (7.4).
Step 4: Based on the space decomposition Kn = X1⊕̂X2 as in (7.3), we define
Lˆ11 := PX1L|X1 , Lˆ21 := PX2L|X1 , Lˆ22 := PkerL : X2 → X2 (7.5)
and
Dˆ11 := PX1D|X1 , Dˆ21 := PX2D|X1 , Dˆ22 := −PmulD : X2 → X2.
Let ni := dimXi, i = 1, 2, and U1 := [u1, . . . , un1 ] ∈ Kn×n1 and U2 := [un1+1, . . . , un] ∈
Kn×n2 , where the columns are an orthonormal basis of X1 and X2, respectively.
Then U = [U1, U2] ∈ Kn×n is unitary and
Lij := U
∗
i LˆijUj , Dij := U
∗
i DˆijUj , i, j = 1, 2. (7.6)
Combining (7.2) and (7.4), we obtain
DL = ([ LD ] (X1)) ⊕̂ (kerL × {0}) ⊕̂ ({0} ×mulD)
=
 Lˆ11Lˆ21
Dˆ11
Dˆ21
 (X1)⊕̂[ 0Lˆ220
Dˆ22
]
(X2)
= diag(U,U)
[ L11 0L21 0D11 0
D21 0
]
(U∗X1)︸ ︷︷ ︸
=Kn1×{0}
⊕̂
[
0 0
0 L22
0 0
0 D22
]
(U∗X2)︸ ︷︷ ︸
={0}×Kn2

= diag(U,U) ran
[
L11 0
L21 L22
D11 0
D21 D22
]
.
This completes the proof of (3.4).
Step 5: We show that (3.5) and (3.6) hold. Let (y, x) ∈ L. Then y = Lx + vL for
some vL ∈ kerL ⊆ (ranL)⊥ and some x ∈ X1. Consequently,
〈Lˆ11x, x〉 = 〈PX1Lx, x〉 = 〈Lx, x〉 = 〈Lx+ vL, x〉 = 〈y, x〉 = 〈x, y〉 = 〈x, Lˆ11x〉,
(7.7)
where in the second last equation the symmetry of L was used and the last equation
follows from a repetition of the first steps in the second component of the inner
product. This implies that Lˆ11 is Hermitian. Consequently, L11 = U∗1 Lˆ11U1 is
Hermitian. Similarly, one can show that if D is dissipative then D11 is dissipative,
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whence (3.5) holds. Since L22 = U∗2 Lˆ22U2 and D22 = U∗2 Dˆ22U2 with orthogonal
projectors Lˆ22 = PkerL and −Dˆ22 = PmulD we have
L22 = U
∗
2 Lˆ22U2 = U
∗
2 Lˆ
2
22U2 = U
∗
2 Lˆ22U2U
∗
2 Lˆ22U2 = L
2
22 = L
∗
22,
−D22 = U∗2 Dˆ22U2 = U∗2 Dˆ222U2 = U∗2 Dˆ22U2U∗2 Dˆ22U2 = D222 = −D∗22.
Furthermore,
ranD22 ∩ ranL22 = U∗2 (ranPmulD ∩ ranPkerL) = U∗2 (mulD ∩ kerL) = {0},
which implies mulD ∩ kerL = {0} and hence (3.6).
Step 6: We prove (i)-(iii). If L is nonnegative, then 〈y, x〉 ≥ 0 for all (x, y) ∈ L which
implies, by using (7.7), that 〈Lˆ11x, x〉 ≥ 0 for all x ∈ X1 and thus L11 = U∗1 Lˆ11U1 is
positive semi-definite. Next we show that kerL11 ⊂ kerL21, if L is maximal. From
the maximality we have (kerL)⊥ = ranL and thus the operator L : ranL → ranL
from Step 1 can be decomposed as
L =
[
Lˆ11 L˜
∗
21
L˜21 L˜22
]
, ranL = (domD ∩ ranL)⊕̂(ranL	̂(domD ∩ ranL)),
and L is nonnegative, i.e., 〈Lx, x〉 ≥ 0 for all x ∈ ranL. We show that ker Lˆ11 ⊂
ker L˜21. Assume that there exists some x ∈ ker Lˆ11 with z := −L˜21x 6= 0. Since
L ≥ 0 we have for all α ∈ R
0 ≤
〈
L
(
αx
z
)
,
(
αx
z
)〉
=
〈[
Lˆ11 L˜
∗
21
L˜21 L˜22
](
αx
z
)
,
(
αx
z
)〉
= −2α‖z‖2 + ‖L˜22z‖2.
Choosing α sufficiently large, we obtain a contradiction. Hence ker Lˆ11 ⊂ ker L˜21.
Further, decompose X2 = (X2 ∩ ranL)⊕̂(X2 ∩ (ranL)⊥) and, without restriction,
assume that the vectors un1+1, . . . , un1+kˆ for some kˆ ≥ 1 are an orthonormal basis
of X2 ∩ ranL. Then
Lˆ21 = PX2L|X1 = PX2∩ranLL|X1 + PX2∩(ranL)⊥L|X1 = PX2∩ranLL|X1 = L˜21
and this implies
kerL11 = kerU
∗
1 Lˆ11U1 = U
∗
1 ker Lˆ11
⊂ U∗1 ker L˜21 = kerU∗1 Lˆ21 = kerU∗2 Lˆ21U1 = kerL21.
The assertion (ii) can be proven analogously to (i). To show (iii), first assume
that kerL22 ∩ kerD22 = {0}. Then
ker Lˆ22 ∩ ker Dˆ22 = U2(kerL22 ∩ kerD22) = {0} (7.8)
and taking orthogonal complements in X2, we obtain
X2 = (ker Lˆ22 ∩ ker Dˆ22)⊥ = ran Lˆ22+̂ ran Dˆ22 = kerLûmulD.
Conversely, assume that X2 = kerLûmulD. Then, again by taking orthogonal
complements in X2,
ker Lˆ22 ∩ ker Dˆ22 = (kerLûmulD)⊥ = X⊥2 = {0}.
Now invoking (7.8) and the injectivity of U2, we obtain kerL22 ∩ kerD22 = {0}.
Step 7: We prove (iv). Assume that L is self-adjoint and D = grD for some
dissipative D ∈ Kn×n. Then we have that mulD = {0} = (domD)⊥ and kerL =
(ranL)⊥. Hence, X1 = ranL = X⊥2 . This implies that Lˆ21 = Dˆ22 = 0 and thus
L21 = D22 = 0. Invoking (iii), we have kerL22 = kerL22 ∩ kerD22 = {0} which
implies L22 = In2 . Furthermore, mulL = ker Lˆ11 = U(kerL11 × {0}) and together
with (ranL)⊥ = kerL we obtain
{x ∈ ranL | Dx ∈ (ranL)⊥} = ker(PranLD|ranL) = ker Dˆ11 = U(kerD11 × {0}).
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The proof of (v) is analogous to the proof of (iv) and is therefore omitted. 
Proposition 7.1. Let D ⊆ K2n be maximally dissipative and L ⊆ K2n be maxi-
mally nonnegative. Further, let E,A ∈ Kn×m be such that ran [EA ] = DL. Then
there exist some invertible S ∈ Kn×n, T ∈ Km×m and ni ∈ N, i = 1, 2, 3, 4, such
that
S(sE −A)T =

sL11 −D11 0 0 0 0 0
D21 sIn2 0 0 0 0
sL21 0 In3 0 0 0
0 0 0 sIn4 −In4 0
0 0 0 0 0 0
 , (7.9)
where sL11 −D11 ∈ K[s]n1×n1 is regular and positive real and kerL11 ⊂ kerL21.
Proof. The proof consists of two steps. In the first step we derive a certain range
representation for DL. In second step, (7.9) is obtained from the resulting range
representation.
Step 1: We show that there exists some mˆ ∈ N and an invertible matrix S ∈ Kn×n
and some n1, n2, n3, n4 ∈ N, such that
DL =diag(S, S) ran [ LD ]
sL−D =
 sL11−D11 0 0 0 0 0D21 sIn2 0 0 0 0sL21 0 In3 0 0 0
0 0 0 sIn4 −In4 0
0 0 0 0 0 0
 ∈ K[s]n×mˆ (7.10)
for some positive real and regular pencil sL11 − D11 ∈ K[s]n1×n1 , D21 ∈ Kn2×n1 ,
L21 ∈ Kn3×n1 .
Consider the space X := mulD ∩ kerL, and the relations
Dˆ := D	̂({0} ×X), Lˆ := L	̂(X × {0}).
Then we obtain an orthogonal decomposition
DL = DˆLˆ⊕̂({0} ×X)⊕̂(X × {0}) (7.11)
and
mul Dˆ = mulD	̂X, ker Lˆ = kerL	̂X.
This implies mul Dˆ ∩ ker Lˆ = {0}. It can be further seen that Dˆ is dissipative and
Lˆ is nonnegative. Further, define
V := K2n	̂({0} ×X)	̂(X × {0}).
The previous considerations show that both Dˆ and Lˆ are subsets of V. Moreover,
set kX := dimX and let ι : V → K2(n−kX) = KdimV be a vector space isometry. It
follows that
D˜ := ι(Dˆ), L˜ := ι(Lˆ) (7.12)
are maximally dissipative and maximally nonnegative linear relations in K2(n−kX),
respectively, satisfying mul D˜ ∩ ker L˜ = {0} and note that
D˜L˜ = ι(DˆLˆ). (7.13)
Then Proposition 3.8 implies the existence of some unitary U˜ ∈ K(n−kX)×(n−kX),
such that, with k1 := dim(ran L˜ ∩ dom D˜), k2 := n− kX − k1,
D˜L˜ = ran diag(U˜ , U˜)
 L˜11 0L˜21 L˜22
D˜11 0
D˜21 D˜22
 (7.14)
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for some matrices L˜ij , D˜ij ∈ Kki×kj with L˜11 ≥ 0, ker L˜11 ⊆ ker L˜21, D˜11+D˜∗11 ≤ 0
and
D˜222 = −D˜22 = −D˜∗22, L˜222 = L˜22 = L˜∗22, ker D˜22û ker L˜22 = Kk2 . (7.15)
Invoking (7.11)–(7.14) and
V⊕̂({0} ×X)⊕̂(X × {0}) ∼= K2(n−kX) ×KkX ×KkX
yields the existence of a unitary matrix Uˆ ∈ Kn×n such that
DL = diag(Uˆ , Uˆ) ran

L˜11 0 0 0
L˜21 L˜22 0 0
0 0 IkX 0
D˜11 0 0 0
D˜21 D˜22 0 0
0 0 0 IkX
 .
Lemma 2.3 (b) implies that sL˜11 − D˜11 has only column and row minimal indices
equal to zero and their number coincides. Hence there exist invertible S1, T1 ∈
Kk1×k1 and some n1 ∈ N, such that
S1(sL˜11 − D˜11)T1 =
[
sL11 −D11 0
0 0
]
for some positive real and regular pencil sL11 − D11 ∈ K[s]n1×n1 . Since L˜ is
maximally nonnegative, Proposition 3.8 (i) yields
kerL11×Kk1−n1 = ker
[
L11 0
0 0
]
= ker L˜11T1 = T
−1
1 ker L˜11 ⊂ T−11 ker L˜21 = ker L˜21T1.
Consequently, for some L(1)21 ∈ Kk2×n1
L˜21T1 =
[
L
(1)
21 , 0k2×(k1−n1)
]
and kerL11 ⊆ kerL(1)21 .
Further, by using [D(1)21 , D
(2)
21 ] := D˜21T1, D
(1)
21 ∈ Kk2×n1 , D(2)21 ∈ Kk2×(k1−n1), we
find
[
S1 0 0 0
0 Ik2+kX 0 0
0 0 S1 0
0 0 0 Ik2+kX
]
ran

L˜11 0 0 0
L˜21 L˜22 0 0
0 0 IkX 0
D˜11 0 0 0
D˜21 D˜22 0 0
0 0 0 IkX

= ran

S1L˜11T1 0 0 0
L˜21T1 L˜22 0 0
0 0 IkX 0
S1D˜11T1 0 0 0
D˜21T1 D˜22 0 0
0 0 0 IkX
 = ran

L11 0 0 0 0
0 0 0 0 0
L
(1)
21 0 L˜22 0 0
0 0 0 IkX 0
D11 0 0 0 0
0 0 0 0 0
D
(1)
21 D
(2)
21 D˜22 0 0
0 0 0 0 IkX
 .
Denoting k3 := dimker D˜22, n3 := dimker L˜22, (7.15) implies that k2 = k3 + n3.
Let S˜ ∈ Kk2×k2 be a matrix whose first k3 columns form a basis of D˜22 and whose
last n3 columns form a basis of L˜22. Then S˜∗(sL˜22 − D˜22)S˜ = diag(sLˆ22, Dˆ22) for
some Lˆ22 ∈ Kk3×k3 , Dˆ22 ∈ Kn3×n3 , which are positive definite by (7.15). Then,
by taking a suitable block congruence transformation, we obtain that there exists
some invertible S2 ∈ Kk2×k2 such that the Weierstraß form is given by
S2(sL˜22 − D˜22)S∗2 =
[
sIk3 0
0 −In3
]
,
Hence, with
[
L
(1,1)
21
L21
]
:= S2L
(1)
21 for some L
(1,1)
21 ∈ Kn3×n1 and L21 ∈ Kn3×n1 which
implies
kerL11 ⊆ kerL(1)21 = kerS2L(1)21 ⊆ kerL21.
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Further, decomposing
[S2D
(1)
21 , S2D
(2)
21 ] =
[
D
(1,1)
21 D
(2,1)
21
D
(1,2)
21 D
(2,2)
21
]
∈ K(k3+n3)×(n1+(k1−n1))
leads to

Ik1 0 0 0 0 0
0 S2 0 0 0 0
0 0 IkX 0 0 0
0 0 0 Ik1 0 0
0 0 0 0 S2 0
0 0 0 0 0 IkX
 ran

L11 0 0 0 0
0 0 0 0 0
L
(1)
21 0 L˜22 0 0
0 0 0 IkX 0
D11 0 0 0 0
0 0 0 0 0
D
(1)
21 D
(2)
21 D˜22 0 0
0 0 0 0 IkX

= ran

L11 0 0 0 0
0 0 0 0 0
S2L
(1)
21 0 S2L˜22T2 0 0
0 0 0 IkX 0
D11 0 0 0 0
0 0 0 0 0
S2D
(1)
21 S2D
(2)
21 S2D˜22T2 0 0
0 0 0 0 IkX
 = ran

L11 0 0 0 0 0
0 0 0 0 0 0
0 0 Ik3 0 0 0
L21 0 0 0 0 0
0 0 0 0 IkX 0
D11 0 0 0 0 0
0 0 0 0 0 0
D
(1,1)
21 D
(2,1)
21 0 0 0 0
0 0 0 −In3 0 0
0 0 0 0 0 IkX

(7.16)
Now let S3 ∈ Kk3×k3 , T3 ∈ K(k1−n1)×(k1−n1) be invertible with S3D(2,1)21 T3 =[
Ik5 0
0 0
]
.
and n2 := k3 − k5, then using[
D
(1,1,1)
21
−D21
]
:= S3D
(1,1)
21 , D
(1,1,1)
21 ∈ Kk5×n1 , D21 ∈ Kn2×n1 ,
we find for the lower five block rows in (7.16)
In1 0 0 0 0
0 In1−k1 0 0 0
0 0 S3 0 0
0 0 0 In3 0
0 0 0 0 IkX
 ran

D11 0 0 0 0 0
0 0 0 0 0 0
D
(1,1)
21 D
(2,1)
21 0 0 0 0
0 0 0 −In3 0 0
0 0 0 0 0 IkX

= ran

D11 0 0 0 0 0 0
0 0 0 0 0 0 0
D
(1,1,1)
21 Ik5 0 0 0 0 0
D
(1,1,2)
21 0 0 0 0 0 0
0 0 0 0 −In3 0 0
0 0 0 0 0 0 IkX
 = ran

D11 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 Ik5 0 0 0 0 0 0
−D21 0 0 0 0 0 0 0
0 0 0 0 0 −In3 0 0
0 0 0 0 0 0 0 IkX
 (7.17)
and for the upper five block rows in (7.16)
In1 0 0 0 0
0 In1−k1 0 0 0
0 0 S3 0 0
0 0 0 Ik4 0
0 0 0 0 IkX
 ran
 L11 0 0 0 0 00 0 0 0 0 00 0 Ik3 0 0 0
L21 0 0 0 0 0
0 0 0 0 IkX 0
 (7.18)
= ran
 L11 0 0 0 0 00 0 0 0 0 00 0 Ik3 0 0 0
L21 0 0 0 0 0
0 0 0 0 IkX 0
 = ran

L11 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 Ik5 0 0 0 0
0 0 0 0 In2 0 0 0
L21 0 0 0 0 0 0 0
0 0 0 0 0 0 IkX 0
 .
Then the form (7.10) is achieved by setting n4 := k5 + kX and performing a joint
permutation of block rows of the form 2→ 6→ 5→ 3→ 4→ 2 and block columns
(3→ 8→ 7→ 5→ 2→ 6→ 3) of the matrices on the right hand side in (7.17) and
(7.18). Combining all of the so far transformations leads to an invertible S ∈ Kn×n
with (7.10).
Step 2: Let E,A ∈ Kn×m be such that ran [EA ] = DL for some maximally dissipative
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relation D ⊆ K2n and some maximally nonnegative relation L ⊆ K2n. Then the
result from Step 1 gives
ran [EA ] = DL = diag(S−1, S−1) ran [ LD ] (7.19)
with matrices L,D ∈ Kn×mˆ as in (7.10). If m ≥ mˆ then there exists some invertible
T ∈ Km×m such that
[ SESA ]T = [
L 0
D 0 ] .
Hence (7.9) follows from (7.10). If m < mˆ then the block structure in (7.10) implies
that d := dimDL = dim ran [ LD ] = n1 + n2 + n3 + 2n4 and that the first d columns
in [ LD ] are linearly independent. Since m ≥ d, we can remove mˆ−m zero columns
from L and D which leads to matrices Lˆ, Dˆ ∈ Kn×m which are still of the form
(7.10). Observe that (7.19) still holds after replacing L with Lˆ and D with Dˆ.
Hence there exists some invertible T ∈ Km×m such that S(sE − A)T = sLˆ − Dˆ
which implies (7.9). 
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