Owing to the fact that input data for existing PV forecast algorithms are hard to come by, there is the need to develop a method based on data that is relatively easy to obtain and one with a much simpler algorithm which still produces acceptable results. This paper proposes a method for photovoltaic output backcast and forecast using cloud cover and historical data. The method is about five times more efficient than the benchmark model.
Introduction
As a result of the increasing costs and price volatility of fossil fuels, global climate change awareness, decrease in costs and technological advancements in the solar industry, there is a growing demand for Renewable power (such as wind and solar power) generation [1] . Given that solar energy is the most available energy resource, photo voltaic (PV) power generation will be one of the main sources of electricity in the future [2] . However, the main issue with this source of energy is its variability. The power generation output largely depends on solar irradiation, which in turn depends on weather conditions. This therefore makes PV systems highly unreliable sources of power supply.
One way to manage this problem is the use of storage batteries -though this requires additional costs and results in additional waste of used storage batteries. Another measure is the integration of other sources of energy to back it up -thereby forming what is known as a Hybrid system.
In order to effectively impose these measures, there is the need for a very accurate PV output forecast method. Albeit a number of techniques exist, most of them are expensive to implement and not so easy to use. The algorithm proposed in this paper is relatively easy to use and is based on data that can be easily obtained from PV and weather stations. The contribution of this paper is a backcast and forecast method for photovoltaic output based on historical data and cloud cover.
Background
This section provides an overview of existing studies and approaches on PV output forecast. There are various proposed forecast methods for PV output; the majority of which are based on the analysis of meteorological data. For example, Min-Cheol et al [3] proposed a technique based on data mining. They use solar irradiation data and rainfall probability to predict PV output. Three different times of the day (11AM, 1PM, 3PM) are selected, the rainfall probability are analyzed and sorted into five groups ("clear", "clear and cloudy", "cloudy", "cloudy and rainy", "rainy"), then irradiation data are clustered based on these five groups and a relationship between sky condition and solar irradiation is established.
Mora-Lopel et al [4] proposed a machine learning technique. It involves using the information obtained from the plant itself and historical solar global radiation values. It is achieved in three phases: In the first phase, the most significant information among the independent variables used is determined by statistics. Next, the data is grouped and for each group the new significant variables are determined. The second phase involves a special type of probabilistic finite automata. This is built for each group taking into account the significant variables of the group. And the final stage is the day ahead forecasting using all the information gathered.
The technique proposed by Matsumoto et al [5] is unlike the techniques mentioned above since it does not depend on meteorological observation data. A number of PV generators are connected to a smart meter and the output data is used for the forecast algorithm.
A large number of these techniques either involve really complex algorithms or installation of meteorological equipment to obtain input data. The technique proposed in this paper is relatively easy to implement and based on easily obtainable data.
A-method

Basic idea
Solar radiation is one the most essential elements to determine PV power production output. Other factors like P humidity and temperature also affect PV power generation. In this study, it is assumed that the solar radiation depends on cloudiness only.
A relationship is established between cloud cover fractions and PV output by clustering the cloud cover fractions of a specified number of days and observing the corresponding PV output on those days. Then by determining which cluster the cloud cover of the day(s) ahead (forecast days) belong to, the forecast is calculated as the average output on the days that are in the clusters which the forecast days are a member of.
Data
For the proposed method we use:
• historical data of PV output measured by local meters • average monthly insolation in a location ( figure 1 shows the plot of Average Solar Insolation in Antwerp, Belgium) • cloud cover fraction (interval from 0 -'clear', 1 -'cloudy'). Figure 2 shows cloud cover factor. The cloud cover fraction data and information about average monthly insolation can be obtained from weather services (e.g. [8-11]). 
Algorithm
The algorithm (A-model) contains the two phases: the model fitting phase and forecast phase.
The first (fit phase) includes the following steps:
• Step 1. Divide each day in the data set into the n periods.
• Step 2. Calculate the average cloud cover for every period of each day.
• Step 3 Partition the average cloud cover of the days in every period into m clusters using a clustering method (e.g. we could define three clusters "clear", "average", "cloudy"). As a result, we know the sky condition of the n different periods of each day. The forecast phase includes backcasting and it has the following steps
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• Step 1. Divide the day(s) in forecast horizon into the n periods.
• Step 2. Calculate the average predicted cloud cover of every period of the day(s) in the forecast horizon.
• Step 3. Determine which cluster every (forecast horizon) period belongs to. • Step 4. Check for missing data; if true go to Step 5, else go to Step 6. • Step 5. Insert average value for missing data:
Determine which period the missing data is in, find the average PV output of the days in that period at that same time of day, and insert value in place of missing data. For example, if we have a gap at 1pm on the 20 th of January -find which period 1pm falls into, then determine which cluster in that period the 20 th of January belongs to and finally the backcast of 1pm on 20 th of January is the average of all the values at 1pm of the days in the same cluster as the 20 th January.
• Step 6. Calculate the average PV output for the clusters the forecast horizon periods belong to. The average (forecast values) is calculated the same way backcast is calculated.
Case study
Data for case study are obtained from a solar station in Belgium. The month of March, 2012 is selected to demonstrate the accuracy of the proposed model. Figure 3 shows the monthly patterns of PV output for obtained data. Figure 4 visualises the daily pattern for the same data set. The first two weeks are chosen as the training set and a random day in the third week selected as the forecast day.
We divide each month's cloud cover data into four periods (12AM -9AM; 9AM -1PM ; 1PM-3PM ; 3PM -12AM) and then divide each period into three clusters using k-means clustering because it is a very common and efficient technique for mining a large data quantity [6] . Therefore we get twelve clusters. The average cloud cover fraction for each period of the days of the month is calculated and then clustered into three groups ("clear" -represented by C1, "average" represented by C2, "cloudy" -represented by C3).
The average cloud cover of each period of the days is calculated and then compared with the respective period cluster. The forecast is therefore the average of the power generated on the days belonging to each period cluster. Table 1 shows the result of the clustering by k means. The sky condition of the periods of the 17 th of March is shown in Table 2 . Table 3 contains backcast results and  Table 4 shows the forecast experiment result ( See also figure 5) Determine which cluster each period of the forecast day belongs to. The selected day of the month is 17th.The Naïve model has been used as a benchmark model because it is commonly used as a benchmark model against which more sophisticated models can be compared. The idea of the Naïve model is that the forecast of any period is equal to the previous value. There are various statistics used to measure the accuracy of prediction models; these include: Mean absolute error (MAE), mean bias error (MBE) and root mean square error (RMSE), mean absolute percentage error (MAPE) and so on. Each statistic tells a different story about forecast quality.
The RMSE statistic is the most commonly reported in forecast accuracy claims because it is a good measure of forecast uncertainty [7] . Therefore the RMSE statistic is used in this technique. 
Conclusion
In this paper, a method using the k-means and average model for PV forecasting and backcasting is proposed. The algorithm (A-model) consist of two phases:the model fitting phase and the forecast (along with the backcast) phase. It is basically the analysis of cloud cover data from meteorological stations and data from PV stations. Though errors are observed due to inaccurate input data, the method still proves to be highly efficient as compared with the naïve model. Insolation is one of the most important factors that affect PV output. But given that solar irradiation data is not so easily obtained, in the future there is the need to establish a relationship between solar elevation, cloud cover and PV output.
