For the stochastic differential equation (SDE) which has piecewise continuous arguments (PCAs), is driven by multiplicative noises and its drift coefficients are dissipative, we show that the solution at integer time is a Markov chain and admits a unique invariant measure. In order to inherit numerically the invariant measure of SDE with PCAs, we apply the backward Euler (BE) method to the equation, and prove that the numerical solution at integer time is not only Markovian but also reproduces a unique numerical invariant measure. We present the time-independent weak error analysis for the method under certain hypothesis. Further, we show that the numerical invariant measure converges to the original one with order 1. Numerical experiments verify the theoretical analysis.
Introduction
Differential equations with piecewise continuous arguments (PCAs), which play an important role in biomedicine, physics, neural networks, control theory, etc, represent a hybrid of continuous and discrete dynamical systems and thus combine properties of both differential and difference equations [20] . A typical differential equation with PCAs is of the form X ′ (t) = f (t, X(t), X(α(t))), (1.1) where α(t) (e.g., α(t) = [t]) has intervals of constancy, and [·] denotes the greatest-integer function. The discontinuity of α(t) may make (1.1) exhibit complex and extraordinary dynamical behavior, such as stability, oscillation, ergodicity, periodicity and chaos. In practice, stochastic factors like environment noise or accidental events may greatly influence a system. Thus, stochastic differential equations (SDEs) with PCAs attract lots of attention. For the well-posedness, mean-square stability and almost sure stability of SDEs with PCAs, we refer to [11, 13, 18] and references therein.
There have been many works on the numerical approximations of SDEs with PCAs (see e.g., [11, 12, 15, 18, 21] ). Under the local Lipschitz and the general Khasminskii-type conditions, authors in [18] prove the convergence of explicit Euler method in probability for SDEs with PCAs. Recently, the strong convergence of the split-step θ method is proved under a coupled monotone condition in [11] , and the convergence rate is obtained with some polynomial growth conditions in [12] . For the time-dependent SDEs with PCAs, the strong convergence of the one-leg θ method is investigated in [21] . In terms of stability, the split-step θ method and the one-leg θ method are proved to inherit the mean-square stability of the original equations under some dissipative conditions in [11] and [21] , respetively. Based on the convergence of the Euler method in finite time intervals, the equivalence between the mean-square exponential stability of a kind of retarded SDEs with PCAs and that of its Euler method with sufficiently small step-size is established in [15] .
As far as we know, besides stability, the invariant measure also plays significant roles in describing the long-time behavior of a dynamical system. For SDEs and stochastic partial differential equations (SPDEs), there have been plenty of works on invariant measure. Da Prato [7] provides two common approaches which ensure that the semigroup generated by the solutions of SDEs or SPDEs admits a unique invariant measure, i.e., it is ergodic. One is the Krylov-Bogoliubov theorem together with Doob's theorem, which is efficient to deal with equations with non-degenerate noises. Another one is the remote start or dissipative method which usually deals with equations with general noises. As for approximations of invariant measures, one important topic is to construct numerical schemes to inherit the invariant measure and to give the error estimates between the numerical invariant measure and the original one, see, e.g., [4, 19] by Kolmogrov equation, [14] via Poisson equation, [3, 5] by Malliavin calculus, [9] by generating functions. For the error analysis of the invariant measures, we also mention that [1] provides new sufficient conditions for a numerical method to approximate the invariant measure of an ergodic SDE with high order of accuracy, independently of the weak order of the method.
However, to our best knowledge, there is no result on the invariant measure of both SDEs with PCAs and their numerical approximations. In this paper, our aim is to make a contribution on that of the following SDE with PCAs   
dX(t) = f (X(t), X([t]))dt + g(X(t), X([t]))dB(t) t ≥ 0,
and its backward Euler (BE) method. Here x ∈ R d is the initial value, f :
and B(t) is an r-dimensional Brownian motion defined on a filtered complete probability space
(Ω, F , {F t } t≥0 , P). In this paper, we concern with the following questions. In order to answer the questions above, we assume that the drift coefficient f is dissipative and the diffusion coefficient g satisfies the global Lipschitz condition. For stochastic functional differential equations (SFDEs) with either continuous or discrete delay arguments, it is well known that their solutions are non-Markovian because of the dependence on their history. However, the segment process of SFDEs with continuous arguments is proved to be Markovian [16] . The invariant measure of SFDEs with continuous arguments has been studied extensively (see [2, 7] and references therein). For (1.2), we prove that the solution {X(k)} k∈N at integer time is a time-homogeneous Markov chain under above assumptions. This reveals the influence of the discrete arguments and reflects the characteristic of difference dynamics of (1.2) . By proving the exponential convergence of {X(k)} k∈N in distribution and the continuous dependence on initial values of {X(k)} k∈N under the dissipative condition, we then obtain that the Markov chain {X(k)} k∈N is exponentially ergodic with a unique invariant measure π.
Taking the divergence of explicit Euler method without the linear growth condition on drift coefficients into consideration, we apply the implicit BE method to discretize Eq. (1.2). Denoting Y k the BE approximation of X(k) (i.e. X(t) at integer time t = k), we show that {Y k } k∈N also possesses the time-homogenous Markov property. Then we prove that {Y k } k∈N is uniformly bounded in mean square sense and continuously dependent on initial values, which guarantees the existence and uniqueness of the numerical invariant measure π δ . Moreover, the transition probability measure of {Y k } k∈N converges exponentially to π δ as k tends to infinity, i.e. the BE method preserves the exponential ergodicity of Eq. (1.2). The error between π and π δ is estimated via deducing the weak error between X(k) and Y k , which is required not only to be independent of k but also to decay exponentially. The main difficulty is to deriving several uniform priori estimations via Malliavin calculus. Based on the weak error analysis, we show that π δ converges to π with order 1 which coincides with the weak convergence order of the BE method. This paper is organized as follows. In Section 2, some notations are introduced and the solution of Eq. (1.2) at integer time is proved to be a time-homogeneous Markov chain as well as exponentially ergodic with a unique invariant measure. In Section 3, we apply the BE method to Eq. (1.2) and prove that the BE approximation at integer time preserves the exponential ergodicity with a unique numerical invariant measure. The time-independent weak error of the solutions together with the error between invariant measures are given in Section 4. In Section 5, numerical experiments are presented to verify the theoretical results.
Notations and Invariant Measures of the Solution
To begin with, we introduce some notations. Let 
Given a matrix A ∈ R d×r , its trace norm is defined as A := trace(A T A). Assume that
denotes the family of all real-valued functions V (t, x) defined on R + × R d such that they are continuously twice differentiable in x and once in t. B(x, r) denotes the open ball in R d with center x and radius r > 0.
the Banach space of all uniformly continuous and bounded mappings (resp. Borel bounded mappings) ϕ : 
family of all probability measures on (R d , B(R d )). For a, b ∈ R, we denote max(a, b) and min(a, b) by a ∨ b and a ∧ b, respectively. We define inf ∅ = ∞ and denote by 1 D the indicative function of a set D. Now, we make the following assumptions on the drift and diffusion coefficients.
Assumption 2.1. For any R > 0, there exists a positive constant K R such that
Under Assumptions 2.1 and 2.2, Eq. (1.2) admits a unique global solution X(t) (see [18, Theorem 3.1] ). To demonstrate the dynamics of {X(k)} k∈N , for any x ∈ R d and B ∈ B(R d ), we define
Unless otherwise specified, we write X k,x (t) in lieu of X(t) to highlight the initial value X(k) = x. Let us first verify that {X(k)} k∈N is indeed a Markov chain.
Theorem 2.1. Suppose that Assumptions 2.1 and 2.2 hold. Then {X(k)} k∈N is a time-homogeneous Markov chain with the transition probability kernel P (x, B).
Proof. We divide this proof into two parts.
where
Since B(u) and B(u) have the same distribution, by the weak uniqueness of the solution for Eq. (1.2), we obtain that X k ′ ,x (k + k ′ ) and X 0,x (k) are identical in probability law. Hence
(ii) Markov property. Define G t,s = σ{B(u) − B(s), s ≤ u ≤ t} ∪ N , where s, t > 0 and N denotes the collection of all P-null sets in F . The property of Brownian motion yields that F s is independent of G t,s .
Eq. (1.2), we get the unique solution {X k,y (t)} t≥k , which is adapted to
According to Assumption 2.2, the equation above yields
where λ :
which implies that Ψ is continuous in probability with respect to y, i.e., for any ε > 0
Theorem 3.1 in [8] implies that there is a modification Ψ of Ψ that is
, where we used the uniqueness of the solution to Eq. (1.2), i.e.,
Combining the fact that
The proof is completed.
Theorem 2.2. Under Assumptions 2.1 and 2.2, if λ 1 − λ 2 − 2λ 3 − 1 > 0, then the Markov chain {X(k)} k∈N admits a unique invariant measure π and there exist C 1 , ν > 0 independent of k and x such that
Let {B(t)} t≥0 be another Brownian motion, independent of {B(t)} t≥0 , defined on (Ω, F , P) and definē
with the filtrationF t := σ{B(s), s ≤ t}, t ∈ R. For any k ∈ N and x ∈ R d , we consider the following equation
It can be verified that (2.9) admits a unique solution under Assumptions 2.1 and 2.2. In what follows, we show the existence of invariant measure through three steps.
Step 1. A priori estimate For any k ∈ N and t > −k, applying Itô's formula to e αt X −k,x (t) 2 , (2.5)-(2.6) lead to
. 
Since log r(1) < 0, there exists a positive constant C independent of k and t such that
Step 2. For any 
In particular,
Moreover, following the similar procedure, we obtain
Combining (2.12) and (2.13), we get
This means that η x is independent of the initial value x, which is thus denoted by η. Furthermore, 14) which indicates that X −k,x (0) converges to η in distribution as k → ∞. Since X −k,x (0) and X 0,x (k) possess the same distribution, by the definition of convergence in distribution, the transition probabilities
Step 3. Denoting by π := P • η −1 the probability measure induced by η, we claim that π is an invariant measure. In fact, for any B ∈ B(R d ), the Chapman-Kolmogorov equation leads to
(ii) Uniqueness of the invariant measure. Since P k (x, ·) weakly converges to π as k → ∞, for any
Assume thatπ ∈ P(R d ) is another invariant measure of {X(k)} k∈N , then for any B ∈ B(R d ) and k ∈ N,
Letting k → ∞, we obtainπ
which implies that π is the unique invariant measure of
and ν = − Besides a priori estimate in Theorem 2.2, we also present the uniform boundedness of X(t) in pth (p ≥ 1) moment, which is crucial to estimating the time-independent weak error of numerical methods.
Proof. Theorem 2.2 (i) implies that the assertion (2.15) holds for the case p = 1. Thus, it suffices to consider the case p > 1, which is proved by the induction. We assume that there exists C > 0 independent of t such that (2.15) holds for all
then we show E X(t) 2p ≤ C. Applying Itô's formula to E X(t) 2p , (2.5) and (2.6) lead to
Using Young's inequality and the assumption E X(t)
According to [10, Lemma 8 .1], we have
Invariant Measures of the Backward Euler Method
Let δ = 1 m be the given step-size with integer m ≥ 1. Grid points t n are defined as t n = nδ, n = 0, 1, · · · . The backward Euler (BE) method for (1.2) is given by
where X 0 = x, ∆B n = B(t n+1 ) − B(t n ), X n is the approximation to X(t n ) and X [nδ]m is the approximation to X([t n ]). Since, for arbitrary n = 0, 1, 2, · · · , there exist k ∈ N and l = 0, 1, 2, ...m − 1 such that n = km + l, the BE method can be written as
Under the condition (2.2), the implicit BE method admits a unique solution
For any a ∈ R d and δ ∈ (0, 1), define the mapping G :
Moreover, the numerical solution X km+l+1 satisfies
for all k ∈ N and l = 0, 1, 2, · · · , m − 1. In order to investigate that whether the BE method inherits the Markov property and admits a unique numerical invariant measure, we denote by Y k := X km the solution of BE method at t = k, k ∈ N and define
in lieu of Y k to highlight the initial value Y 0 = x. Now, let us proceed to show the Markov property of {Y k } k∈N .
Theorem 3.1. Assume that Assumptions 2.1 and 2.2 hold. Then {Y k } k∈N is a time-homogeneous Markov chain with the transition probability P δ (x, B).
Define the mapping
Since ∆B km and ∆B 0 are identical in probability law, X km,x km+1 and X 0,x 1 possess the same distribution.
Again, by (3.3), we have
Therefore, there exists a function
Since (∆B km , ∆B km+1 ) and (∆B 0 , ∆B 1 ) have the same distribution, X km,x km+2 and X
0,x 2
are identical in probability law.
By the same procedure as above, there exists a function G m such that
and Y
0,x 1
are also identical in probability law. Hence
which implies the time-homogeneous property.
(ii) Markov property. By the uniqueness of the numerical solution of (3.1), we have
k+1 isḠ k+1,k -measurable, and thus is independent of F k . Using similar techniques as Step 2 in Theorem 2.1, we obtain that
which is the required Markov property. Further, the same procedure yields
Before we present the existence and uniqueness of the invariant measure of {Y k } k∈N , we prepare several lemmas, including the mean square boundedness and the dependence on initial data of the numerical solution. 
Proof. From 1 − αh > 0 and (3.5), it follows
where in the last step we use 1 − 
for k ∈ N, l = 0, 1, · · · , m − 1 and δ ∈ (0, δ 0 ) with δ 0 being sufficiently small.
Proof. Case 1. If p = 1, then taking the inner product of (3.1) with X km+l+1 , we get
From (2.5) and (2.6), it follows
(3.10)
Since λ 1 − λ 2 − 2λ 3 − 1 > 0, we have 0 < α 1 δ < 1 and β1 α1 < 1 for any δ ∈ (0, 1). By Lemma 3.2, (3.11) yields
and
. Then
where we use δ ∈ (0, 1) and 0 < r 1 (l) < 1 for l = 0, 1, 2, · · · , m − 1. Case 2. For p > 1, we show the assertion (3.8) by induction. Since
′ ≤ C holds with p ′ = 1. Multiplying (3.9) by X km+l+1 2 and taking expectation yield LHS = RHS, where
For term R 1 , by (2.5) and 2ab ≤ a 2 + b 2 , we have
For terms R 2 and R 3 , according to (2.6) and 2ab ≤ ǫa
Substituting R 1 , R 2 and R 3 into RHS, we get
where E X km+l+1 2 ≤ C, k ∈ N, l = 0, 1, · · · , m − 1 are used and C is independent of δ, k and l. Let
which implies
Up to now, it suffices to show that
Note that the condition
and there exists δ 1 > 0 such that 48λ
which leads to 48λ
i.e., α 4 − β 4 > 0. Therefore, there exists C > 0 independent of δ, k and l such that
By repeating the same procedure as the case p ′ = 2, there exist δ 0 > 0 and C > 0 independent of δ, k 
α2 < 1 and thus 0 <r 1 (l) < 1 for l = 0, 1, 2, · · · , m − 1 and δ ∈ (0, 1). In what follows, we show the continuous dependence on initial data of {Y k } k∈N .
Lemma 3.5. Let Assumptions 2.1 and 2.2 hold. If λ 1 − λ 2 − 2λ 3 − 1 > 0, then, for any δ ∈ (0, 1) and any two initial values x, y ∈ R d with x = y, the solutions generated by the BE method satisfy
Proof. From the BE method (3.2), for any initial data x, y ∈ R d , it follows
Using Assumption 2.2, we obtain
Therefore, (3.17) yields
The proof is completed. Now, we are in a position to show the existence and uniqueness of the BE method's invariant measure.
Theorem 3.6. Under Assumptions 2.1 and 2.2, if λ 1 − λ 2 − 2λ 3 − 1 > 0, then, for any δ > 0, the Markov chain {Y 0,x k } k∈N admits a unique invariant measure π δ and there exist C 3 ,ν > 0 independent of x, δ and k such that
Proof. According to the Chebyshev inequality and (3.15), it follows that the transition probability measure {P δ k (x, ·)} k∈N is tight. Then by the Prokhorov theorem [6] , {P δ k (x, ·)} k∈N is weakly relatively compact, i.e., there exists π δ ∈ P(R d ) such that the subsequence {P δ ki (x, ·)} ki∈N is weakly convergent to π δ as k i → ∞.
Moreover, for any k ∈ N and ϕ ∈ B b (R d ), the Chapman-Kolmogorov equation leads to
In addition, ifπ
Taking k i → ∞, we get
This means that π δ is the unique invariant measure for {Y
From Lemma 3.5, it follows
By Lemma 3.4, (3.22) yields
. We complete the proof.
Approximation of the Invariant Measures
In this section, we aim to estimate the error between invariant measures π and π δ , i.e.
Unless otherwise specified, we assume that B(t) is a 1-dimensional Brownian motion throughout this section. According to the uniqueness of the invariant measures π and π δ , we know that both the Markov chains
Therefore,
From the inequality above, it is observed that the error between π and π δ can be estimated by the weak error of numerical methods. So, we contribute on the time-independent weak convergence analysis of the BE method and then give the approximation between π and π δ .
A Priori Estimates
Suppose that the Fréchet partial derivatives of f and g exist, for any ξ ∈ R d , then the definition of Fréchet derivatives and Assumption 2.2 lead to
In the following, we will use D and D to denote the Malliavin differentiation operator and the Fréchet differentiation operator, respectively. Under the estimates for the partial derivatives of f and g, we derive the uniform estimation of the Fréchet derivative of X i,η (t) as follows.
Lemma 4.1. Assume that the Fréchet derivatives of f and g exist and the conditions in Lemma 2.3 are satisfied. Then there exist two positive constants C and ν 1 independent of t such that
Proof. For any ξ ∈ R d , we have
Denote H(t) := DX i,η (t)ξ. For any α > 0, applying Itô's formula to e 2αpt H(t) 2p , we obtain
Taking 
where r 2 ({t}) = β7 2α7p + 1 − β7 2α7p e −2α7p{t} and 0 < r 2 ({t}) < 1. If t = k, then
where C = 1 r2(1) and ν 1 = − log r 2 (1). The proof is completed.
Next, we show the uniform estimate of the Malliavin derivative of X i,η (t).
Lemma 4.2. Let the conditions in Lemma 2.3 hold. Then there exists C > 0 independent of δ, k and l such that
for all k ∈ N, l = 0, 1, · · · , m − 1 and δ ∈ (0,δ 0 ) withδ 0 being sufficiently small.
Proof. From (3.1), the Malliavin derivative of X km+l+1 is
for 0 ≤ u < t km+l+1 . If u ≥ t km+l+1 , then D u X km+l+1 = 0 and then we only consider the case of 0 ≤ u < t km+l+1 in the following. Case 1. If t km+l ≤ u < t km+l+1 , then (4.5) becomes
Multiplying (4.6) by D u X km+l+1 , (4.1) leads to
(4.7)
Then multiplying (4.7) by D u X km+l+1 2(p−1) and taking expectation, Young's inequality leads to
Since E X km+l 2p ≤ C and g satisfies the global Lipschitz condition, we prove (4.4) when u ∈ [t km+l , t km+l+1 ).
Case 2. If t km ≤ u < t km+l , then (4.5) becomes
We prove the assertion (4.4) by induction. Let us first show that E D u X km+l+1
Multiplying (4.8) by D u X km+l+1 leads to
Since λ 1 − 1 − λ 2 − 2λ 3 > 0, and for any u, there exist n ∈ N and w ∈ {0, 1, · · · , m − 1} such that u ∈ [t nm+w , t nm+w+1 ), combining Case 1, we obtain
If p ′ = 2, without taking expectation in (4.9), multiplying (4.9) by D u X km+l+1 2 and then taking expectation, Young's inequality leads to
From (4.1),R 1 satisfiesR
ForR 2 andR 3 , Young's inequality and (4.2) lead tõ
Since
Following the same procedure as the case p ′ = 1, there exists C > 0 independent of δ, k and l such that
The inequality above shows E D u X km+l+1 2p ′ ≤ C with p ′ = 2. Repeating the procedure as above, we prove (4.4) when u ∈ [t km , t km+l ). Case 3. If u < t km , then
(4.10)
Multiplying (4.10) by D u X km+l+1 and taking expectation, we have LHS = RHS, where
(4.12) By (4.1) and Young's inequality, RHS yields
where α 5 = 
Since for any u ≥ 0, there exists n ∈ N such that u ∈ [n − 1, n). Combining the result in Case 2, we obtain
The inequality above shows E D u X km+l+1 Except for the estimations of the partial derivatives of f and g with order 1, we also require that the coefficients f and g have partial derivatives up to order 3. For a general function h :
to denote the partial differentiation operators with order n of h with respect to the vectors x and y, respectively. Then we also need the assumptions as follows.
Assumption 4.1. For any x, x
′ , y, y ′ ∈ R d , there exist two positive constants K and q such that
Assumption 4.2. Assume that f and g have all continuous partial derivatives up to order 2. For any x, x ′ , y, y ′ , ξ and η ∈ R d , there exist two positive constants K and q such that
for i = 1, 2 and I = 1, 2, · · · , d, where f I and g I are the Ith components of f and g, respectively.
Form the assumption above, it follows that
Similarly, if f and g have all continuous partial derivatives up to order 3, then
Lemma 4.3. Let the conditions in Lemma 2.3 hold. Assume that the Fréchet derivatives of f and g exist and E D u η 2p < ∞, then there exist two positive constants C and ν 2 independent of t such that
Proof. Since
we have D u X i,η (t) = 0 for u ≥ t, and for u < t,
(4.14)
. And Itô's formula leads to
From [10, Lemma 8.2], it follows
And if i ≤ u < [t], for any α > 0, applying Itô's formula to e 2αpt I(t) 2p , we obtain
e 2αps E I(s) 2p ds
Following the same procedure as in Lemma 4.1, we get
Since E X(t) 2p ≤ C for all t > 0 and C is independent of t, we obtain
where C is independent of t. We complete the proof 
for u < t. Since J(t) = 0 for u ≥ t, we only consider the case u < t.
And Young's inequality yields
Taking ǫ 1 = 1 2 λ 3 and ǫ 2 = 2p 4(2p−1) λ 3 and using the estimates of the partial derivatives of f and g with order 1 and 2, we obtain
Using Hölder inequality, qp ′ ≤ p and 4p ′ ≤ p, Lemmas 4.1 and 4.3 lead to
Similarly,
e 2αps J(s)
By the estimates of all the partial derivatives of f and g up to order 2 and Young's inequality, we get
Taking 2αp
, and
where C is independent of t. Similarly to the case u ≥ [t], we get
, we have 2αp ′ >β and 0 <r({t}) < 1. Similarly to the proof of Lemma 4.1, we obtain
Without loss of generality, we assumer(1)e ν1p ′ /p < 1, then
where ν 3 = min{− logr(1), 2αp ′ }. By the estimates and the uniform boundedness of X(s), we have
Case 3. If u < i, then similarly to Case 2, we have
If f and g are continuously differentiable with order 3, then the following lemma holds. 
Errors of π and π δ
Let us first derive the weak error of X(k) and Y k . 
it follows that
Then the estimate of I 1 is
The chain rule of the Fréchet derivative leads to
From φ ∈ C 1 b , Hölder inequality and Lemma 4.1, it follows
By the L 2p (p ≥ 4) uniform boundedness of the numerical solutions and Assumptions 4.1 and 4.2,
For I 12 , the duality formula of Malliavin derivative [17, P. 43] leads to
Then by the chain rule for Fréchet derivatives and the chain rule as well as the product rule for Malliavin derivatives [17, P. 37], we obtain 
where ν 4 = min{ν 3 , 1 p ν 1 } and u ≤ i + 1 are used. Next, we estimate I 2 . Itô's formula implies 
For I 23 , the similar estimate of I 12 implies
For I 24 , similar as above, there exists ν 5 > 0 such that
The estimate of I 3 is as follows. Itô's formula leads to
For I 33 , we obtain
By the estimates of Lemmas 4.1-4.5, there exists ν 6 > 0 such that
Combining the estimates of I 1 , I 2 and I 3 , we conclude that there exists ν > 0 such that
which implies that
Here C is independent of k and mδ = 1 is used. The proof is completed.
Up to now, we have proven that the uniform weak convergence order of the BE method is 1. As a consequence, the convergence order between the invariant measures π and π δ is obtained based on the uniqueness of invariant measure, that is
Numerical Simulations
In this section, we present two examples to verify the theoretical results. Example 1. Consider the following 1-dimensional equation with additive noise
where θ 1 > 0 and θ 2 ∈ R. If t ∈ [k, k + 1), k ∈ N, then the solution of (5.1) is
It can be seen that the solution obeys Gaussian distribution. And the expectation of the solution is
, where {t} denotes the fractional part of t. Then the variance of the solution is
Especially, the expectation and variance of X(t) at the integral time t = k are, respectively,
The sufficient and necessary condition under which X(k) may admit a stationary distribution is
1 − e −θ1 θ 1 < θ 2 < θ 1 .
Firstly, we verify that the solution {X(t)} t≥0 does not admit a stationary distribution while the chain {X(k)} k∈N does. Let the initial value x = 1. Fig. 1 shows the expectations and variances of both X(t) and X(k) with three different parameters which satisfy |µ(1)| < 1. It can be seen that the variances of the solution {X(t)} t≥0 are not convergent as t tends to infinity, though the expectations of {X(t)} t≥0 converge to zero. However, both the expectations and variances of the chain {X(k)} k∈N (i.e. the solution of (5.1) at integer time t = k) converge as k goes to infinity. This means that the chain {X(k)} k∈N admits a stationary Gaussian distribution. Comparing Fig. 1 (a) with (b), we observe that the distribution of {X(k)} k∈N converges more rapidly for larger θ 1 , which implies that the convergence rate increases with the increases of dissipativity. Next the weak convergence order of the BE method is tested. In fact, the solution of (5.1) can be expressed as X(t) = xµ (1) k µ({t}) + Let T = 5. We create 1000 discretized Brownian paths over [0, T ] with a small step-sizeδ = 2 −11 and approximate the stochastic integral in the exact solution above using the Euler method with this small step-size. We also compute the numerical solutions of the BE method using 4 different step-sizes δ = 2 −6 , 2 −7 , 2 −8 , 2 −9 on the same Brownian path at T = 5. Moreover, we choose 4 different test functions φ(x) = sin(|x| 2 ), φ(x) = cos(|x|), φ(x) = arctan(|x|) and φ(x) = e −|x| 2 as the test functions for weak convergence. Fig. 2 plots the weak errors E|φ(X(T )) − φ(Y T )| against δ on a log-log scale, where X(T ) and 
