Abstract. In this note we introduce the sheaves of Gevrey vectors on a smooth manifold endowed with a locally integrable structure. We discuss the important case when the structure is hypocomplex and show that, in the real-analytic category, if the structure is analytic hypoelliptic then every analytic vector associated to it is a real-analytic function. We also discuss some related questions concerning the global situation as well as the regularity of the s-Gevrey vectors associated to the structure when s > 1.
Introduction
Let P = P (x, D) be an analytic linear partial differential operator, of order m ≥ 1, defined in an open subset Ω of R N , and let also s ≥ 1. A distribution u defined in Ω is called an s-Gevrey vector for P (or an analytic vector for P when s = 1), if P k u ∈ L 2 loc (Ω) for every k = 0, 1, . . . and, moreover, the estimates P k u L 2 (K) ≤ C k+1 K k! ms , k = 0, 1, 2, . . . , hold for each compact set K ⊂ Ω.
A similar concept can be introduced for systems of operators.
During the period 1970-1990 the problem of obtaining the precise Gevrey regularity of the s-Gevrey vectors for a given operator or system has attracted the attention of a good number of specialists in the field [BG] , [BM] , [BCM] , [Da] , [DaH] , [G] , [HM] , [M] , [N] . See also the survey [BCR] and the references therein.
After the development of the theory of locally integrable and hypo-analytic structures (cf. [T] , [BCH] ), new classes of systems of complex vector fields became relevant, and then it is natural to analyze to what extent the known regularity results for Gevrey vectors remain valid in this new situation. A first attempt was done in [CCP] , where the authors study such questions for the so-called locally integrable structures of tube type.
One of the main purposes of this note is to present the notion of Gevrey vectors in an arbitrary locally integrable structure. This, of course, requires that such objects be defined intrinsically, a fact that is not completely obvious. Recall that a locally integrable structure on a smooth manifold Ω is the datum of a subbundle V of the complexified tangent bundle to Ω whose orthogonal bundle V ⊥ , which is now a subbundle of the complexified cotangent bundle to Ω, is locally spanned by the differential of smooth functions. In the bundle T(V) = C ⊗ T
* Ω/V ⊥ we introduce a hermitian metric and from it, inspired by the standard construction of the Fock spaces in quantum mechanics [RS, p.53] , we build a certain sequence of operators induced by the exterior derivative on Ω, and the Gevrey vectors for V are then first introduced as the Gevrey vectors associated to such operators. They define sheaves over Ω, and next we show that such sheaves indeed do not depend on the choice of the hermitian metric we started with.
All the preceding discussion is explained in sections 2 and 3. In Section 4 we turn our attention to the analytic vectors associated to V and obtain an easy representation for them (Theorem 4.1), which is applied in Section 5 to prove their regularity in the case when the structure V is hypocomplex (Theorem 5.1). Next, in Section 6, we derive the regularity of the analytic vectors when Ω and V are real-analytic: we prove that whenever V is analytic hypoelliptic then every analytic vector for V is a real-analytic function, which gives, in this set up, the analogous result as in the case 1 of principal type, analytic linear partial differential operators [BM] . Finally we conclude the work by remarking that both the global version of this result and its extension for s-Gevrey vectors when s > 1 are no longer true. These results certainly open the doors for future investigation, to which we hope to return.
Preliminaries
Let Ω be a smooth, paracompact manifold of dimension n + m endowed with a locally integrable structure V of rank n. Thus V is a vector subbundle of CTΩ of rank n whose orthogonal bundle V ⊥ ⊂ CT * Ω is locally spanned by the differential of m smooth functions. We denote by T(V) the vector bundle CT * Ω/V ⊥ . Such bundle T(V) has rank n and the exterior derivative induces a first order operator
through the composition
where d stands for the exterior derivative acting on scalar functions, and the last arrow is induced by the projection map.
We recall that if E is an arbitrary vector bundle over Ω then the operator d induces an operator
If we set, for N = 1, 2, . . . ,
For completeness we shall also write D 0 = d and T 0 (V) = C. Finally, we shall also set D (0) = identity and, for N ≥ 1,
We now assume that T(V) is endowed with a smooth hermitian metric h. Such hermitian metric induces a smooth hermitian metric h N on each of the bundles T N (V) (h 1 = h). From this we can define, for u ∈ C(Ω , T N (V)), and K ⊂ Ω compact, the norms
Definition 2.1. Let Ω be a smooth manifold over which a locally integrable structure is defined. Assume that T(V) is endowed with an hermitian metric h. Let also s ≥ 1 and
In the next section we shall show that the sheaves Ω → G s h (Ω ; V) are indeed independent of the choice of the metric h.
Local expressions
We begin by recalling the standard coordinates and generators associated to a locally integrable structure (cf. [T, I.5] and [BCH, I.10] ). Each point of Ω is the center of a coordinate system (x 1 , . . . , x m , t 1 , . . . , t n ), which can be assumed defined in a product U = B×Θ, where B (respectively Θ) is an open ball centered in the origin in R m x (respectively R n t ), over which there is defined a smooth vector-valued function Φ(x, t) = (Φ 1 (x, t), . . . , Φ m (x, t)) satisfying Φ(0, 0) = 0, Φ x (0, 0) = 0, such that the differential of the functions
If we define the vector fields
characterized by the rule
then the complex vector fields
The following properties are easily checked: 
allows us to express d u as
Likewise we can identify T N (V)| U to the bundle spanned by dt i 1 ⊗ · · · ⊗ dt i N , where i 1 , . . . , i N ∈ {1, . . . , n}; we have
We now assume that T(V) is endowed with a smooth hermitian metric h. In the local coordinates just described, if I, J ∈ {1, . . . , n}
and if we take
we have
Proof. We have, by the Cauchy-Schwarz inequality,
and hence we can take B 2 = sup K i,j h 2 ij . For the first inequality in (1) we first notice that the matrix that represents the inverse of h N is given by
We reason pointwise. For this we denote
We shall also denote by H the linear operator Hu = (w I ) I , where
Hence, in order to complete the proof, it suffices to notice that
In the next statement we shall use the following notation:
In particular it follows that the sheaf Ω → G s h (Ω ) does not depend on the choice of the hermitian metric h.
Proof. Since the vector fields L j are pairwise commuting we can write
and hence
Then sup
Conversely, if estimates (2) hold then the inequalities
over Ω (we have the right to drop the mention to h in this definition).
If Ω is open the elements of Γ(Ω ; G s V ) will be called s-Gevrey vectors for V on Ω (resp. analytic vectors for V on Ω when s = 1).
Local characterization of the analytic vectors for V
We continue to work under the local coordinates and generators as described in the preceding section.
Here O(D) denotes the space of holomorphic functions on D.
Proof. Contracting U = B × Θ if necessary we can assume that L α u ∈ C(U ) for every α and that sup U |L α u| ≤ C |α|+1 α! for every α and some C > 0.
We set Θ • = {t ∈ Θ : |t| < 1/(4C)} and D = {w ∈ C n : |w| < 1/(4C)}. The series
which satisfies the required properties.
Given a locally integrable structure V over a smooth manifold Ω, a distribution u ∈ D (Ω ), Ω ⊂ Ω open, is a solution for V if Lu = 0, whatever smooth section L of V defined in an open subset of Ω . Denote by S V the sheaf of germs of solutions for V; denote also by S oV the subsheaf of S V formed by all solutions that are defined by continuous functions. Finally, let O (n) denote the ring of germs of holomorphic functions at the origin in C n . We return to the situation described in Theorem 4.1 and consider the inverse limit
where S oV (U )⊗O(D) stands for the completion of the tensor product between the Fréchet space S oV (U ) and the Fréchet-nuclear space O(D). There is a homomorphism between stalks at the origin
as being the germ of analytic vector for V at the origin defined by (x, t) → v(x, t, t).
The conclusion of Theorem 4.1 implies that µ 0 is an isomorphism, which provides another invariant characterization for the analytic vectors for V.
Analytic vectors in hypocomplex structures
We begin by recalling the following definition ([T, III.5]).
Definition 5.1. Let Ω be a smooth manifold over which a locally integrable structure is defined. We say that V is hypocomplex at a point A ∈ Ω if there are an open neighborhood W of A in Ω and smooth functions Z j : W → C, Z j (A) = 0, j = 1, . . . , m, whose differentials span V ⊥ over W , and such that the following is true: given any solution u, defined near A there is a holomorphic function H, defined in an open neighborhood of 0 ∈ C m , such that u = H • Z near the origin.
We shall now return to the local coordinates and notation described in Section 3. We shall assume that A is the origin for the coordinate system (x 1 , . . . , x m , t 1 , . . . , t n ).
Lemma 5.1. Assume that V is hypocomplex at the origin. Let V ⊂ U be an open neighborhood of the origin. If F is a Banach space continuously contained in {u ∈ D (V ) : L j u = 0, j = 1, . . . , n}, with norm denoted by · F , there exist a complex neighborhood W of 0 ∈ C m and a constant C > 0 satisfying the following property:
In the proof we shall use the following notation: if W is an open subset of C m we shall denote by O ∞ (W) the Banach space of all bounded, holomorphic functions on W endowed with the supremum norm. Also we shall denote by B δ the open ball in C m centered at the origin and with radius δ > 0.
Proof: Let p be a large positive integer. Denote by E p the Banach space of all pairs (u, h) ∈ F × O ∞ (B 1/p ) satisfying u = h • Z on Z −1 (B 1/p ). Denote also by T p the continuous linear map E p → F , T p (u, h) = u. Since V is hypocomplex at the origin we must have ∪ p T p (E p ) = F . By Baire's theorem some T p 0 (E p 0 ) must be of second category in F and the open mapping theorem then implies that T p 0 : E p 0 → F is surjective and open. In particular there must exist > 0 such that
from which the result follows after taking C = 1/ and W = B 1/p 0 .
Theorem 5.1. Assume that the system V is hypocomplex at the origin and let u ∈ Γ(U ; G 1 V ). Then there are an open set W × W in C m × C n containing the origin and
Proof. Take V , D and v as in Proposition 4.1. If we set v α (x, t) . = (∂ α w v)(x, t, 0) we also have L j v α = 0, j = 1, . . . , n, α ∈ Z n + and the Cauchy estimates give sup
We apply Lemma 5.1 with 
Define
Thanks to (3) and (4) there is a neighborhood W of the origin in C n such that G defines a holomorphic function in W × W . Finally,
which concludes the proof.
Remark 5.1. Fix a locally integrable structure V and consider the local coordinates (x, t) and generators L j , M k as before. According to [T, Proposition II.4 .2], a smooth function f (x, t) can be written near the origin as f (x, t) =f (Z(x, t), t), withf holomorphic in C m × C n , if and only if f is an analytic vector for the complete system {M 1 , . . . , M m , L 1 , . . . , L n }. Thus Theorem 5.1 just says that, in a hypocomplex structure, the concepts of being an analytic vector for {L 1 , . . . , L n } and for
Theorem 5.1 in connection with the arguments in [CCP, Section 9] allow us to state:
Corollary 5.1. Assume that V is hypocomplex at the origin and let u be a C 1 function defined in an open neighborhood of the origin in U and satisfying the system (L j u) (x, t) = f j (Z(x, t), t, u(x, t)), j = 1, . . . , n,
where the functions f j (z, w, ζ) are holomorphic near the origin in C m+n+1 . Then near the origin we can write u(x, t) = G(Z(x, t), t), where G(z, w) is holomorphic in a neighborhood of the origin in C m+n .
Real-analytic locally integrable structures
In this section we assume that both the manifold Ω and the vector bundle are realanalytic. Notice that in such situation, returning to the general set up described in Section 3, all the vector fields L j and the functions Z k can be assumed real-analytic.
The proof of the next result follows after an elementary argument ([CCP, Proposition 2.1], cf. also [BCR, Proposition 1.1.3 
]).
Proposition 6.1. Given Ω ⊂ Ω open and s ≥ 1 we have the inclusion
. We shall now discuss the analytic regularity of the analytic vectors for V. For this we first recall some standard concepts (cf. [T, III.5 
Definition 6.1. We say that
• V is globally analytic-hypoelliptic if given u ∈ D (Ω) then
By Proposition 6.1 it follows that when V is not analytic hypoelliptic then there are analytic vectors which are not real analytic. On the other hand, according to [T, Proposition III.5.3] , V is analytic hypoelliptic if and only if V is hypocomplex at each point of Ω and then, as a consequence of Theorem 5.1, we can state:
A similar result for global analytic hypoellipticity is no longer true. To give an example we take as Ω the two dimensional torus Ω = S 1 × S 1 , with coordinates written as (x, t), and let V ⊂ CT(S 1 × S 1 ) be the vector bundle spanned by the real vector field
where α ∈ R. It is clear that V defines a real-analytic, locally integrable structure over S 1 × S 1 of rank one, which is never analytic hypoelliptic; on the other hand there are values of α ∈ R \ Q for which V is globally analytic hypoelliptic (cf. [G] ).
Proposition 6.2. For any α ∈ R and any
Proof. Since when α ∈ Q it is easy to construct global continuous solutions to the equation Lu = 0 which are not smooth, we can restrict ourselves to the case α ∈ R \ Q. Changing x to −x if necessary allows us to assume that α > 0 and then there are sequences {p k }, {q k } of natural numbers such that q k → ∞ and {p k − αq k } is bounded. We set
Then τ k → 0; moreover, we can find k 0 so that 0
and thus, noticing that
. Indeed, if this were true we would obtain constants B > 0, > 0, such that
or, equivalently,
If we now notice that
since τ k log q k → ∞, we conclude that the right end side of (6) converges to 0 as k → ∞, which gives the sought contradiction.
Regularity of Gevrey vectors. Still in the case when Ω and V are real-analytic, it is a natural question to ask about the Gevrey regularity of the elements in Γ(Ω ;
⊂ Ω open and s ≥ 1. Indeed, when V is elliptic we have m ≤ n and we can take, in the local coordinates decribed in Section 3, Φ j (x, t) = t j , j = 1, . . . , m. The vector fields L j now read
If u ∈ Γ(U ; G s V ) then u is an s-Gevrey vector for each L j , in the following sense: for every K ⊂ U compact there is a constant C = C(K) > 0 such that
It then follows from the results in [BCM] 
We conclude this work by presenting a partial converse of this statement, which is inspired by a result on scalar operators due to G. Métivier [M] : Proposition 6.3. Assume that V is not elliptic at A ∈ Ω, that is, assume that V ⊥ A ∩T *
A Ω = 0. Then given s, s satisfying 1 < s ≤ s < 2s − 1 there is an s-Gevrey vector for V near A which is not a Gevrey function of order s . Proof. We can select the local coordinates (x, t) and the local generators L j , dZ k as in section 3 in such a way that, in these coordinates, A = (0, 0).
By hypohesis there is
For convenience, we will write the local generators L j as
where the coefficients a jk (x, t) are assumed to be real-analytic functions in a neighborhood of the closure of U .
Let α ∈]0, 1[ be such that s < 1/α < 2s − 1 and define σ . = s − (1 − α)/(2α) > 1. Next we select ζ ∈ G σ c (R n ) such that ζ(0) = 1 and with support contained in the ball |t| ≤ ρ/ √ m + 1, where ρ < min{r, 1/ √ C} and r is the radius of Θ. We can assume that ] − r, r[ m ⊂ B. We also take a cut-off function ψ ∈ G σ c (R), satisfying ψ ≡ 1 in a neighborhood of the origin and supported in the interval −ρ/ √ m + 1, ρ/ √ m + 1 .
We then set
and, consequently, u is well defined and smooth in U .
Since the derivatives of the function ψ vanish identically in a neighborhood of the origin,
Noticing that the last term at the right end side is bounded in k it follows from the asymptotic behaviour of the Gamma function that u is not of Gevrey class τ near the origin, for any τ < 1/α.
Summing up, in order to complete the argument we must show that u is an s-Gevrey vector for V.
where Ψ(λ, x) = ψ λ (1−α)/2 x 1 . . . ψ λ (1−α)/2 x m . We shall prove that, for some constant A > 0, the estimates
hold. Assuming this for a moment we obtain, from (7),
which shows that indeed u is an s-Gevrey vector for V.
The remainder of the argument will be devoted to the proof of estimates (8).
Write r = λ (1−α)/2 (≥ 1) and w(x ) = rx , = 1, . . . , m. In order to estimate L γ (Ψ(λ, x)) we must first analyze the terms L η ψ(w(x )), when η ∈ Z n + and = 1, . . . , m. For this, we first apply the Faà di Bruno's formula
Here C η q,θ are universal constants. Since the vector fields L j commute pairwise, and since also |θ j | > 0, we can choose integers 1 ≤ i j ≤ n such that L θ j w(x ) = rL θ j −e i j a i j (x, t) (here e k = (δ kp ) 1≤p≤k ∈ Z n + ). The last equality can then be written as L η ψ(w(x )) = θ1 + . . . + θq = η |θj | > 0 C η q,θ r q ψ (q) (w(x ))L θ 1 −e i 1 a i 1 (x, t) . . . L θq−e iq a iq (x, t).
Since the coefficients a jk are real-analytic inŪ and since ψ ∈ G 
For 0 < ε < 1/B and c > 0 we set 
If we now introduce the formal power series 
Arguing as in [AM, p. 197] , (see also [CCP, Section 9] ), we conclude that 
