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ABSTRACT
The processes responsible for the breakup of stratus patches at
their equatorward boundary are investigated using a cellular convection
model similar to that used by Asai and Kasahara (1967). Under certain
conditions, the stability of the stratus cloud is threatened by the
thermodynamic structure of the overlying air. The stability criterion
developed by Randall (1976) is tested by perturbing a stratus cloud with
a region of warm-dry air from above in an attempt to simulate penetrative
downdrafts.
The downdrafts are studied by varying certain model parameters
such as the eddy viscosity, the downdraft radius, the large-scale diver-
gence, and the degree of instability. We also investigate the stratus
cloud's response to these downdrafts by repeating several of the sensi-
tivity tests while monitoring the temporal variation of the cloud's
liquid water content.
We verify Randall's stability criterion by showing that down-
drafts form when the thermodynamic structure of the environment is
unstable. The downdraft intensity decreases with increasing divergence,
increasing eddy viscosity and decreasing radius. We find that the
preferred fractional area covered by downdrafts is approximately 50%.
While the model limitations prevent realistic cloud behavior
beyond 2 hours of simulated time, we find that the destruction of the
cloud is favored by the more intense downdrafts, and also dependent on
the relative size of the downdraft.
Thesis Supervisor: Dr. David Allen Randall
Title: Assistant Professor of Meteorology
I. Introduction
1.1 Motivations
With the advent of meteorological satellites, the distribution of
cloud regimes on a global scale has become better known. Among the
interesting features which are apparent in time averaged photographs are
the persistent patches of low-level stratus and stratocumulus clouds
associated with the regions of subsidence on the eastern sides of sub-
tropical highs. An example of such a composite, shown in Fig. 1.1,
illustrates a very prominant stratocumulus patch off the coasts of
California and Baja California. Fig. 1.1, prepared by Miller and Feddes
(1971), represents a 4-year average of cloud brightness for the month of
July. This region of the Pacific was the subject of an observational.
study by Neiburger et al (1961), and theoretical analyses by Lilly (1968),
Deardorff (1976), Schubert (1976), and others. An understanding of the
processes leading to the evolution and dissipation of this and other
similar cloud patches is important for an understanding of the radiation
balance of the earth.
A schematic cross-section shown in Fig. 1.2 represents a vertical
slice through the atmosphere from the mid-latitude stratus * regime through
the trade cumulus regime to the intertropical convergence zone (ITCZ).
We see that the trade cumulus and stratus regimes exist in the broad
descending branch of the Hadley circulation, while the ITCZ makes up the
In this text, the terms stratus, stratocumulus, and layer cloud
(referring to the region described here) will be used interchangeably.
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narrow ascending branch.
The object of this investigation is to understand the processes
which limit the equatorward extent of the stratus regime.
Lilly (1968), while making an early attempt to model stratus
patches, realized that under certain situations, the cloud top may be
unstable with respect to the warm dry air above it. Parcels entering
the cloud layer from above experience turbulent mixing with the cloudy
environment and as a result, liquid water is being continually introduced
into the parcel. Since the parcel is initially warmer and drier than the
environment, evaporation of the liquid and subsequent cooling occurs
until the parcel reaches saturation. Since the final buoyancy of the
parcel depends on the virtual temperature excess of the diluted parcel
over that of the ambient air, the stability of the layer cloud against
penetration of the overlying air depends on the diluted parcel's virtual
temperature at saturation. A negative buoyancy at saturation would
result in a saturated downdraft penetrating the cloud layer and probably
altering the state of the stratus cloud. A schematic illustration of
this instability is shown in Fig. 1.3.
It is likely that the equatorward extent of the stratus regime is
limited by the layer cloud's instability with respect to penetrating
downdrafts of this sort.
We can draw several comparisons between this convective downdraft
type of instability and the familiar conditional instability of the first
A brief review of the observed thermodynamics of this stratus regime
will be covered in the following chapter.
11 1 . I - 11-11 11 . 100 , A , .. ",
...................................
........................
............................... X 
...............
...........
..... .........
................
................
..................................
...... ......
............
...... ................
............ .
. .......................
.......... ....
... .... ...
.......... ....
......... ....
......... .....
... .... ....
.......... ....
......... ...
.......... ....
......... ....
......... .....
......... ....
.......... ....
.. ....  . ..........
.... .. . ......................
. . .....................
. ...........
. . ......................
... ... ... .................
..........
Lu
.. ............
................
................
................
................
z
.............
.............
Cc ............... ..........00
...............dL 0
...............
..............
............
.................
. ....................
. .............
.................
......... ........................
......... ..........................
.........................
.....................................
.. ........ ...........................
...................................
.......... .........................
........... ..........................
. ....................
..........................
.......................
..........................
.......................................
......................
...........................................
...............................
.......................................
............. .........................
........................
.......................
.............
......................
....................................
.....................................
............
....... .......
..........................
............
................
.......................
............ ...
.........................
............ ..........
..........
...................
............
............
................................
.......................................
...............................
......................................
. ..........
..............
..................................... 
.
........................
......................
.........................
......................................
......................................
......................................
....................... 
.
-J
a-
kind (CIFK). For convenience, we shall refer to the instability resulting
in a downdraft as CIFK-upside down (i.e., CIFKU). CIFKU is closely
related to CIFK because both instabilities are locally driven by phase
changes, i.e., condensational heating drives CIFK while evaporative cool-
ing drives CIFKU. The buoyancy force is directed upward in the case of
CIFK, while directed downward in CIFKU. Because of the liquid water
source required to initiate the downdrafts, the environment in which CIFKU
occurs must contain uniform layer clouds, whereas CIFK favors clear air.
Another contrast between the two instabilities involves the turbulent
mixing. The intensity of the convective elements resulting from CIFK is
diluted by the mixing process, i.e., mixing, which is not required to
initiate CIFK tends to limit the intensity of the instability. Although
turbulent mixing also dilutes the downdrafts as they penetrate, the mixing
is necessary to initiate the downdraft. We hypothesize that the spatial
scale of the convective element is small so that mixing is effective.
Additional motivations for this study stem from recent efforts to
parameterize the transports of sensible heat, moisture, and momentum due
to small scale processes in general circulation models (GCM's). Cumulus
parameterization theories (e.g., Arakawa and Schubert, 1974) and PBL
parameterization theories (e.g., Randall, 1976, Deardorff, 1972, 1976)
represent attempts to simulate realistic interactions between the sub-grid
scale (cumulus and PBL) processes and the large-scale processes. As
pointed out by Randall (1976), the ability of layer cloud instability to
reduce or eliminate the fractional cloudiness in the planetary boundary
layer (PBL) makes the CIFKU process an important mechanism for interaction
between the PBL and large-scale circulations.
We hypothesize that CIFKU is the mechanism which causes the break-
up and eventual disappearance of the layer cloud as the parcel trajecto-
ries proceed from the stratus regime into the trade cumulus regime.
We shall investigate the response of a stratus cloud layer to warm
dry air perturbations for various environmental conditions, and in doing
so, examine a stability criterion currently used as part of the PBL para-
meterization (Randall, 1976) in the UCLA GCM.
In order to simulate the convective downdrafts, a cellular convec-
tive model similar to that of Asai and Kasahara (1967) will be used. The
preferred scale ard fractional area coverage of the downdraft will be
investigated as well as sensitivity to large scale forcing (divergence)
and the validity of Randall's stability criterion.
1.2 Outline of Remaining Chapters
A brief review of the observed cloud-topped structure and a
derivation and discussion of Randall's stability criteria are the sub-
jects of Chapter II. We also include a discussion of those physical and
thermodynamical processes relevant to the layer cloud instablity. In
addition to the stability criterion derivation, we shall look at the
regional distribution of stability related variables (prepared by Randall
from Neiburger, 1961).
Development and subsequent testing of a two-cylinder, one and one-
half dimensional model capable of simulating the CIFKU mechanims is
covered in the third chapter.
8.
The fourth chapter describes the experiments and results obtained
from simulations of the downdrafts along with the model's attributes and
limitations.
The last chapter provides a summary, concluding remarks, and sugges-
tions for future work on related subjects.
II. Layer Cloud Instability
2.1 Environmental Conditions
The atmospheric structure over the eastern Pacific Ocean during
the summer months has been studied extensively by Neiburger et al
(1961). He found that the environment of the stratus regime practically
always contains a low level inversion with dry air aloft. The height of
the inversion base, which coincides with the cloud top, increases as
one proceeds in a south-westerly direction from the California coast.
While the thickness of the inversion layer shows no such tendency, the
temperature increase and relative humidity decrease through the depth of
the inversion layer decrease as one moves away from the coast.
In addition to these tendencies, the sea surface temperature
increases and large scale surface wind divergence decreases with the
same seaward trajectory. These tendencies can be seen in Figs. 2.1
and 2.2 (prepared by Neiburger et al, 1961).
These figures seem to suggest that stratus regime's westward and
equatorward boundaries may be determined by the inversion base height,
the sea surface temperature, the divergence, and the inversion
strength (in terms of temperature and relative humidity changes).
2.2 Stability Criterion
In this section we derive the quantitive criterion for the onset
of layer cloud instability as used in the UCLA GCM (Randall, 1976).
As a prelude to this discussion, it is necessary to discuss certain
of the assumptions about the cloud-topped PBL structure.
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160" 150' 140*
(b)
Fig. 2.1
10.
45*
40*
35*
30*
25*
20*
15*
45.
40*
35.
30'
6 25*
4
, 
20'
. 15*
45.
40'
35*
300
25*
20*
15*
11.
1600 170*W 160* 150* 140* 130* 120* 1100 1000
450 10 T t +
1245
40* 16
20 + + +0
35. 22 35.
4.* 2 o
2 5 06 3 0 '
25 2 25*
20'
20'
15 
+ 26
+5* + 26 2 15*
160* 150* 140* 130* 120*
(a)
180* 170*W 160' 150 140 130 120 1100 1000
45* $
30*+ 0
25*
250*
45*
4 35
15* ' S
160* 150* 140* 130* 120'
(b)
Fig. 2.2
12.
Observations from James (1959), Neiburger, et al (1961), Lilly
(1968), Lenschow (1973), and others describing the well-mixed structure
and intense overlying inversion characteristic of the cloud-topped PBL
leads modellers to treat the PBL as a vertically uniform (in the conser-
vative variables) layer capped by a zeroth order temperature and mixing
ratio discontinuity. Although vertical uniformity in the PBL is not a
constraint in Randall's PBL parameterization, temperature and moisture
discontinuities at the PBL top are assumed. The radiative flux (dis-
cussed shortly) also 'jumps' discontinuously at the cloud top. In
addition, all turbulent fluxes vanish as one passes through the PBL top.
For representing the thermodynamic structure of the cloud-topped
PBL, we choose the moist static energy (h) and total water substance
mixing ration (q + 1), which are moist- and dry-conservative variables.
The moist static energy is defined by
h s + L (2.1)
where the dry static energy, s (conserved under dry processes), is
defined by
s = CpT + gz. (2.2)
In the preceeding equations, C , is the specific heat of dry air at
constant pressure, CpT is the specific enthalpy of the air, gz is the
geopotential per unit mass, and L is the latent heat of condensation.
The liquid water and water vapor mixing ratios are given by Y and q
respectively. By choosing (q + 1) as a conservative variable, we shall
13.
assume that all condensed water is carried along with the air parcel.
Because we are concerned with phase changes in the cloud-topped
PBL, integration of the conservation equations for h and (q + 2) through
an infinitesimally thin interval across the PBL top (see Appendix A)
allows us to express the turbulent fluxes of h and (q + ) at the top
in terms of 1) the rate of entrainment (E) of mass into the PBL, 2) the
'jump' of h and (q + R) across the top, and 3) the sources and sinks of
h and (q + X) in the interval. These relations are given by
(Fh ) - AR + EAh = 0 (2.3)
[F ] + EA (q +2) = 0 (2.4)(q +f. B
The radiative flux divergence (AR) is positive as a result of stratus
clouds in the upper portion of the PBL. In the absence of cloud, the
term is negligible. The dominant contribution to R is the long-wave
component which is near zero inside the cloud due to absorption, but
becomes strongly positive at the cloud top. This flux divergence
strongly cools the cloud top playing a primary role in maintaining
the sharp temperature inversion and also contributing to the kinetic
energy budget of the entire PBL by driving convective overturning.
2
Estimates by Lilly (1968) put a typical magnitude of AR at 70 w/m
The 'jump' terms in (2.3) and (2.4) are positive in the cloud-
topped PBL as a result of the cloud top cooling and subsidence of the
dry air aloft.
-- 001110
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The rate of mass entrainment (E) in (2.3) and (2.4) is expressed
by (Appendix A),
E)W.
(2.5)
where the subscript B refers to values at the PBL top. It is the rate
at which the PBL top rises relative to the large-scale vertical motion
wB. Entrainment takes place whenever a region of quiescent air is in
contact with a turbulent region. Because the quiescent air is incorpor-
ated into the turbulent air, turbulent kinetic energy must be supplied
to the newly entrained air. If air is entrained across a density jump,
work must be done by the turbulence to bring the warm air down, thus ex-
pending additional turbulent kinetic energy. The generation of kinetic
energy is thus related to the rate of entrainment and is therefore a
focal point for discussing the entrainment process.
Only certain aspects of the entrainment process are relevant to
the stability criterion developed here. The reader is referred to
Randall (1976) for a more complete discussion and further references.
The relationship between entrainment rate and layer cloud insta-
bility which is important in this derivation is the turbulent kinetic
energy generation at the cloud top. In an unstable cloud-topped PBL,
the primary source of kinetic energy is the bouyant production. Other
sources such as wind shear in the surface layer or across the inversion
base will be ignored.
15.
Because of the presence of liquid and water vapor, the measure of
the relative buoyancy of air parcels at a given level is given by the
virtual dry static energy, defined by
.5,= CpT (I + 0,609 -A *$
(2.6)
where e C T/L, the buoyancy flux may be written (from 2.6) as
= F + £L (0,60? F - F )
:F - (1- I.O9e )LFp - L $
(2.7)
We may express the buoyancy flux in terms of the conservative variables
h and (q + 9) by assuming that the fractional cloudiness inside the
stratus layer is 100% so that the air within the layer is always
saturated. The fluxes of T and q must then occur in such a way that the
air is always saturated. According to the Clausius-Clapeyron relation,
the relationship between Fs, Fq , and Fh is then
L F = Y F #y F
(2.8)
where
Ce T P (2.9)
16.
and q* is the value of q at saturation.
With the relationahips given in (2.8), the buoyancy flux for
application within layer cloud tops may be written as
F- (+ )EL F , )
F - L F(qI)
(2.10)
where
I(3 + 1, (.09 Yle
(2.11)
The variation of the coefficients y and a with p and T are shown in
Figs. 2.3 a and b (from Randall, 1976).
With the expressions for (Fh) B and [F (q + B given in (2.3)
and (2.4), the buoyancy flux at the top of the layer cloud may be written
in terms of the entrainment rate, the 'jumps', and the source term,
i.e.,
(SV) LE .L Ea (94-+e)J R
(2.12)
We can compare this buoyancy flux with the buoyancy flux resulting
when stratus clouds are absent. From (2.6) we find that
n 5 = 6 A - ((1 -
36095 ) I- 9 (2.13)
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and from (2.7) we obtain
FS = F, - (i - o.ror & ) L F9
(2.14)
Thus, in the cloud free case (where AR = 0) we have from (2.3),
(2.4), (2.13), and (2.14),
(s s(2.)
We see that the buoyancy flux at the PBL top for a cloud-free case is
simply related to entrainment through the density 'jump' because the
virtual dry static energy is approximately conserved during dry adia-
batic processes.
The effect of phase changes at the cloud top can be more clearly
seen by expressing (Fg ) for the cloud case in terms of the density
'jump', AS . In this case (2.12) is rewritten as
v , E, V-(a5 CAr14
(2.16)
where
(2.17)
- [ ocr,4 A - z L& (9 + X )]SV) = a5v
CAW
19.
In order to appreciate the significance of (AS crit, we use (2.6)
to write
(2.18)
The 'jump' in water vapor mixing ratio (Aq) occurs from a region of
subsaturated to a region of saturation, i.e., we assume qB = qB* so that
94
(2.19)
In (2.19) the subscript B+ refers to the level immediately above the
cloud top. From (2.8), we can express Aq in terms of Ah, so that
(2.20)
Now, with (2.20) and (2.18), (2.17) becomes
(A ~AsT ( I - ,0 7 1/-g,
From (2.21) we see that (AS )crit is positive, and can be regarded as a
(2.21)
L(14 Y
20.
measure of the relative humidity of the air above the cloud layer.
Fig. 2.4 illustrates the values of (AS ) i/C for various
temperatures and mixing ratios of the overlying air for PBL tops of
950 mb and 850 mb. For values near zero, (ASv crit /C increases by
roughly 1* per 100 mb decrease in the height of the PBL. The trend decrea-
ses to about 0.5* per 100 mb for the higher values of (AS ) ./C .v crit p
From (2.16) we see that when AS v (As )crit, the entrainment
rate tends to decrease (Fgy B and when AS v )crit the entrainment
rate has the opposite effect. From the kinetic energy budget equation,
however, an increase in (F v B favors greater generation which in turn
favors increased entrainment. Thus a positive feedback loop exists
between the buoyancy flux and the entrainment rate when (ASv )crit
ASv (Fig. 2.5). This feedback leads to a moist convective instability.
The cloud layer offers no resistance to penetration of the overlying
air.
The hypothesis in this section is that the stability criterion for
the onset of layer cloud instability is
(2.22)
i.e.,
(2.23)
Figs. 2.6 a, b, and c (from Randall, 1976) are drawn from data
obtained by Neiburger et al (1961). In Fig. 2.6 a, the shaded region
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indicates an average relative humidity at inversion base (which corres-
ponds to the PBL top) exceeding 90%. The existence of stratus clouds is
highly probable in this region. Fig. 2.6b illustrates the distribution
of (AS ) i /C , and Fig.2.6c shows the distribution of ASV - (ASv)crit'v crit p'
There is a general tendency for those areas with negative values of
ASV - (ASv)crit to be cloud free while those areas with positive stabi-
lity (AS > (ASv) . ) to contain clouds. This offers support for thev crit
stability theory.
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III. Formulation of the Two-Cylinder Model
3.1 General Description
In this chapter, a two cylinder model is formulated in an attempt
to simulate the convective elements which develop as a result of layer
cloud instability. The model development follows the procedure dis-
cussed in Asai and Kasahara (1967) (hereafter referred to as AK) except
that liquid water mixing ratio is included in the definition of the
virtual potential temperature. The kinetic energy formulation is in
terms of convective kinetic energy defined later in this chapter, and
the heat transport expression parallels that of Yau (1977).
The model geometry consists of two concentric cylinders whose radii,
a and b, are for simplicity held constant with height. The geometrical
configuration of the model is illustrated in Fig. 3.1
For CIFKU investigations, a portion of the inner cylinder contains
a warm dry air perturbation which is allowed to cool through evaporation
and accelerate downward. The outer column contains stratus cloud and is
coupled with inner column through entrainment, turbulent mixing, and the
bouyancy force.
An important parameter in the model is the fractional area covered
by the inner column, defined by a2 where
a
b (3.1)
For conditional instability of the first kind, it is widely known
that Cx2 takes on a value of several percent. Neglecting friction and
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entrainment, Bjerknes (1938) demonstrated that conditional instability
favors infinitely small areas of updrafts with broad surrounding regions
of compensating downdrafts. Charney (1971) showed that the fractional
area of ascent cannot exceed 20% if kinetic energy is to be released in
a hydrostatic environment with saturated updrafts and dry adiabatic
downdrafts.
The fractional area covered by active moist downdrafts, however,
has not been extensively investigated. This is one of the many motiva-
tions for this investigation.
3.2 Basic Equations
The vertical component of the momentum equation can be expressed in
cylindrical coordinates (r, X, z) as
(3.2)
where w and u are the vertical and radial (positive upward and outward
respectively) components of the velocity, p is pressure, P, density, and
g is gravitational acceleration.
With the quasi-Boussinesq approximation, the continuity equation
may be written as
(3.3)
where P denotes the horizontally averaged density which is assumed to
satisfy the hydrostatic equation, given by
28.
(3.4)
where p0 is the horizontal mean pressure.
The thermodynamic variables used in the model are the potential
and virtual potential temperature, defined by
K
e . T Y--
P
(3.5)
and
, = e( o.<ol - e)
(3.6)
In these equations, T is temperature, q and 1 are the mixing
ratios of water vapor and liquid water as defined earlier. p s is a
reference pressure taken as 1000 mb, and K = Rd/Cp , where Rd is the
gas constant for dry air and Cp is the specific heat of dry air at
constant pressure.
Combining (3.2) and (3.3), the vertical equation of motion assumes
its flux form,
'POr -+ (3 .7)t (3.7)
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Here again, the horizontal average is denoted by a subscripted 0, and
G represents the vertically averaged value of vo. In obtaining the
right-hand side of (3.7), the pressure perturbation was neglected prima-
rily for reasons of simplicity. Discussions on the importance of pres-
sure perturbations in cloud modelling may be found in Cotton (1975),
Yau (1977) and others.
In flux form, the thermodynamic equation is expressed by
+
bi r 4r aCP P
(3.8)
where the condensation rate is given by M.
Conservation of water vapor and liquid water substance are written,
respectively, as
4- t~ r It L
(3.9)
and
++
(3.10)
In the liquid water budget equation, we assume that condensed water is
carried along with the parcel, although the thermodynamic effects of the
liquid, through the specific heat of water, are neglected.
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3.3 Horizontal Averaging
Equations (7)-(10) may be written in a general form, given by
(,rrA, +-Ir
(3.11)
where FA represents the forcing term for the rate change of A.
The horizontal average of A may be obtained by integrating over
a region and dividing by the area of that region. Following AK, we
define the following notations for the average across and around the
circumference of a circle of radius a.
AA
CL
0 0
2f?-5Ad
A%
(3.12)
In a similar manner, the average over an anulus of width b-a and the
average around the circumference at b may be expressed by
at CL
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b
Ab, -zK ArdrcJA
0 CL
Ab ~ ~ A A
XMr
A b A - Ab , A = A A
(3.13)
If (3.11) is now horizontally averaged over the inner and outer
regions, with the aid of (3.12) and (3.13), we obtain
~Aa + -L.:6 ).5
++ AlV4/J (3.14)
(Ao b j bL4 p A
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The forcing terms suitably averaged are
) C410) K
r& A
- f -
)
CeP
- M,1
(3.16a,b)
, where we have used the averagingfor
notations to obtain CvO = 0 7va +- ~ I ) 7Vb
The continity equation (3.3) is also averaged in the manner
described above, i.e.,
A 4 2 (3.17)
Lk -, ) 0
b(-'4 "06) , I e (3.18)Z
-
O 0e Ov6O
F. (F . =A f h
( b X- aI) (3.18).'. )e
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In addition to the above averages, we average the continuity equation
over the entire horizontal domain of the model, so that the model can
be coupled directly with large-scale vertical motions. The result is
expressed by
(3.19)
where w0 is the mean vertical velocity defined by
r bf
(3.20)
Thus, large-scale vertical velocity is associated with a non-zero u
If we substitute (3.17) and (3.19) for i and into (3.18), wea u
obtain the mass continuity equation for the model:
(3.21)
Integration of (3.21) from the surface (z = 0) to a height z and taking
Wa = wb = w0 = 0 at z = 0 for the surface boundary conditions yields
z.a* ' (3.22).
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This allows us to reduce the number of prognostic equations by one
by eliminating either of the equations for wa and wb
Turning our attention back to the rate equations (3.14 and 3.15),
we see that the local time derivative of A is governed by five terms
listed below.
e A u~ - horizontal advection
c A" ~~A- lateral turbulent mixing
FA
- mean vertical flux
divergence
- vertical turbulent flux
divergence
- forcing
The following section considers suitable assumptions and parameteriza-
tions for closing the system of Equations (3.14, .3.15).
3.4 Closure Procedure
By applying the eddy exchange hypothesis, the lateral mixing
terms at r = a may be parameterized by the following expression.
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(3.22)
These terms were retained in AK's investigation because of the
important diluting effect due to turbulent entrainment. In the study of
penetrating downdrafts, these terms represent the only method by which
liquid water is initially introduced into the perturbed region.
The lateral turbulent exchange into or out of the model domain at
r = b is neglected in AK and the present study because the gradient of
A across the outer boundary is assumed zero.
We also neglect the vertical flux divergence terms (as in AK) for
simplicity. Granted, when the two-cylinder model is applied to the
PBL, turbulent fluxes should be included. However, we believe the
instability mechanism being modelled will dominate any redistribution
associated with the flux divergence terms.
Combining (3.1), (3.15), (3.16), and (3.22), with some rearranging,
we may write our system of Equations (i.e., 3.13 and 3.14 ) as
)A^ WA Aa (Ari At. A k (Ab-AA)
- (,Aw' ) PA (3.23)
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_g fl -z( A b A a ) A ,w- _ F A
(3.24)
where the overbars have now been omitted for simplicity. The term with
ub as a coefficient on the right-hand side of (3.24) represents advection
into the model domain of environmental quantities not affected by the
cloud circulation. Since the overall model assumes a close-packed dis-
tribution of cylinders of size r = b, we assume Ab = A b regardless of
the sign of ii. This term is therefore eliminated.
Parameterization of the eddy viscosity is accomplished (as in AK)
by assuming a coefficient proportional to the vertical velocity gradient
such that
aw
I beI
(3.25)
where law/3r| is the greater of 1wa-wbi /a and Dw/a, where Dw is a non-
negative velocity. This minimum velocity gradient is required so that
turbulent mixing occurs when no velocity perturbation is imposed. D is
w
chosen to give realistic eddy viscosities. Sensitivity to this parameter
is investigated within this study.
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The coefficient Z in (3.25) is a mixing length of the form = aa
(Kuo, 1962). The proportionality constant a2 is set equal to 0.1 after
AK and Ogura and Takahashi (1971), although a sensitivity test is per-
formed.
The second terms in (3.23) and (3.24) represent kinematic entrain-
ment terms which arise from the continuity equation due to vertical
stretching of the cylinder (Houghton and Cramer, 1951). These terms are
the model's horizontal advection terms. They are treated in the same
manner as in AK; by letting
A = A when u > 0
A a a a (3.26)
a = Ab when ua < 0
Thus, these terms can only act as source/sink terms when the flow
is into the region of concentration.
3.5 Latent Heat Effects
Treatment of the condensation terms affecting the rate equations
for 0, q, I follows that of Asai (1965). Assuming isobaric processes,
the change in saturation mixing ratio, Sq s, following a horizontally
moving air parcel can be expressed in terms of the potential temperature
change, 60, i.e.,
'- 
( 3 .2 7 )
where R is the gas constant for water vapor and the saturation mixing
v
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ratio, qs, is given by Teten's formula, i.e.,
=ex C, ( 7- - .'73.16 )
p T-CA
(3.28)
where C = 17.27 and C = 35.86.
Initially, the solutions for 6, q, R (denoted 0', q', X') are ob-
tained without any forcing (phase changes). The tentative saturation
mixing ratio q' s, is obtained from (3.28). Then, depending on whether the
parcel is super-saturated or undersaturated, different modifications to
the solutions are necessary.
a) If the parcel is oversaturated (i.e., q' - q' S M > 0), conden-
S
sation will occur bringing the parcel back to saturation. A portion of the
excess water vapor (6M1) condenses, raising the temperature (and hence q's
of the parcel, while the remaining excess (6M - 6M, = 6M2) serves as the
water vapor necessary to maintain the parcel at saturation. From (3.27)
and (3.28), the condensation warming is given as
K
(3.29)
while the additional water vapor required is expressed as
(3.30)
The ratio, r1 , of the condensed water to the initial excess, i.e., 6M /6M
obtained from (3.29) and (3.30) is
I
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+ L1
(3.31)
and the tentative values of 0, q, are modified by
0 z L SM
(3.32)
(b) If the parcel is subsaturated (i.e., q' - q s 6M < 0)
S
and liquid water is present, evaporation occurs and modifies the variables
as follows. When the liquid water concentration exceeds the maximum
possible evaporation (i.e.,Xk' > r 6M), adjustments are made with (3.32).
If insufficient liquid exists, the adjustment proceeds with the evapora-
tion of the available liquid, i.e.,
it/
O
0
,1'' L I ~) ~(3.33)
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In all other situations the tentative values need no further
modification.
3.6 Kinetic Energy and Heat Flux Equations
In order to examine more closely the processes leading to the
growth of a disturbance in the two-cylinder model, we define a convective
kinetic energy as follows
(3.34)
If we assume a steady large-scale vertical motion then the convec-
tive kinetic energy generation equation (derived in Appendix B) integrated
over the entire mass of a unit horizontal area becomes
2 |
+ (A 3 5
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2 2
where Ka = 1/2 Wa and Kb 1/2 Wb
The form of (3.35) may be simplified for discussion if we assume
no large-scale vertical motion (i.e., w0 = 0). With this simplification,
the kinetic energy generation equation differs from (3.35) only in the
absence of the third term. This also allows us to express the remaining
terms of (3.35) in terms of a weighted average of the inner and outer
cylinder kinetic energies, i.e.,
K, ==> K= rK, +(
(3.36)
The first term of (3.35) represents the divergence of the kinetic
energy flux. These fluxes may be responsible for a redistribution of Ka
and Kb throughout the model domain, but due to the imposed boundary con-
ditions (i.e., no vertical motion at top and bottom), the net effect of
the term is zero.
Horizontal advection across the inner cylinder boundary contributes
to the kinetic energy budget via the second term. Using (3.36) this
term may be simplified to
(3.37)
We see from (3.37) that regardless of the direction of the advecting vel-
ocity, (i.e., kinematic entrainment or detrainment), this term serves to
dissipate kinetic energy.
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The turbulent mixing term (term 4) can also be simplified using
(3.36) to give
(3.38)
This term is also purely dissipative as expected.
We can examine the effects of the fifth term in (3.35) by rewriting
it as
4 Cr Vv~ h) 1
(3.39)
The first half of (3.39) integrates out through the depth of the
column while the second half can contribute to generation or dissipation of
kinetic energy depending on whether the eddy momentum fluxes, p w;', are
acting up or down the mean velocity gradients. Since the vertical turbu-
lent flux terms are neglected, this term does not affect the model kinetic
energy.
Finally, the generation of kinetic energy by buoyancy is proportional
to (ova - Ovb /e as expected.
Removing the restriction of no large-scale vertical motion introduces
the third term back into (3.35) and disallows the simplification established
by (3.36). Advection of Kb into the model domain (from term 3) results in
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kinetic energy generation in regions of convergence and dissipation in
regions of divergence. Additional effects of large-scale motion on con-
vective kinetic energy generation will be investigated further
numerically. *
In order to facilitate the investigation of interactions between
the disturbance and large-scale circulations, we calculate the heat
transport from the following equation.
0 0
(3.40)
For Aa 6 (a andAb= (b , the eddy components A'a and A'b
wa wb
are given by
A' = A - A = (l - a.)(A - Ab)
a a o a ~
A'b = Ab - A 0 = -a2 (A a Ab). (3.42)
3.7 Numerical Method of Solution
The complete system of equations governing the two-cylinder model
consists of (3.17), (3.18), (3.19), (3.22), (3.23), (3.24), (3.25), (3.26),
along with the phase change procedure outlined in section 3.5.
Henceforth the terms convective kinetic energy and kinetic energy will
be synonymous.
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The differencing schemes used to solve the finite difference form
of the prognostic equations are those used by Asai (1962), AK, and
Kasahara and Asai (1967). A forward time scheme is used with uncentered
space differences for the advective terms and centered space differences
for other terms. While truncation errors are the primary error sources
for the non-advecting terms, stability requirements must be considered
when formulating the difference approximations for the advective terms.
An analysis of the linear computational stability of the forward time
and uncentered (upstream and downstream) space schemes are presented in
Appendix C. Because of computational stability requirements, the down-
stream scheme cannot be coupled with the forward time differencing
scheme, therefore we will use the upstream scheme, i.e.,
Backward difference when w 0
Forward difference when w < 0,
forward being directed in the downward
schemes are quite dissipative, they are
and efficiency in calculation time. In
tion of shorter wavelengths, the values
space increment (Az) are chosen so that
stability criterion is satisfied, i.e.,
z-direction. Although these
chosen because of their stability
order to avoid spurious amplifica-
of the time increment (At) and
the Courant-Fridrich-Lewy linear
dNx
(3.45)
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In order to insure that an initial perturbation can be advected
beyond its initial position when the large-scale vertical velocity is
zero, the advecting velocity at each grid point, w, is weighted with the
vertical velocities at the two adjacent points, such that
(3.44)
This smoothing technique has been used by Wisner, et al (1972) with
satisfactory results.
3.8 Comparison with Asai and Kasahara (1967)
As a check on the two-cylinder model performance, environmental
and initial conditions used by AK are tested. The temperature distribu-
tion has a lapse rate of 6 C km with a surface value of 25*C, while
the relative humidity is 90% at the surface, decreasing at a rate of
-15% km . This sounding is conditionally unstable below 5.5 km and stable
above. The effects of non-zero large-scale vertical motion are also
compared with those of Kasahara and Asai (1967).
The model domain is set at a depth of 15 km, At and Az are 5 sec
and 100 m respectively, and the boundary conditions imposed are
A 4A4 For A = w, 0, q, 2
at z = 0 and z = 15 km. Variables are defined at discrete levels as
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indicated in Fig. 3.2. The simulated integration time for these runs is
fixed at 1 hour.
Initially, a vertical velocity perturbation is superimposed on the
o 0
velocity field in the inner cylinder below 2 km so that w = w + Awa a a
The parabolic velocity impulse is represented by
where the maximum Aw* is located at z = z* = 1 km. To impose the conditiona
that the kinetic energy of the initial perturbation is independent of
a and a, the amplitude of Aw* is given, (as in AK), by
a
* -l
where Aw = m sec , Go = 0.1, and a = 1 km.0 0
In addition to the velocity impulse, the lowest 2 kilometers of
the model (both cylinders) are assumed to be initially saturated with
water vapor.
In order to allow a direct comparison with the AK results, several
modifications of the governing equations are made. The liquid water
mixing ratio term in (3.6) is omitted. And, the minimum wind shear, D,
is set to zero.
Figures 3.3 and 3.4 display time-height cross sections of vertical
velocity and liquid water content, respectively, in the inner (cloud)
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cylinder. Model parameters used for this run are a = 0.3, a = 1.5 km,
and a2 = 0.1. The large-scale vertical motion is set equal to zero to
facilitate a direct comparison with AK's results. The growth stage of
the cloud life-cycle lasts for approximately 30 minutes. After this
time cooling in the lower layers leads to a downdraft development which
propagates upward rapidly, causing the entire cloud to evaporate. The
final state consists of a damping gravity wave oscillation until the
atmosphere comes to rest.
The maximum height attained by the cloud is approximately 5.5 km
which is a bit lower than the 7.0 km result obtained by AK. Total liquid
water content reaches approximately 2.5 g/kg compared with 3 g/kg from
AK, while the maximum updraft velocities attained are comparable
(O 8m/sec). From these results, we conclude that, within reasonable
limits, the model simulates cloud life-cycles in the same manner as the
two-cylinder model used by AK.
Since the two-cylinder model is used to simulate the hypothetical
moist convective elements associated with layer-cloud instability, its
sensitivity to parameters such as a, 6, a 2, w must be comparable to AK's
results.
Sensitivity tests performed for comparison purposes are summarized
in the following figures. Because the finite difference schemes utilized
are rather dissipative, a comparison is made between the maximum convec-
tive kinetic energy generated during the duration of the simulation (Em )
according to (3.35) and the maximum actually generated by the model. The
kinetic energy generated by the model during the time T from initial-
ization is given by
51,
EKC KC It: T*-K 0 )/o di
0
(3.45)
where zT is the upper boundary of the model.
The comparisons shown in Fig. 3.5 indicate that a considerable
amount of dissipation is occurring due to finite difference approxima-
tions throughout the range of a's tested. For these experiments,
large scale vertical velocity is zero, a = 1.5 km, and a2 = 0.1. The
units of kinetic energy generation in this and all other figures of this
2
type are in ergs/cm2. While the difference in kinetic energy generation
obtained from (3.35) and (3.45) is about one order of magnitude, the
sensitivity to a2 is similar. Because it is directly related to displays
such as Figs. 3.3 and 3.4, 45 will be chosen as the method of kinetic
energy generation representation.
Figs. 3.6 and 3.7 indicate the model's sensitivity to a and a2
respectively. If we specify a larger value of a, the value of a for
which E and HT are maximized shifts slightly toward larger a and increa-
mT
ses in magnitude as shown in Fig. 3.6. The kinetic energy increase is
evidently due to the reduction in the efficiency of eddy mixing as the
diameter of the updraft is increased.
Energy dissipation due to the choice of a2 in the turbulent viscos-
ity expression can be examined from Fig. 3.7. We can see that increasing
2
the viscosity (i.e., increasing a ) causes greater dissipation as expected.
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The shapes of HT and Em, including the shift toward larger a when
a2 = 0.5, agree very well with those obtained by AK.
At this point it is worth commenting on the general shape of the
maximum kinetic energy generation and heat transport curves. At larger
values of a, the decrease in HT and Em is primarily due to the stabiliz-
ing effect of the compensating downward current in the outer annulus.
The decreasing values of E and HT with decreasing a result from a smaller
area density of the updraft.
One further sensitivity test is performed with the two-cylinder
model. Because of its possible importance in determining the onset of
layer-cloud instability, this experiment investigates the. response of the
model to large-scale vertical motion. A comparison is made with the
results obtained by Kasahara and Asai (1967) using a vertical velocity
profile of the form
W, = Wp 2_. exp I - _
where wm denotes the maximum value of w at z = z m. We select 3 km as
the value for z and let w take on values ranging from -50 through 100
cm/sec. Although these large-scale velocity fields are extreme, they are
in accordance with those tested by Kasahara and Asai. These tests results
are shown in Fig. 3.8.
Qualitatively, the results are similar to those obtained by
Kasahara and Asai. That is, the convective kinetic energy generation
increases and the peaks shift toward larger a with increasing large-scale
ascending motion.
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However, an interesting characteristic of the model is revealed
by these tests. For values of w in a narrow range centered around
15-20 cm/sec, a secondary peak in kinetic energy generation at a % 0.5 is
apparent. A 10 hour cloud simulation with w = 20 cm/sec and a = 0.5
reveals the development of a second stronger disturbance after 1 3/4 hours,
which maintains a quasi steady-state condition for the duration of the
run. We believe that this disturbance grows as a result of enhanced
relative humidity aloft coupled with the strong updraft associated with
the first gravity wave oscillation following the decay of the primary
cloud. The inclusion of microphysics and rain formation would undoubtedly
result in a more realistic cloud simulation for this magnitude of large-
scale vertical motion.
Since we will be investigating CIFKU under large-scale vertical
motion of a smaller scale than that leading to this cell reformation,
we do not anticipate complications of this nature.
At wm values of -10.0, -20.0, and -50.0 cm/sec, the curves take on
peculiar shapes. Additional simulations suggest that these anomalies
occur where cloud formation is absent, and are probably a result of
gravity waves and noise.
From results of the cloud simulation and sensitivity tests described
above, we conclude that the two-cylinder model developed in this chapter
performs in an acceptable manner.
Its usefulness for investigating the moist convective downdrafts
associated with layer cloud stability will be determined by the subsequent
CIFKU experiments.
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IV. Experiments with the Two-Cylinder Model
In this chapter we modify the two-cylinder model to facilitate the
study of the CIFKU mechanism. We then select a reasonable perturbation
and examine the model's response to it. An appropriate value for the
fractional area of the inner column is then selected and used to test
the downdraft's sensitivity to various model parameters. The model
kinetic energy will be used as a measure of the strength of the convective
downdraft. We shall also discuss the relationship between the downdraft
and the stratus layer destruction.
4.1 Model Set-Up
Because we are concerned with convective elements penetrating the
stratus layer, we modify the domain of the two-cylinder model developed
in the last chapter so that we obtain greater resolution in the lower
troposphere. The 'lid' on the model is lowered to 6 km while the number
of levels is held constant. This yields a vertical grid spacing of 40 km.
The value of At will be discussed later.
Boundary conditions imposed are identical with those used in the
cloud simulations (i.e., we allow no temporal variations of 0, q, 1, w at
z = 0 = zT).
The general structure of the initial large-scale environment is
divided into 4 layers. Adjacent to the lower boundary we have a subcloud
layer approximately 70 mb thick whose lapse rate is dry adiabatic and
whose mixing ratio is constant with height. The value of q in this layer
is equal to the saturation mixing ratio at cloud base (subcloud layer top).
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Above this layer is the stratus cloud region ("v 50 mb thick) which is
initially saturated. The lapse rate throughout this layer is moist
adiabatic while the liquid water mixing ratio is 0.0 at stratus base
increasing linearly (in z) at a rate of 0.1 g/kg per 200 m to the cloud
top. Immediately above these layers (the PBL) is a thin inversion layer
within which the temperature increases abruptly and the mixing ratio falls
cff sharply. The thickness of this layer is exactly one .grid distance
representing a near zero discontinuity. Finally, the upper-most layer
is characterized by a nearly moist adiabatic lapse rate and a low mixing
ratio which continues falling off with height at a slow rate. This layer
is dry enough to prevent CIFK from occurring.
Different values of e and q throughout the environment are tested.
The environmental data is input to the model by fitting the model grid
(through linear interpolation) to a set of temperature and mixing ratio
values at specified levels. The actual thicknesses of the subcloud and
cloud layers are multiples of the grid size. The various profiles used
will be shown in Appendix D.
A steady and vertically uniform divergence is prescribed through-
out the domain. Vertical velocity is initialized from the divergence by
the linear (in p) formula
(4.1)
where psfc is the surface pressure and is taken as 1020 mb.
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The value of ASV - (AS )crit is obtained from the environmental
sounding in the following manner. Across the PBL top, the 'jumps' of
temperature, water vapor mixing ratio, and liquid water mixing ratio are
defined as
T T - T
,81 ar
(4.2)
where mB is the index of the level of the PBL top. Combining (4.1) with
(2.1), (2.2), and (2.18) gives us the values of (AS ) . and the stability
v vvcritt
measurement, AS v ~ (ASv Vcrit '
For convenience we express this virtual static energy difference
in terms of a temperature difference, i.e.,
AS - (AS )
v v = S . (4.3)C c
p
Unless otherwise specified, the value of (AS ) . used in the following
v crit
experiments is ' 6.77*C (see also Appendix D).
4.2 The Perturbation
The discussions by Lilly (1968) and Randall (1976) suggest that
the stratus layer should be perturbed by allowing some of the warm dry
air from above the inversion base to be introduced into the cloud. In
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this study we perturb the model in just that manner.
We initialize the model by letting TmB, mB , and I in the
inner column be equal to the values of T, q, . one grid distance above
the PBL top. There is no velocity perturbation. Because of this we let
the minimum velocity, D (from 3.25) take a value of 1 m/sec. While this
w
value is used for the initial perturbation tests, the sensitivity to D
will be investigated later.
In an effort to investigate the model's response to this sort of
perturbation, we run one set of simulations with S > 0 and one set withC
S < 0. Within each set we let the value of a range from 0.1 - 0.9. WeC
alter the stability of the cloud layer by increasing or decreasing the
temperature and mixing ratio in the PBL. The initial atmospheric struc-
ture corresponding to S = +1 and S = -1.05 along with all soundings usedC C
in this study are detailed in Appendix D.
For these simulations, we set At = 1 sec, a = 100 m, Do = 0
2(i.e., w = 0), and a = 0.1.
Fig. 4.1 (a-i) illustrates the total kinetic energy (from 3.36) as
a function of time for a = 0.1-0.9. While Kc is calculated at each time
step fvcua (3.34), a sample valueis taken at 30 sec intervals for the dura-
tion of the 20 min run. No attempt is made to filter out gravity-waves
by smoothing. Fig. 4.1 illustrates several striking features revealed
during the runs.
The most important in terms of subsequent analysis techniques is
the large magnitude of total kinetic energy after just 30 sec of integra-
tion. In fact, the greatest kinetic energy generation throughout the
62.
duration of the simulations occurs after the first time step. This can
be explained as follows.
When the model is initialized, the only perturbation occurs in
the values of 0v and in the inner column at the stratus top. The per-
turbation velocity is zero. For each time step, the model coding com-
putes the forcing terms after the adiabatic terms (refer to 3.14, 3.15,
3.16). Thus after one At, wa and wb are given by
'WA:
(4.4)
and
(4.5)
From the definition of Kc (3.34), we obtain the total kinetic
energy after one time step, i.e.,
(4.6)
We see that the generation of kinetic energy after one time step
is proportional to a2 (1-a2). Figure 4.2 shows a plot of a2 vs a2(l_a2)
above a plot of Em (refer to 3.45),for two 4 hr simulations (obtained
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during subsequent experiments). The shapes of the curves are in close
agreement indicating the dominating effect of the initial perturbation
of the net kinetic energy generation. Note also the large magnitude
associated with the more stable environment. This also makes physical
sense since [Ova vb Sc = +1.0 va vb 5c = -1.05'
Although we have found that Em is not indicative of the CIFKU
downdraft strength we can search for it in other ways.
Another striking feature revealed by Fig. 4.1 is the periodic
nature of the kinetic energy trends. For simulations where a 2 0.3,
the periods are approximately 1.5 min. This is not surprising since the
Brunt Vaisalla frequency, N, in the inversion layer, defined by
(4.7)
corresponds to this gravity wave period. It appears that in this range
of athe dominant contribution to the total kinetic energy per unit area
comes from the inversion region. For a 0.3, another period of oscilla-
tion is evident. This gravity wave oscillation corresponds to an effec-
tive 3O/3z of 140/km. The cause or causes of these waves is not certain.
This is not too crucial since model simulations in the a range 0.1-0.4
were not run for other reasons explained presently.
The third important feature involves the trend of kinetic energies
for a = 0.1-0.9 as a function of S . From Fig. 4.1, we see that for
c
a < 0.5 there is a distinctive increase in Kc for Sc = +1.0 during the
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latter 8-10 min of the simulations.
A series of 4 hr simulations with At = 5 sec were performed
for S = +1.0 and S = +4.88 for this range of as. The results indicatedC C
that some type of perturbation (introduced numerically) begins growing
rapidly after t, 15 minutes of integration. With S = 4.88, the pertur-
bation evolves into a steady-state downdraft of approximately 1 m/sec
which persists throughout the 4 hour simulation. Since this type of
instability occurs for a highly stable layer cloud and only in the
region for which a < 0.5, we restrict our investigations to values of
a in the range 0.5-0.9.*
The question naturally arises as to whether we have already
discarded the range of as for which CIFKU elements exist. We believe
that we have not. In fact the model results for small values of a may
not be entirely without physical meaning. From (3.16a), we see the buoy-
ancy force on the perturbed region is greater for smaller a. Hence, in
nature, a parcel with small a may be less likely to be displaced into the
cloud top.
In addition to monitoring the kinetic energy during the pertur-
bation experiments, the temporal evolutions of Oa' eb' a b'  a, and
Rb are also investigated. Associated with the gravity wave oscillations,
are fluctuations of Os and qs of the same periods. As we suspected, these
fluctuations are confined to within 3 grid distances of the inversion
The effect of increasing the time step to 5 sec may have initiated the
steady-state downdraft. Because of limited computer resources, we could
not run the 4 hr simulation with At = 1 sec for comparison purposes.
MMMMAMMN&Mi
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layer. The gravity wave intensity is damped in the first few minutes
but then assumes a nearly constant amplitude fluctuation throughout the
duration of the 20 min simulation. The magnitude of the maximum velocity
is approximately 0.3-0.4 m/sec. Although the gravity wave dominates
the temporal variations of wa, wb" 0a' Ob' a' aqb we do find evidence
which suggests that our method of perturbation leads to CIFKU downdrafts.
For example, the cloud in the outer anulus at the perturbation
level is depleted within the first few time steps of integration, due to
both turbulent mixing and evaporation. The liquid water which is intro-
duced through turbulent mixing to the inner column at this level is
immediately evaporated, lowering eA' Since the gravity-wave is not con-
fined to the perturbation level, the same process is occurring at lower
levels within the cloud. The rate at which the cloud is depleted at
these levels depends on the value of S c. For S < 0, the depletionC C
rate is much faster than for positive S . This leads us to believe that
C
when S < 0, the region in the cloud affected by the gravity-wave oscil-
lation is spawning a downdraft. This hypothesis will later be confirmed
when we run additional 4 hour simulations.
We can summarize the results of the perturbation experiments
as follows. By placing a region of warm dry air adjacent to an area
characterized by saturated cooler air containing liquid water, we cause
immediate buoyant accelerations. The buoyancy force acting on the inner
column depends on the particular a. Because of the compensating current
in the outer anulus, the kinetic energy generation depends on G2(1-02),
We see that the initial acceleration is so strong, that the kinetic
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energy generated during it exceeds the generation throughout the duration
of the model run.
We also find that because of computation problems, we are unable
to do simulations for values of a less than 0.5.
For a > 0.5, the dominating motions throughout the 20 min simula-
tions are gravity wave oscillations which are not dissipated effectively.
The perturbation and subsequent gravity waves do begin altering
the state of the stratus layer. From the 20 min simulations, we see that
when Sc = -1.05, the cloud depletion rate exceeds that for the case when
S = +1.0.
c
In order to search for CIFKU downdrafts we extend the integration
time limit to 4 hrs and increase the time step to 5 sec. In the following
section we look at the downdrafts and their sensitivity to various model
parameters.
4.3 CIFKU Sensitivity
In this section we look at the convective elements associated with
CIFKU - their preferred area density ratio and their dependency on vari-
ous model parameters.
4.3.1 Selection of Preferred a
From the perturbation experiments, we know that an area density
ratio of 50% permits the maximum kinetic energy generation due to the
initial buoyancy. Since this generation exceeds all of the subsequent
generation, it is necessary to search for the downdraft by looking at the
time evolution of the model kinetic energy. We choose three values of
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the stability criterion (i.e., Sc = 4.88, 0.025, -1.05) and run the model
for 4 hrs keeping track of K . We look at the range 0.9 k G 2 0.5, and
leave all other parameters unchanged from the perturbation experiments.
As mentioned before, At is increased to 5 sec.
Fig. 4.3 a-e illustrate the results. Throughout the duration of
the run, the kinetic energy fluctuates in a gravity-wave mode - the
amplitudes varying by typically 1/2 an order of magnitude but depending
somewhat on the particular a and stability. For this reason we average
the kinetic energy over 5 minute intervals. Fig. 4.6 and subsequent
figures of this sort illustrate the kinetic energy levels after this
averaging process.
Examination of these figures reveals the following. In general,
the kinetic energy magnitudes for Sc = 4.88 and Sc = 0.025 are greater
than for Sc = -1.05. The exception to this occurs for all values of a
within the first two hours of the simulation. This feature is particu-
larly evident for a = 0.8 and a = 0.7 where the magnitude of K actually
C
reaches a well-defined peak followed by a relative minimum. This feature
is barely present for a = 0.9, 0.6, 0.5.
Examination of the trends beyond a time of 2 hours reveals some
significant information about the model behavior. The trend in kinetic
erergy is generally one of increasing magnitude particularly for the situ-
ations where Sc > 0.0. This is unfortunate, since we would expect any
perturbation imposed on a very stable layer cloud to be dissipated with
time. Since the two-cylinder model does not dissipate this energy properly,
we disregard the model results during the latter half of the simulations.
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This is acceptable since for periods greater than 2 hours, we would
expect other processes such as evaporation and advection to significantly
affect the state of the layer cloud.
Based on these results, we conclude that the downdrafts favor
sigma in the range of 0.7-0.8. The following sensitivity tests will be
confined to a values of 0.7 and 0.8. A more thorough description of the
downdraft and its relation to layer cloud instability will be covered in
a later section.
4.3.2 Sensitivity to a
While running the two-cylinder model in the cumulus cloud mode,
our results (and AK's) indicate that the kinetic energy generation increa-
ses by approximately 5-10% with the doubling of a. This was attributed
to a decrease in the efficiency of dissipation due to eddy mixing.
In order to obtain the sensitivity of the convective downdrafts
on the variation of a, we repeat the 4 hr simulations with a = 10 m, 50 m,
2500 m. All other model parameters are as follows: a2 = 0.1, D = 1.0
w
m/sec, Do = 0.0, Sc = -1.05*C. The results for a = 0.7 and 0.8 are shown
in Fig. 4.4. In both instances increasing the radius of the perturbation
while holding a constant results in an increase in the magnitude of the
kinetic energy. These results are consistent with those obtained during
the cumulus cloud simulations.
Another feature revealed in this experiment is the downdraft life-
times. For smaller values of a, the downdraft appears to exist longer.
Because of time and computer resource limitations, further investigations
of this sensitivity were not possible.
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4.3.3 Sensitivity to a2 and D
w
In order to isolate the effects of turbulent mixing, we allow
the variation in the turbulent viscosity while holding other parameters
constant. The viscosity is altered by varying the mixing length coeffi-
cient. Figure 4.5 shows the kinetic energy dependency on viscosity for
a2 = 0.0, 0.1, 1.0. All other parameters are unchanged from the previous
sensitivity test.
We see the same qualitative behavior as in the previous test.
Larger values of a2 (larger viscosity) indicate stronger turbulent interac-
tions between cylinders, hence stronger perturbation dampening and lower
levels of kinetic energy.
Fig. 4.6 shows the sensitivity to the minimum velocity parameter
Dw (a is reset to 100 m). We see that this parameter has very little
effect on the kinetic energy of the donvective downdraft. This is
because D only enters the turbulent viscosity expression when the hori-
w
zontal gradient of the vertical velocity is small. Originally we felt
that including this paramter would be necessary to initiate the downdraft.
However, since the initial buoyancy force causes an immediate acceleration
in the perturbed region, velocity gradients greater than D w/a occur
naturally after only one time step.
4.3.4 Sensitivity to Da
Results of sensitivity tests under various large-scale divergence
rates are illustrated in Fig. 4.7. ihe values of D we choose to examine
-6 -6 -1
are 0.0, 2.5 x 10 , and 5.0 x 10 sec . Other model parameter values
are a = 100 m, S = -1.05*C, a2 = 0.1, and D = 1.0 m/sec.C w
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This figure reveals several important effects of large-scale
divergence. We see that an increase in the divergence is associated with
a decrease in the magnitude of kinetic energy after the downdraft has
disappeared. This means that a larger divergence dissipates kinetic
energy more readily which is not surprising in view of convective kinetic
energy generation equation (3.35). Positive divergence implies a posi-
tive (radially outward) ub so that the third term on the right-hand side
of (3.35) is purely dissipative.
The above argument also explains two other effects of large-
scale divergence. These involve the life cycles of the convective
elements. Upon inspection of the formative stage of the downdraft, we
that positive D tend to accelerate the downdraft growth. Since dis-
sipation also increases with D0, we conclude that the downdraft forms
more easily when the gravity wave is highly damped. The increased dissip-
ation also explains the shortening of the downdraft life-time as seen in
the figure.
The variations in downdraft life cycles indicated by this experi-
ment do not necessarily imply that the actual stratus cloud becomes less
stable with increasing divergence because, in nature, the basic state on
which the perturbation is imposed also varies systematically with diver-
gence in such a way as to favor increasing S with D .
c o
4.3.5 Sensitivity to SC
We test the stability criterion developed in section 2.2 by running
parallel simulations with different S c. Since it is hypothesized that
ASv - (AS )crit is the determining factor, we look for downdraft formation
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whenever AS /(AS crit < 1 for reasonable values of (AS )crit'
Appendix D contains the soundings used to establish the various
values of (AS )i and S . For these runs, we take a = 100 m, D = 1.0
m/sec, D = 0.0, a 2= 0.1, and a = 0.7. The values of (AS ) and S
o v crit c
tested are plotted in Fig. 4.8. Simulations in which downdrafts formed
(as evidenced by peak in Kc during the first 2 hours) are indicated by
filled in circles while those not containing downdrafts are open circles.
The results of this sensitivity test support the stability
criterion developed. In general, the condition that AS v/(AS v)crit > 1 is
sufficient to prevent a downdraft formation from the perturbation. From
(4.7) we also see that when AS /(AS ) . is only slightly less than 1,
v v crit
downdraft formation is absent. Although this result might be explained
by considering the perturbation's alteration due to the horizontal advec-
tion and turbulent mixing of quantities other than liquid water, further
investigation of the CIFKU processes near Sc = 0 are necessary.
4.4 Relationship between Downdrafts and Stratus Cloud
Destruction
Up to this point we have focused our attention primarily upon the
convective downdraft but have not really investigated the state of the
stratus cloud containing this instability. Selection of a preferred a,
attempts to verify the stability criterion, and studies of the response
to large-scale divergence have all been based on the use of the downdraft
strength as an indication of the layer cloud instability.
In this section we briefly look at the stratus cloud depletion rate
as influenced by the downdrafts. Three sets of sensitivity tests are run
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in the same manner as the previous simulations. We present the results
in the form of height vs time plots of liquid water content. Part A of
each figure shows I a while Part B shows Rb. The contours begin at
.05 g/kg and increase with 0.05 g/kg increments. Each simulation is of
8 hour duration. As stated before, the results beyond approximately 2
hours of simulated time are not representative of what actually happens
due to the exclusion of natural processes which occur with time scales
greater than 2 hours and also due to numerical instabilities occurring
beyond this time. We do, however, obtain informative results within this
time limit.
Figs. 4.9-4.11 illustrate the stratus cloud's depletion as a
function of Sc' For these and the remaining runs, we set a = 100 m,
2 = 0.1, D = 1.0. The values of Do and a for these three simulations
are 0 s. and 0.7 respectively, while Sc = -0.625 0 C, -1.050C, and -1.78 0C
respectively.
From each of these figures, we can see the stratus cloud's
response to the growing downdraft. In the perturbed column, the liquid
water content decreases with time as a result of the drier perturbation
being advected downward. The response in the outer region is an increase
in liquid water content with time due to the ascending motion and additio-
nal condensation. As the downdraft dissipates, the liquid water in the
anulus decreases again because of mixing with the drier air which has been
brought into the cloud layer.
We can see from examining these three figures that decreasing Sc
(i.e., increasing the instability) results in a more rapid destruction of
0.0 1.0 2.0 3.0 4.0 5.0
(a)
2.0
1.8 -
1.6
1.4
1.2
1.0.
0.8.
0.6.
0.4
0.2.
0.0*
0.0 1.0 2.0 3.0
84.
6.0 7.0 8.0
4.0 5.0 6.0 7.0 8.0
(b)
Fig. 4.9
a - 0.7
s -- 0.625
C
2.0
1.8 a = 0.7
S = -1.05 C
C
1.6 *
1.4 '
1.2 *
1.0 -
0.8 -
0.6
0.4 -
0.2 -
0.0
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0
(a)
2.0
1.8 a = 0.7
S -- 1.05 C
C
1.6 -
1.
1.2 -
1.0 -
0.8
0.6 -
0.4 -
0.2 -
0.0 . p
0.0 1.0 2.0 3.0 4.0
(b)
Fig. 4.10
5.0 6.0 7.0 8.0
85.
2.0
86.
1.8 - = 0.7
Sc =-1.78
1.6
1.4
1.2
1.0
0.8 O
0.6
0.4
0.2
0.0 I
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0
(a)
2.0
1. a =0.7
S = -1.78
c
1.4
1.21
0.&(
0.4.
0. T
0.0 1.0 2.0 3.0 4.0 5.0 6.0- 7.0 8.0
(b)
Fig. 4.11
87.
the stratus cloud. A further comparison of Figs. 4.9 and 4.11 indicates
that the downdraft forms and penetrates more rapidly with a larger
instability*.
This can be explained in terms of the turbulent mixing and
kinematic entrainment processes. While these processes are purely dissi-
pative in the cumulus convection sense, we have seen that turbulent mixing
of liquid water is a driving mechanism for CIFKU downdrafts. As long as
the downdraft remains sub-saturated, the addition of liquid water provides
fuel for continued penetration. Only after the downdraft becomes satura-
ted, will the entrainment and turbulent mixing terms operate in a purely
dissipative manner. When this occurs the downdraft weakens and finally
disappears. Since we can think of a larger instability in terms of a
drier perturbation (2.21, 2.22), the perturbation in Fig. 4.11 becomes
negatively buoyant at a lower relative humidity than it does in Fig. 4.9
and this penetrates more effectively.
While these results indicate that CIFKU is more effective under
strong instability, they do not suggest that strong instability is neces-
sary for the complete destruction of the stratus layer. Because the
stratus layer is significantly altered whenever a downdraft forms, addi-
tional experimentation (perhaps with repeated perturbations) is required to
find a critical Sc for which the stratus layer is completely destroyed.
*
Although the liquid water content in the lower levels of the cloud fails
to dissipate within the first hour in Fig. 4.11b, we do not believe that
this is an indication that the downdraft is weaker than in Fig. 4.9
and 4.10.
88.
The final two sets of simulations investigate the sensitivity of
the stratus layer to large-scale divergence and to the value of a.
As mentioned in 4.3.4, we cannot say with confidence that the
stratus layer becomes less stable with increasing Do. However for
completeness, we include an experiment which isolates the CIFKU mechanism
from the divergence mechanism in terms of their individual influences on
the cloud destruction. This consists of running parallel simulatiQns for
three different divergences. For each divergence, we perturb one of the
simulations and leave the other unperturbed. For the unperturbed case,
we remove the cylinder interaction processes and the buoyancy portion of
the code. This leaves us with a stratus layer only affected by vertical
advection associated with the divergence.
For these runs, we set S = -1.05, a = 0.7, and let Do = 0.0,
-6 -1 -6 -12.5 x 10 sec , and 5.0 x 10 sec . The results are shown in Figs.
4.12-4.14'. The liquid water content in the unperturbed case is indicated
by dashed lines.
We see from these results that the accelerated downdraft growth
associated with increasing divergence described in section 4.3.4 acts
to destroy the stratus cloud more rapidly. The cloud dissipation due to
divergence alone appears relatively unimportant compared with the CIFKU
mechanism. Again, we emphasize that this set of results are not indicative
of nature because of relationship between S and Do which is ignored.
In the final simulations, we look at the sensitivity of the layer
cloud to the area density ratio of the downdraft. We set Sc = -1.78,
Do = 0.0, and let a = 0.7, 0.8, and 0.9. From these results (Figs. 4.15-
4.17), we verify an earlier conclusion but also introduce another factor
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which should be considered more carefully in future studies of this type.
The verification involves our earlier choice of a. We see from these
simulations that the initial stratus cloud is more rapidly depleted by
the downdraft for cases with a = 0.8 and 0.7 than for 0.9. However, for
the case of a = 0.7, the volume of the downdraft compared with that of
the cloud seems insufficient to completely eliminate the cloud during the
downdraft's lifetime. With a = 0.8 and a = 0.9, the volume is sufficient.
Although in nature, the cloud is likely to be eliminated at a smaller
value of Sc, the competing influences of downdraft volume and downdraft
intensity should be more closely investigated.
4.5 Model Limitations
The primary limitations of the two-cylinder model are listed below.
1) Increasing the time step from 1 sec to 5 sec for economical
4 hour and 8 hour simulations results in excessive initial buoyant
accelerations. The extent of errors caused by these has not been inves-
tigated.
2) Results beyond the second simulated hour contain unstable
gravity waves in many situations.
3) A numerically induced perturbation grows unrealistically within
a stable environment with small vaues of G. This is thought to be due to the
strong initial acceleration caused by the buoyancy force of the perturbation.
While these drawbacks limited the range of a's tested, we do
believe that the model simulated the first two hours well enough to have
confidence in the results presented in this study. Further modifications
of the model are necessary for a more complete investigation.
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V. Summary and Conclusion
In an effort to understand the processes responsible for the break-
up of stratus patches at their equatorward boundary, we have used a cellu-
lar convection model similar to that of Asai and Kasahara (1967) to investi-
gate the response of a stratus layer to warm-dry air perturbations. Under
certain environmental conditions we have shown that these perturbations
develop into penetrating downdrafts which act to destroy the cloud.
The maximum kinetic energy generated during the simulations always
occurred during the initial time step due to the large buoyancy force re-
sulting from the initial perturbation. We found that the perturbation
oscillated with the Brunt Vaisala frequency associated with the inversion
region. While this gravity wave was never effectively damped by the
model, the perturbation did (for unstable conditions) result in a down-
draft which contributed significantly to the total kinetic energy of the
model.
A more detailed investigation of the downdrafts indicated that the
favored fractional area coverage was 50-60%. Further experiments were
performed to determine the downdraft's sensitivity to various model
parameters such as the eddy viscosity, the inner cylinder radius, and
large-scale divergence.
The variation of a 2, and a, resulted in the same responses found
during tests of the model in its cumulus convection form; i.e.,
decreasing a2 and increasing a resulted in an increase in the magnitude of
kinetic energy.
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The minimum velocity (D w) incorporated into the eddy viscosity
parameterization was tested for its effectiveness. The results showed
that this addition was unnecessary due to the immediate acceleration of
the perturbation.
Variations in the large-scale divergence had the following results.
Downdrafts appeared to form more rapidly due to the increased dissipation
of the gravity wave oscillations. This increase in dissipation also
resulted in shorter lifetimes for the downdrafts.
In an attempt to verify Randall's stability criterion developed in
Chapter 2, we investigated the downdraft's sensitivity to ASv - (AS)crit
using three different ranges of (AS ) . . The results offered support
for the criterion. That is, downdraft formation only occurred under
environmentally unstable conditions (i.e., ASv - (ASv crit < 0).
In order to find out what effects the downdrafts had on the stratus
cloud layer's destruction, we kept track of the liquid water content in
the cloud while repeating three of the sensitivity tests.
It was found that convective downdrafts are more effective at pene-
trating and dissipating the cloud when environmental conditions are more
unstable.
While increasing the large-scale divergence shortened the life-times
and accelerated formation of downdrafts, the ultimate effect on the layer
cloud could not be adequately determined because important relationships
between the divergence and the environmental stability were not considered.
Finally, we found that the destruction of the stratus cloud depended
not only on the intensity of the downdraft, but on the size of the down-
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draft relative to its region of influence (i.e.,a).
Certainly, there remains much to be investigated in this area.
We have indicated that the magnitude of the kinetic energy may not
completely determine the optimum a for downdrafts which most effectively
eliminate the cloud. This needs further investigation. We have also
confined the bulk of our simulations to values of Sc which may be
unrealistically unstable. Additional simulations closer to the critical
value of Sc are required for a more complete picture.
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APPENDIX A Derivation of (Fn B and F(q + JB
Expressions for the fluxes of moist static energy and total
water substance (defined in 2.1) at the PBL top are derived from the
continuity equation, the thermodynamic energy equation, and the conser--
vation equations for liquid water and liquid vapor. In the derivation
of these fluxes, we obtain an expression for the entrainment of mass
into the PBL.
The flux forms of the thermodynamic energy, and liquid and water
vapor conservation equations may be written as
[ Jw
i~ ta., yLL -
di
(Al)
(A2)
and
(A3)
where any effects due to rainfall have been omitted, i.e., the liquid
water is assumed to move with the air. The Reynolds averaged "sub-grid"
scale fluxes of dry static energy, water vapor, and liquid water are
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given by Fs, F , and F , respectively, while R is the radiative flux.
All fluxes are defined as positive when directed upward. The condensa-
tion rate is given by C, total pressure derivative by w, while C , p, T,
P
w are defined in the text. Included within (Al) is the equation of state
for an ideal gas, i.e., p = PRT.
The conservation equations for h and (q + 1.) obtained from (2.1),
(Al), (A2), and (A3), along with the continuity equation, can be
conveniently written in the form
(A4)
where C, FG, and SG are given by
(14
Fh
0
(A5)
Integrating across the top of the PBL (at z zB), and bringing
the differential operators outside the integral, we obtain
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as -
(A6)
where E is a small positive distance. In the limit as s + 0, the first
and third terms drop out. If we assume that the flow is non-turbulent
above the PBL top, then the fluxes at that level are identically zero.
The conservation equation for G then becomes
(e \V -- 6). 1* A= (Fe,, 5, de
(A7)
where we have written (FG) as (FG)'
If we set G = 1 in Equation (A7), the conservation of mass reduces
to
(A8)
Each of the terms in (A8) represents the net downward mass flux into
the PBL, i.e.,
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(A9)
Use of (A9) allows us to write the integral of the conservative
variable G across the PBL top as
- EA 6=(e,)+
?A V f
(ALO)
If we now substitute h and (q +1) for G, we obtain the expres-
sions
(F R)A = - Ea A + AR
(All)
and,
(A12)
respectively.
( F( ,,.2) ) r- -E A ( 4 + I)
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APPENDIX B. Derivation of the Convective
Kinetic Energy Equation
In order to investigate the effects of large-scale vertical motion
on convection in the two cylinder model, we define the convective
kinetic energy as
(Bi)
If we assume steady large-scale vertical motion (i.e., aw /at = 0)
then the. convective energy generation equation is given by
k,
(B2)
2 2
where Ka = 1/2 w and Kb = 1/2 wb In proceeding from (Bl) to (B2),
we have eliminated terms proportional to w0 through the time derivative
of the model continuity equation (3.22).
The rate equations for wa and wb from (3.23) and (3.24) are
V(B 3
/ (B3)
107.
and
Wb I# - Z q [W. ~'tA4 - )I
-VV L( -e
%( , ) I /
- (o0 ev )
(B4)
Multiplying (B3) and (B4) by powa and p wb respectively, and combining
with the appropriate continuity equations, i.e.,
- P '0 W. ) 4+ 2 ^- 0
+ T - Jz0
h a a(D1- )L
for (B3)
for (B4),
we obtain the flux forms of the kinetic energy generation equations for
regions a and b, i.e.,
+
.)2
(B5)
+ 'All, 0 - ___
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-k (,,w, K ) - ___ (K_ b-w w < -A-(w- w
ha a~s-r')
-3 b)j
OI.L~Q~ (O "tbWoL4/j)
2. (
(B6)
Upon substituting (B5) and (B6) into (B2), we obtain the convective
kinetic energy generation equation.
,a~
-U AL a 10* .- ~ A~b -
IA (R~ VV -j 34)et
-
14Pcj0- .
-9
(B7)
+ -G - Ov
GV,645, P* W6 4-
-
(T 2
,p. wa K., +
- (K,,tK6))
APPENDIX C. Analysis of Linear Computational Stability
of the Simple Forward Time and Uncentered Space
Differencing Schemes
This appendix consists of a discussion of the linear computational
stability associated with the choice of finite difference approximations
applied to the advective terms of the governing equations (after
Haltiner, 1971).
We consider the advective equation
bt x (Cl)
where C is a constant wind and/or wave phase speed. The analytic
solution of (Cl) is
F(xt)= Ae ;~ ( x - cA') (C2)
where we have assumed an initial condition of the form
Fx) = A e A/AX where ,~:
(C3)
If we replace continuous (x,t) space with a grid of discrete points
so that x = mAx, m = 0, ± 1, ± 2, ...; t = nAt, n = 0, 1, 2, ..., we
approximate (Cl) within the forward-uncentered finite difference
equation of the form
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F-VF;") I, 4A X C' Atz'aX
(C4)
Now we assume an exponential solution to (C4) of the form
F ="8d e. (C5)
At
Upon substitution into (C4) and solving for B , we obtain
(C6)
From inspection of (C5), we see that the numerical solution of (C4) will
be amplified, neutral or damped depending on the magnitude of the com-
At
plex growth factor B , i.e.,
B At
>1
< =1
<1
Amplification
Neutral
Dampening (C7)
At
Squaring the magnitude of B in (C6) allows us to visualize the
conditions on X necessary to avoid amplification of the solution, i.e.,
B 1 + 2/( - c 4spA x)( 2 + )
#%%+ I
F. F,,
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If we couple the finite difference form (C4) with a positive c,
i.e., X > 0, the magnitude of the growth factor exceeds 1, resulting in
an unstable solution. On the other hand, if (C4) is used with a negative
c, | BAt I < 1, and a damped solution results.
Thus, the space derivative must be taken in the opposite direction
of the advecting velocity (i.e., upstream) if the solution is to remain
stable.
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Appendix D Soundings used for CIFKU Simulations
This appendix contains the temperature (*K) and mixing ratio data
(g/kg) used to initialize the two-cylinder model for all of the CIFIGJ
simulations. Mixing ratios are in parentheses. Profiles used for the
perturbation runs are plotted in the figure for illustrating purposes
(note that temperature is replaced by potential temperature).
5 10 290 300 310
Mixing Ratio
(g/Kg)
Potential Temperature
(*K)
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