
















は i番目のデータの説明変数と応答変数の対，zi は xi の真の値を示すパラメータである．データ
数を n，説明変数 xi,zi はいずれも d次元ベクトルであるとした．
(2.1) p(x; y; z; f) = p(yjf; z)p(xjz)p(z)p(f)






















上では，あてはめる関数 f の事前分布 p(f)を指定した．通常は f を多項式や三角関数でパラメ
トリックに表現するが，p(f)として平滑化事前分布を用いた研究もある (Berry et al, (2002))．
zの事前分布 p(z)はある程度自由に与えてよい．次の節の手法が使えるためには p(xjz) がガウ
ス分布であることは本質的ではないが，p(yjz; f)はガウス分布である必要がある．数理的な難しさ











; f 2 H;
ここで便利なのは罰金項 kfk2Hに対応するカーネル関数 kが存在して，最適解（事後確率最大解）









Ｃに組み込んで推定を行うことができる (赤穂, 伊庭 (2009), Iba and Akaho (2009))．これには複
数の方法が考えられるが，われわれが試みた手法では次のことがカギとなる．
z(t)が（ＭＣＭＣの過程における）zの現在の値とするとき，提案密度 q(¢jz(t))に従っ
て生成された次の候補 z¤ の採否はMetropolis-Hastings ratio
(3.2) r =
p(z¤ ; f (t+1)jx; y) q(z(t)jz¤)
p(z(t); f (t+1)jx; y) q(z¤jz(t)) :
を乱数と比較することで決められる．ここで f の現在の値を f (t+1)とした．ところが，
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