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ABSTRACT 
Let X 1 . . . .  , X, be independent random variables such that 
lr Ir Ir 
X l <X 2< "'" <X,,, 
where ~ denotes likelihood-ratio ordering. It is shown that, under mild assumptions, 
the corresponding order statistics X(1 ) ~< "-" ~< X(,,) are similarly ordered, i.e., 
Ir lr Ir 
x~l~ < x~) < .-- < x~n~. 
1. INTRODUCTION 
Stochastic order relations between random variables and distributions 
have been an interesting and important area of statistics. One of the earliest 
definitions of stochastic ordering was given by Lehmann [6]: a random 
variable X with distribution function F is said to be stochastically greater 
than a random variable Y with distribution function G if 
F(x)  < G(x) for every x. (1) 
st 
We call this ordering stochastic ordering and write Y < X. 
In some cases a pair of distributions may satisfy a stronger condition 
called likelihood-ratio rdering. Suppose F and G possess densities f and g 
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respectively. We say that X is greater than Y according to likelihood-ratio 
ordering if 
f (x )  
- -  is nondecreasing in x. (2) 
]r 
This ordering is denoted by Y < X. Many important families of random 
variables are likelihood-ratio rdered according to some parameter of inter- 
est. In particular, the one-parameter xponential family of distributions has 
this property. 
Order statistics play an important role in statistics and reliability theory. A 
k-out-of-n system works as long as at least k out of n components are 
working. The parallel and series systems are 1-out-of-n and n-out-of-n 
systems, respectively. The survival function of a k-out-of-n system is the same 
as that of the (n - k + 1)th order statistic of a set of n random variables. 
Thus the study of k-out-of-n systems is equivalent o the study of order 
statistics. We use the notation X(o to denote the ith order statistic corre- 
sponding to observations X 1 . . . . .  X,,, i = 1, . . . ,  n. Order statisties have been 
studied extensively in ease the parent observations are independent and 
identically distributed. In particular, it can be shown that in this ease, 
IF 
X(/) < X(i+l ), i = 1 . . . . .  n - 1, 
which in turn implies the other stochastic relations discussed above (see [4]). 
Due to the complicated form of the joint distribution of the order 
statistics when the parent observations are not identical, not much is known 
about the properties of order statistics in this case. Recently some progress 
has been made in this situation by using the theory of permanents; ee [2] for 
details. 
Boland, E1-Neweihi, and Proschan [3] have shown that if the observations 
(or components) are independent, but not necessarily identical, then X(/) 
may not be smaller than X(/+ 1) according to the likelihood-ratio rdering, 
although it is true that X¢i) is smaller than X(i+ I) according to the hazard-rate 
ordering. 
The main result of the present paper is that if the parent observations are 
independent and likelihood-ratio ordered, then their order statistics are also 
likelihood-ratio ordered. 
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Let X 1 . . . . .  X,, be independent random variables, and suppose that 
lr lr lr 
X l<x  2< ... <X n. (3) 
In this section we show that, under mild assumptions, the corresponding 
order statistics X(1 ) ~< --- ~< X(,) are similarly ordered, i.e., 
lr lr lr 
X(~) < X(z ~ < ... < X(,,). (4) 
Let f/ denote the density function of X/, i = 1 . . . . .  n. Throughout his 
paper we make the following assumptions: 
(i) X 1 . . . . .  X, have common support S which is an interval on the real 
line. Thus 
S={x: f i (x )>O ), i :1  . . . . .  n 
(ii) Each f/ is differentiable. 
We now recall some definitions and introduce some useful notation. I f  A 
is an n X n matrix, then the permanent of A is defined as 
~_, hai,~(i), 
o~ i=1 
where the summation is over all permutations of 1, 2 . . . . .  n. I f  a 1 . . . . .  a,, are 
vectors of order n, then we will denote the permanent of the n × n matrix 
(a 1 . . . . .  a,,) by just [a 1 . . . . .  a,,]. The matrix 
r l  /'2 
is obtained by taking r 1 copies of a l, r 2 copies of a2, and so on. I f  r i equals 
1, then we omit it in the notation above. Similarly, if r~ ~< 0, then it is 
understood that a~ is not present in the matrix. Let e denote the vector, of 
appropriate size, of all ones. 
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lint F~ denote the distribution function, and /~ = 1 - F~ the survival 
function of Xi, i = 1 . . . . .  n. 
We will often omit x when it is kept fixed in the argument concerned. 
Thus we will write f / (x )  as just f/. The column vector 
( f i (x )  . . . . .  L ( * ) ) '  
will be denoted simply by f ,  whereas F will denote the column vector 
( Fl( x ) . . . . .  F,,( x ) )'. 
The notation f ' ,  F have a similar interpretation. 
The next result has been proved in [1]. 
LEMMA 1. Let B be a nonnegative n ×(n- r+ 1) matrix, 2 <<. r ~ n, 
and let z, c, d be nonnegative vectors of order n. Then 
B cll vr2 
LEMMA 2. Let X 1 . . . . .  X,, be independent random variables such that 
(3) holds. Then for  2 <~ r <~ n and for  any x, 
v 
r-2 ,,_~'7771 ~ o-r  
v v v 
r -1  n - r  r -2  
, F ]. 
._'777+ ~
Proof. We will denote by [a 1 . . . . .  a,](i),  [a l . . . . .  an](i, j )  the perma- 
nents of the matrices obtained by deleting row i and rows i, j of (a I . . . . .  a,,) 
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respectively. By Laplace expansion we have 
F l v  v 
r -2  n - r+1 r -1  n - r  
r -1  n - r  r -2  n - r+ l  
n- r+ l  J I r -1  n - r  
r - i  n - r  J I r -2  n - r+ l  
= ~: E (y,~' -~f,,)8, 
i= l  j> i  
where 
r -2  n - r  + l n - r  
lr 
Since X i < Xj for j > i, we have 
f,f; - f j f ;  >~ 0. 
Thus it will be sufficient o show that 8 ~> 0. Now 
(5) 
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by expansion along the jth row, and 
1 = 1 
(6) 
by expansion along the ith row. Similarly, 
r -1  n - r  r -2  n - r  
+(n-r)ffj[ F ,  ~1 ] ( i ' J ) '  (7) 
and 
r -2  n - r+ l  n - r+1 
Use (5)-(8) to rewrite 8 as 
r - -  2 n - r 
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X ~F ,~F  ](i,j) 
r -3  n - r+ l  
X ~F ,~f f  ](i,j) 
r -2  ? l - r  
where r equals 
( r -  1 ) (n - r+ 1) ~r_2F ,~n_~F ](i, j) 2 -  ( r -2 ) (n - r )  
X F , ff ](i,j) 
r-~-~ n -~+ 1 
F , ff ](i, j). 
r -1  n - r -1  
Sinee F i >1 Fj for j > i, then 
Clearly, ( r -  1)(n - r + 1) >~ ( r -  2)(n - r).  Now an application 
Alexandroffs inequality for permanents ( ee, for example, [9]) gives 
, , , j )  >i F , F ( i , j )  
r -2  n - r  r -3  n - r+1 
X F , ff ](/,j). 
r -1  n - r -1  
(9) 
of 
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These observations imply that (9) is nonnegative, and the proof is complete. 
The following is the main result. 
TttEOREM 4. Let X~ . . . . .  X,, be independent random variables uch that 
lr lr lr 
X 1 <X 2 < "" <X,,. 
Then, under assumptions (i), (ii), 
lr lr lr 
X ( l  ) < X(2 ) "~ . . .  < X(n ). 
Proof. The density of X(r ) is given by (see, for example, [2]) 
1[  s 1 gr (x )  - rT(,, - r ) !  , ~ , ~ , x ~ S, 
r -  1 n - r  
and zero otherwise. We must show that for 2 <~ r <~ n, gr(x)/gr_ i(X) is 
nondecreasing over S. It will be sufficient o show that 
O(x)  = 
f, F , /7 ] 
r -  1 n - r  
f, F , ff ] 
r 2 n r+ l  
is nondecreasing over S. Since the permanent is a multilinear function of its 
columns, it can be differentiated by taking the derivative of one column at a 
time, keeping the rest fixed, and then by adding up the permanents of the 
resulting matrices. Thus the numerator in O'(x) can be written as 
~+/3+ y, 
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where 
r -2  n - r+ l  r -1  n - r  
r -1  n - r  r -2  n - r+ l  
r -1  n - r  r -3  n - r+ l  
r -1  n - r  r -2  n - r  
r 2 n - r+ l  2 r -1  n - r -1  
By Lemma 2, ce >/ O. Apply Lemma 1 with 
n- - r  
to get /3 >~ 0. A similar application of Lemma 1 gives y >~ 0. It follows that 
0 ' (x)  >~ 0, and the proof is complete. • 
We now give an example. Suppose X 1 . . . . .  X, are independent random 
variables uch that X i has the normal distribution with mean 0 i and variance 
1. After a renumbering of the variables we may assume that 01 ~< --. ~< 0 n. 
It is easily verified that 
lr lr lr 
X 1 <X~< --- <X,, .  
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It follows by Theorem 4 that the corresponding order statistics are also 
likelihood-ratio rdered. A similar conclusion can be drawn if the X~'s have 
proportional hazard rates. 
The likelihood-ratio ordering is stronger than certain other orderings uch 
as the hazard (or failure) rate ordering, the survival-rate ordering, and 
stochastic ordering (see [5]). We refer to Ross [8] for these partial orderings 
of distributions and their applications in stochastic scheduling and related 
areas. Theorem 4 has potential applications in these areas, since the theorem 
implies these weaker orderings among the order statistics as well. We now 
indicate an application in reliability theory,. 
Consider a system with n components whose lifetimes Xl, X2, . . . ,  X,, are 
independent exponential random variables with arbitrary means. Suppose we 
know that the system is a k-out-of-n system but we do not know k. We 
observe the failure time Y of the system and wish to use it to test the 
hypothesis H 0 : k ~< k 0 against H 1 : k > k 0. Since Y has the same distribu- 
tion as Xu,_ k + ~, it follows from Theorem 4 and the monotone likelihood-ratio 
property of the order statistics that the uniformly most powerful test of H 0 
versus H I has a critical region of the form Y < c. 
We believe that Theorem 4 must hold without imposing assumptions (i), 
(ii). In fact, the theorem admits a formulation in the terminology of totally 
positive functions, and thus it may be possible to give a proof that does 
not use permanents. We state the (slightly) more general statement as a 
conjecture: 
CONJECTURE. Let X~,... ,  X,, be independent random variables, and 
suppose X i admits density f/, i = 1, 2 . . . . .  n. Suppose the kernel 
6(x,i)=f,(x), <x < o% i = 1 , '2  . . . . .  , , ,  
is totally positive of order 2 (see [7]) for the definition). Then, denoting by gi 
the density of X~), it must be true that 
=g, (x ) ,  <x  < i = 1 ,2  . . . . .  
is totally positive of order 2. 
We refer to [7] for examples of several instances where totally positive 
functions appear in statistics. 
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