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Abstract
Face recognition has received great attention especially during the past few years.
However, even after more than 30 years of active research, face recognition, no
matter using still images or video, is a difficult problem. The main difficulty is
that the appearance of a face changes dramatically when variations in illumination,
pose and expression are present. And attempts to find features invariant to these
variations have largely failed. Therefore we try to understand how face image and
identity are affected by these variations, i.e., pose and illumination. In this thesis,
by using image rendering, we present a new approach to study the face space, which
is defined as the set of all images of faces under different viewing conditions. Based
on the approach, we further explore some properties of the face space. We also
propose a new approach to learn the structure of the face space that combines the
global and local information. Along the way, we explain some phenomena, which
have not been clarified yet. We hope the work in this thesis can help to understand
the face space better, and provide useful insights for robust face recognition.
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Face recognition has received great attention especially during the past few years.
However, even after more than 30 years of active research, face recognition, no matter
using still images or video, remains an unsolved problem. The main difficulty is that
the appearance of a face changes dramatically when variations in illumination, pose,
and expression, to name a few, emerge. When variations are absent or relatively
minor, then existing face recognition systems perform very well [28]. Changes in
illumination and pose are among the most difficult to handle [28, 40], and attempts
to find invariant features have largely failed [2]. Anecdotal evidence suggests that
face images of two different persons look more alike than images of one person under
different illumination and pose [10].
To date, little work has been done to study this phenomenon quantitatively.
Adini et al. [2] compared a number of popular face recognition approaches purported
to be invariant to illumination and found that none of them was robust against
lighting changes. Belhumeur et al. [5] used Fisherfaces (Fisher Linear Discriminant
[11]) to compensate for illumination variation. Pentland et al. [27] employed a view-
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based Eigenface [38] approach to handle pose variation. However, their focus was
on recognition accuracy, rather than on figuring out the phenomena.
To study these phenomena more quantitatively, we present what we believe to be
the first attempt 1 to study face space, which is loosely defined as the set of all images
of faces under different viewing conditions. Later on, we will come to an accurate
definition. In the past, researchers did not do such work because they did not have
enough face images. To solve this problem, our idea is to employ computer graphics
techniques, which can generate highly accurate and photo-realistic images. Then
we model and quantitatively analyze the face space by using different techniques.
1.1 Overview
Fig. 1.1 gives an overview of the thesis. The idea of this thesis is to tackle the
face space problem by applying the computer graphics technique, since renderings
have become more realistic. Given face models, we can render face images under
all possible viewing conditions to construct the face space. After that, we begin to
explore the face space with three fundamental questions: How to model the face
space? How to quantitatively analyze it? Can we explain some observed phenom-
ena? Apparently, the answer to the first question is helpful towards solving the last
two questions.
Modeling the face space is: how to visualize the face space and how to represent
the face space. Visualization can be explained in two ways. First, we want to know
where the face space is highly curved, and where it is less curved. Thus, we will be
able to know where more face images are needed to study the face space, and vice
1Our previous work [33] also tried to explain similar phenomena, but it is different from the
work in this thesis.
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versa. Second, we also want to quantitatively measure how curved the face space is
so that we can explain some phenomena. For example, why pose variation is much
larger than illumination variation. This has been observed by other researchers, but
its rationale has not been explained yet. The representation of the face space, on the
other hand, is important to the face space. The representation could be parametric
or non-parametric. Ideally, it should be able to represent all people, whether male
or female, young or old. For now, we start our exploration on the face space by
using only a few persons. But the approach can be applied to single person or more
persons.
We begin to analyze two basic properties of the face space: distance metric and
space structure. The performance of many learning and classification algorithms
depends on the distance metric over space. For example, face recognition and face
detection, which may need to measure the between-class and within-class distances
[11]. If we understand the distance metric of the face space, we can also explain
some phenomena more quantitatively, e.g., why people in two images under different
viewing conditions look alike. On the other hand, the structure of the face space
is to study how face images change in line with the viewing conditions. In other
words, how the face images are affected by the parameters, i.e., illumination and
pose angles. Based on these two properties, we try to investigate other properties,
e.g., how large the face space occupies the image space. This is motivated by the
subspace approach, which has been extensively studied and used to model the face
space. In mathematical language, any subspace is an infinite space. However, the
face space should be bounded because the value of each image pixel is constrained,
i.e, from 0 to 255 (for each channel). For example, when there is no lighting, the
face image is completely dark. This is a trivial bound of the face space. We are
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interested in finding out the nontrivial bounds.
Along the way, we try to apply our theory to explain some phenomena and
solve practical problems. One example is to determine which is more difficult: pose
or illumination estimation? How to measure the difficulty quantitatively? Another
example is to find out under what viewing conditions face recognition is difficult.
This can be used to determine the regions of identity ambiguity where two persons
look alike. We hope that these explorations can provide useful insights to face
recognition, and pave the way for better techniques in the future.
1.2 Motivation
The motivation for exploring the face space arose when the author was working on
the face recognition problem. Although there are many face recognition techniques,
face recognition remains a difficult, unsolved problem. The main difficulty is that the
appearance of a face changes dramatically when variations in illumination, pose and
expression are present. Attempts to find features invariant to these variations have
largely failed [2]. Therefore, we try to understand how face image and identity are
affected by these variations such as pose and illumination. Our key idea to tackling
these problems is to learn how face images are distributed under different viewing
conditions. We hope our work in this thesis may give insights to face recognition
also.
A great amount of face images under different viewing conditions are needed to
study the distribution. Previously, researchers did not do this because they did not
have enough face images to represent the face space precisely. This is because of the






















Figure 1.1: Overview of the thesis.
5
of the face space, then employ certain techniques correspondingly. For example,
Eigenface is optimal when the face space is Gaussian. Now, with the development
of computer graphics techniques, renderings have become more realistic. Our idea
to tackling the limited data problem is to render face images under different viewing
conditions with 3D face models. If the face models are not available, we can employ
some techniques to reconstruct the 3D models, e.g., 3D deformable model [6] and
Spherical Harmonics [29]. In this thesis, we render face images with face models
from USF datasets [35].
1.3 Problem Statement
Given the rendered face images, we can begin to explore the face space with these
three questions. How to model the face space? How to quantitatively analyze the
face space? How to apply the acquired knowledge to explain some observations?
More specifically, this thesis will:
1. Present what we believe to be the first attempt to visualize the face space. This
will be demonstrated in the context of varying pose or varying illumination
individually.
2. Represent the face space and show some properties of the representation, i.e.,
completeness and monotonicity.
3. Introduce a new technique to calculate the distance metric over the face space.
This distance metric will be able to capture pose or illumination variation.
4. Propose a new technique to discover the structure of the face space. The new
technique will consider both local and global information of the face space.
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5. Explain some observed phenomena, e.g., why the space for pose variation is
more curved than that for illumination variation?
6. Find out the regions where identities are ambiguous, e.g., under what lighting
or pose angles, two persons look alike.
Our work here does not complete the face space exploration. But it provides evidence
that our approach has the potential to deal with other kinds of variations, and it
can be used to explain some observed phenomena. Moreover, it paves the way for
future research on the face space and face recognition.
1.4 Contributions
This thesis represents a first step towards our long term goal of developing a math-
ematical framework for the face space. In particular, this thesis makes four original
contributions.
• Propose a new approach to model and quantitatively analyze the face space
so that we can visualize and represent the face space.
• Demonstrate a new approach to machine learning which can combine global
structure with local geometry.
• Explain some phenomena which have not been clarified yet. This will be
helpful for further study on the face space, and it also could provide insights
to face recognition.
• Present a novel concept to face recognition: less-discriminant region. We
believe this is the first attempt to explain circumstances under which face
recognition is not easy, from the perspective of the subjects.
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1.5 Thesis Outline
The remainder of the thesis is organized as follows. Chapter 2 is a survey of the
literature in the fields of statistical modeling and manifold learning. Chapter 3
introduces the theory of mathematical modeling of the face space. The theory is
then applied to visualize and represent the face space. Chapter 4 elaborates on the
geometric analysis of the face space. The analysis shows the way to calculate the
distance over the face space, and the way to discover the structure of the face space
by considering the local and global information of the face space. Chapter 5 tries
to apply the theory of the face space to find out under what viewing conditions
people look alike. The final chapter summarizes the work in the thesis and presents
a statement on future work.
1.6 Notation
Before we end this chapter, let us introduce the notations used in the thesis. Scalar
variables will be denoted using uppercase or lowercase italicized letters, such as D,
N , δ. We denote vectors using lowercase boldface letters, such as x, m. Matrices
will be denoted using the uppercase boldface letters, such as S, X. For convenience,




N number of data points
D dimensionality of the image space
d dimensionality of the parameter space
δ threshold of per-pixel error
cf (·) curvature
κ(·) normalized curvature
1 vector with all ones
τ data point in the parameter space
m centroid of the data
 approximation error
ε Gaussian noise
X data matrix in the high-dimensional space
Y data matrix in the low-dimensional space
St total scatter matrix
Λ eigenvalue matrix
J Jacobian matrix
DG graph distance matrix
f mapping function
‖ · ‖ Euclidean norm
‖ · ‖F Frobenius norm
de(·, ·) Euclidean distance
dg(·, ·) geodesic distance




To date, little work has been done to study the face space, which is defined as the
set of all face images exhibiting variations in illumination, pose, etc. Previously,
researchers focus more on how to improve face recognition accuracy because after
30 years of active research, face recognition is still a difficult problem. All kinds of
machine learning techniques have been tried, but robust recognition in the presence
of varying illumination and pose remains elusive. The main reason is that the face
images change dramatically when variations in illumination or pose are present.
Surprisingly, few researchers have attempted to study the face space. What is the
structure of the face space (of a single person)? Is it highly curved? These questions
are very important if we are to gain insights that can lead to a breakthrough in face
recognition. There are a few techniques that can be used to attack the problem of the
face space. One class goes under the heading of statistical modeling techniques; the




To solve the appearance-based face recognition problem, Turk and Pentland [38]
proposed “Eigenface” by using Principal Component Analysis (PCA). PCA [17] is
one of the well-known subspace methods for dimensionality reduction. It is the
optimal method for statistical pattern representation in terms of the mean square
error. By computing the total scatter matrix on face images St = XX
>, Eigenface
models the face space with the variance and discovers the low-dimensional subspace
by maximizing the variance. Here, X is the data matrix with the face image xi as its
ith column. Eigenface can be readily computed by applying the eigen-decomposition
on the total scatter matrix St, i.e., Stu = λPCAu. In the matrix form,
St = UΛPCAU
>. (2.1)
Here, U = {u} is the set of eigenvectors and ΛPCA is the eigenvalue matrix. By
keeping the eigenvectors (principal components) corresponding to the largest eigen-
values, Eigenface can compute the low-dimensional embedding as
YPCA = U
>X (2.2)








(xi − xj)(xi − xj)>. (2.3)
This suggests that without knowledge of the space, Eigenface implicitly assumes
the face space is linear distributed, then employs the Euclidean metric: xi − xj.
But researchers [14] [2] have observed that the face space is a nonlinear space.
Nevertheless, a more systematical study is needed to study the face space. For
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example, we need to quantitatively measure how curved the face space is. That is
one of the reasons why we want to explore the face space. In Section 3.3, we will
prove that if a high-dimensional space is a plane and the projection matrix between
the high-dimensional space and its intrinsic embedding is orthogonal, Eigenface can
guarantee to discover the intrinsic embedding; otherwise, Eigenface may not work.
Therefore, our first goal in this thesis is to make clear whether the face space is a
plane or not. If not, we have to investigate how curved the face space is.
Being aware of the nonlinear distribution of the face space, some researchers
proposed to apply nonlinear models for the face space, e.g., Kernel PCA (KPCA)
[4], Independent Components Analysis (ICA) [3] and Gaussian Mixture Modeling
(GMM) [33].
2.1.2 KPCA
Kernel PCA [4] can detect the nonlinear structure embedded in the data by comput-
ing the higher order statistics, whereas PCA is based on the second order statistics.
Kernel PCA first maps the data into some feature space via a (usually nonlinear)
function and then performs linear PCA in the feature space. This is done by so
called “kernel trick”. That is: Kernel PCA applies various kernel functions to com-
pute the inner product between any two points without giving the mapping function
explicitly. Usually, there are three kinds of kernel functions: Gaussian, Polynomial
and Sigmoid kernels [32]. In short, Kernel PCA is a generalization of PCA since dif-
ferent kernels can be utilized for different nonlinear projections. However, without
knowledge of the face space, it is hard to choose an appropriate kernel function and
determine parameters of the kernel function. Recently, some researchers [32] try to
learn the kernel function and the parameters from input samples points. But, this
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further assumes sufficient sample points from the face space, which may not be the
case in practice.
2.1.3 ICA
ICA [1] can also detect the nonlinear structure by using higher-order statistics. The
goal of ICA is to find a linear representation of non-Gaussian data so that the
components are statistically independent, or as independent as possible. This is
achieved by maximizing the statistical independence of the estimated components.
The independence of the components can be measured, for instance, by kurtosis,
negentropy, or mutual information [22]. However, when applying ICA to the face
space [3], it is not clear whether the face images comprise a set of independent basis
images or not.
2.1.4 GMM
To capture the nonlinear structure, our previous work [33] modeled the face space
for each person with the Gaussian Mixture Model (GMM). Since it is quite similar
to the work in this thesis, we would like to give more details in the following.
1. We rendered face images under different pose and illumination. More specif-
ically, illumination was varied in azimuthal angles of ±90◦ and in elevation
angles of ±90◦, both in steps of 20◦; pose was varied in azimuthal angles of
±90◦ and in elevation angles of ±60◦, both in steps of 10◦. After employing
linear (PCA) or nonlinear (Isomap) dimension reduction, we modeled the face
space with probability density function (pdf) using GMM.
2. Given two pdfs representing two persons, we measured the similarity between
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them by computing the Bhattacharyya distance [11]. The Bhattacharyya dis-
tance ranges from 1 to 0, where a value close to 1 means that the pdfs are
similar, and a value close to 0 means they are dissimilar.
3. We analyzed these pdfs to find out under what pose/illumination face recog-
nition is easy or not, i.e., class regions. To visualize these class regions, the
mean of a cluster is reverse projected to high-dimensional image space and
displayed as an image. Similarly, the cluster boundary is the place where one
person is easily confused with others. And it is approximated by mean ± 2
std.dev.
Although the idea of modeling the nonlinear face space with GMM is attractive,
it is not clear how finely we should sample the face space. Our previous work
sampled the face space uniformly by rendering face images in steps of ±10◦ for
illumination and ±20◦ for pose. However, if we assume the face space is curved, we
should sample more face images in the highly curved regions, rather than uniformly.
Another problem is that we should take more samples for pose variation than for
illumination variation, because researchers have observed that the face space under
pose variation is more curved than that under illumination variation.
2.1.5 Observations
Although many statistical modeling techniques can be used to model the face space,
they work under different assumptions because of insufficient knowledge of the face
space. Eigenface models the face space with the linear structure. KPCA applies var-
ious kernel functions which implicitly assume different distributions. ICA assumes
that the face space is made up of non-Gaussian and independent bases. However,
14
it is not clear whether these assumptions are correct or not. Additionally, these
statistical techniques find the projections with statistical meaning, rather than with
physical meaning. For example, Eigenface cannot discover the intrinsic factors (pose
or lighting angles) that change the face images.
After reviewing the statistical modeling techniques, we can make two important
observations.
1. Conventional statistical modeling techniques attack the face space with differ-
ent assumptions. Unfortunately, these assumptions may not be true.
2. These statistical techniques discover the intrinsic embedding with statistical
meaning, rather than with physical meaning.
These two problems are attributed to the insufficient knowledge of the face space.
Thus, we need to learn about the face space, e.g., how curved the face space is,
and where it is highly curved, where it is less curved. With the knowledge, it
is possible to design new tools, which may discover the intrinsic embedding with
physical meaning.
2.2 Manifold Learning
Recently, there have been much more interests in manifold learning. Since the face
space can be considered as a manifold in a high-dimensional space, it is natural to
apply manifold learning techniques to explore the face space. The goal of manifold
learning is to compute the (nonlinear) intrinsic embedding given sample points in
the high-dimensional space. Generally speaking, there are two lines of research in
manifold learning or nonlinear dimension reduction. The first approach estimates
15
the intrinsic embedding by considering global information, e.g., the geodesic dis-
tances between data points on the manifold. The geodesic distances preserve the
global structure of the manifold. After constructing geodesic distance matrix, one
way is to apply Multidimensional Scaling (MDS) [9] to map the data points into
a low-dimensional Euclidean space that best preserves the geodesic distances. For
example, Tenenbaum et al. [36] approximated the geodesic distances by adding
up Euclidean distances between nearest neighbors. The second approach estimates
the intrinsic embedding by considering local information, e.g., the tangent planes
on the manifold. The tangent planes preserve the local geometric structure of the
manifold, and can be approximated by considering the neighborhood of each data
point. For example, Roweis et al. [31] approximated the tangent plane by fitting
a linear patch. In the following, we will give more details about manifold learning
techniques. Before that, let us introduce Multidimensional Scaling (MDS), which is
a popular tool often used in manifold learning and data visualization for exploring
similarities or dissimilarities in data.
2.2.1 Multidimensional Scaling (MDS)
MDS [9] finds the projection in a Euclidean space that best preserves the interpoint
distances. Given distance matrix D = {d2ij}, the idea of MDS is to compute the
low-dimensional data matrix Y by minimizing the cost function
E = ‖B−Y>Y‖F (2.4)
The goal of the projection is to minimize E so that the distances in the projected
space will be as close to the original distances as possible. B = −1
2
HDH is used to
convert distances to inner products, where H = I− 1
N
11T is the centering matrix, N
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is the number of points and 1 ∈ RN is a column vector with all ones. Note that the
given distance matrix D may not be Euclidean, it could be a dissimilarity function
of the data. To minimize the cost function in Eq. (2.4), MDS computes the best




YMDS , Λ1/2MDSVT (2.6)
However, given an arbitrary rotation matrix Q, i.e., Q>Q = I,
Y>Q>QY = Y>Y = B (2.7)
This means Y cannot be determined uniquely. The best rank-r approximation






By varying r, we can compute the residual curve as
E(r) = ‖B−Y>r Yr‖F . (2.9)
We use the residual curve to estimate the dimensionality of the intrinsic embedding.
This can be achieved by examining the “elbow point” along the residual curve.
Therefore, MDS can discover the intrinsic embedding with its dimensionality, if we
can measure the interpoint distances precisely.
Finally, we prove that PCA is a special case of MDS as in Theorem 1. More
specifically, PCA is equivalent to the Euclidean MDS – MDS with the Euclidean
distance matrix. We will apply Euclidean MDS to compute the low-dimensional
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embedding hereafter in this thesis. For the proof of Theorem 1, please refer to
Appendix B.
Theorem 1. If D are the pairwise Euclidean distances between X, PCA is equiv-
alent to MDS. More specifically, ΛPCA = ΛMDS = Λ and YPCA = Λ
1/2YMDS.
2.2.2 Isomap
Isomap [36] tries to preserve the global, nonlinear geometry by keeping the pairwise
geodesic distances on the manifold. Since a manifold is a space that locally looks like
a Euclidean space, Isomap approximates the geodesic interpoint distances with the
distances between nearest neighbors. That means Isomap considers the distances
between nearest neighbors as the geodesic distances, then runs MDS to find the
projection that preserves these distances. More specifically, Isomap has three steps.
1. Compute the Euclidean distances between points on the manifold, then de-
termine the neighborhood of each point. Usually, the neighborhood can be
determined in two ways: connect each point to all points within some fixed
radius or to all of its K nearest neighbors.
2. Compute the geodesic distances between faraway points by adding up short
pieces. In effect, this is equivalent to searching the shortest path between any
two points in a graph.
3. Apply MDS to the distance matrix, and construct an embedding in the Eu-
clidean space which can preserve the nonlinear structure of the manifold.
Although Isomap becomes aware of the nonlinear structure of the manifold, it
can only accept the data passively. Without sufficient knowledge of the space,
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Isomap applies the Euclidean distances between nearest neighbors to approximate
the geodesic distances. Ideally, we should approximate the geodesic distance adap-
tively. By adaptively we mean more samples are needed where the space is highly
curved. However, Isomap could bias the geodesic distance greatly when the space
is highly curved, but only a few samples are available.
2.2.3 Locally Linear Embedding(LLE)
In contrast to Isomap, LLE [31] does not estimate pairwise distances between widely
separated data points. LLE finds the projection that preserves the nonlinear geome-
try of the manifold by preserving its locally linear structure. It computes the locally
linear patch to approximate the tangent plane, which contains the local structure.
To be more precise, LLE assumes that each data point and its neighbors lie on or
close to a locally linear patch of the manifold. Then LLE computes the Euclidean
distances between any two points within each patch. By using these Euclidean dis-
tances, LLE computes the reconstruction weights, which can be used to construct
the embedding. More specifically, LLE has three steps.
1. Compute the Euclidean distances between points on the manifold, then find
neighbors to each data point by using the K nearest neighbors.
2. Compute the weights that best linearly reconstruct each data point from its
neighbors. This can be easily solved as a least-square problem.
3. Construct the low-dimensional embedding that can be best reconstructed by
the weights. This can be done by finding the smallest eigenmodes of a sparse
matrix.
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Again, LLE can only accept the data passively. Without knowledge of the space,
LLE implicitly applies the Euclidean distances between nearest neighbors to approx-
imate the tangent plane. Ideally, we need more nearest neighbors to approximate the
tangent plane where the space is highly curved, vice versa. However, LLE chooses
fixed K nearest neighbors. Apparently, this could also distort the tangent plane
greatly when the space is highly curved, but only a few samples are available.
2.2.4 Comparison
MDS takes a matrix of pairwise distances and gives a mapping. The distance matrix
may not be Euclidean, and it could be a function of some dissimilarity function.
The computed mapping of MDS tries to approximate the distance matrix in the
Euclidean space. PCA computes the projection by preserving the variance. As
we have proven that PCA is equivalent to Euclidean MDS (the distance matrix is
Euclidean). That means PCA is a special case of MDS as we have proven.
Isomap tries to approximate the geodesic distance, which is Euclidean only
when the space is a plane. Isomap makes use of MDS by producing a new distance
matrix. Isomap assumes only the shortest distances are trustworthy. The distance
between two faraway points is the minimum length of a path by adding up short
sequences.
Isomap and LLE start with only local metric information so that they can
compute the Euclidean distance between nearest neighbors. Isomap estimates global
geometric structure, then finds an embedding that optimally preserves the global
structure. LLE finds an embedding that optimally preserves only local structure.
However, they both assume that sufficient data points on the manifold are available.
But the problem, in practice, is that they do not have enough sample points. In
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addition, they do not know how many sample points are sufficient.
In summary, both PCA and Isomap are related to MDS, which can find the
embedding given a distance matrix. However, PCA assumes that the space is lin-
ear, which may not be true. Isomap becomes aware of the curved space by using
the distances between the nearest neighbors. Thus, Isomap can find the nonlinear
embedding, if the Euclidean distances between nearest neighbors are geodesic or
can approximate the geodesic distances very well. Now we can see that the key of
computing the embedding depends on how good the approximation to the geodesic
distance is. However, Isomap passively accepts samples, which may not represent
the curved space precisely. For example, fewer samples are available on the highly
curved region where more samples are needed to approximate the geodesic distance
more accurately. This suggests that to compute the geodesic distance, we need to
study the local structure of the face space. LLE and other methods [41] show that
the tangent planes preserve the local structure. Therefore, our idea is to study the
global structure of the face space with an eye on local structure. More specifically,
we will compute the geodesic distance (global structure) of the face space by using




Having briefly reviewed the literature, we now introduce the computational theory
of the face space. However, our approach can be used to explore the space of other
objects. Given the 3D model of the object, this can be done by rendering images
under any possible conditions, then applying our approach. After presenting the
basic ideas of our approach, we will first describe how to model the face space from
a theoretic point of view. To help readers understand our theory better, we will
show that PCA and Euclidean MDS are special cases of our theory. Second, we
would like to visualize the face space to see how curved the face space is. Finally,
we will show how to represent the face space in a parametric way. Thus, with the
representation, we can explore the face space further and study its properties in the
next chapter.
3.1 Basic Ideas
We suppose that a rendering program can render (synthesize) a face image under
any possible illumination and pose. For more details about image rendering used in
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Figure 3.1: The five persons used in the thesis: Persons 1 to 5, from left to right.
this thesis, please refer to Appendix E. We further note that illumination and pose
can be varied continuously on the viewing sphere. That is, θ, φ ∈ [−pi, pi]× [−pi, pi].





in both azimuthal and elevation directions. Denote the range of values on the
viewing sphere by V ⊂ R2. Then we may regard the rendering algorithm as a
function R : V × V → RD, where D is the dimensionality of the image space, i.e.
D = 120×120. Of course, this renders only for one individual person. We generalize
this to render for other people using R(p, θ, φ), where p is a suitable parameterization
for the shape and texture (color) of different persons 1. Note that p in effect encodes
the identity of the person, since human faces differ only in 3D shape and texture.
We can now make the following definition:
Definition 1. The Face Space of a person p, denoted by Sp, is the set of image
vectors rendered under all possible illumination and pose:
Sp = {R(p, θ, φ) | ∀θ, φ ∈ V }
Fig. 3.1 shows the 5 persons used in the work of this thesis. Fig. 3.2(a) shows
the images of Person 1 rendered under various poses, while Fig. 3.2(b) shows the
images rendered under various illuminations.
1This may be achieved using the technique of Blanz and Vetter [39], where 3D shape and texture




Figure 3.2: These images were rendered with OpenGL, using data from the USF
3D dataset [35]. (a) Different poses of one person. (b) Different illuminations of one
person.
To explore the face space, we need to define the fundamental property of the
space: neighborhood.
Definition 2. A set H is defined as the neighborhood of a point x if there exists
an open ball with center x and radius r. dis(·, ·) is some dissimilarity measure in
the space.
H = {x′ ∈ Sp | dis(x′,x) < r}
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A strict definition of neighborhood and open ball is beyond the scope of this
thesis. For more information about neighborhood and open ball, interested readers
may refer to [23].
Questions of Interest
We can now ask some interesting and important questions. From the above defini-
tion, we know that Sp ⊂ RD.
Q1. If we consider Sp as a manifold embedded in RD, what is the shape of the
manifold Sp? Is it highly curved? How do we visualize it?
Q2. How do we represent Sp in a computationally efficient manner?
Q3. How do we define a reasonable distance metric on Sp? This metric should
capture the variations in illumination and pose.
Q4. What is the range of Sp? The range measures how large the face space occupies
the image space.
Q5. Given a query point q that lies on Sp, how do we search for it? This will
recover the illumination and pose of q.
Q6. Given the manifolds of two persons Sp1 and Sp2, do they intersect? Where are
the regions of intersection? These are regions of identity ambiguity: these two
persons will look alike.
These questions could be important if we are to gain insights that can lead to a







Figure 3.3: The mapping function f and its tangent plane spanned by the Jacobian
matrix J at f(τ).
We assume that a d-dimensional manifold M embedded in a D-dimensional
Euclidean space (d D) can be represented by a function
f : Rd → RD,
Before we proceed, one important and natural question is whether one Rd space
can be embedded into the RD Euclidean space. The answer is “Yes”. Based on the
Whitney Embedding Theorem [19], any differential manifold of dimension n can be
embedded in R2n+1. In this thesis, we assume thatM is a differential manifold and
(2d + 1) D. Since R2d+1 is a subspace of RD, it is guaranteed that the manifold
M can be embedded into RD. Note that f could be explicit or implicit. By explicit
we mean that the function f can be expressed analytically, say, f(x, y) = 2x + y.
In contrast, by implicit we mean that f does not have analytical expression or
the expression is unknown. For example, in our case, f is the rendering program
R(p, θ, φ) which can render face images with the given parameters. More specifically,
d is the dimensionality of the parameter space, i.e., d = 2 for pose or illumination
variation and d = 4 for both variations, and D is the dimensionality of the ambient
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space 2 of the face space, i.e., 120 × 120 = 14, 400 in the image space. Here, the
ambient space is the image space.
Suppose f is smooth enough, we can employ the first-order Taylor expansion
[37] at τ , for a neighboring τ ′,
f(τ ′) = f(τ) + Jf (τ) · (τ ′ − τ) + (τ, τ ′), (3.1)
where Jf (τ) is the Jacobian matrix at f(τ) as in Fig. 3.3. We also give the compo-
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The tangent space at f(τ) is spanned by the columns of the Jacobian matrix Jf (τ).
Therefore, the dimension of the tangent plane is no more than d, the number of
columns of Jf (τ). Fig. 3.3 shows the tangent plane spanned by the Jacobian matrix
Jf at f(τ). Note that (τ, τ
′) represents the error term determined by the higher
order terms (≥ 2) of f . It has been shown [41] that the approximation error ‖(τ, τ ′)‖
is related to the curvature at every particular point.
‖(τ, τ ′)‖ ≈ cf (τ)‖τ ′ − τ‖2, (3.2)
where cf (τ) represents the curvature of the manifold at f(τ). This suggests that we
can represent the curvature with the approximation error ‖(τ, τ ′)‖.
cf (τ) ≈ ‖(τ, τ
′)‖
‖τ ′ − τ‖2 (3.3)
If the approximation error is very small, we can ignore the error (τ, τ ′). This
will setup a linear relationship between the parameter space and the manifold M.
2Loosely speaking, an ambient space is the space surrounding a mathematical object.
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On one hand, given the parameter τ ′, we can linearly approximate the mapping




f(τ ′) ≈ f(τ) + Jf (τ) · (τ ′ − τ). (3.5)
Here, D is the total number of pixels and δ is the approximation threshold. Eq.
(3.4) gives an intuitive explanation: δ measures the per-pixel error. Eq. (3.5) is a
locally linear mapping from Rd to the manifold M in RD. And it is also consistent
with the idea of manifold — the space that locally looks like a Euclidean space. On
the other hand, given f(τ ′) on the manifold M, we can estimate the parameter τ ′.
This can be done by minimizing the approximation error.
(τ, τ ′) = f(τ ′)− f(τ)− Jf (τ) · (τ ′ − τ)
‖(τ, τ ′)‖ = ‖f(τ ′)− f(τ) + Jf (τ)τ − Jf (τ)τ ′‖
τ ′ can be easily estimated by minimizing ‖(τ, τ ′)‖. For more details, please refer to
Appendix C.
τ ′ ≈ [J>f (τ)Jf (τ)]−1J>f (τ)(f(τ ′)− f(τ)) + τ (3.6)
Let us come back and study the face space with the idea of the general mapping
function f . Given a set of face images x1, · · · ,xN , xi ∈ RD are generated by the
function f , i.e.,
xi = f(τi), i = 1, · · · , N. (3.7)
Here, the mapping function f = R(p, θ, φ) is the rendering program and τi ∈ Rd
represents the corresponding angle vector (θ, φ) in the parameter space. Note that
the rendering program f can be considered as differentiable because the image quan-
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tization will only be done for display. Thus, the pixel value of the image x could be
any nonnegative real number.
Given any particular pose or illumination angle, we can render the corresponding
face image under that pose or illumination; conversely, given any face image, its
pose or illumination angle can be determined uniquely (See Fig. 3.4).
Note that the inverse is not always true. For instance, under multiple-point light
sources, some given face image may have more than one illumination angles. How-
ever, here, it is reasonable because throughout this thesis, we only use one-point
light source for image rendering.
Combining Eq. (3.1) and Eq. (3.7), we apply the first-order Taylor expansion
to represent the face space, if we assume the face space is locally Euclidean with
sufficient samples. More specifically, any face image can be represented as:
x′ = x+ Jf (τ) · (τ ′ − τ) + (τ, τ ′). (3.8)
Comparing with the definition of neighborhood (Definition 2), we can see that x′
and x can be considered as neighbors if the dissimilarity measure dis(·, ·) is specified
as locally Euclidean and the radius r is equal to δ, the approximation threshold.
Correspondingly, τ ′ and τ are also neighbors.
As we have shown in Eqs. (3.5) (3.6), Eq. (3.8) can be used in two directions.
• Given the parameter τ ′, we can render the face image with the linear approx-
imation, rather than using the rendering program f .
x′ ≈ x+ Jf (τ) · (τ ′ − τ). (3.9)
• Given a face image x′, we can estimate its parameter, say, pose or illumination
angles. This can be used to answer Q5: Given a query point q, how to recover
29
the illumination and pose of q? Here, q = x′.
τ ′ ≈ [J>f (τ)Jf (τ)]−1J>f (τ)(x′ − x) + τ. (3.10)
Observe that the Jacobian matrices Jf link the parameter space with the face space.
To study the face space, we need to compute the Jacobian matrices first. Our idea
is that by varying the parameter {τi}, we can construct the tangent plane by using
the rendered images {xi}. That is, given the parameter τi and its neighborhood 3
{τij}, we can render the face image xi and the corresponding neighborhood {xij}.
Based on Eq. (3.8), xi and its neighbors xij , j = 1, · · · , k are related by
xi1 = xi + Jf (τi)(τi1 − τi) + (τi, τi1)
...
...
xik = xi + Jf (τi)(τik − τi) + (τi, τik)
If we denote
Xi = [xi1 , · · · ,xik ] ∈ RD×k
Ti = [τi1 , · · · , τik ] ∈ Rd×k
Ei = [i1 , · · · , ik ] ∈ RD×k,
we can rewrite the above k equations as
Xi = xi1
> + Jf (τi) · (Ti − τi1>) + Ei, (3.11)
where 1 is a k-dimensional column vector with all ones. Now we can compute the
3Here, we define the neighborhood in the parameter space by using Euclidean distance metric.
In Section 4.2, we will relax this constraint.
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Jf (τi) by minimizing the approximation error matrix Ei.





‖Xi − xi1> − Jf (τi) · (Ti − τi1>)‖F
= argmin
Jf
‖A− Jf (τi)B‖F . (3.12)
Here, A = Xi − xi1>, B = Ti − τi1>, and ‖ · ‖F means the Frobenius matrix norm
[15]. If BB> is invertible, Eq. (3.12) can be easily solved as:
J?f (τi) = AB
>(BB>)−1. (3.13)
Appendix D presents more details about how to derive Eq. (3.13) by minimizing
Eq. (3.12). Meanwhile, we can compute the error matrix at τi
Ei = A− J?f (τi)B (3.14)
Note that to make BB> invertible, we should choose larger number of neighbors
than the dimensionality of parameter space, i.e., k ≥ d.
Given the tangent plane spanned by the Jacobian matrix Jf , we can solve at
least two problems: face rendering and face recognition.
3.2.1 Face rendering
Given the parameter τ ′, our goal here is to linearly approximate the face image
without using the rendering program f . Let x̂′ be the approximation, then
x̂′ = x+ Jf (τ) · (τ ′ − τ)
(τ ′, τ) = x′ − x̂′
Here, x′ = f(τ ′) is the rendered image by using the rendering program f . Note that
the approximation error ‖(τ ′, τ)‖ ≤ √Dδ. Thus, we can control the approximation
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accuracy by choosing the threshold δ, the per-pixel difference. That is, smaller δ
will result in more accurate approximation, vice versa. In the extreme case, when
δ = 0, the linear approximation is equivalent to the rendering program.
Fig. 3.4 shows two examples for varying lighting and pose. Here, the threshold
δ = 10, which means the per-pixel difference is no more than 10. To evaluate the
approximation, we also give the rendered images by using the rendering program f .
As shown in Fig. 3.4, there is no big difference between the linear approximation
and the rendering program.
3.2.2 Face recognition
The recognition problem can be solved by choosing the nearest tangent plane to
an unknown image, after the Jacobian matrices have been learned. Note that this
method could fail when tangent planes for different persons coincide. We will dis-
cuss this in Section 5.1. In effect, the recognition step can recover the parameter,
i.e., parameter estimation, as well as the identity of the person. More specifically,
given an unknown image x′, we try to find the closest tangent plane with the least
approximation error. Thus,
τ̂ ′ = argmin
τ ′
‖(τ ′, τi)‖ (3.15)
Eq. (3.15) shows that we estimate the parameter with each tangent plane so that we
can obtain the minimum approximation error. Meanwhile, the tangent plane with
the minimum approximation error suggests the identity. In practice, for the purpose
of efficiency, we can determine the tangent plane by finding the approximation
‖(τ ′, τi)‖ ≤
√
Dδ, rather than minimizing the approximation error. Note that if




Figure 3.4: Comparison between the rendering program and the linear approxima-
tion (δ = 10). The first rows show the rendered images by using the rendering
program; the second rows show images by using the linear approximation. (a) Syn-
thesize face images under different lighting. (b) Synthesize face images under differ-
ent pose. Note that the number below each column gives the rendering parameter,
i.e., illumination or pose angles.
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image is not on the manifold. This means the person is not anyone in the database.
3.3 Special Case: Zero Curvature
Suppose the model in Eq. (3.7) is a linear function, i.e.,
xi = f(τi)
= c+Uτi, (3.16)




f(τi) = U is fixed. Consequently, for any xi and xj, which could be
faraway points,
xj = xi +U · (τj − τi). (3.17)
Comparing Eq. (3.17) with Eq. (3.8), we can see that there exist at least two differ-
ences.
• (τi, τj) = 0 vs. (τ, τ ′) 6= 0. As shown in Eq. (3.17), xj and xi are linearly
related to each other, or equivalently, connected by a straight line, which is
not the case for x and x′ in Eq. (3.8).
• (xi,xj) vs. (x,x′). As shown in Eq. (3.17), xj and xi are any two points,
which could be faraway points. In contrast, x and x′ in Eq. (3.8) are two
neighboring points.
This means that when f is a linear function, the manifold M is a plane because
of the zero curvature and linear relationship between any two points. Now let us
explore the properties of the manifold M, namely, covariance and distance.
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(τj − τi)(τj − τi)>U>
= USτU
> (3.18)
Here, Sτ is the covariance matrix in the parameter space, which is a Euclidean




where v is the eigenvector corresponding to the eigenvalue λ. We can multiply
U> on both sides of Eq. (3.19),
λU>v = U>USτU>v.
If U is orthogonal, i.e., U>U = I, then
λU>v = SτU>v (3.20)
Eq. (3.20) shows that if U is orthogonal, Sx and Sτ share the same eigen-
value with the corresponding eigenvectors v and U>v. Note that eigenvalues
measure the covariance along different direction, which is represented by the
corresponding eigenvector. Suppose τ is uniformly distributed in the param-
eter space, and different components of τ is independent, e.g., azimuthal and
elevation angles are independent of each other. Thus, the eigenvector matrix
of Sτ is an identity matrix I, i.e., U
>V = I. Here, V is the set of eigenvectors
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{v}. Therefore, U = V, which means the projection matrix U connecting
the high and low-dimensional spaces is equal to the eigenvector matrix V of
Sx. This verifies that PCA discovers the intrinsic embedding by preserving
the variance. However, this is valid only when the high-dimensional space is
a plane.
2. Distance. Since the manifoldM is a plane, we can apply the Euclidean metric
to compute the distance between any two points xi and xj. That is
d2e(xi,xj) = ‖xi − xj‖2
= ‖U(τi − τj)‖2
= (τi − τj)>U>U(τi − τj) (3.21)
If we again assume that U is an orthogonal matrix, i.e., U>U = I, then
d2e(xi,xj) = (τi − τj)>(τi − τj) = ‖τi − τj‖2. (3.22)
Thus, the distance in the manifold M is equal to the distance in the param-
eter space. To discover the intrinsic embedding, we can apply MDS on the
Euclidean distance matrix {d2e(xi,xj)}. This is the so called Euclidean MDS.
Therefore, when f is a linear function with an orthogonal Jacobian matrix
(U>U = I), both Euclidean MDS and PCA can find the intrinsic embedding suc-
cessfully: PCA keeps the covariance and Euclidean MDS keeps the distance. Note
that this is consistent with our Theorem 1. However, for the curved space, we cannot
apply Euclidean MDS or PCA directly because the distance metric in the curved
space may not be Euclidean. We will investigate this problem in Section 4.1.
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3.4 Visualization
We have shown that when employing the first-order Taylor expansion to approximate
the face space, the approximation error  can be used to measure how curved the
manifold M is as in Eq. (3.2). In this section, we will show how to visualize the
curved face space.
After we obtain the Jacobian matrix J?f (See Eq. (3.13)) for each τi, we can
compute the approximation error between xi and its neighbor xij .





However, there are k neighbors around each point τi. One way to measure the
curvature at each point of the face space is to compute the average. To cancel out
the effect of the image size, we again normalize the curvature by
√
D, where D is









Similar to Eq. (3.4), Eq. (3.25) gives an intuitive meaning by dividing by
√
D:
the per-pixel difference. Now, we can visualize the curvature of the face space by
plotting the normalized curvature κ(τi) in the parameter space, which is called the
Curvature Map hereafter in the thesis (See Fig. 3.7). Note that the high curvature
means that face images change dramatically when the viewing condition changes.
Before we show the Curvature Maps, let us give more details about how to compute
them.
With the rendering program, we can synthesize face images by varying param-
eters, i.e., pose or illumination angles. Therefore, all the rendered face images are
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organized. By organized we mean the neighborhood relationship between them is
known. For example, given each pair (τi,xi), we choose 8 nearest neighbors τij in
the parameter space and 8 corresponding face images {xij} in the face space. Here,
τi = [αβ]
>, where α and β are the azimuthal and elevation angles respectively.
Note that the number of neighbors (k = 8) is larger than the dimensionality of the
parameter space (d = 2 or d = 4) so that BB> is invertible in Eq. (3.13). For more
details, please refer to our Algorithm 1.
38
Algorithm 1: Visualizing the face space
Input: Parameters {τi | τi ∈ [−90◦, 90◦] × [−90◦, 90◦]}, rendered face images {xi |
xi = f(τi)}, i = 1, · · · , N and N = (2× 90 + 1)2 = 32, 761.
Output: Curvature Map {κ(τi)} – normalized curvature at each point.
1. For each pair (τi,xi), find the its k = 8 neighbors {τij} by using Euclidean
distance in the parameter space and their corresponding face images {xij},
j = 1, · · · , k.
2. For each point τi, compute the Jacobian matrix Jf (τi).
Jf (τi) = AB
>(BB>)−1,
where A = Xi − xi1>, B = Ti − τi1> and
Xi = [xi1 , · · · ,xik ]
Ti = [τi1 , · · · , τik ].
Here, 1 is a column vector with all ones.
3. For each neighbor xij of xi, compute the first-order approximation error
(τi, τij).
(τi, τij) = xij − xi − Jf (τi)(τij − τi)









where D = 120× 120 = 14, 400 is the number of image pixels.
5. Plot κ(τi) at each τi, which is used to measure the curvature of the face space.
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To better understand the face space, we render face images under pose and
illumination variations so that we can show the Curvature Maps under different
scenarios. For pose variation, we render all possible poses under frontal lighting as
shown in Fig. 3.2(a). For illumination variation, we render all possible lighting under
9 poses. Fig. 3.2(b) shows a sample of face images under illumination variation for
frontal pose, and Fig. 3.5(a) shows the 9 poses with the corresponding pose angles
in Fig. 3.5(b).
(a)
( 0 , 0 ) ( + 3 0 , 0 )( - 6 0 , 0 ) ( - 3 0 , 0 ) ( + 6 0 , 0 )
( 0 , - 4 0 )
( 0 , - 2 0 )
( 0 , + 2 0 )
( 0 , + 4 0 )
(b)
Figure 3.5: We render face images under illumination and pose variations. (a) A
sample of face images under frontal lighting for 9 poses. (b) The corresponding pose
angles. Note that we render face images under all possible illuminations for the 9
poses.
Essentially, the curvature map depends on the shape and texture of different
faces. However, by repeating the above experiments on 5 people as in Fig. 3.1, we
obtain similar observations on different people. Here, we describe these observations
by showing the Curvature Maps for one person (P1) under 10 scenarios as an example
(See Fig. 3.7).
1. The face space is not a plane, no matter under pose or illumination variation.
40
It is apparent to observe this because all the Curvature Maps are not zero
and non-uniformly distributed. The dark red regions are more curved than
the dark blue regions. By curved we mean that the face appearance changes
dramatically when variations in pose or illumination are present. Therefore,
the Euclidean metric cannot be applied in the face space.
2. The Curvature Map is more curved for pose variation than that for illumi-
nation variation. We perform the comparison across 5 different persons. As
shown in Fig. 3.7(a), the minimum curvature for pose variation is about 80,
whereas the minimum curvature for illumination variation is about 10 (See
Figs. 3.7(b)∼3.7(j)). This is consistent with our previous work [33] and other
researchers’ observations [5] [25]: Pose variation is more curved than illumina-
tion variation. Our results could be another experimental evidence. However,
we measure the curvature quantitatively so that we can compare pose variation
with illumination variation.
3. The face space for varying pose is highly curved around (−40, 60) ∼ (40, 60)
and (−20,−60) ∼ (20,−60) (See Fig. 3.7(a)). This suggests that we may
need more face images under the corresponding poses to study the face space,
whereas for less curved regions (−60, 0) ∼ (−20, 0) and (20, 0) ∼ (60, 0), we
may need fewer samples. Fig. 3.6(a) shows the most curved and the least
curved face images. Note that the most curved region is around (0, 60), which
is the view angle of the surveillance camera. This implies that with only a
few face images captured by the surveillance camera, linear models may fail
to capture the variation.
Note that Fig. 3.7(a) is not symmetric around (0, 60). There could be two
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possible reasons. First, usually human faces are asymmetric. This has been
observed by other researchers, e.g., Liu [21]. Second, even if the faces are




Figure 3.6: The most and the least curved face images for: (a) Varying pose under
frontal lighting, (b) Varying lighting under frontal pose. Note that the leftmost
column shows the most curved face images, and the right two columns show the
least curved ones. The number below each column gives the viewing angles.
4. The face space for varying illumination under frontal pose is highly curved
around (−20, 60) ∼ (20, 60), and it is less curved around (−60, 0) ∼ (−20, 0)
and (20, 0) ∼ (60, 0). See Fig. 3.7(b) for the Curvature Map. Fig. 3.6(b) shows
the most curved and the least curved face images.
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5. The Curvature Maps for varying illumination greatly depend on their poses
(See Figs. 3.7(b) ∼ 3.7(j)). This is consistent with the idea of view-based
modeling [27]. Here, we give another experimental verification by using the
Curvature Maps. Note that when they have similar poses, their Curvature
Maps look alike. But this does not mean they have similar face spaces because
their Jacobian matrices could be different.
In summary, we visualize the face space by using the normalized curvature.
This can be used as an answer to Q1: How to visualize the face space? Is it highly
curved or not?
3.5 Representation
In Section 3.2 and Section 3.4, we computed the Jacobian matrix Jf (τi) and pre-
sented the Curvature Maps by using the normalized curvature κ(τi). Now the goal
is to parameterize the face space. This can be achieved by using the tangent planes.
Our idea is to cover the whole face space with the tangent planes, which are spanned
by the Jacobian matrices. By cover we mean that the face image could be approxi-
mated by the Jacobian matrix under some threshold δ. More specifically, given the
face image xi and its tangent space spanned by the Jacobian matrix Jf (τi), any
neighbor xj can be approximated by x̂j, if ‖(τi, τj)‖ ≤
√
Dδ.
x̂j = xi + Jf (τi) · (τj − τi) (3.26)
(τi, τj) = xj − x̂j (3.27)
Intuitively, δ is the threshold which controls the accuracy of the first-order approx-
imation in Eq. (3.26). Therefore, we can represent neighbors of xi by using the
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Jacobian matrix Jf (τi). This suggests a way to represent the whole face space at
different xi with their tangent planes. However, there are still two problems. First,
which points on the face space should be chosen? Second, can we find as few as
possible tangent planes to cover the face space? We solve these two problems based
on the following two observations. First, as shown in Fig. 3.7, the more curved (dark
red) regions require more tangent planes than the less curved (dark blue) regions.
Second, the point with smaller curvature can cover the face space larger with its
tangent plane than the point with higher curvature. In the extreme case, when the
curvature at each point is zero (the space is a plane), one tangent plane is enough
to cover the whole space. Thus, our representation of the face space is a curvature-
based sampling approach. It can be realized by giving higher priority to the point
with the smaller curvature, which is measured by κ(τi).
Our algorithm to represent the face space has four steps as in Algorithm 2(b).
The first step sorts all the points in the parameter space based on the normalized
curvature, which has been computed by Algorithm 1. Thus, we can start Algorithm
2(b) from the point with the minimum curvature because it can cover the face space
to the most extent. The second step builds two arrays to contain all points in the
parameter space. Initially, Array 1 contains all the sorted points and Array 2 is
vacant. The goal of the third step is to move points from Array 1 to Array 2. For
each point τi in Array 1, but not in Array 2, we compute the largest square covered
by the tangent plane Jf (τi) under the control of threshold δ (See Algorithm 2(a)).
This is done by incrementally increasing the area of the square centered at τi, until
we find the first image whose reconstruction error is larger than the threshold. In
effect, the third step can guarantee that our Algorithm 2(b) covers the whole face
space. To confirm this, the fourth step visualizes these squares in the parameter
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space. The idea is if we can cover the whole parameter space, we can cover the face
space, because these two spaces are connected by the Jacobian matrices. Note that
one point in the face space can be approximated by more than one tangent planes.
Since these tangent planes are represented as squares 4 in the parameter space, these
squares overlap each other. Finally, we would like to point out that Algorithm 2(b)
does not necessarily find a minimum covering. How to find the minimum covering
could be our future work.
Algorithm 2(a): Searching the largest square
Input: τi, xi, Jf (τi), and δ
Output: ri — the size of the largest square
1. Initialize l to be one, i.e., l = 1.
2. Generate the discrete points {τj = (α, β)} within the square with its size 2l
and τi = (α0, β0) as its centre: {(α, β) | ‖α− α0‖ ≤ l and ‖β − β0‖ ≤ l}.
3. Given the parameters {τj = (α, β)}, render face images {xj | xj = f(τj)}.
Here, f is the rendering program.
4. Approximate the face image by using the Jacobian matrix Jf (τi):
x̂j = xi + Jf (τi) · (τj − τi)
(τi, τj) = xj − x̂j
5. Check whether ‖(τi, τj)‖ ≤
√
Dδ or not. If yes, l = l + 1, go to Step 2.
Otherwise, go to Step 6.
6. The size of the largest square is ri = 2l.
4Note that it is possible to use other shapes, say, rectangles. Here, we use squares for the sake
of simplicity.
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Algorithm 2(b): Representing the face space
Input: Curvature Map – {κ(τi)} at each point
Output: {(τi,xi,Jf (τi), ri)} – face space covering
1. Given the Curvature Map (See Algorithm 1), sort the points in ascending
order with respect to the normalized curvature κ(τi).
2. Create two arrays with N in length, where N is the number of all points. Array
1 is designed for uncovered points; Array 2 is designed for covered points. At
the beginning of this algorithm, Array 1 contains all the sorted points; Array
2 is vacant. At the end of the algorithm, Array 1 should be vacant; Array 2
should contain all points (may not be sorted).
3. For each sorted point τi, i = 1, · · · , N in Array 1,
(A) Test whether τi is in Array 2 or not. If yes, remove this point from Array
1. Otherwise,
(i) Use Algorithm 2(a) to find the largest square SQ with its size ri and
τi as its centre, so that within this square every face image can be
approximated by the Jacobian matrix Jf (τi) and δ.
(ii) Mark (τi,xi,Jf (τi), ri) as the point we want, and move all points
within square SQ from Array 1 to Array 2.
(B) If Array 1 is vacant, go to Step 4. Otherwise, go to Step 3.
4. Plot each square (τi, ri) in the parameter space. τi is the centre of the square
and ri is its size. Note that xi determines where we choose the tangent plane;
the number of {xi} determines how many tangent planes we use to cover the
face space.
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We apply our algorithm to the ten scenarios as in Fig. 3.7: varying pose under
frontal lighting and varying illumination under 9 poses. Here, we choose δ = 10,
which means the per-pixel difference is no more than 10. As shown in Fig. 3.8, we
draw the squares {(τi, ri)} for varying illumination under 9 poses, and we only draw
the centre points {τi} for pose variation with the purpose of clear visualization (See
Fig. 3.8(a)). As illustrated in Fig. 3.8, we can make the following observations.
1. Algorithm 2(b) is guaranteed to cover all the points in the face space. We
can see that there are no uncovered points in the parameter space. Note that
some points in the face space can be approximated by two tangent planes.
Thus, their corresponding parameter points are covered by two squares, which
means squares overlap each other in the parameter space. This is defined as
the neighborhood relationship and will be used in the next chapter.
2. Comparing Fig. 3.8 with Fig. 3.7, our representation is consistent with the
corresponding Curvature Map. To be more specific, in the dark red (highly
curved) regions we have more, smaller squares than in the dark blue (less
curved) regions. Although we do not draw squares in Fig. 3.8(a), there are
fewer points in the dark blue regions (−60, 0) ∼ (−20, 0) and (20, 0) ∼ (60, 0),
which is also consistent with Fig. 3.7(a). This means we need more and smaller
tangent planes to cover the more curved regions, whereas in the less curved
regions we can have fewer and larger tangent planes.
3. The face space under pose variation is more curved than that under illumi-
nation variation. This is quite obvious by comparing the number of tangent
planes for varying pose (Fig. 3.8(a)) with the number of varying illumination
(Figs. 3.8(b)∼3.8(j)). Given the same threshold δ = 10, we need 10 times
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more tangent planes to cover the face space for varying pose than that for
varying illumination.
4. The representations for varying illumination greatly depend on their poses.
As shown in Figs. 3.8(b)∼3.8(j), the number of the tangent planes varies from
154 to 317. In general, the distribution of squares is different from pose to
pose although some of them look alike when presenting similar pose angles.
However, one may ask how to evaluate the algorithm. The most important
notion is “completeness”, which means the algorithm should cover the whole face
space. This has been guaranteed by Step 3(B) of Algorithm 2(b), and it has also
been confirmed by Fig. 3.8. Another important notion is “monotonicity”. By mono-
tonicity we mean that fewer tangent planes are needed to cover the face space when
increasing the threshold δ. For example, when δ = 0, infinite squares are required
to cover the whole face space because each square shrinks to a point; whereas when
δ = ∞, only one square is needed. To evaluate the monotonicity of our algorithm,
we compute the number of squares by varying the approximation threshold δ. In
addition, we repeat the process on 5 people to compute the means and standard
deviations as shown in Fig. 3.9, which presents three observations.
1. Both the mean and the standard deviation almost decrease monotonically.
This can be explained in two ways. Monotonic mean implies that when in-
creasing δ, fewer tangent planes are needed on the average. Monotonic stan-
dard deviation implies that when increasing δ, different persons will have the
same number of tangent planes. Note that the positions of tangent planes
could be different from person to person.
2. The number of squares to cover the face space under varying pose is much
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larger than the number of squares to cover the face space under varying light-
ing. This again verifies that the face space under varying pose is more curved
than the face space under varying illumination.
3. In effect, Fig. 3.9 can be used in two ways. On one hand, given δ, we can choose
how many squares are needed. Generally, δ can be determined based on the
approximation accuracy. On the other hand, given the number of squares,
we can choose the threshold δ. In real applications, the number of squares
can be determined by some technical requirements, say, computation or space
complexity.
In summary, based on the visualization of the face space, we cover the face
space with tangent planes. This can be used to answer Q2: How to represent the
face space? Moreover, we illustrate the representation with two good properties:
completeness and monotonicity. First, we can cover the whole face space. Second,
given larger approximation error, we can use fewer tangent planes to cover the face
space.
3.6 Summary
Let’s summarize this chapter. We proposed a manifold-based approach to model the
face space under varying lighting and pose. The model is based on the first-order
Taylor expansion, using high term error to represent the curvature of the face space.
Thus, we knew where the face space is highly or less curved. We proposed two
applications of the modeling: face rendering and face recognition, and also showed
that PCA and Euclidean MDS are special cases of our theory when curvature is
zero. Finally, based on the modeling, we proposed a way to visualize and represent
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the face space by using the curvature. Then, We further showed two properties of
the representation: completeness and monotonicity. Along the way, we answered





Figure 3.7: Curvature Maps for 10 scenarios (viewing in color): (a) Varying pose
under frontal illumination, (b) Varying illumination under frontal pose. Note that





Figure 3.7: Curvature Maps for 10 scenarios(con’t) (viewing in color): Varying
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Figure 3.8: Representation for 10 scenarios: (a) Varying pose under frontal illumi-




Figure 3.8: Representation for 10 scenarios(Con’t): Varying illumination under 2
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Figure 3.8: Representation for 10 scenarios(Con’t): Varying illumination under 2




Figure 3.8: Representation for 10 scenarios(Con’t): Varying illumination under 2
poses: (i) (-30,0), (j) (-60,0).
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Figure 3.9: By varying the approximation threshold δ, we compute the number of
squares (mean= “◦′′ and standard deviation=vertical bar) to cover the face space.
(a) Face space under varying illumination and frontal pose; (b) Face space under
varying pose and frontal illumination. Note that for both curves, means and stan-





So far, we have visualized and represented the face space. In Section 3.4 and Sec-
tion 3.5, we have shown that the face space is a curved space, rather than a plane.
Therefore, we cannot employ the Euclidean distance in the face space. Can we find
the distance metric in the face space? The answer is “Yes”. Our idea is to compute
the geodesic distance in a curved space. In the language of mathematics, a geodesic
is a generalization of the notion of a “straight line” to “curved spaces”. Geodesics
are defined to be (locally) the shortest curve between points along the manifold [7]
[26]. For example, in the Euclidean space, the geodesic is the straight line between
two points, whereas on a sphere’s surface, a geodesic between two points is a segment
of a great circle. Since the face space has been proven to be curved, between any
two points (face images) we should measure the geodesic distance, rather than the
Euclidean distance. Usually, Arc Length Parametrization [16] is applied to compute
the length along a curve. However, in this thesis, the parametric curve is unknown,
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and only discrete points are available. To compute the geodesic distance between
discrete points, our idea is to make use of the tangent planes.
(a) (b)
Figure 4.1: Computing the geodesic distance in the face space. (a) Two neighboring
tangent planes at x1 and x2 in the face space. (b) The corresponding two squares
in the parameter space. Note that x̂ is the intersection of J1 and J2.
Fig. 4.1(a) shows two face images x1 and x2 that lie on the curved face space
with the tangent planes spanned by their Jacobian matrices J1 and J2. Fig. 4.1(b)
shows the corresponding squares in the parameter space. Here, τ1 and τ2 represent
the centers of these two squares and r1 and r2 are the sizes. We assume that the
corresponding squares overlap each other. As shown in Fig. 4.1(a), the geodesic
between x1 and x2 is the arc connecting them, whose arc length dg(x1,x2) is much
larger than the Euclidean distance de(x1,x2) = ‖x1 − x2‖ (Straight dash line con-
necting x1 and x2). The difference between the geodesic distance and the Euclidean
distance depends on the curvature. Generally speaking, the more curved the space,
the larger the difference between these two distances. Only when the space is flat,
the geodesic distance is equal to the Euclidean distance. Since only discrete points
(face images) in the face space are available, it is difficult to compute the geodesic
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distance directly. Therefore, our goal is to find a “good approximation” to the
geodesic distance. By good approximation we mean that it can approximate the
geodesic distance under most cases, say, when the face space is flat or highly curved.
As shown in Fig. 4.1(a), there are at least three candidates.
1. Candidate 1: The Euclidean distance ‖x1 − x2‖. It measures the distance
along the straight line between x1 and x2, which has been proven inappropriate
for the curved space. Fig. 4.1(a) shows that when the face space is highly
curved, the Euclidean distance is much smaller than the geodesic distance.
2. Candidate 2: The sum of two line segments ‖x1 − x̂‖ + ‖x̂ − x2‖. Here, x̂
is the intersection of the two tangent planes. Fig. 4.1(a) shows that when the
face space is highly curved, it is much larger than the geodesic distance. In the
extreme case, when two tangent planes are parallel, ‖x1− x̂‖+‖x̂−x2‖ =∞,
whereas the geodesic distance should be finite.
3. Candidate 3: The sum of three line segments ‖x1−x′‖+‖x′−x′′‖+‖x′′−x2‖.
Here, x′ and x′′ are the approximations of x on two tangent planes and x is
one of the points within the overlap. Fig. 4.1(a) shows that even when the
face space is highly curved, it can still approximate the geodesic distance very
well because of the line segment between x′ and x′′.
Note that all of these three candidates are equal to the geodesic distance when the
space is a plane. But in some cases, Candidates 1 and 2 cannot approximate the
geodesic distance very well. For example, when x1 and x2 are very close, ‖x1−x2‖ ≈
0 (Candidate 1); when two tangent planes are parallel, ‖x1 − x̂‖ + ‖x̂ − x2‖ = ∞
(Candidate 2). However, it is apparent that the geodesic distance 0 < dg(x1,x2) <
∞. For these two cases, Candidate 3 can still give a good approximation because
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of ‖x′ − x′′‖. Therefore, we decide to choose Candidate 3 as the approximation of
the geodesic distance. And Candidate 3 can be used to answer Q3: How to define
a reasonable distance metric in the face space?
Now the problem is how to compute Candidate 3: the sum of three line segments
‖x1 − x′‖ + ‖x′ − x′′‖ + ‖x′′ − x2‖. Suppose two neighboring tangent planes at x1
and x2 spanned by J1 and J2 have overlap in terms of the representation of the
face space. By overlap we mean that in the face space some of the face images
can be approximated by two tangent planes. Thus, the overlap in the face space
corresponds to the overlap of squares in the parameter space. As illustrated in
Fig. 4.1(a), x could be any face image within the overlap. We can also visualize the
overlap in the parametric space (See Fig. 4.1(b)). Thus, within the overlap, any x
with its parameter τ can be approximated by two tangent planes:
x′ = x1 + J1 · (τ − τ1), (4.1)








Here, x is the original face image on the curved face space, τ1 and τ2 are the corre-
sponding parameters of x1 and x2, and x
′ and x′′ are approximations on two tangent
planes respectively. We can now approximate the geodesic distance between x1 and
x2 with the sum of three Euclidean distances:
dg(x1,x2) ≈ d˜g(x1,x2)













This suggests that d˜g(x1,x2) is controlled by the threshold δ so that we can approxi-
mate the geodesic distance more accurately by using smaller δ. In the extreme case,
when there is no approximation error (δ = 0), d˜g is equal to dg. Another extreme
case is when the space is Euclidean, J1 = J2. Consequently, ‖x′ − x′′‖ = 0 and
d˜g = dg. All these show that d˜g can approximate dg very well.
However, within the overlap there could be more than one τ satisfying Eqs. (4.1)
and (4.2). Our idea is to compute the connecting point τ ? by minimizing e =
‖x′−x′′‖2. This gives an intuitive meaning: with the same parameter τ ?, x′ and x′′
are the closest points on the two tangent planes.
τ ? = argmin
τ
‖x′ − x′′‖2 (4.6)
Based on Eqs. (4.1) (4.2), e can be rewritten as:
e = ‖x′ − x′′‖2
= ‖x1 + J1(τ − τ1)− x2 − J2(τ − τ2)‖2
= ‖(J1 − J2)τ +H‖2, (4.7)
where H = x1−J1τ1−x2+J2τ2. If we assume (J1−J2)>(J1−J2) is invertible, we
can compute τ ? by using the pseudoinverse. See Appendix C for more details.
τ ? =
[
(J1 − J2)>(J1 − J2)
]−1
(J2 − J1)>H (4.8)
Note that the connecting point τ ? may not lie on the straight line from τ1 to τ2 (See
Fig. 4.1(b)). Now we can rewrite Eq. (4.4) as
d˜g(x1,x2) = ‖x1 − x′‖+ ‖x′ − x′′‖+ ‖x′′ − x2‖
= ‖J1(τ ? − τ1)‖+ ‖(J1 − J2)τ ? +H‖+ ‖J2(τ ? − τ2)‖. (4.9)
Eqs. (4.8) (4.9) are the formulae to approximate the geodesic distance. We will
employ d˜g to further investigate the curved face space in the next section.
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4.2 Space Structure: Geomap
Up till now, we have acquired some knowledge about the face space. First, we know
that the face space is curved, which means Euclidean distance cannot be used in the
face space. We have shown this by computing the normalized curvature of the face
space. Second, in Section 3.5, we have represented the face space with the tangent
planes spanned by the Jacobian matrices Jf . Third, we also know that the distance
in the curved face space is the geodesic distance, and we show how to compute the
geodesic distance as in Eq. (4.9). With these knowledge, we can now start to further
explore another property of the face space, i.e., the structure of the face space.
We try to find out the structure in a more general scenario. In the previous









] ∈ R2. However, in some cases, the parameter space could be another curved
space with its own intrinsic structure. For instance, in Eigenface [38], one face
image x is related to its parameter τ as: x = Wτ +m. Here, W is the projection
matrix which consists of dominant eigenvectors, and m is the mean face. Note that
the parameter τ is usually a 3 to 9 dimensional vector, but the structure of the
parameter space is unknown. Therefore, both the face space and the parameter
space could be curved. We cannot directly apply Euclidean metric in the face
space and the parameter space as well. Our idea is to assume locally Euclidean
with sufficient samples in both spaces, then find out the nearest neighbors points.
Nearest neighbors are defined as the points that lie around the tangent plane within
the approximation threshold δ. This can be readily solved by Algorithm 3(a), which
is a variation of RANSAC [12].
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Algorithm 3(a): Pre-Geomap
Input: A set of image points {xi} with the corresponding set of parameter points
{τi}, i = 1, ..., N . N is the total number of samples.
Output: The tangent plane J(τi) for each pair (xi, τi) and their neighborsX = {xil}
and T = {τil}, l = 1, ..., ki. Here, ki is the number of neighbors of xi and it could
be different from point to point.
1. Compute the K nearest neighbors {xij}, j = 1, ..., K for each xi. Correspond-
ingly, we know the K nearest neighbors {τij} for each τi. Note that as an
initial guess, K is no less than d (the dimensionality of the parameter space),
and we will refine K in the following.
2. Randomly select d samples X from {xij}, with the corresponding d samples
T from {τi}.
3. Compute the Jacobian matrix J with {xi, τi,X , T } as in Eq. (3.13).
4. Determine the set of image data points X ′ and the corresponding set of param-
eter data points T ′ which are within the threshold δ from the tangent plane
spanned by J.
5. If the size of X ′ is greater than some threshold, re-estimate the Jacobian matrix
J′ with {xi, τi,X ′, T ′} and let J(τi) = J′,X = X ′ and T = T ′, then terminate.
6. If the size of X ′ is less than the threshold, select a new subset and repeat from
Step 2.
7. After the maximum trials, select the largest set X ′′ with T ′′, and re-estimate
the Jacobian matrix J′′ with {xi, τi,X ′′, T ′′}. Let J(τi) = J′′,X = X ′′ and
T = T ′′.
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The key difference between Algorithm 3(a) and RANSAC is: xi, or equivalently,
τi, has to be selected for each sampling. Moreover, based on its output, we can
evaluate the given samples. That is, for one particular point xi, if ki (the number
of neighbors) is less than d, this means less than d neighbors can be found around
xi within the approximation threshold δ. As we have said, δ implies the curvature
information of the space. This suggests very few samples are available at a highly
curved region, and we cannot find a tangent plane to fit the sparse samples. As
far as we know, very few algorithms make such claim. However, there is no free
lunch. Our algorithm can detect the sparseness because we make use of additional
information, the parameter points {τ}.
Once we compute the nearest neighbors and the tangent plane for each point,
we can begin to investigate the structure. Our approach to learn the structure builds
on MDS but seeks to preserve the intrinsic geometry of the curved face space. This
is achieved by computing the local and global geodesic distance. For neighboring
points, we compute d˜g as in Eq. (4.9) to approximate the local geodesic distance. For
faraway points, we approximate the global geodesic distance by adding up pieces
of local geodesic distances. Once we know the (approximate) geodesic distance
between any two points in the face space, we apply MDS to discover the intrinsic
embedding. This is achieved by our geodesic-based mapping, or Geomap algorithm,
which has four steps. For more details, please refer to Algorithm 3(b). The first step
constructs a graph G and determines the neighborhood relationship in the graph.
This has been realized by Algorithm 3(a). Any two nodes can be connected by
an edge if they are neighbors. Thus, Algorithm 3(b) essentially is a graph-based
approach.
In the second step, we compute the weight of each edge in G as the geodesic
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distance d˜g in the curved face space. Since the linked edge of the graph suggests
that two tangent planes have overlap in the face space, we can employ Eq. (4.9) to
compute the weight dG(i, j) = d˜g(xi,xj). This is the key difference between Geomap
and Isomap. Isomap computes the geodesic distance as the Euclidean distance
between nearest neighbors, whereas Geomap computes the geodesic distance by
taking the curvature into account.
The goal of the third step is to approximate the geodesic distances for faraway
points in the face space. Both Geomap and Isomap compute the shortest pathes in
the graph G to approximate the geodesic distances for faraway points by using the
Dijkstra’s algorithm [8]. However, PCA and Euclidean MDS compute the Euclidean
distance for any two points, whether they are neighboring or faraway points.
In the last step, given the distance matrix DG = {d2G(i, j)}, Geomap discovers
the low-dimensional embedding by using MDS. Note that the distance matrix DG
preserves the intrinsic geometry of the face space because the distances contained
in DG are computed based on local and global geodesic distances, which is not the
case for Isomap or Euclidean MDS.
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Algorithm 3(b): Computing the Geomap
Input: Face space covering {(τi,xi,Jf (τi), ri)}
Output: Geomap embedding Yp, p is the intrinsic dimensionality.
1. Build the neighborhood graph and compute the tangent plane. This can be
done by Algorithm 3(a) so that for each point xi, we compute its neighbors
{xil} and the tangent plane J(τi). We now build the graph G over all points
by connecting nodes i and j if xi and xj are neighbors.
2. Approximate the geodesic distance for any two neighboring points. Initialize
dG(i, j) = d˜g(xi,xj) if i and j are linked with an edge; otherwise dG(i, j) =∞.
d˜g(xi,xj) = ‖Jf (τi)(τ ? − τi)‖+ ‖(Jf (τi)− Jf (τj))τ ? +H‖+ ‖Jf (τj)(τ ? − τj)‖
where H = xi − Jf (τi)τi − xj + Jf (τj)τj
τ ? = [(Jf (τi)− Jf (τj))>(Jf (τi)− Jf (τj))]−1(Jf (τj)− Jf (τi))>H
3. Approximate the geodesic distance for any two faraway points. Replace all
entries dG(i, j) by min{dG(i, j), dG(i, k) + dG(j, k)} for k = 1, · · · , N , where
N is the total number of points. The distance matrix DG = {d2G(i, j)} will
contain the shortest path distances between any two points in G.
4. Construct the low dimensional embedding. By applying MDS to G, we can
obtain eigenvalues Λ (in decreasing order) and the corresponding eigenvectors
V. The low-dimensional embedding is Yp = Λ
1/2
p Vp, where p is the dimen-
sionality of the embedding. Usually, p could be determined by examining the
residual variance curve (See Eq. (2.9)).
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Table 4.1: Compare Geomap with Isomap and Euclidean MDS
Local Distance Global Distance Sparseness Detection
Geomap Geodesic Geodesic Yes
Isomap Euclidean Geodesic No
Euclidean MDS Euclidean Euclidean No
We list the main difference between Geomap and Isomap, Euclidean MDS in
Table 4.1. First, Geomap can detect the sparseness of the samples, which is not
the case for Isomap or Euclidean MDS. Second, Geomap computes the geodesic
distances between nearby and faraway points. However, for nearby points, Isomap
and Euclidean MDS employ Euclidean distance metric; for faraway points, only
Isomap tries to compute geodesic distances. Based on this, we can make a prediction:
Given sufficient sample points, Isomap will work similarly to Geomap because the
Euclidean distance between two close points in the curved space can be used to
approximate the geodesic distance.
We now end this section with the property of Geomap.
Property of Geomap: To learn the structure of the face space, Geomap combines
the global and local information. To be more precise, it computes the geodesic
distances, which capture the global information, by using the tangent planes, which
contain the local information. Additionally, Geomap can even evaluate the input
data: whether the sampling is sparse or not.
4.3 Example
Our goal here is twofold: find the structure of the face space and determine its range.
This can be done by applying Geomap. On the one hand, Geomap can visualize the
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structure of the face space by projecting into low-dimensional space. On the other
hand, Geomap can find the points with the maximum distance in the face space,
which can be used to measure the range of the face space. In addition, Geomap can
detect the sparseness of the samples. To evaluate the performance of Geomap, we
will give two examples in the following.
1. Face space under varying illumination and frontal pose. We uniformly
sample the face space under varying illumination with frontal pose. More
specifically, illumination is varied in azimuthal angles of ±85◦ and in elevation
angles of ±85◦, both in steps of 10◦. Totally, we select 324 samples and set
the threshold δ = 10 for Geomap.
First, we employ Geomap to detect the sparseness. Geomap finds out that the
sampling is dense enough under the threshold δ = 10. This is consistent with
our previous work in Section 3.5. Given δ = 10, we only need 154 points to
represent the face space under illumination variation. Then we apply Geomap,
Isomap and Euclidean MDS on this set of samples.
Second, let us examine the residual curves (See Eq. (2.9)), which can be used
to detect the dimensionality of the intrinsic embedding. This is achieved by
examining the decrease in residual as the projection dimension is increased.
As shown in Fig. 4.2(a), Euclidean MDS fails because it detects the dimen-
sionality as d = 3; the residual curve of Isomap is not very sharp (the detected
dimensionality could be d = 2 or d = 3); Geomap detects the dimensionality
correctly because its sharp residual curve bottoms at d = 2.
Third, to visualize the intrinsic embeddings, we project to 2D space. Figs. 4.2(b),
4.2(d) and 4.2(c) show the embeddings of Geomap, Euclidean MDS and Isomap.
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Finally, to determine the range of the face space, we apply Geomap to compute
the points with the maximum distance in the face space. Fig. 4.2(b) shows
the two points with the maximum distance (labelled with two pentagons). To
have an idea of under what condition two face images will have the maximum
distance in the face space, we visualize the two face images as in Fig. 4.3.
We further plot the two points in the embeddings of Isomap and Euclidean
MDS. Fig. 4.2(c) shows that the distance between these two points is not
the farthest in the embedding of Euclidean MDS, whereas in the embedding
of Isomap (See Fig. 4.2(d)) the corresponding two points could be one the
farthest pairs. This suggests that Isomap works better than Euclidean MDS
because Isomap employs local Euclidean distance and global geodesic distance,
whereas Euclidean MDS employs only Euclidean distances (See Table 4.1).
2. Face space under varying pose and frontal illumination. In the same
way, we uniformly sample the face space under varying pose with frontal illu-
mination. That is, pose is varied in azimuthal angles of ±85◦ and in elevation
angles of ±85◦, both in steps of 10◦. Totally, we select 324 samples and set
the threshold δ = 10 for Geomap.
Again, we employ Geomap to detect the sparseness. Geomap finds out that
the sampling is sparse under the threshold δ = 10. This is also consistent
with our previous work in Section 3.5. Given δ = 10, we need about 2000
points to represent the face space under pose variation. The reason is the face
space under pose variation is highly curved as we have shown in Section 3.5.
Therefore, it is meaningless to apply Geomap on this dataset.
Nevertheless, we still apply Isomap and Euclidean MDS on this dataset. Let us
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first examine the residual curves, which are used to detect the dimensionality
of the intrinsic embedding. As shown in Fig. 4.4, Euclidean MDS fails because
there is no clear elbow point along its curve; Isomap also fails because it detects
the intrinsic dimensionality as d = 3. However, as we know, there are only
two intrinsic factors: azimuthal and elevation angles.
Thus, Geomap can detect the sparseness of the given samples, which is not
the case for Isomap or Euclidean MDS. The reason, as we mentioned before,
is that Geomap makes use of more information (the parameter space) than
Isomap and Euclidean MDS do.
In summary, Geomap can detect the dimensionality of the embedding success-
fully. This is achieved by computing the local and global geodesic distances. More
importantly, Geomap can measure how large the face space occupied in the image
space. This can be used to answer Q4. Geomap can even find under what condition
face images will have the maximum distance in the face space. Finally, Geomap can
detect whether the given samples are sparse or not. All these attribute to estimating
the nearest neighbors and the tangent planes, then computing the geodesic distance.
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Figure 4.2: Discover the intrinsic embedding of the face space under varying illumi-
nation. (a) Residue curve. 2D projections by (b) Geomap, (c) Euclidean MDS, and
(d) Isomap.
76
(+65 +85) (−85 −85)
Figure 4.3: Face images with maximum distance under varying illumination and
frontal pose. Note that the number below each image gives the lighting angle.





























In this chapter, we will apply our modeling from two aspects. First, we find under
what viewing conditions it is hard to perform face recognition. This is achieved
by computing the intersection of two face spaces. Second, to verify the theoretical
findings, we perform face recognition on real dataset.
5.1 Identity Ambiguity
Since we can represent the face space, it is natural to compare the face spaces
of different persons. One question of interest is to find “ambiguous” regions. By
ambiguous we mean the condition where it is hard to perform face recognition. In
the language of mathematics, two manifolds intersect because the face space can be
considered as a manifold embedded in the image space. There is a trivial intersection
between any two manifolds: when illumination is completely absent, the image is
completely black. Everyone looks alike in such a situation. The question is whether
there are non-trivial regions of intersection. In effect, this is equivalent to Q6: under
what condition two people look alike? It will be answered by considering the face
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space for each person as a manifold. Once we know these ambiguous regions, we can
intensionally avoid them when designing face classifiers or setting the environments
to capture face images. To find the ambiguous regions, we compute the intersection
of tangent planes for different persons.
Suppose we have Person 1 and Person 2, and the generating functions for these
two persons are f1 and f2. The images of the two persons can be represented as:
f1(τx) = f1(τ1) + Jf1(τ1) · (τx − τ1) (5.1)
f2(τy) = f2(τ2) + Jf2(τ2) · (τy − τ2) (5.2)
Eq. (5.1) shows the tangent plane spanned by Jf1(τ1) at point f1(τ1) in the face
space of Person 1. Similarly, Eq. (5.2) shows the tangent plane spanned by Jf2(τ2)
at point f2(τ2) in the face space of Person 2. Here, τx and τy are the unknown
parameters, which suggest the ambiguous regions. The intersection of the two face
spaces can be computed by minimizing the error of two images f1(τx) and f2(τy).
Let us denote e(τx, τy) = ‖f1(τx)− f2(τy)‖2. By using Eqs. (5.1) and (5.2), e(τx, τy)
can be rewritten as
e(τx, τy) = ‖f1(τx)− f2(τy)‖2
= ‖f1(τ1) + Jf1(τ1) · (τx − τ1)− f2(τ2)− Jf2(τ2) · (τy − τ2)‖2
= ‖f1(τ1)− f2(τ2)− Jf1(τ1)τ1 + Jf2(τ2)τ2 + Jf1(τ1)τx − Jf2(τ2)τy‖2
= ‖C+ Jf1(τ1)τx − Jf2(τ2)τy‖2, (5.3)
where C = f1(τ1) − f2(τ2) − Jf1(τ1)τ1 + Jf2(τ2)τ2. τx and τy can be computed by
minimizing the error e(τx, τy). This is achieved by computing the partial derivative
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= 2[Jf2(τ2)τy −C− Jf1(τ1)τx]>Jf2(τ2) (5.5)
Note that Eqs. (5.4) (5.5) minimize the error e(τx, τy) because their second order







Here, J>f1Jf1 and J
>
f2
Jf2 are p.s.d. matrices because both of them have non-negative
eigenvalues. We can simplify Eqs. (5.4) (5.5) as:
J>f1Jf1τx − J>f1Jf2τy = −J>f1C (5.6)
J>f2Jf1τx − J>f2Jf2τy = −J>f2C (5.7)









Eq. (5.8) is in the form of linear equations Ax = b, which can be readily solved as











Note that when Jf1 = Jf2 , which means two tangent planes are parallel, Eq. (5.8)
has no solution. Intuitively, when two planes are parallel, they do not intersect. In
that case, they do not have any ambiguous regions.
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Fig. 5.1 shows two examples for identity ambiguity. For varying lighting under
frontal pose, Fig. 5.1(a) illustrates that it is hard to do recognition when the lighting
is from below. For varying pose under frontal lighting, Fig. 5.1(b) shows that it is
hard to do recognition when the viewing angle is from above. To examine how much
difference the viewing conditions change the face images, we can compare Fig. 5.1
with their face images under frontal lighting and pose as in Fig. 3.1.
Furthermore, we compute the identity ambiguity for any two between five per-
sons in Fig. 3.1. We compute the intersections of tangent planes for 10 pairs of
persons. To visualize the ambiguity regions, we plot the ambiguous viewing condi-
tions in Fig. 5.2. More specifically, we can make the following observations.
1. Pose. The ambiguous pose presents under what pose it is hard for viewers
to perform recognition. Fig. 5.2(a) points out that when viewed from above,
it is difficult to recognize. See Fig. 5.1(b) for an example. This can be used
to explain why it is hard to recognize people in surveillance video, because
surveillance cameras mounted on the ceiling take images from the above.
2. Lighting. The ambiguous lighting presents under what lighting it is hard for
viewers to perform recognition. For frontal pose or poses rotated vertically,
Figs. 5.2(b)∼ 5.2(f) show that the ambiguous lightings are from top or bottom.
See Fig. 5.1(a) for an example of bottom lighting. While for poses rotated
horizontally, Figs. 5.2(g) ∼ 5.2(j) show that ambiguous lightings are side
lightings, which are opposite to the facing directions. For example, as shown
in Fig. 5.2(h), when the subjects face rightwards, the lighting is from left.
When varying the viewing conditions, we observe the above two from the perspective
























Figure 5.1: Examples of identity ambiguity for two cases: (a) Varying lighting and
frontal pose, (b) Varying pose and frontal lighting. Note that each row presents one
person, whose identity is on the left, and each column shows the identity ambiguity
with the corresponding angles.
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causes, we have to look into the Fig. 5.2 from the perspective of subjects. That is:
when subjects present the less-discriminant regions on the face images, their identi-
ties are ambiguous. In other words, identity ambiguity implies the less-discriminant
face regions exposed under different viewing conditions. Fig. 5.2(a) discovers that
the less-discriminant regions are the forehead and cheeks because when viewing from
above, only the forehead and cheeks are visible. Similarly, Figs. 5.2(b) ∼ 5.2(f) dis-
cover that the less-discriminant regions are the forehead and chin, and Figs. 5.2(g)
∼ 5.2(j) discover that the less-discriminant regions are two cheeks. Only these face
regions (forehead, chin and cheeks) are illuminated when subjects present different
poses.
Thus, we found that the internal cause for the identity ambiguity is the less-
discriminant regions: the forehead, chin and cheeks. When certain lighting source
illuminates the less-discriminant regions of the subject under some pose, it will be
hard to do face recognition. Some researchers also tried to study this problem.
For example, Kanade et al. [18] computed the discriminability of subregions by
performing face recognition with different subregions. Other researchers focus on
external causes: pose or illumination angles, which make the face recognition hard.
We consider this problem from the perspective of subjects, rather than viewers.
Based on this, we can design efficient algorithms by using the discriminant regions
only. Some researchers tightly crop the face images to perform face recognition. By
doing this, they try to reduce the computation or space complexity. However, in
this thesis, we give the reason for this: the face regions, which have been cropped
out are less-discriminant face regions. We can even make some predictions. For
example, if we have two point light sources: one is top lighting, and the other is
bottom lighting, it will be difficult to recognize the face images under this viewing
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condition because only less-discriminant regions (forehead and chin) are visible.
However, how to find out the highly-discriminant regions remains unknown
because we do not know how to compute the distance between two tangent planes if
we define the highly-discriminant regions as the face regions with the large distance.
Nevertheless, it could be one of our future work.




















































































Figure 5.2: Identity ambiguity for 10 scenarios: (a) Varying poses under frontal
illumination; Varying illuminations under 3 poses: (b) (0,0), (c) (0,20), (d) (0,40).
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Figure 5.2: Identity ambiguity for 10 scenarios (Con’t): Varying illuminations under
6 poses: (e) (0,-20), (f) (0,-40), (g) (30,0), (h) (60,0), (i) (-30,0), (j) (-60,0).
85
5.2 Experiment: Face Recognition
To study the concept of less-discriminant face regions, we perform experiments on
real data on CMU-PIE face dataset [34]. We use 68 subjects, and each subject
has 24 frontal face images taken under room lighting. All of these face images are
aligned based on eye coordinates. And we crop the face images in two ways.
1. Loosely Cropped Face. All face images have been cropped to 77× 88 and
contain the less-discriminant face regions, i.e., forehead, chin and cheeks.
2. Tightly Cropped Face. To reduce the less-discriminant face regions as much
as possible, we crop all face images to 56× 64.
Fig. 5.4 shows a sample of PIE face images used in our experiments. The major
challenge in this data set is to do face recognition under different illumination. Note
that the size of the tightly cropped face is 53%(≈ 56×64
77×88) of the loosely cropped face.
(a)
(b)
Figure 5.3: A sample of face images from PIE dataset: (a) loosely cropped faces,
(b) tightly cropped faces. Each column presents the same illumination.
We perform face recognition with Fisherface [5], because Fisherface is designed
to extract discriminant features. With respect to recognition, we employ 1-nearest
86
neighbor (NN) in the low-dimensional space.
For face recognition, usually we have an undersampled problem [11]. To evaluate
the performance under such a situation, we randomly choose N training samples
from each subject, N = 2, · · · , 12, and the remaining images are used for testing. For
each set of N training samples, we employ cross validation so that we can compute
the mean and standard deviation for classification accuracies. As shown in Table
5.1, we observe that the more training samples, the better the recognition accuracy.
Moreover, with the same number of training samples, the difference in accuracy is
no more than 6%. Note that the tightly cropped face images only employ 53% face
regions of the loosely cropped face images. This confirms our results: forehead, chin
and cheeks are less-discriminant face regions, and they contain less discriminability
than the rest of face regions.
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Table 5.1: Classification accuracy rate A (%) of two sets of face
images by varying the number of training samples.







A From ten runs, we show the mean and standard deviation (in
parenthesis) of recognition rate.
B This is the number of training samples from each class.
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Figure 5.4: Face recognition on two sets of images with different number of training





The purpose of this thesis is to address the variation problem in face recognition. To
solve this problem, a great amount of face images are needed. This is the reason why
other researchers were not able to attack the variation problem as they did not have
sufficient data. Since renderings have become more realistic, we employ computer
graphics techniques to render photo-realistic face images to construct the face space.
This thesis then presented a computational approach to investigate the face space
from three aspects. First, we built a mathematical framework to model the face
space. Second, we quantitatively analyzed some properties of the face space. Third,
we applied the theory of the face space to solve practical problems, and explain
some observed phenomena.
We proved that the face space can be modeled by a first-order Taylor expansion.
The face space was represented with the tangent planes spanned by the Jacobian
matrices, while the higher order approximation error represented the curvature of
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the face space. In this way, we visualized the curvature of the face space in the
parameter space. To represent the whole face space, we proposed to use tangent
planes to cover the face space based on the curvature of each point. This is motivated
by the fact that the highly curved regions should be covered with many small tangent
planes.
We also demonstrated that the distance in the face space is a geodesic distance
because the face space is curved. Based on the geometric analysis of the face space,
we proposed a new approach to compute the geodesic distance. This has been done
by using the tangent planes. The structure of the face space is another important
property of the face space. We computed the structure by considering both local
and global information. For local information, we computed the geodesic distance
between nearby points by using the neighboring tangent planes. For global infor-
mation, we computed the geodesic distance between faraway points by adding up
pieces, which is equivalent to computing the shortest path in a graph. Then to
visualize the structure, we projected to low-dimensional space by using MDS.
We showed that face recognition and parameter estimation are both sides of one
coin. Moreover, we managed to explain why pose estimation is much easier than
illumination estimation, and compare them in a quantitative way. This is done by
computing the eigenvalues of the Jacobian matrices for the face spaces under varying
illuminations and poses. We further extended our theory from one single person to
multiple persons. For any two persons, we determined the identity ambiguity by
computing the intersection of two face spaces. Based on the representation of the
face space, this is equal to the intersection of tangent planes. By varying pose and
illumination, we found that the less-discriminant regions are the internal causes of
identity ambiguity. The less-discriminant regions include: forehead, chin and cheeks.
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6.2 Contributions
In terms of original contributions to the fields of face recognition, computer vision
and machine learning, this thesis managed to achieve the following:
• Proposed a new approach to model and quantitatively analyze the face space
so that we can visualize and represent the face space.
• Demonstrated a new technique to manifold learning that combines the global
structure (geodesic distance) with the local information (tangent planes).
• Explained some observed phenomena, which have not been elucidated yet.
This will help to conduct further study on the face space, and it also could
provide insights to face recognition.
• Presented a novel concept to face recognition: less-discriminant region. We
believe this is the pioneering attempt to explain circumstances under which
face recognition is not easy, from the perspective of subjects.
6.3 Future Directions
Our exploration of the face space has just begun. There are a number of interesting
directions we intend to pursue in the future:
1. We intend to investigate other observations that researchers have reported.
For instance, in [28], it was noted that it is easier to recognize males than
females, and that face recognition performance decreases with the logarithm
of the number of classes. By representing face space for males vs. females,
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and by measuring the size of the ambiguous regions as more people are added,
we can decide whether these observations are true.
2. We plan to explore the face space when pose and illumination vary simulta-
neously. It has been noted [33] that face recognition is getting even worse
when pose and illumination vary simultaneously. Based on the properties of
the face space under varying pose and illumination, we can further explore the
face space under simultaneous variations.
3. Besides illumination and pose, we also intend to synthesize different facial
expressions. This will add new variability to the face space. We can also
synthesize beards, moustaches, and eye-glasses, then investigate these effects.
4. We want to enlarge the parameter space, e.g., from [−90◦, 90◦] to [−120◦, 120◦].
In [20], Lee et al. raised the face recognition problem under extreme lighting
condition. By extending the parameter space, we can study this problem with
our theory. For example, we can compute the identity ambiguity, which could
give insights to the face recognition under extreme viewing conditions.
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(xi − xj)(xi − xj)> (A.3)
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Appendix B
PCA vs. Euclidean MDS
Proof. If D is the Euclidean distance matrix between X, by converting distances to
inner products with the centering matrix H,
X>X = −1
2
HDH = B. (B.1)
From Eq. (2.5),
X>Xv = λMDSv, (B.2)
where v is the MDS eigenvector corresponding to the eigenvalue λMDS.
PCA applies eigen-decomposition, i.e.
XX>u = λPCAu (B.3)
where u is the PCA eigenvector corresponding to the eigenvalue λPCA. If we multiply
X on both sides of Eq. (B.2),
XX>Xv = λMDSXv. (B.4)
By comparing Eqs. (B.3) (B.4), we can readily obtain
λPCA = λMDS (B.5)
Xv = u (B.6)
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In matrix form, Eqs. (B.5) (B.6) can be rewritten as
Λ = ΛPCA = ΛMDS (B.7)
XV = U (B.8)
Since YPCA = U






By comparing with YMDS = Λ
1/2V>, we can easily see that
YPCA = Λ




Given A ∈ RD×d with D  d and b ∈ RD, the task is to find the vector x ∈ Rd
that minimizes the ‖Ax− b‖.
Let us define e = ‖Ax − b‖2. To minimize e, we compute the derivative of e








= 2A>(Ax− b) (C.1)
Thus,
A>Ax = A>b (C.2)
In the case where A has rank d, the matrix A>A is invertible, and so x may be
found by x = (A>A)−1A>b.
Now let us prove that x = (A>A)−1A>b minimizes e. This can be proven by
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Note that A>A is a positive definite matrix because it has positive eigenvalues.
Therefore, the second-order derivative of e is a positive matrix, which can guarantee
the minimum of e.
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Appendix D
Computing the Jacobian Matrix
Given two matrices A ∈ RD×k and B ∈ Rd×k, J = AB>(BB>)−1 minimizes the
Frobenius norm ‖A− JB‖F , if BB> is invertible.
Proof. Let us define e = ‖A− JB‖2F . Based on the formula ‖X‖2F = tr{XX>}, we
can rewrite e as
e = tr{(A− JB)(A− JB)>}. (D.1)










JBB> = AB>. (D.3)
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It is easy to see that J? = AB>(BB>)−1 if BB> is invertible.
Now let us prove that J? = AB>(BB>)−1 minimizes e. This can be proven by







Note that BB> is a positive definite matrix because it has positive eigenvalues.
Therefore, the second-order derivative of e is a positive matrix, which can guarantee





For the work in this thesis, we have chosen the USF 3D dataset [35] to render
face images. This dataset consists of about 200 people with 3D (depth) data of
their faces, as well as 2D photographs captured under uniform illumination. These
photographs are used as texture maps over the 3D shape to produce the rendered
images. The face models are captured by using Cyberware 3D scanner. Then,
the surface of each face model has been triangulated into about 16, 000 triangles
with 8, 000 vertices. We arbitrarily chose a subset of 5 subjects (Fig. 3.1) and
used OpenGL [43] to render the faces under different illuminations and poses. Fig.
3.2 shows a few rendered images under various poses and illuminations. The main
reason that we chose to render these faces, instead of acquiring actual photographs,
is that we cannot collect so many face images under controlled viewing conditions,
i.e., particular pose or illumination angles.
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E.2 Coordinate System
Also, we suppose that we have a rendering algorithm R(θ, φ) that can render (syn-
thesize) a face image of a person under particular illumination θ and pose φ, using
some suitable parametrization of illumination and pose. This can be done by center-
ing a face mesh at the origin in R3, and placing a camera and a point light source on
a viewing sphere of fixed radius around the origin. The camera and light positions
are then specified by 2 angles each. For instance, a light source s is represented using
two angles (α, β), denoting the azimuth and elevation angles respectively. All angles
are measured in degrees. The azimuth (longitude) is the left/right angle, i.e., the
angle between the z-axis and the projection of s onto the xz-plane. The elevation
(latitude) is the up/down angle, i.e., the angle between s and the xz-plane. Since
we are only concerned with the direction of a light source, and not its strength, we
may constrain s to lie on the surface of a unit hemisphere in front of the face. As
such, this two-parameter representation is sufficient. When used in computations,
however, s is converted to a 3× 1 column vector, using the following equations:
s = [sx, sy, sz]
>
sx = − cos(β) sin(α)
sy = sin(β)
sz = cos(β) cos(α)
Although our current analysis assumes a point light source, other more complex
lighting is possible using the Spherical Harmonics [29] technique recently proposed
in the literature. This technique parameterizes illumination with 9 numbers, instead
of 2, but does not change the core ideas in this thesis in any way.
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Figure E.1: Coordinate axes to measure illumination direction. The origin is in the
center of the face.
E.3 Rendering Parameters
The rendered face images are 120 × 120 in size. By vectorization, we consider a
D-pixel greyscale face image as a column vector x ∈ RD, where D is equal to
14, 400 = 120 × 120. To make the images more realistic, we render specularities
and cast shadows appropriately. The cast shadow is rendered by using shadow
buffer [42]. During image rendering, we set two sets of parameters for light and
material in the following. (1) Light. We employ one point light source at infinity.
The coefficients for ambient and diffuse light are set to 0.3 and 2 respectively. (2)
Material. There exist three parameters: specular, diffuse, and shiness. And we set
them as 0.5, 1.0, and 50.0.
We also add some ambient light to make them more realistic. There exist quite
a few techniques for modeling human skin [24]. In this thesis, we employ the Phong
model [13], which is a standard modeling technique in computer graphics.
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