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Abstract
Taking Credit:
Case Study of a UV System to Expand Methods of Virus Inactivation and
to Quantify the Enhanced Public Health and Sustainability
By
Tyler Kane
University of New Hampshire, September 2018

Public water systems (PWSs) must provide 4-log virus inactivation to comply with EPA’s Surface Water
Rule (LT2ESWTR) or Ground Water Rule (GWR), while also complying with the Disinfection Byproduct
Rule (Stage 2 DBPR). A UV dose of 186 mJ/cm2 meets this inactivation requirement, but increases energy
use, capital and operation costs, and causes technical challenges for validating UV performance. The
result: many water systems resort to solely using chemical disinfectants, increasing their risk of
disinfection byproduct (DBP) formation. This required UV dose is based off previous studies on the
wavelength response adenovirus at 254nm, where traditional low pressure (LP) lamps emit UV light.
Surrogate microbes like MS2 are used in place of adenovirus in UV reactor validation because they are
non-pathogenic and have a similar wavelength response at 254nm. However, recent research shows
that adenovirus is more sensitive to low wavelengths (LWs) in the 200nm – 240nm range than MS2. This
suggests that adenovirus inactivation can be accomplished more efficiently than its surrogate suggested
if polychromatic, medium pressure (MP) lamps are used because they emit UV light in this LW region.
Yet MP UV systems do not monitor doses delivered at LWs, so they cannot take credit for the
contribution of these doses in adenovirus inactivation. New sensors are being developed by UV
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manufacturers that look to monitor doses delivered at LWs. These sensors, however, must be proven
reliable before they can be used in PWS applications.
A water treatment facility in Bethlehem, NH was chosen to host a pilot study, and was outfitted with a
Trojan UVSwift 4L12 reactor equipped with innovative LW sensors. The system PLC monitored flow,
UVT, sensor responses, and lamp power level. This data was used to analyze system trends and
determine the ability of LW sensors to record LWs reliably. LW sensor performance was examined with
5 analyses that measured the precision and accuracy of the sensors. The results of these analyses
suggest that the LW sensors have a high level of precision. The sensors were observed to be accurate
under low lamp power conditions, however, one analysis suggested there may be secondary sensor
response peaks. While further research is recommended to confirm their accuracy, LW sensors are
certainly close to being acceptable for PWS use. With this in mind, a life cycle assessment (LCA) was
conducted to compare the current disinfection strategy at Bethlehem (chlorination) with a strategy
using MP UV that accounts for doses delivered at LWs. The LCA included data from DBP formation
studies, chlorine demand studies, and models on reactor energy use after taking credit for LW doses.
The LCA quantified the tradeoffs of switching to a MP UV disinfection strategy; comparing the increase
in energy use and operation costs with the benefits of higher public health protection through a
reduction in DBP concentrations, which would put the system back into compliance with the DBPR.
While the data used was specific to Bethlehem, the methodology of the LCA can serve as guidance for
stakeholders of other PWS that would benefit from a lifecycle perspective examination of the tradeoffs
in disinfection strategies.

xiv

Chapter I
Introduction
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Introduction
Disinfection of drinking water is a critical step in maintaining public health protection. The US
Environmental Protection Agency (EPA) has set forth various regulations to ensure public water systems
(PWS) minimize risk to public health. Depending on the source water, systems can either fall under the
primacy of the Surface Water Rule (LT2ESWR) or the Groundwater Rule (GWR). In either case, the
treatment process in the PWS must provide a combined total of 4-log virus inactivation, among other
regulations based on the system’s location and population served. Additionally, all PWS must comply
with the Stage 2 Disinfection Byproduct Rule (DBPR). This rule sets a maximum allowable concentration
for common byproducts of disinfection that are known to be harmful, and even carcinogenic, to
humans.
For some PWS, particularly small and very small systems, maintaining compliance with these regulations
can be challenging due to their limited financial, technical, and personnel-based resources. Some, for
example, do not have a treatment process optimized for natural organic matter (NOM) removal. If NOM
is persistent in the source water, there is a higher risk of DBP formation due to the reactions that readily
occur with strong oxidants used in chemical-based disinfectants such as chlorine. For some systems, the
required dosing of free chlorine to achieve disinfection compliance inherently pushes them out of
compliance for disinfection byproducts. UV could serve as an alternative disinfectant (and thus reduce
DBP formation by reducing the required amount of chlorine) but achieving 4-log virus inactivation with
UV requires a relatively high dose of 186 mJ/cm2 due to adenovirus having a high resistance to UV light.
New research, however, shows that adenovirus is more sensitive to UV light at low wavelengths (LW)
between 200nm – 240nm. This suggests that adenovirus inactivation can be accomplished more
efficiently than previously thought if polychromatic, medium pressure (MP) lamps are used because
they emit UV light in this LW region. Yet MP UV systems do not monitor doses delivered at LWs, so they
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cannot take credit for the contribution of these doses in adenovirus inactivation. New sensors are being
developed by UV manufacturers that monitor doses delivered at LWs. These sensors, however, must be
proven reliable before they can be used in PWS applications. This new instrumentation in the form of
LW sensors may allow UV systems to better quantify the true dose of UV light that is being achieved,
thus reduce the energy required to achieve 4-log virus inactivation
This research consisted of a full-scale pilot study on a UV system with new LW sensors. The year-long
pilot study was held at a PWS in Bethlehem, NH. Data was collected from the UV system, and a variety
of water quality analyses were performed. This data was used to investigate two major research
questions:
1. What is the observed reliability of the LW sensors in the UV system?
2. What are the implications of taking credit for doses delivered at LWs?
This research was conducted to provide information to the water industry that may help water utilities
increase public health protection and maintain compliance with regulations. PWS struggling to comply
with the DBPR may find that this potentially expanded use of UV will help maintain compliance and
increase their level of public health protection through a reduction in DBP formation risk.

3

Objectives
The objective of this research was twofold:
1. To examine the reliability of low wavelength sensors in the full-scale operation of a PWS in
Bethlehem, NH. Data recorded in real-time by the UV system was used to quantify the level of
observed sensor precision and accuracy.

2. To examine the implications of a UV system taking credit for doses delivered at LWs. Water
quality data from Bethlehem allowed for a case-specific comparative lifecycle assessment on
two disinfection strategies: Chlorination and UV with credit for LW doses. The comparison
quantifies major tradeoffs between the two options, such as operational energy use and human
health risk.

4

Organization of Thesis
This thesis is organized by chapters, two of which were written as individual papers to be submitted to
peer-reviewed journals. The first paper examines the first research question, examining the reliability of
the LW sensors. The second paper examines the implications of reliable LW sensors through life cycle
assessment. Each paper is self-contained with its own abstract, introduction, methodology, results,
discussion, and conclusion. As such, the chapter organization for this thesis is as follows:
•

Chapter 1: Introduction
o

•

Chapter 2: Literature review
o

•

Provides an overview of the research

Provides necessary background information and research related to this study

Chapter 3: “Case Study of a MP UV System to Examine the Reliability of Low Wavelength Sensors
for Virus Inactivation”
o

Examines the first research question and stands as an individual research paper to be
peer reviewed and published.

•

Chapter 4: “Comparative Life Cycle Assessment on the Implications of Expanding UV Usage for
Virus Inactivation”
o

Examines the second research question and stands as an individual research paper to be
peer reviewed and published

•

Chapter 5: Conclusions & Recommendations
o

This chapter summarizes the major findings of both research questions examined and
provides suggestions for future research and how this study could be improved
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Chapter II
Literature Review

6

Introduction
Disinfection of drinking water is a critical step in the protection of public health. It can be defined as the
act of inactivating, removing, or destroying pathogenic cells. At water treatment facilities, it is typically
the last barrier of defense against these parthenogenic microorganisms. Chemical-based disinfection
practices have been used since the 19th century, and greatly reduced the prominence of epidemics such
as typhoid fever and cholera. Today, chlorine disinfection is the most widely used disinfectant in
drinking water treatment throughout the United States due to its relatively low cost and high
performance. As of 2011, 44% of all small water systems (serving less than 10,000 people) provide
chemical disinfection with no additional treatment (USEPA, 2011). However, chemical-based disinfection
strategies have their disadvantages. There is a risk of chlorine reacting with naturally occurring organic
matter and other constituents to form byproducts harmful to human health. Chlorine is also ineffective
at the inactivation of many protozoan, such as Cryptosporidium oocysts, a known pathogen. UV
disinfection has seen increased application in the United States and across the globe, as it can address
these disadvantages. UV is a physical disinfectant, and inactivates pathogens using the energy from the
photons emitted by the gas mix inside the UV lamp. As such, it does not produce byproducts in any
significant amount at doses typically required by water treatment (LeChvallier & Bukhari, 2003).
Additionally, it has shown to be effective at inactivating Cryptosporidium. Traditionally, UV is ineffective
as a method to inactivate viruses; they are among the most resistant microorganisms to UV light (Rauth,
1965).
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Regulations
The United States Environmental Protection Agency (USEPA) has established major rules for drinking
water treatment. Depending on a system’s source water, a public or community water system must
comply with either the Ground Water Rule (GWR) or the Long Term 2 Enhanced Surface Water
Treatment Rule (LT2ESWTR). Public water systems (PWS) must also comply with any applicable state
regulations that require further levels of treatment or compliance.

The GWR and the LT2ESWTR were enacted in 2006, and act as extensions to previous regulations on
water treatment standards. The LT2ESWTR applies to all PWSs that use surface water or groundwater
under the direct influence of surface water (GWUDI). The minimum treatment requirements of the
LT2ESWTR are provided below:
Table 1: Summary of Microbial Rules in the LT2ESWTR (USEPA, 2006d)

Additionally, PWSs must conduct source water monitoring to determine average Cryptosporidium
concentrations. Based on these monitoring results, PWSs are then placed into one of four possible
treatment “bins” (USEPA, 2006d). A PWS’s bin classification determines the extent of any additional
Cryptosporidium treatment requirements. The classifications for filtered systems are as follows:
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Table 2: Bin classifications for filtered systems under the LT2ESWTR (USEPA, 2006a)

For unfiltered systems, the bins are as follows:
Table 3: Bin classifications for unfiltered systems under the LT2ESWTR (USEPA, 2006a)

Additional treatment required is in terms of log Cryptosporidium removal. The microbial toolbox refers
to a technology such as UV, ozone, membrane filtration, or other technologies that can demonstrate
compliance with an equivalent log removal.

The GWR applies to systems that receive source water from groundwater. The GWR establishes
parameters that reduce risk of pathogenic infection. According to the EPA, the GWR’s strategy addresses
risks through an approach that relies on four major components (USEPA, 2006b):
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1. Routine sanitary surveys of systems that require the evaluation of eight critical elements of a
public water system and the identification of significant deficiencies (e.g., a well located near a
leaking septic system).
2. Triggered source water monitoring for a system that (not treating drinking water to remove
99.99 percent (4-log) of viruses) identifies a positive sample during regular Total Coliform
monitoring or assessment monitoring (at the option of the state) targeted at high-risk systems.
3. Corrective action is required for any system with a significant deficiency or source water fecal
contamination.
4. Compliance monitoring to ensure that treatment technology installed to treat drinking water
reliably achieves 99.99 percent (4-log) inactivation or removal of viruses (USEPA, 2006b).

For both the GWR and the LT2ESWR, a PWS must provide at least 4-log virus inactivation, removal, or
state-approved combination of technologies achieving an equivalent amount, while also maintaining a
residual disinfectant throughout the distribution system (USEPA, 2006a), (USEPA, 2006b). Additionally,
all PWS must comply with the Stage 2 Disinfection Byproduct Rule (DBPR). This rule limits the allowable
concentration of total trihalomethanes (TTHMs) and five haloacetic acids (HAA5), two groups of
contaminants that typically form from chlorine-based reactions with natural organic matter (NOM)
present in the source water (USEPA, 2006c). DBPs are of a major concern due to the population of
people that can become exposed and the cancer risks associated with long term DBP exposure; these
regulated DBPs have been shown to cause cancer and reproductive effects in laboratory animals
(USEPA, 2006c). Under the DBPR, the following maximum contaminant levels (MCLs) are set for TTHMs
and HAAs:
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Table 4: Stage 2 DBPR MCLs

In the Stage 1 DBPR, MCLs were based off a running annual average (RAA), where the average
concentration over the entire distribution system was used. This inadvertently misrepresented the risk
of public exposure to DBPs because areas with high DBP concentrations were averaged out to a smaller
value when the entire system was included (USEPA, 2006c). The Stage 2 DBPR uses a locational running
annual average (LRAA), which averages DBP concentrations at specific locations throughout the
distribution system. Most systems, under the DBPR, conduct an initial system survey to determine
monitoring locations and identify initial risks (USEPA, 2006c).

11

Meeting 4-log inactivation of virus via free chlorine is accomplished by meeting a specific CT value,
which is defined as the product of the free chlorine concentration (C) in mg/l and the contact time (T) in
minutes. The CT value required to achieve a certain level of disinfection depends on the temperature
and pH. EPA developed the CT values required to achieve credit for a specific log inactivation, which
were based on previous dose-response studies of serval laboratory-grown microbial cultures. Because
there is a tendency for laboratory-grown cultures to be less resistant to chlorine disinfection (Haas,
1996), a safety factor was incorporated into the final required values, which can be seen below.
Table 5:CT values for 4-log virus inactivation (US Regulations)

CT Values for 4-log Inactivation
of Viruses by Free Chlorine
Temp
pH
o
( C)
6-9
10
0.5
12
90
5
8
60
10
6
45
15
4
30
20
3
22
25
2
15
Meeting 4-log inactivation for virus via UV is accomplished by meeting a validated dose of 186 mj/cm2.
UV dose can be described as the UV intensity (mw/cm2) multiplied by time (seconds) to achieve a dose
of mJ/cm2. The EPA developed required doses for various target pathogens through many doseresponse studies and included safety factors. These values can be seen below. More details on target
pathogens and dose-response kinetics will be provided in the “UV Disinfection” Section.
Table 6: UV doses for 4-log virus inactivation (US Regulations)

Target Pathogen

Required Dose per Log Inactivation
(mJ/cm2 at 254nm)
1
2
3
4

Cryptosporidium

2.5

5.8

12

22

Giardia

2.1

5.2

11

22

Viruses

58

100

143

186
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Chemical Disinfection
Chlorine is perhaps the most widely used chemical disinfectant in the United States. It is widely proven
and typically cost-effective for many PWSs (Crittenden, 2012). Chlorine, as with other chemical
disinfectants, act as oxidants. As such, they inactivate microorganisms by lysing and damaging the
cellular structures of the microbe (typically the cell wall), which hinders their ability to metabolize, grow,
and replicate (Crittenden, 2012). For most PWS applications, chlorine is applied at the end of the
treatment train in the form of sodium hypochlorite (NaOCl). However, other forms such as chlorine gas
are available. When added to the water, sodium hypochlorite undergoes hydrolysis, dissociating into the
free chlorine species of hypochlorous acid (HOCl) and hypochlorite (OCl-) (Benjamin, 2002). The
concentration of these two species relative to each other is dependent upon pH, with HOCl
predominating at a pH of 7.5 or lower. HOCl is much more effective at inactivating microorganisms,
showing up to orders of magnitude differences in its efficiency to inactivate (Benjamin, 2002).
The total chlorine in a distribution system can be described as free chlorine (still in the form of HOCl or
OCl-) or combined chlorine. Free chlorine reacts non-selectively, so it can react with organic compounds,
nitrogenous compounds, and other compounds in addition to microorganisms. Figure 1 shows the
typical formation of different chlorine species as more free chlorine is added into a system. Most PWS
need to achieve breakpoint chlorination to maintain a free chlorine residual.
Disinfection with chloramines has also been an option for PWSs. Because it has reacted with a
nitrogenous compound, it will less-readily oxidize other compounds, but still serve as a (albeit less
effective) disinfectant. This helps PWSs reduce DBP formation while still providing protection from
pathogens. Chloramines are typically formed by adding sodium hypochlorite and ammonia into the
treatment train. A 5:1 ratio has shown to be most effective for inactivation (Berman, Sullivan, & Hurst,
1991). However, due to their lower redox potential, they are significantly less effective at inactivating
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pathogens when compared to free chlorine. Therefore, chloramines are typically only used as a residual
disinfectant, not a primary disinfectant in US PWSs. However, their lower redox potential can serve as a
benefit when chloramines act as a residual disinfectant: they have a lower risk of DBP formation, show
better biofilm control in distribution systems, and are typically easy to apply and measure in PWS
applications (White, 1992).

Figure 1: Chlorine species formation (White, 1992)

There are, however, many disadvantages associated with chemical-based disinfection strategies. It was
known since the 1970’s that chlorine usage could result in the formation of harmful DBPs, the most
abundant of which were observed to be trihalomethanes and haloacetic acids (USEPA, 2006c). Free
chlorine reacts with humic acids, fulvic acids, and bromides to form these DBPs, and the rate of
formation typically increases with temperature (White, 1992). DBP formation also increases as a
function of dosed chlorine concentration, so systems with persistent NOMs in their source water may
struggle to minimize DBP concentrations with a solely chlorine-based disinfection strategy (WRF, 2015).
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Since the development of the Stage 1 DBPR, many studies have been conducted to analyze the health
effects of DBP exposure. EPA lists carcinogenic slope factors for each of the regulated contaminants
following the results of many dose-response studies on laboratory animals (LaGrega, 2001). Studies have
also been conducted to examine the reproductive and developmental effects of exposure (Dodds, 1999),
(Kings, 2000), (Waller, 1998). A compilation of many studies found that there was indeed significant
evidence linking DBPs to reproductive and developmental harm under certain exposure concentrations
(Reif, 2000).
In addition to the health risks associated with DBP exposure, chemical-based disinfection strategies can
also bring about taste and odor issues with users of PWSs. The cause of these issues are typically from
chlorine reactions with organic nitrogen (White, 1992).
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UV Disinfection
UV disinfection is a strategy that is becoming increasingly popular for use in PWS all over the world. It is
a physical disinfectant, working by transmitting photons of light at certain wavelengths such that
molecules inside of a cell can absorb the photons. Once absorbed, the energy transmitted by the photon
can alter the molecules inside the cell, rendering it unable to replicate (thereby, inactivating it) (USEPA,
2006d). As a physical disinfectant, it leaves no residual. This means there are no dangers associated with
over-dosing the water, and UV does not form byproducts at the doses used for disinfection (LeChvallier
& Bukhari, 2003). However, being a physical disinfectant has some tradeoffs: UV carries a more complex
validation and monitoring process when compared to chemical disinfectants and UV can only be used as
a primary disinfectant. Nonetheless, UV can allow PWSs to achieve significant benefits when compared
to a strictly chemical-based disinfection strategy depending on the water conditions.
This section will go into detail on the history of UV, the fate of UV light from its generation to its
absorbance by a cell, its current application in PWS operation, and emerging technologies and guidance.

Hi st ory
Ultraviolet disinfection is an established practice all over the world. English scientists Downes and Blunt
discovered the germicidal properties of sunlight in 1877 (Reed, 2010). The first recorded drinking water
application of UV disinfection was in Marseilles, France, in 1910 following the development of mercury
lamps to act as artificial UV light sources in 1901 (USEPA, 2006d). Further research continued to
investigate the phenomenon of UV light’s germicidal properties. In 1929, it was discovered that the
nucleic acid in cells absorbed UV light (Gates, 1929). Following that, considerable advancements were
made on the development of UV lamps, and on research of inactivation mechanisms via UV light
(USEPA, 2006d).
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However, UV would not be used on a full municipal scale until 1955. Even then, most water systems
opted for chlorine as it was a proven process with a lower cost (Kruithof & van der Leer, 1990).
However, when DBPs were discovered in the 1970’s, UV became more widely used in countries like the
Netherlands and Norway. By 1985, there were over 1,000 estimated uses of UV disinfection in these two
countries (USEPA, 2006d). Modern-day usage of UV disinfection is now commonplace for water and
wastewater applications because of its proven application and its efficiency at inactivating
Cryptosporidium (Clancy, 2000). Since the turn of the millennia, countless small PWS have opted for UV
disinfection, and many large operations have as well. These include a 180-mgd PWS in Seattle and a
2,200-mdg facility in New York (USEPA, 2006d).

S ource of UV l ight
On the electromagnetic spectrum, UV light sits between X-rays and visible light as seen in Figure 2.

Figure 2: Electromagnetic spectrum

The subgroups of UV light are known as vacuum UV, UV-C, UV-B, and UV-A. As wavelength decreases,
the frequency of the wave (thus, its energy) increases. In general, the germicidal region of UV light is
known as the region between 200nm and 300nm (USEPA, 2006d). While wavelengths below 200nm
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could inactivate microorganisms, their high energy causes them to become absorbed or dissipate quickly
in water (USEPA, 2006d).
Artificial UV light generated for UV disinfection is most commonly generated through generating a
voltage across a mercury gas mixture inside of an enclosed lamp. The intensity of UV light emitted and
the wavelengths at which it is emitted depend on the concentrations in the gas mixture, the voltage
being applied, and the pressure and temperature at which the lamp is operating at (USEPA, 2006d). In
general, the two major types of UV lamps used in PWS applications are medium pressure (MP) and low
pressure (LP) lamps. LP lamps can be designed for high output as well as standard output. In addition to
MP and LP lamps, there is a multitude of ongoing research efforts examining the applicability of
different types of UV delivery technologies, such as UV LEDs and pulsated UV (Schaefer, 2007),
(Bohrerova, 2008), (Chatterley, 2010), and more. The differences between MP and LP lamps can be
summarized by the Table below, adapted from the EPA’s UV Disinfection Guidance Manual (UVDGM).

Table 7: Characteristics of MP and LP lamps (USEPA, 2006d)
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The differences in the output of MP and LP lamps can be visualized with Figure 3, where outputs are
normalized over wavelength.

Figure 3: Normalized output of MP and LP Lamps; adapted from (Wright, 2011)

F ate of UV l ight
As UV light travels from the gas mixture inside the lamps to its designed destination (which is, in theory,
absorbance by a cell), there are many phenomena that impact its fate. These phenomena occur at the
interface of the reactor components (which will be further discussed) and in the water being treated.
Absorbance is defined as the transformation of light into other forms of energy as it passes through a
substance (USEPA, 2006d). As UV light passes through the water matrix inside a reactor, it is absorbed
by the water to varying degrees depending on the wavelength (USEPA, 2006d). Generally, UV light of
lower wavelengths will be more readily absorbed due to its higher frequency. When UV light is
absorbed, it is no longer available for microbial inactivation (USEPA, 2006d). Absorbance of the water is
an important parameter for UV disinfection. The UV absorbance of a water matrix quantifies the
decrease in the amount of light as it passes through a water sample over a specified distance and at a
specified wavelength (USEPA, 2006d). Typically, UV absorbance is expressed at 254 nm with a 1cm
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pathlength. Absorbance can also be expressed as percent transmittance through the following
relationship:
Equation 1: UV Absorbance to UVT Relationship; taken from (USEPA, 2006d)

Because absorbance is typically expressed at 254nm with a 1cm pathlength, UVT shares this norm.
Unless otherwise stated, “UVT” is synonymous with “UVT (%) at 254nm with a 1cm pathlength”. UVT
can also be determined through Beer’s law using the following equation:
Equation 2: Calculating UVT through Beer's Law

With absorbance or UVT known, a characterization of UV’s effectiveness to treat water is known, as one
can estimate the percentage of light that will transmit through the water matrix at a certain wavelength.
Additionally, the absorbance at 254nm can be normalized by the dissolved organic carbon (DOC)
concentration in the water to develop a specific UV absorbance (SUVA) value to characterize the types
of organics in the water and estimate DBP formation potential (Weishaar, 2003).
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Other important phenomena of UV light fate are refraction, reflection, and scattering. The following
figures visually describe how they change the fate of UV light.

Figure 4: Refraction of UV Light; taken from (USEPA, 2006d)

Figure 5: Reflection of UV light; taken from (USEPA, 2006d)
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Figure 6: Scattering of UV light; taken from (USEPA, 2006d)
Refraction of light occurs at the interface between two media and changes the angle at which the UV
light travels thereafter. Reflection of light occurs at the surface of a media, where the direction of light is
changed. Specular reflection typically occurs on smooth surfaces and the reflected light angle mirrors
the angle of incidence. Diffuse reflection scatters light in a variety of angles (USEPA, 2006d). Scattering
itself can be defined as a change in direction of light after interaction with a particle.
How each of these phenomena play a role in the setup of a UV reactor will be discussed in the following
section.

Reactor c omponent s
The major components inside a UV reactor in a PWS application include the lamps, the sleeves, the
wiper mechanism, and the various sensors. Figure 7 shows these components, along with others, in an
example of a reactor setup.
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Figure 7: Example setup of UV reactor with labeled components; taken from (USEPA, 2006d)

The lamps inside of the UV reactor are responsible for generating the UV light. Ballasts are used to
regulate the power supply to the voltage across the gaseous mixture inside the lamp. The ballast power
level (BPL) of a UV system can typically be adjusted automatically to accommodate for water quality/
absorbance recorded by the system’s sensors (WRF, 2015). Over time, the lamps can be affected by
aging, where their output diminishes as the lamps become older. For this reason, lamps are typically
replaced at a frequency prescribed by the manufacturer.

The UV lamps, made of a gas mixture, are housed inside of protective sleeves. Sleeves serve to thermally
insulate the lamps and provide protection against particles, water hammer, and other potential
damages (WRF, 2015). There are three major types of sleeves used in PWS application, all of which are
typically made from quartz. They are referred to as Synthetic, type-219, and type-214 sleeves. For any
sleeve, UV light will be reflected to some extent at the interfaces of the mediums. Additionally, UV light
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will be absorbed to some extent at each wavelength. Therefore, the overall UVT of a sleeve at each
wavelength can be calculated with the following equation.
Equation 3: Series of equations for sleeve UVT; taken from (WRF, 2015)

Assuming 2mm thick quartz (1mm thick sleeve over the lamps and 1mm thick sleeve over the sensors)
and a zero-degree incidence angle, the UVT of each sleeve are be displayed graphically in Figure 8.

Figure 8: UVT over wavelength of 3 major sleeve types; taken from (WRF, 2015)
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Most UV reactors are typically equipped with a wiper mechanism that serves to clean the sleeves at a
given frequency. This helps avoid fouling on the surface of the sleeves. Wiper mechanisms can either be
mechanical or chemical-mechanical, the latter incorporating a chemical solution to further clean the
sleeve surface (USEPA, 2006d).
When the UV light travels through the sleeves and into the water matrix, it will become absorbed to
some degree. That degree depends primarily on the concentration of constituents in the water (which
vary by source water, upstream treatment processes, and many other factors) and the wavelength of UV
light travelling through the water matrix (WRF, 2015). The UV light that has transmitted through the
water matrix can be defined with the following equation:
Equation 4: Attenuation of UV light through a water matrix; taken from (WRF, 2015)

The UV intensity is relative to a given wavelength. The UVT at a given wavelength can be determined by
dividing the “intensity” term by the “intensity at the starting point” term, or by using Equation 1: UV
Absorbance to UVT Relationship; taken from .
Once the UV light has transmitted through the water matrix, it reaches the UV intensity sensors. In most
reactors, there is also a flow and UVT sensor that monitors these parameters continuously (WRF, 2015)
and the UV system can adjust the BPL accordingly based on the current water conditions. The UV
intensity sensors are typically placed at a prescribed location away from the lamps, such that the UV
light that reaches the lamps is representative to the UV light that is available to inactivate
microorganisms and has not been absorbed by any other media (WRF, 2015). Readings from the UV
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intensity sensors are fed into the UV control panel, or the system’s programmable logic controller (PLC).
Here, the PLC will synthesize data collected from all sensors and adjust the BPL accordingly to meet a
validated dose. The validated dose is the dose required to achieve credit for certain log inactivation
levels of various pathogens, as seen in the US regulations listed in Table 5:CT values for 4-log virus
inactivation (US Regulations)Table 5 and Table 6. UV intensity sensors are designed to have an optical
range centered around the wavelength of peak response of LP lamps; 254nm. Typically, the UV intensity
is read by the sensor eliciting an electrical signal with a 4 -20 ma conversion, then sending the result to
the system’s PLC, where the result is converted to a UV intensity (UVI) value in mw/cm2 (Trojan UV,
2015).
There exists other phenomenon that impact the fate of UV light inside reactors, though the impact has
not been as closely studied as the previous phenomenon presented. In some cases, the reactor wall has
been observed to reflect UV light back towards the UV intensity sensors. This phenomenon has been
observed to cause up to a 20% increase in UV light reaching UV intensity sensors (WRF, 2011).
Additionally, arc float phenomenon is also an important consideration of UV lamps. When the voltage is
applied across the gas mixture, an arc forms inside of the lamp envelope that produces all the UV
output. Under lower ballast operating frequencies, there is a risk the actual lamp arc will not be located
in the center of the lamp envelope. Rather, it could float toward the top of the envelope. If so, the UV
intensity entering the water from the quartz sleeve at the 0-degrees position will be larger than the UV
intensity entering the water at the 180-degree position due to the smaller distance travelled through
the lamp to the sleeve (Hayes, 2016).
Unlike chemical disinfection, the inactivation of pathogens via UV light is known to be independent of
temperature and pH (between 6 and 9) of the water (Malley J. , 2000). Studies have also shown that UV
disinfection at UV doses up to 200 mJ/cm2 does not change the water’s pH, turbidity, dissolved organic
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carbon level, UVT, color, nitrate, nitrite, bromide, iron, or manganese of the water being treated (Malley
J. P., 1996). The following section describes the fate of UV light at its destination: microorganisms.
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Mic robi al r esponse to UV l ight
UV light in PWS applications serves to inactivate pathogens to the degree required by the GWR or the
LT2ESWTR. In general, the susceptibility to UV light is greatest in bacteria, followed by protozoa, then
viruses (AWWARF, 2004). An important distinction between UV disinfection and chemical disinfection is
that chemical disinfectants damage cell structures via oxidation, whereas UV light in the germicidal
region (200nm -300nm) damages the nucleic acids of bacteria, protozoa, and viruses, preventing them
from replicating (USEPA, 2006d). Nucleic acid is responsible for all reproductive functions of any lifeform
and is either present as deoxyribonucleic acid (DNA) or ribonucleic acid (RNA) depending on the type of
lifeform (USEPA, 2006d).
In DNA, there are two groups of building blocks, known as nucleotides: purines (which consist of
adenine and guanine) and pyrimidines (which consist of thymine and cytosine). This can be seen in
Figure 9. In RNA, the major difference is in the pyrimidines, as they are composed of uracil and cytosine
(USEPA, 2006d).

Figure 9: DNA and its base pairs; taken from (USEPA, 2006d)
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In UV disinfection, the base pairs absorb UV light and damage the cell in various ways. Figure 10 shows
the relative UV absorbance of nucleotides and DNA.

Figure 10: UV Absorbance of nucleotides and DNA; from (Jagger, 1967)
Depending on the dose delivered, UV light can cause damage and contribute to the inactivation of a cell
in the following ways:
•

Pyrimidine dimers: Form when covalent bonds are present between adjacent pyrimidines on the
same DNA or RNA strand, and they are the most common damage resulting from UV
disinfection.

•

Pyrimidine (6-4) pyrimidine photoproducts: Form like pyrimidine dimers and form on the same
sites.

•

Protein-DNA cross-links: Form as covalent bonds between a protein and a DNA strand, and they
may be important for the disinfection of certain microorganisms (Jagger, 1967).

Pyrimidine dimers are the most common form of nucleic acid damage, being 1,000 times more likely to
occur than strand breaks, DNA-DNA cross-links, or protein-DNA cross-links (Adler, 1966). Of the three
possible pyrimidine dimers that can form within DNA (thymine-thymine, cytosine-cytosine, and thyminecytosine), thymine-thymine dimers are the most common. For RNA, because thymine is not present,
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uracil-uracil and cytosine-cytosine dimers are formed. Microorganisms with DNA rich in thymine tend to
be more sensitive to UV disinfection (Adler, 1966).
In some cases, microorganisms possess enzymes that can repair the damage from UV light. Photo-repair
refers to the process by which the enzymes in a cell become energized by exposure to light in the visible
range and can break the covalent bonds that formed pyrimidine dimers (Jagger, 1967). Dark repair
refers to the process by which enzymes remove and replace the damaged strand of DNA. Bacteria can
undergo dark repair, but some lack the enzymes needed for it (Knudson, 1985). Viruses also lack the
necessary enzymes for repair but can repair using the enzymes of a host cell (Rauth, 1965). The extent
to which repair occurs in a given pathogen always carries some uncertainty, so safety factors for
required UV doses are included to account for any repair. Additionally, most PWS include a chemicalbased residual disinfectant, which minimizes the possibility of repair.
Adenovirus has been of interest for the UV industry, as it has shown to be the most resistant
microorganism to UV inactivation to date (Gerba, 2003), (Rauth, 1965). Adenovirus was first discovered
in the 1950’s and since, there are 51 identified human types among the 6 different species of adenovirus
known (Liu, 1991). They are obligate intracellular parasites under the family Adenoviridae and genus
MastAdenovirus (Fenger, 1991). An individual virus is between 60nm – 90nm in diameter and consist of
a spherical core containing double-stranded DNA, approximately 26-45 kilobase pairs long (Liu, 1991),
(Fenger, 1991). There are a multitude of reasons why it could be relatively resistant to UV light. Three
prominent theories include:
•

Adenovirus has a high G-C content, which reduces the possibility of thymine-thymine dimers
that can be produced under UV light exposure (Liu, 1991)

•

The capsid and surrounding proteins may shield adenovirus’ DNA from UV light exposure (Liu,
1991)
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•

Adenovirus, like other viruses, has shown the ability to repair damaged DNA through hostmediated enzymatic DNA repair. This process allows the virus to use host cell enzymes to repair
the DNA once inside a host cell (Day, 1975).

Adenovirus can typically be found in polluted waters and are among the most common viruses found in
sewage (Enriquez, 1995). Children are particularly sensitive to adenovirus infection. It is the leading
cause of childhood sickness and mortality worldwide, accounting for an estimated 5-10 million deaths
every year (Enriquez, 1995). Adenovirus is only second to rotavirus in significance as a cause of illness.
Therefore, the fact that adenovirus is relatively resistant to UV light is of concern if UV disinfection is to
be used. Many studies have been conducted to estimate the dose-response of adenovirus. The current
US regulations state a validated dose of 186 mJ/cm2 is required for 4-log inactivation of adenovirus.

Me asuri ng mic robi al r esponse
The ability to measure microbial response to UV light is critical to understand the level of protection
being provided, and to ensure regulations for log-inactivation are achieved. Microbial response (UV
dose-response) is defined with the following equation:

Equation 5: Log inactivation of a microbial concentration; taken from (USEPA, 2006d)
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The log inactivation observed at a specific dose develops one of many points on a dose-response curve.
Figure 11 shows an example of dose-response curves for various microorganisms.

Figure 11: Dose response curves; taken from (USEPA, 2006d)

When using polychromatic, MP UV systems, the sensitivity of a microbe at individual wavelengths may
be of interest. Different than a dose response curve, the action spectrum of a microbe is obtained by
measuring the microbe’s UV dose response at different wavelengths and plotting the UV sensitivity as a
function of wavelength (WRF, 2015). The following equation displays this mathematically:

Equation 6: Action spectra of a microbe; taken from (WRF, 2015)
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Figure 12 shows an example of action spectra data of various microorganisms of interest.

Figure 12: Action spectra of various microbes; taken from

When developing any type of dose-response data, the dose delivered is relative to the type of lamp used
in the experiment to develop the curve and assumes that the experiment was conducted in a completely
mixed batch system (such as using a petri-dish and a collimated beam setup). UV dose (mJ/cm2) is the
integral of UV intensity over the exposure period (time). If the UV intensity is constant over the
exposure time, UV dose is defined as the product of the intensity and the exposure time. In a completely
mixed batch system, the UV dose that the microorganisms receive is equal to the volume-averaged UV
intensity within the system (USEPA, 2006d). Therefore, in collimated beam studies, the dose can be
known in this fashion. However, knowing a validated dose during UV reactor operation is more complex
because the flow through the reactor cannot be defined as perfectly mixed, nor as laminar. Thus, some
microorganisms could travel closer to the UV lamps than others, or some may be exposed to the UV
light for shorter periods of time than others. Therefore, UV systems used in the US for PWS application
must first be validated (USEPA, 2006d).
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UV Val idat ion
This is accomplished first through bench scale testing of a target microbe to develop a UV dose-response
curve using a collimated beam. Then, full scale testing (either offsite or onsite) of the UV reactor is
conducted, where the log inactivation of the same microbe is measured under a variety of flow, UVT,
and lamp/ ballast power level (BPL) conditions. For each set of conditions tested, the log inactivation
observed is matched back to the initial dose-response curve, and a corresponding Reduction Equivalent
Dose (RED) is obtained. At this point, there is a RED for every set of conditions tested, so a modeled
equation can predict RED as a function of those test conditions. This equation, known as the dosemonitoring equation, is placed in the UV system’s PLC where real-time conditions are measured, and a
RED can be estimated at all times during operation. The RED at any given time is divided by uncertainty
factors to give a validated dose. Table 1 lists the required validated doses that must be achieved to
obtain credit for the target log inactivation for each of the three major target pathogens. Below is an
example of a dose-monitoring equation.
Equation 7: Example dose-monitoring equation; taken from (USEPA, 2006d)
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Most UV systems can autonomously alter their ballast power level (BPL) to change the lamp output. This
is done so that the validated dose calculated from the dose-monitoring equation will always meet a
target validated dose During times of high flow and high water absorbance, for example, the “measured
UV sensor value” term will need to increase to maintain a given RED when compared to times of lower
flow and higher UVT. To do this, the system increases its BPL so that more UV light can reach the sensor.
RED is always specific to the microbe that was tested, and the conditions during testing. Often, a
challenge (or surrogate) microbe is used in validation in place of a target microbe. This is done for the
safety of those working on reactor validation and to avoid discharging pathogenic microbes into the
environment (USEPA, 2006d). The idea behind challenge microbes is that they share a similar sensitivity
to UV light as their target, so the observed REDs for a challenge microbe should be similar to what would
be observed with the target. A microbe’s sensitivity to UV light is known as its action, or wavelength
response. Many studies have been conducted to examine the exact sensitivity, or action, of various
target and challenge microbes. The UVDGM provides a list of acceptable challenge microbes for these
target microbes. When using an LP lamp, differences between a target microbe’s action and a challenge
microbe’s action can be accounted for in the dose-monitoring equation with an additional uncertainty
factor known as a RED Bias factor. When using an MP lamp, differences can be accounted for with an
Action Spectra Correction Factor (ASCF), which accounts for sensitivity differences at each wavelength in
the germicidal region (USEPA, 2006d).
More details on reactor validation can be seen in the EPA’s UVDGM, and more research on ASCFs can be
seen in (WRF, 2015).
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Emerging UV Research
Recent studies have shown that at wavelengths below 240nm, the wavelength response of adenovirus is
significantly greater than commonly used surrogate microbes such as Male Specific Phage 2 (MS2) (WRF,
2015).

Figure 13: Action spectra of MS2 and adenovirus (WRF, 2015)

Still, the UVDGM listed these challenge microbes as acceptable because at wavelengths near 254nm, the
wavelength response of adenovirus is similar to these challenge microbes (USEPA, 2006d), so there was
no major cause for concern when using LP lamps. Even if MP lamps were used, the output at the time of

Figure 14: Output differences in old and modern MP lamps (Wright, 2011))
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the UVDGM (2006), MP output in this region was minimal anyway (Wright, 2011). However, with
modern MP lamps, there is more output in this low wavelength (LW) region between 200 – 240nm.
This suggests that when using modern MP lamps, the doses delivered in the low wavelength (LW) region
of 200 – 240nm could significantly contribute to the inactivation of adenovirus, but validation testing
results would not show this because the challenge microbes are not as sensitive to UV in this region.
Studies have shown that when using modern MP lamps, challenge procedures using MS2 will underpredict the UV dose delivered to adenovirus by a factor of two or more (Linden, 2007). This is a major
implication, suggesting that achieving 4-log adenovirus inactivation may be accomplished more
efficiently than previously thought.
The UV community has recognized this implication. In 2015, a WRF report was released as a
compendium to the UVDGM. The research efforts in the report established more accurate ACSFs for
MS2, and developed ASCFs for new challenge organism, B. pumilus, that shared a closer action spectrum
to adenovirus (WRF, 2015). Because there was no reliable way to measure doses delivered at low
wavelengths, however, all calculations in the report assumed no dose delivery below 240nm.
Many UV manufacturers have since developed, or are in the process of developing, low wavelength
sensors that can measure the UV dose delivered in the LW region of 200 – 240nm.
New research has already developed new models of dose-monitoring equations that can consider the
UVI recorded by LW sensors in addition to standard sensors (USEPA, 2017). Equation 8: Example dosemonitoring equation considering UVI recorded by LW sensors (taken from EPA, 2017) shows a sensor
response term for SH (standard sensor responses) and SL (LW sensor responses).
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Equation 8: Example dose-monitoring equation considering UVI recorded by LW sensors (taken from
EPA, 2017)

However, before dose-monitoring equations can take credit for these doses delivered at LWs, the LW
sensors must be proven reliable before they can be used in full-scale operation. If a sensor is reliable, it
will only respond to UVI within the range expressed by its sensitivity curve, and it will do so with the
same precision and accuracy over time. If a sensor is not responding to UVI within its sensitivity curve
during operation, there is a significant public health risk. If, for example, a LW sensor is overstating the
UVI that reaches its optical components or is responding to UVI outside of its optical range, then the
recorded dose being delivered will be overestimated. Therefore, there is a need to establish parameters
for LW sensor reliability and examine LW sensor reliability on a full-scale operation.

Among recent research into ASCF and LW sensors, there is also emerging UV research on UV LEDs,
pulsated UV, laser UV, and different types of reactor setups UV (Schaefer, 2007), (Bohrerova, 2008),
(Chatterley, 2010), and more.
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Abstract
Public water systems (PWSs) must provide 4-log virus inactivation to comply with EPA’s Surface Water
Rule (LT2ESWTR) or Ground Water Rule (GWR), while also complying with the Disinfection Byproduct
Rule (Stage 2 DBPR). A UV dose of 186 mJ/cm2 meets this inactivation requirement, but increases energy
use, capital and operation costs, and causes technical challenges for validating UV performance. The
result: many water systems resort to solely using chemical disinfectants, increasing their risk of DBP
formation. This required UV dose is based off studies of the wavelength response adenovirus at 254nm,
where traditional low pressure (LP) lamps emit UV light. Surrogate microbes like MS2 are used in place
of adenovirus in UV reactor validation because they are non-pathogenic and have a similar wavelength
response at 254nm. Research shows that adenovirus is more sensitive to low wavelengths (LWs) in the
200nm – 240nm range than MS2. This suggests that adenovirus inactivation can be accomplished more
efficiently than its surrogate suggested if polychromatic, medium pressure (MP) lamps are used because
they emit UV light in this LW region. Yet MP UV systems do not monitor doses delivered at LWs, so they
cannot take credit for the contribution of these doses in adenovirus inactivation. New sensors are being
developed by UV manufacturers that monitor LW doses. These sensors, however, must be proven
reliable before they can be used in PWS applications. A PWS in Bethlehem, NH was chosen to host a
pilot study, and was outfitted with a Trojan UVSwift 4L12 reactor equipped with new LW sensors. The
system PLC monitored flow, UVT, sensor responses, and lamp power level. This data was used to analyze
system trends and determine the ability of LW sensors to record LWs reliably. LW sensor performance
was examined with 5 analyses that measured the precision and accuracy of the sensors. The results of
these analyses suggest that the LW sensors have a high level of precision. The sensors were observed to
be accurate under low lamp power conditions, however, one analysis suggested there may be secondary
sensor response peaks. While further research is recommended to confirm their accuracy, LW sensors
are certainly close to being acceptable for PWS use.
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Introduction
Motivation
Disinfection of drinking water is a critical component to preventing waterborne diseases and
maintaining high levels of public health. The US EPA’s Ground Water Rule (GWR) and Long Term 2
Enhanced Surface Water Rule (LT2ESWR) require certain levels of disinfection compliance for public
water systems (PWSs). For both the GWR and the LT2ESWR, a PWS must provide at least 4-log virus
inactivation, removal, or state-approved combination of technologies achieving an equivalent amount,
while maintaining a residual disinfectant throughout the distribution system (USEPA, 2006a), (USEPA,
2006b). Additionally, PWS must comply with the Stage 2 Disinfection Byproduct Rule (DBPR). This rule
limits the allowable concentration of total trihalomethanes (TTHMs) and five haloacetic acids (HAA5),
two groups of contaminants that typically form from chlorine-based reactions with natural organic
matter (NOM) present in the source water (USEPA, 2006c).

Meeting 4-log inactivation of virus via free chlorine is accomplished by meeting a specific CT value that
depends on temperature and pH. These values can be seen in Table 8. Meeting 4-log inactivation for
virus via UV is accomplished by meeting a validated dose of 186 mj/cm2. The doses required for various
target pathogens at various doses can be seen in Table 9.
Table 8:CT values for 4-log virus inactivation (US Regulations)

CT Values for 4-log Inactivation
of Viruses by Free Chlorine
Temp
pH
o
( C)
6-9
10
0.5
12
90
5
8
60
10
6
45
15
4
30
20
3
22
25
2
15

Table 9: UV doses for 4-log virus inactivation (US Regulations)

Target Pathogen

Required Dose per Log Inactivation
(mJ/cm2 at 254nm)
1
2
3
4

Cryptosporidium

2.5

5.8

12

22

Giardia

2.1

5.2

11

22

Viruses

58

100

143

186
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For UV disinfection, the 4-log inactivation of virus is relative to adenovirus because it is the most
resistant to UV of all pathogenic viruses (Gerba, 2003). The required dose of 186 mj/ cm2 is normalized
to 254nm because this is the wavelength of the monochromatic output in Low Pressure (LP) lamps,
which were used in the initial dose-response studies (USEPA, 2006d). Other safety factors and
negotiated considerations were included in finalizing this target value (USEPA, 2006d). Relative to the
inactivation of other target pathogens, 186 mj/cm2, is a high dose. Meeting this requirement by using
UV comes with many barriers for PWS:
•

Increase in capital costs due to the costs of the UV reactors required to achieve this dose

•

Increase in operational costs due to the high energy required to achieve this dose

•

Increase in facility footprint taken by the disinfection stage of the treatment process due
to the high number or large size of the reactors required to achieve this dose

For these reasons, among others, UV is not listed as a best available technology in the GWR. As a result,
many PWS, especially smaller systems with limited resources, must resort to a solely chemical-based
strategy for disinfection. This has been the status quo for many PWS; most achieve 4-log virus removal
through the meeting the required CT value with chemical disinfectants (USEPA, 2011). In some cases, UV
can be used in addition to chlorine or chloramines to reduce the chemical load while meeting a
combined 4-log treatment. For many PWS with high quality source water and distribution systems,
chemical-based disinfection strategies maintain compliance with the DBPR and can achieve 4-log virus
inactivation. However, a closer look at the current state of PWSs across the US reveals that some
communities are struggling to maintain public health protection. For system’s serving less than 10,00
people, non-compliance with the Stage 1 & 2 DBPR is the second most common health-based violation
for PWS (Oxenford, 2016). In 2013 alone, there were over 5,000 reported violations of the Stage 1 & 2
DBPR in systems serving less than 10,000 people (Oxenford, 2016). While some smaller systems may be
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meeting their disinfection requirements, they are struggling to manage the byproducts associated with
disinfection. Users of small PWSs seem to be disproportionately affected by this compliance issue,
among others (Oxenford, 2016). Small systems typically lack the resources to address these problems as
efficiently as a large system can. Considering that systems serving less than 3,000 people serve roughly
10% of the entire US population (USEPA, 2011), there appears to be a need to address the public health
issue of DBP compliance.
In some cases, small systems are caught in a catch-22 between the two regulations, where the amount
of chlorine required to maintain compliance with the LT2ESWR also inherently puts the system out of
compliance with the Stage 2 DBPR due to high DBP formation. These systems are in a challenging
position and often do not have resources for source water changes, major upstream treatment
overhauls, or service line replacement projects. This has led the industry to reevaluate how PWS can
maintain high levels of public health protection. Attention shifted back to UV, as it does not contribute
to the formation of regulated byproducts to any significant extent (LeChvallier & Bukhari, 2003), which
helps systems comply with the byproduct end of disinfection challenges. Achieving the high dose of 186
mj/cm2 still comes with its challenges for small PWSs. Nevertheless, recent research has shed light on
how 4-log virus inactivation may be more achievable. The following section provides the theory and
recent advancements that have led to the potential expanded application for UV.
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Theory
EPA’s UV Disinfection Guidance Manual (UVDGM) states that for all PWS applications, any UV system
used must be validated (USEPA, 2006d). This is accomplished first through bench scale testing of a target
microbe to develop a UV dose-response curve using a collimated beam. Then, full scale testing (either
offsite or onsite) of the UV reactor is conducted, where the log inactivation of the same microbe is
measured under a variety of flow, UV Transmittance (UVT), and lamp/ ballast power level (BPL)
conditions. For each set of conditions tested, the log inactivation observed is matched back to the initial
dose-response curve, and a corresponding Reduction Equivalent Dose (RED) is obtained. Now, there is a
RED for every set of conditions tested, so a modeled equation can predict RED as a function of those test
conditions. This equation, known as the dose-monitoring equation, is placed in the UV system’s
programmable logic controller (PLC) where real-time conditions are measured, and a RED can be
estimated at all times during operation. The RED at any given time is divided by uncertainty factors to
give a validated dose. Table 9 lists the required validated doses that must be achieved to obtain credit
for the target log inactivation for each of the three major target pathogens. Below is an example of a
dose-monitoring equation.
Equation 9: Example dose-monitoring equation (taken from the UVDGM, 2006)
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Most UV systems can autonomously alter their ballast power level (BPL) to change the lamp output. This
is done so that the validated dose calculated from the dose-monitoring equation will always meet a
target validated dose During times of high flow and high water absorbance, for example, the “measured
UV sensor value” term will need to increase to maintain a given RED when compared to times of lower
flow and higher UVT. To do this, the system increases its BPL so that more UV light can reach the sensor.
RED is always specific to the microbe that was tested, and the conditions during testing. Often, a
challenge (or surrogate) microbe is used in validation in place of a target microbe. This is done for the
safety of those working on reactor validation and to avoid discharging pathogenic microbes into the
environment (USEPA, 2006d). The idea behind challenge microbes is that they share a similar sensitivity
to UV light as their target, so the observed REDs for a challenge microbe should be similar to what would
be observed with the target. A microbe’s sensitivity to UV light is known as its action, or wavelength
response. Many studies have been conducted to examine the exact sensitivity, or action, of various
target and challenge microbes. The UVDGM provides a list of acceptable challenge microbes for these
target microbes. When using an LP lamp, differences between a target microbe’s action and a challenge
microbe’s action can be accounted for in the dose-monitoring equation with an additional uncertainty
factor known as a RED Bias factor. When using an MP lamp, differences can be accounted for with an
Action Spectra Correction Factor (ASCF), which accounts for sensitivity differences at each wavelength in
the germicidal region (USEPA, 2006d).
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The action spectrum of a microbe is obtained by measuring the microbe’s UV dose response at different
wavelengths and plotting the UV sensitivity as a function of wavelength. The following figure shows the
action spectra of various microbes.

Figure 15: Action spectra (wavelength response) of various microbes. (UVDGM, 2006)
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Emerging Research
Many studies have shown that at wavelengths below 240nm, the wavelength response of adenovirus is
significantly greater than commonly used challenge microbes such as Male Specific Phage 2 (MS2) (WRF,
2015).

Figure 16: Action spectra of MS2 and adenovirus (WRF, 2015)

Still, the UVDGM listed these challenge microbes as acceptable because at wavelengths near 254nm, the
wavelength response of adenovirus is similar to these challenge microbes (USEPA, 2006d), so there was
no major cause for concern when using LP lamps. Even if MP lamps were used, the output at the time of

Figure 17: Output differences in old and modern MP lamps (WRF, 2015)
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the UVDGM (2006), MP output in this region was minimal anyway (Wright, 2011). However, with
modern MP lamps, there is more output in this low wavelength (LW) region between 200 – 240nm.
This suggests that when using modern MP lamps, the doses delivered in the low wavelength (LW) region
of 200 – 240nm could significantly contribute to the inactivation of adenovirus, but validation testing
results would not show this because the challenge microbes are not as sensitive to UV in this region.
Studies have shown that when using modern MP lamps, challenge procedures using MS2 will underpredict the UV dose delivered to adenovirus by a factor of two or more (Linden, 2007). This is a major
implication, suggesting that achieving 4-log adenovirus inactivation may be accomplished more
efficiently than previously thought.
The UV community has recognized this implication. In 2015, a WRF report was released as a
compendium to the UVDGM. The research efforts in the report established more accurate ACSFs for
MS2, and developed ASCFs for new challenge organism, B. pumilus, that shared a closer action spectrum
to adenovirus (WRF, 2015). Because there was no reliable way to measure doses delivered at low
wavelengths, however, all calculations in the report assumed no dose delivery below 240nm.
“Unfortunately, for the purposes of this report, the analysis presented only uses ASCFs
calculated based on action spectra set to zero below 240 nm because of the lack of current
sensor technology that allows effective monitoring below 240 nm. With such a sensor, these
analyses could be re-worked to include those wavelengths down to 200nm.” (WRF, 2015)).
Many UV manufacturers have since developed, or are in the process of developing, low wavelength
sensors that can measure the UV dose delivered in the LW region of 200 – 240nm. Figure 18 shows the
normalized sensitivity curves of Trojan Technology’s LW sensors and standard sensors, overlaid with the
normalized output of a MP lamp. The sensitivity curve refers to the sensor’s (USEPA, 2017)response
(typically an electrical milliamp signal) that is generated per unit intensity of UV light that reaches the
48

sensor at a given wavelength. By overlaying the sensor’s sensitivity curves with the output from a
typical, modern MP lamp, one can gauge the relative UV intensity (UVI) that a sensor should be
recording within its optical range. The output of a MP lamp in the 200 – 240nm region is less than the
240 – 300nm region. Plus, the optical range of the LW sensors are not as wide as the standard sensors,
and water absorbance generally increases at lower wavelengths. For these reasons, standard sensors
should be able to record more UVI from the lamps than the LW sensors in general. The UVI recorded in
the LW region, however, is of more interest when considering the ability to inactivate viruses.

Figure 18: MP lamp output overlaid with Trojan sensor sensitivity curves (adapted from Trojan
Technologies, 2016)

A sensitivity curve expresses the optical range of a sensor over the UV spectrum, and is developed from
manufacturer or third-party research. New research has already developed new models of dosemonitoring equations that can consider the UVI recorded by LW sensors in addition to standard sensors
(USEPA, 2017). Equation 10: Example dose-monitoring equation considering UVI recorded by LW sensors
(taken from EPA, 2017 shows a sensor response term for SH (standard sensor responses) and SL (LW
sensor responses).
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Equation 10: Example dose-monitoring equation considering UVI recorded by LW sensors (taken from
EPA, 2017

However, before dose-monitoring equations can take credit for these doses delivered at LWs, the LW
sensors must be proven reliable before they can be used in full-scale operation. If a sensor is reliable, it
will only respond to UVI within the range expressed by its sensitivity curve, and it will do so with the
same precision and accuracy over time. If a sensor is not responding to UVI within its sensitivity curve
during operation, there is a significant public health risk. If, for example, a LW sensor is overstating the
UVI that reaches its optical components or is responding to UVI outside of its optical range, then the
recorded dose being delivered will be overestimated. Therefore, there is a need to establish parameters
for LW sensor reliability and examine LW sensor reliability on a full-scale operation. Luckily, through a
partnership with Bethlehem Village District of Bethlehem, NH, Trojan Technologies, EPA, and the
University of New Hampshire, a pilot study was planned to help provide insight on LW sensors at a full
scale.
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Pilot Study Background
In 2016, a collaborative effort between Bethlehem Village District, the University of New Hampshire, the
EPA’s DeRISK Center, and Trojan Technologies came to fruition in the form of a pilot study. A MP UV
system with newly developed LW sensors was installed in the Bethlehem Village District Water
Treatment Plant (BVDWTP). The pilot study serves two major purposes:
•

Provide data to the current knowledge gap on the use of MP UV for virus inactivation by taking
credit for doses delivered at LWs. This is done through a full-scale case study to examine the
reliability of LW sensors at a full-scale PWS operation.

•

Provide BVDWTP and other stakeholders with data on the water quality observed over the pilot
study.

BVDWTP is a small drinking water system serving the municipality of Bethlehem, located in northern
New Hampshire. It serves 1,700 users year-round, and over 3,000 during the summer and winter
tourism peaks (CMA Engineers, 2014). The maximum flow capacity is 0.75 MGD. BVDWTP draws source
water from the Gale and Zealand Rivers, which are fed from the White Mountains of New Hampshire.
The source is considered a groundwater under the influence of surface water. As such, BVDWTP is under
the primacy of EPA’s LT2ESWR.
The treatment process is composed of three slow sand filters, a sodium hypochlorite feed system for
disinfection, and a covered 1 million-gallon finished water storage reservoir (CR). Figure 19 below shows
a concept diagram of the treatment process.

Figure 19: BVDWTP process train (Mo, 2018)
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BVDWTP was selected to host the pilot study because it is a PWS that can directly benefit from this
research. It is a small PWS that is struggling between compliance for disinfection and disinfection
byproducts. While the reservoir typically provides ample contact time for free chlorine to achieve initial
disinfection requirements, a free chlorine residual of 0.2 mg/l throughout the distribution system
(required per the LT2ESWR) is the driver for sodium hypochlorite dosing. This dosage, which has
historically been between 2.0 – 3.5 mg/l of sodium hypochlorite, often pushes the system out of
compliance with the Stage 2 DBPR due to the high formation of TTHMs and HAA5s (CMA Engineers,
2014). Therefore, by maintaining compliance for the LT2ESWR, this water system is often inherently out
of compliance for the DBPR.
Disinfection byproduct formation potential studies have shown that regulated DBP formation occurs
rapidly after dosing in BVDWTP. Figure 20 shows the results from one of these studies. 120 hours was
chosen as the duration of the contact time because it is representative of the water age at the furthest
point in the distribution system. After only a few minutes, the concentrations of DBPs can exceed
regulatory limits.

Figure 20: DBP formation of Bethlehem Village District effluent
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The results of a chlorine demand and decay study also gives insight on the current disinfection strategy
at Bethlehem (shown in Figure 21) using water samples with various water absorbances (UVT 254nm),
which act as a surrogate measure for the level of suspended or dissolved compounds in the water. Free
chlorine decays at a rapid rate over this same timescale, showing that the BVD water has a high chlorine
demand from NOM or other compounds that will be readily oxidized. Since the water samples for this
study were taken from the facility’s effluent sampling port, this figure does not show the chlorine
demand that may be present in the distribution system, which would add even more demand.

Figure 21: Free chlorine decay of Bethlehem Village District effluent
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There are two major reasons for the high DBP formation rates and high free chlorine demand:
•

BVDWTP’s two source waters are both fed from a watershed in the White Mountain National
Forest. These waters contain high NOM from the leaves, pine cones, and other natural particles
(CMA Engineers, 2014). Free chlorine will readily oxidize most NOMs, decreasing the free
chlorine available for initial and residual protection.

•

The distribution system is comprised of approximately 20 miles of mains, mostly made from cast
iron, leaded joint pipe that is over 50 years old (CMA Engineers, 2014)). This aged infrastructure
contributes to the free chlorine demand, as scale on the pipe walls can become oxidized in the
presence of free chlorine.

Both issues act as a positive feedback loop. As more NOM enters the system, more sodium hypochlorite
will need to be dosed into the water. Also, as more scale builds onto the pipe walls over time, more
sodium hypochlorite will need to be dosed into the water. As more sodium hypochlorite is added to the
water, more DBP formation will occur due to the high NOM concentrations.
This is an unfortunate, yet common problem for many SPWS. These systems typically lack the financial
or physical resources to address these issues. Reducing the influent NOM is certainly an option, but
there is high capitol and operation costs associated with optimizing upstream processes to do this.
Changing source waters is another option, but most SDWS lack a well-known alternative and face
financial barriers for implementing a source water switch. UV, in theory, is another option because it
reduces the chemical demand of initial disinfection (thereby reducing the DBP formation potential), and
chemical disinfectants would only need to be added for residual protection. However, achieving a UV
dose of 186 mj/cm2 significantly increases, capital costs, operation costs, and facility footprint. If UV was
used to partially reduce the initial disinfection demand (achieving a dose to provide 2 or 3 log
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inactivation) to reduce energy costs, chemical-based disinfection would need to be increased to
compensate for this, thereby increasing the DBP formation potential.
Many PWS, including BVDWTP, could benefit from additional options for compliance and maintaining
public health protection. If MP UV systems can monitor and take credit for doses delivered at LWs,
achieving 4-log adenovirus inactivation could be done more efficiently. This would allow UV to achieve
the initial disinfection requirements, and a smaller chemical dose would be needed for residual
protection.
The DBP formation study conducted also simulated a scenario that mimics UV followed by chloramines
for residual protection (satisfying the required residual of 1.0 mg/l as free chlorine). Figure 22 shows this
scenario would help BVDWTP maintain compliance and public health protection when compared to the
current disinfection practice, seen in Figure 20. If dose-monitoring equations can account and take
credit for doses delivered at LWs, this option may become more achievable for PWS such as Bethlehem.

Figure 22: DBP formation of Bethlehem water following a UV/ chloramines disinfection scenario
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In addition to compliance and public health protection, if doses delivered at LWs can be accounted for,
the following benefits can be realized by a PWS:
•

Lower operational costs (relative to a UV system that does not take credit for doses delivered at
LWs) due to the dose-monitoring equation taking credit for more of the MP output. Trojan
estimated for Bethlehem that this would be roughly a 31% reduction in operational energy use.

•

Lower capital costs (relative to a UV system that does not take credit for doses delivered at LWs)

•

Lower facility footprint required, both for UV reactors and for, potentially, a reduction in on site
chlorine contact chambers

•

In some cases, reduced chemical costs associated with chlorination (Hayes, 2016)

The pilot study that was conducted at BVDWTP also provided valuable, long-term water quality data for
their system. A water quality report was developed for all stakeholders of the pilot study. It compiles all
data collected pertaining to water quality (including the DBP formation and chlorine decay studies) and
lists their associated methods were applicable. This water quality report seen in Appendix A.
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Objectives
The pilot study in Bethlehem, NH presented an opportunity to examine the reliability of LW sensors on a
full scale. This examination will be the focus of this chapter. Additionally, the data collected allowed for
an examination on the implications of reliable LW sensors. This was done through a comparative life
cycle assessment (LCA) on the current disinfection strategy at BVDWTP and a strategy that incorporates
MP UV that takes credit for doses delivered at LWs. This LCA is the focus of Chapter 4.
This study examines sensor reliability from the data collected during the full-scale pilot study. Sensor
reliability was measured statistically in terms of observed precision and accuracy. The goal of this study
is to examine the degree to which the LW sensors can be deemed precise with respect to their response,
with respect to their sensor type, and with respect to time and varying conditions. The degree to which
the LW sensors can be deemed accurate is examined with respect to how their expected response
compares with their observed response during the pilot study.
The following section explains the experimental setup and provides the theory and background for the
statistical analyses conducted to examine sensor reliability.
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Methodology
This section is divided into two components: The Experimental Setup, and the Analysis Setup. The goal
of the former is to establish how the pilot study was conducted, details of the reactor studied, and the
sampling and analysis procedures used to collect data. The Analysis Setup establishes how that data was
used to answer the research question at hand: “How reliable are the LW sensors?”

Experimental Setup
In March 2016, BVDWTP was outfitted with a Trojan UVSwift 4L12 system as part of a year-long pilot
study. The primary goal was to test the reliability of the LW sensors in the reactor at a full-scale setting.
Figure 23 shows the reactor, which was installed downstream of slow sand filtration and just upstream
of the sodium hypochlorite feed.

Figure 23: Trojan UVSwift 4L12 reactor installed in BVDWTP
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This UVSwift reactor has 4 lamps, all of which are perpendicular to flow. For each lamp, there is a
corresponding UVI sensor directed towards it. Each lamp and sensor are identified with a number.
Sensors 1 and 4 are standard sensors, while sensors 2 and 3 are LW sensors. Lamps 1 – 4 are MP lamps,
each with the same output. In this report, a lamp will be abbreviated with “L” followed by its number
(i.e. L3 refers to lamp number 3), and a sensor will be abbreviated with “S” followed by its number (i.e.
S3 refers to sensor number 3). As indicated by the key in Figure 24, a consistent color theme is used for
ease of displaying results pertaining to each sensor.

Figure 24: Faceplate of the Trojan UVSwift 4L12 reactor (Hayes, 2016) and key for lamps and sensors
The 4L12 UVSwift has two sensor rods, each housing two sensors. The Trojan LW sensors are designed
to fit seamlessly into a sensor rod in the same fashion as the standard sensors. S2 and S3, both LW
sensors, are housed in the uppermost sensor rod. The sensor rod centerline is 3.27" (8.30cm) from the
lamp centerline, and the water layer between the lamp and each sensor is 1.73" (4.39cm) (Hayes, 2016).
The informational brochure on the UVSwift 4L12 lists additional information on this model of UV system,
and can be seen in Appendix B.
The incidence angles of each sensor are as follows:
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S1: 123.5

S2: 303.5

S3: 183.5

S4: 3.5

Each angle is measured clockwise from straight upward. They describe the direction travelled by output
UV rays from a lamp that point directly at its dedicated sensor. This is shown in Figure 25 below.

Figure 25: Diagram of sensor incidence angles (Not to scale or representative of reactor setup for conceptual purposes only)
The incidence angles for S1 and S2 are comparable in that they mirror each other across the diagonal
(both are 33.5 degrees from their closest quadrant). This is the case for S3 and S4, where both have an
angle of 3.5 degrees from their closest quadrant. This is advantageous for the analysis because each LW
sensor has a standard sensor with a comparable incidence angle.
Trojan’s UVSwift 4L12 reactor (and the standard sensors developed for it) have been a validated and
used in many full-scale UV operations across the country. For the purposes of this study, the standard
sensors were assumed to be reliable for this reason. Thus, their level of performance and reliability
provides a good baseline of comparison for the LW sensors. These performance metrics will be
discussed further in Analysis Setup.
Following the installation of the UV system at BVDWTP, the system’s programmable logic controller
(PLC) recorded the following parameters continuously in real time:
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•

Date and time

•

Flow (GPM)

•

UVT254 of the water matrix (%) at 1cm pathlength

•

Ballast Power Level (BPL) recorded as a percentage of total output, ranging from 26% to 100%.

•

Lamp hours (hours the lamps in the reactor have been in operation since their last replacement)

•

Wiper position

•

Sensors 1-4 electrical response in milliamps

•

Sensors 1-4 response in UV intensity (UVI) with units of mw/cm2
o

In this report, UVI will be used synonymously with the units of mw/cm2
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Figure 26: Control panel of the UV system at BVDWTP
Data from the pilot study was collected from May 2016 to April 2017. Every 5 minutes, the PLC took a
snapshot of these parameters and stored the data online. Throughout the duration of the pilot study,
this data was sent to UNH from Trojan Technologies in monthly aggregate via an Excel spreadsheet.
Each row in the spreadsheet listed the above parameters, including all four sensor responses, recorded
at a given moment in time.
As with the nature of any pilot study, there were times that a component of the system was not
operating correctly, or times when the system was manually shut down for work to be done in BVDWTP.
The data collected by UNH was filtered to remove any instances that would not be representative of a
full-scale operation of a UV system. These included data that listed the BPL at 0, the flow at 0 GPM, or
listed 0 mw/cm2 response for all sensors. After this filtering process, a total of 72,272 rows of data were
collected and used for analyses. During this pilot study, no specific target dose was set, but long-term
monitoring of sensor responses at known reactor conditions was still possible by collecting the PLC data.
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In addition to the data collected from the system’s PLC, various water quality parameters were analyzed
through laboratory sampling and analysis procedures. The following list summarizes these procedures:
•

Full UV Wavelength scans (200nm – 400nm)
o

Water samples were taken from UV influent and UV effluent sampling ports. A total of 22
samples were taken at various times over the course of the pilot study to capture the
seasonal changes in quality that can be apparent at Bethlehem. The scans were
conducted at UNH with a HACH DR 6000.

•

Chlorine and chloramine demand and decay analysis
o

Water samples were taken from UV effluent (prior to chlorination) for the purposes of
conducting a chlorine and chloramine demand and decay study. A total of 22 samples
were taken at various times throughout the pilot study to capture the water quality
changes. Samples were dosed at UNH, and residual chlorine or chloramine over time was
analyzed using HACH Test N’ Tube kit method with a DR 6000.

•

Dissolved Organic Carbon (DOC) analysis
o

Over the year, 5 water samples were taken at UV effluent to sample DOC concentrations.
The analysis was done by a contracted laboratory, Eastern Analytical of New Hampshire.
The DOC allowed for an estimation of the SUVA value of the water.

•

Disinfection byproduct (DBP) formation analysis
o Over the year, two samples were taken prior to chlorination. The samples were dosed
with either chlorine, chloramines, or UV at UNH to represent three different disinfection
scenarios at Bethlehem. The concentrations of regulated DBPs were measured over time.
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The results of all water quality analyses performed, in addition to the data collected from the PLC,
provided great insight on the long-term water quality trends at Bethlehem. With all the data collected
from the system, a water quality report was curated for the stakeholders of the pilot study. This report
can be seen in Appendix A. All methods and results from the analyses listed above can be seen in this
water quality report.
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Analysis Setup
This section describes how the data collected from the pilot study was organized and analyzed to
answer the research question. First, an overview of the theory behind the analyses is provided. Then,
the “Precision Test Overview” section will describe the three analyses done to examine the precision of
the LW sensors. Following that, the “Accuracy Test Overview” section will describe the two analyses
done to examine the accuracy of the LW sensors.

Overv ie w
If the LW sensors can be deemed reliable, there is confidence for UV systems to include doses delivered
at low wavelengths in their dose-monitoring strategies. Reliability, however, is a qualitative term. To be
acceptable for use in PWS, the sensors must be proven quantitatively. As such, this study defines
reliability in quantitative terms, providing evidence for the degree of observable LW sensor reliability
through a series of statistical analyses.
As outlined in Engineering Statistics by Montgomery, et al., a critical component of engineering studies
is the performance of a test instrument (in this case, the LW sensors) used to produce measurements on
a system of interest (the UV system). Performance of an instrument can be measured through precision
and accuracy (Montgomery, 2011). Accuracy is defined as the ability to measure the true value of a
characteristic on average, and precision is defined as the inherent variability in the measurements, or
how close the measurements are to each other (Montgomery, 2011). A classic example demonstrating
accuracy and precision is demonstrated in Figure 27: If the center of the target is the true value, being
accurate means hitting close to the center on average and being precise means not deviating far from a
specific point after many repetitions, regardless of where on the target that point is. In terms of this
study, the center of the target in Figure 27 represents the UVI value a sensor should be recording.
Ideally all sensors are accurate and precise, meaning their recorded UVI at any moment in time is the
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same as the UVI that reaches the sensors from the lamps within their optical range, and they measure
this value consistently without significant deviation.

Figure 27: Accuracy vs Precision
The UV sensors, however, are attempting to hit a moving target during full-scale operation. There is not
necessarily a single UVI value that a sensor should be reading at all times. However, a target validated
dose should be met at all times in PWS applications. When flow or UVT change, the UV system must
respond to maintain a RED, and thus a validated dose. Unless flow through the reactor can be altered,
this response typically comes in the form of an BPL change, which changes the amount of photons (i.e.
the UVI) that is emitted from the lamps. The BPL changes so the UVI recorded by the sensors will allow
the dose-monitoring equation (or setpoint dose) to meet a target validated dose under the water
conditions recorded at the time. Because of this, the UVI recorded by a sensor will not be constant. For
this research, the BPL is considered whenever applicable in the examination of sensor performance. This
is discussed further in the following sections.

Although the LW sensor optical range is different than the standard sensor optical range (shown in
Figure 18) the standard sensors still provide insight as to what can be deemed reliable because they
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have been validated for use in the UVSwift 4L12 reactor and used in many PWS across the country.
Relating this idea to Figure 27, the true values of the sensors are different; standard sensors have a
different target for their bull’s eye when compared to the LW sensor’s bull’s eye. However, one can still
measure the degree to which the standard sensors are accurate and precise and compare that to the
degree the LW sensors are accurate and precise. Using this metric, the following statement provides the
basis behind the analyses done for this research: The LW sensors can be deemed reliable if they exhibit
roughly the same or greater accuracy and precision compared to the standard sensors.
Figure 28 summarizes the 5 questions that guided the statistical analyses conducted to examine the
reliability of the LW sensors.

Figure 28: Concept map of research questions
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Figure 29 shows the timeline of the pilot study. The first 7 months of data collection were used for the
first three analyses and is referred to as the precision testing period. The following 4 months of data
collection were used for the analyses 4 - 5 and is referred to as the accuracy testing period.

Figure 29: Timeline of Pilot Study
The following section will describe each of the 5 analyses conducted.
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Precision Testing Overview
Precision is defined as the variability of response around a mean. High precision would suggest that the
LW sensors are responding consistently (with low variability) under the same conditions over time, an
important factor of their overall reliability. In full-scale operation, water quality and quantity
experienced in a reactor changes often (and thus the BPL), so the UVI a LW sensor should be recording
also changes often. For this reason, steps were taken to group the collected PLC data by the conditions
experienced in the reactor when examining the precision of the LW sensors.
The BPL is the primary variable that allows the UV system to respond to these changing natural
conditions, so it acts as a good surrogate measure of the relative conditions in the reactor. A high BPL
suggests that there are factors hindering the fate of photons reaching the sensor, such as a high watermatrix UVT or a high flow, for example. As such, data was grouped primarily by BPL. Figure 30 shows the
distribution of BPL over the course of the precision testing period, where 38,969 data points were

Table 10: BPL Groupings for Precision Testing

Figure 30: BPL Distribution
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recorded. Table 10: BPL Groupings for Precision Testing shows how the data was grouped for Analysis 1
and 2.
The goal of analyzing data by BPL is to reduce the impact of how the many variables in the reactor can
impact the sensor’s response. In some cases, BPLs were grouped together in 3% ranges to keep the
number of data points in each group relatively consistent. BPL groups with less than 100 data points
were excluded from Analysis 1 and 2 due to the low power of their results relative to the total data set.
Because the amount of data collected at 26% BPL, this data set was divided into 2 groups: low UVT and
high UVT instances. In this case, an 86% UVT was chosen because there was roughly an equal number of
instances where it was below or above this value at a 26% BPL. Additionally, the analysis was conducted
considering all data (BPL ranging from 26 – 100%) recorded during the precision testing period. In total,
Analyses 1 & 2 consider 14 sets of data. Analysis 3 measures LW sensor response precision as a function
of UVT, so these groupings are not used. The details of analyses 1 – 3 are described in the sections
below.
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Analysis 1: Precision with respect to sensor response
This analysis examines the precision of the LW sensor responses relative to the precision of the standard
sensor responses.
At a given BPL, the mean response of a standard sensor should be larger than the mean response of a
LW sensor due to the MP lamp output within their optical ranges. The variance of response around that
mean, however, should be minimal for both sensor types at that BPL. This would suggest that the
sensors are recording a given intensity with high precision.
The standard sensors provide a baseline for what variance of response at a given BPL is acceptable for
the LW sensors. The incidence angles for each sensor allow for a good means of comparison. S1 and S2
are designed to have the same incidence angle relative to their line of sight to their respective lamp. S3
and S4 also are designed this way. This assumption of similar incidence angles assumes no presence of
the arc float phenomenon. This is assumed in this study because Trojan minimizes the possibility of arc
float by setting the frequency to above 50 kHz (Hayes, 2016)
The premise of this Analysis 1 states the following:
•

Condition 1.1: If the variance of S2’s response at a given BPL range is less than or equal to the
variance of S1’s response at a given BPL range, S2 can be deemed precise with respect to sensor
response in that range.

•

Condition 1.2: If the variance of S3’s response at a given BPL range is less than or equal to the
variance of S4’s response at a given BPL range, S3 can be deemed precise with respect to sensor
response in that range.
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•

Condition 1.3: If the variance of the average LW sensor response at a given BPL is less than or
equal to the variance of the average standard sensor response at a given BPL, there is
supporting evidence that the LW sensors can be deemed precise with respect to sensor
response in that range.

Figure 31 below demonstrates an example of how this analysis is conducted. This example compares the
average LW response to the average standard response.

Figure 31: Example of Sensor Response Distribution
The example shows that over the course of the sensor precision data collection period, there were 1,659
recorded instances where the system’s BPL was at 36 – 38%. For each instance, the responses from the
standard sensors were averaged; [(S1+S4)/2] to obtain a single value for standard sensor response, and
the responses from the LW sensors were averaged; [(S2+S3)/2] to obtain a single value for LW sensor
response. The y-axis shows the distribution of these averaged responses at a BPL of 36% - 38%. The
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distribution of these responses is assumed to be normal. As expected, the average response of S2 and
S3 is lower than the average response of S1 and S4. In terms of precision, however, the spread of
responses around that mean is the critical measure. The example in Figure 31 shows that the variance of
the LW sensors at a BPL of 36 – 38% is less than the variance of the standard sensors at this BPL. An Ftest for differences in variances shows that this difference is indeed statistically significant with a 95%
confidence level. This suggests that at this BPL range, the LW sensor type is precise with respect to the
standard sensor type because the variance of response is less.
A similar procedure comparing the variance of S1 to S2, and S3 to S4 at a given BPL would accompany
this example that compares the variance of the average responses. The following summarizes the
procedure used for this analysis.
The variance of any sensor can be defined with the following:
Equation 11: Sensor response variance
𝑆𝑒𝑛𝑠𝑜𝑟 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = [

∑(𝑥𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 − 𝑥̅ 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 )2
]
𝑛−1

𝑊ℎ𝑒𝑟𝑒: 𝑥𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = the UVI recorded by a sensor at a single instance
𝑊ℎ𝑒𝑟𝑒: 𝑥̅𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = the average UVI recorded by a sensor over the defined BPL range
𝑊ℎ𝑒𝑟𝑒 𝑛 = number of instances recorded in the defined BPL range

This same equation was used for Condition 1.3, only 𝑥𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 refers to the average response of the 2
LW sensors or the 2 standard sensors recorded at a moment in time.
Therefore, the conditions for Analysis 1 can be expressed mathematically by the following:
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Condition 1.1
𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆1 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.2
𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆4 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.3
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑊 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ≤ 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

If all three of these conditions are met at a given BPL range, there is enough evidence to deem the LW
sensors precise with respect to sensor response in that BPL range. The results of each condition in each
BPL range was confirmed with an F-test for differences in variances at a 95% confidence level.
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Analysis 2: Precision with respect to sensor type
This analysis examines the precision of the two LW sensors with respect to each other. Precision with
respect to sensor type suggests that the LW sensors record similar UVI values under the same
conditions.
The two LW sensors in the reactor can serve as a reference to one another. While their incidence angles
are different, they still both have the same optical range, and in theory are subject to the same
conditions at the same time. While they may record slightly different UVIs due to their incidence angles,
this difference should remain consistent over time at similar conditions. As with Analysis 1, the standard
sensors provide a good baseline for an acceptable level of precision with respect to sensor type.
Analysis 2 was done by using the concept of sensor differential, which represents the difference
between the responses of the 2 sensors for each sensor type. The PLC does not directly record sensor
differential, but it was calculated for each data point by the following method:
𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡: |𝑆2 − 𝑆3|𝑡
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡: |𝑆1 − 𝑆4|𝑡
Consider an example where the BPL was recorded at 26% and the difference in response between S2
and S3 (the LW sensor differential) was 0.12 mW/cm2. If S2 and S3 were precise with respect to each
other, LW sensor differential would remain close to 0.12 mW/cm2 during many other instances of a 26%
BPL. This would suggest that the standard sensors may be precise with respect to each other because
the difference in reading between them is small and consistent. On the other hand, if the difference
between S2 and S3 varied extensively during instances of a 26% BPL or was recorded to be a large
difference relative to either sensor’s total response, this would suggest that the LW sensors are less
precise with respect to each other. This can be summarized with the following statement: If the mean
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and variance of the LW sensor differential at a given BPL range are less than or equal to the mean and
variance of the standard sensor differential at that same BPL range, the LW sensors can be deemed
precise with respect to each other. The following equations show this mathematically.
The mean of the sensor differentials at a given BPL can be defined with the following equations:
Equation 12: Average sensor differential
𝑛

(𝑥̅𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

1
= [ ∗ (∑|𝑆1 − 𝑆4|)]
𝑛
𝑖=1

𝐵𝑃𝐿

𝑛

(𝑥̅𝐿𝑊 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

1
= [ ∗ (∑|𝑆2 − 𝑆3|)]
𝑛
𝑖=1

𝐵𝑃𝐿

Where n is the number of recorded instances at a given BPL range

Therefore, for the LW sensors to be deemed precise with respect to each other, the following must hold
true:

𝑥̅𝐿𝑊 𝑆𝑒𝑛𝑠𝑜𝑟 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙

𝐵𝑃𝐿

≤ 𝑥̅𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑆𝑒𝑛𝑠𝑜𝑟 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙

𝐵𝑃𝐿

The variance of the sensor differentials can be defined with the following equations:
Equation 13: Variance of sensor differentials

∑𝑛𝑖=1(𝑥𝐿𝑊 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 − 𝑥̅ 𝐿𝑊 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )2
(𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿 = [
]
𝑛−1

(𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿 = [

𝐵𝑃𝐿

∑𝑛𝑖=1(𝑥𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 − 𝑥̅ 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )2
]
𝑛−1
𝐵𝑃𝐿

Where n is the number of instances recorded at a given BPL range.
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Therefore, for the LW sensors to be deemed precise with respect to each other, the following condition
must also hold true:

(𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿 ≤ (𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿
In summary, the following 2 conditions must be met at a given BPL range to deem the LW
sensors precise with respect to sensor type:

Condition 2.1
(𝑥̅𝐿𝑊 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

≤ (𝑥̅𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

Condition 2.2
(𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿 ≤ (𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿

If Condition 2.1 and Condition 2.2 are met at a given BPL range, there is enough evidence to deem the
LW sensors precise with respect to each other in that BPL range. For condition 2.1, a 2-sample z-test for
difference of means was conducted for each BPL range to confirm the statistical significance of the
results. For 2.2, a right tailed F test for difference in variances was conducted for each BPL range to
confirm the statistical significance of the results. This analysis was also done on the overall precision
testing period dataset to examine the overall precision with respect to sensor type.
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Analysis 3: Precision with respect to time
This analysis examines the precision of the LW sensors relative to time and changing conditions. This
was done through linearity testing of sensor response, where BPL acted as the independent variable.
The data collected over the precision testing period was divided into ranges of UVT. In each group,
sensor responses were plotted over BPL.
A linear relationship between sensor response and BPL would suggest that the sensor response is
precise with respect to time and varying natural conditions recorded in the reactor. When a BPL is
adjusted to a certain power level, it is doing so in response to the flow and UVT so that the UVI (as
recorded by the sensor) can maintain a value that will satisfy a validated dose. In theory, when all
conditions are the roughly equal (constant BPL and similar UVT and flow), a sensor should record the
same UVI over time. If the sensor’s response is not consistent in this case, there is evidence that they
are not precise with respect to time.
Consider the following example: the flow and UVT conditions recorded in the reactor have caused the
BPL to be set at 50%. Months later, those same flow and UVT conditions were recorded in the reactor.
However, when the BPL is set to 50%, the sensor’s response is not enough to meet the target validated
dose, so the BPL needs to increase to 60% for the sensor to record enough UVI. This would decrease the
linearity of sensor response over BPL. This could be evidence that the optical components in the sensor
have been hindered over time, or lamp fouling is occurring. In terms of sensor reliability, it is important
that the LW sensor’s performance does not decrease at a faster rate than the standard sensors. If this is
the case, they may have to be replaced more frequently than the standard sensors. Analysis of the LW
sensor’s linearity is done through comparison to the standard sensors’ linearity so impacts by lamp
fouling are not considered a fault of the LW sensors.
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Linear regressions were performed at various UVT ranges to minimize the degree to which that variable
impacted sensor response. Table 11 shows these UVT ranges and the sample size for each linear
regression analysis done. UVT Groups were divided such that sample sizes would be roughly equal.
Table 11: UVT Groups

If the LW sensors show an equal or better degree of linearity when compared to the standard sensors,
they can be deemed precise with respect to time. Similar to Analysis 1 and 2, S1 was compared with S2,
and S3 was compared with S4. The degree of linearity was defined with the coefficient of determination
(R2 value) and the root mean square error (RMSE) of the linear regression. The conditions for this
analysis are as follows:

Condition 3.1
𝑅 2𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅 2𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
&
𝑅 2𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅 2𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒

Condition 3.2
𝑅𝑀𝑆𝐸𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
&
𝑅𝑀𝑆𝐸𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
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The linear regression of S2 response over BPL must show an equal or greater coefficient of
determination and an equal or smaller RMSE when compared to the linear regression of S1. Similarly,
the linear regression of S3 response over BPL must show an equal or greater coefficient of
determination and an equal or smaller RMSE when compared to the linear regression of S4.
The R2 value and RMSE were used for this analysis because they are commonly used statistical measures
of fit and model prediction. The model in this case is the linear regression of sensor response plotted
over BPL, created by JMP Pro 13 software. Both the R2 and RMSE use the concept of Sum of Squares
Total (SST) and Sum of Squares Error (SSE). SST measures how far each data point is from the mean at a
given BPL, and SSE is a measure of how far the actual sensor responses are from the model's predicted
values (Grace-Martin, 2012). R2 can be defined with the following equation.
Equation 14: Coefficient of determination

𝑅2 = 1 −

𝑆𝑆𝐸
𝑆𝑆𝑇

The ratio of SSE/SST is essentially the proportion of variability in response that cannot be accounted for
by the model. Thus, 1 – (SSE/SST) is the proportion that can be accounted for by the model
(Montgomery, 2011). Because of this, R2 ranges from zero to one, with higher values indicating that the
model does a better job at explaining the variability in sensor response.
The RMSE indicates how close the observed data points are to the model's predicted values. It is defined
with the following equation.
Equation 15: Root mean square error

∑𝑛 (𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖 − 𝑎𝑐𝑡𝑢𝑎𝑙𝑖 )
𝑅𝑀𝑆𝐸 = √ 𝑖=1
𝑛
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The RMSE is basically the square root of the variance of the residuals. RMSE can be interpreted as the
standard deviation of the unexplained variance, which indicates the fit of the model to the data in same
units as the response variable (Grace-Martin, 2012). A smaller RMSE indicates that the model predicts
the response well.
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Accuracy Testing Overview
The degree to which any UV sensor is accurate can be defined as the degree to which it records the true
intensity of light within the sensor’s optical range. There are two major components to this definition,
and each will be discussed in more detail below.
•

The True Intensity of Light Reaching the Sensors

This represents the intensity of UV light that has reached the sensor from the lamps. At each wavelength
in the UV region, MP lamps emit some quantifiable amount of photons, as described by its intensity at
that wavelength. As the photons travel away from their source, they pass though the lamp sleeves,
which absorb or reflect a certain amount of photons as a function of the photon’s wavelength, the
sleeve’s material and thickness, and the incident angle of interaction. Thus, a fraction of photons at a
given wavelength will not pass through, and the remaining fraction will pass through into the water
matrix. Similarly, the water matrix absorbs some fraction of photons at a given wavelength, and the
remaining fraction passes through. The fraction remaining at a given wavelength is the amount that
reaches the sensor. This can be expressed mathematically with the following conceptual equation:
Equation 16: Model of true UVI reaching the sensor
200𝑛𝑚 [𝜆]

∑
300𝑛𝑚 [𝜆]

[𝑀𝑃 𝑙𝑎𝑚𝑝 𝑜𝑢𝑡𝑝𝑢𝑡 (

𝑚𝑤
𝑚𝑤
) ∗ 𝑆𝑙𝑒𝑒𝑣𝑒 𝑈𝑉𝑇(%)[𝜆] ∗ 𝑊𝑎𝑡𝑒𝑟 𝑀𝑎𝑡𝑟𝑖𝑥 𝑈𝑉𝑇 (%)[𝜆] ] = 𝑇𝑟𝑢𝑒 𝑈𝑉𝐼 (
)
2
𝑐𝑚 [𝜆]
𝑐𝑚2

The true UVI represents the intensity of UV light that reaches the sensor. If the values for each term is
known at each wavelength from 200nm to 300nm, this calculation can be performed for each individual
wavelength to estimate the intensity of light that reaches the sensor at that specific wavelength.
UV reactors are complex optical systems. There are many factors and phenomenon that are not
accounted for in this conceptualization. Reactor wall reflection, for example, is a phenomenon that has
been known to reflect up to 20% of UV light back into the water matrix which can increase the amount
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of photons that reach the sensor (WRF, 2011). Lamp aging, arc float phenomenon, sleeve or lamp
fouling, and the fluid dynamics in the reactor can all hinder the ability of UV light to travel to the sensor.
CFD modeling practices and laboratory scale optical tests that can be done to consider these
phenomena in models of UV reactor dosing. For this pilot study, however, these tools were not
available. While there is some degree of uncertainty in this conceptualization due to the exclusion of
these additional factors, it is a sound approach that can generate usable estimates of the fate of UV light
in the system for comparative purposes.

•

The Optical Range

A sensor’s optical range can be expressed as the integral of a milliamp response per intensity
(a/(mw/cm2)) over the wavelength range (λ) that a sensor can record. A sensitivity curve expresses the
optical range over the UV spectrum, and is developed from manufacturer or third-party research. If a
sensor is accurate, it will only respond to light within the range expressed by its sensitivity curve.
At each wavelength within a sensor’s optical range, a specific sensitivity value with units of
[milliamps/(watts/cm2)], or (milliamps*cm2/watt) can be estimated. This value refers to the electrical
signal generated by the sensor in amps per unit intensity (w/cm2) that the sensor records at a given
wavelength emitted by the MP lamp. Equation 17 shows this:
Equation 17: Model for electrical signal generated by a sensor
200𝑛𝑚

𝑚𝑎
𝑤𝑎𝑡𝑡
∑ [( 𝑤𝑎𝑡𝑡 ) ∗ ( 2 ) ] = 𝑚𝑎 𝑠𝑖𝑔𝑛𝑎𝑙 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑏𝑦 𝑠𝑒𝑛𝑠𝑜𝑟
𝑐𝑚 [𝜆]
300𝑛𝑚
𝑐𝑚2 [𝜆]
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This electrical signal (ma) is converted back into an intensity value (mw/cm2) with a 4 – 20 ma current
loop to give an intensity value that has reached the sensor, as recorded by the sensor.

Figure 32: Photon Balance Conceptualization (note - not to scale, for visual purposes only)
If the sensor’s response to UV light intensity at each wavelength is known, and the intensity of UV light
reaching the sensor at each wavelength is known (the true UVI), a model can be developed that
estimates sensor response. This model can be used to compare estimated sensor response values to
what the LW sensors recorded during the pilot study. This report refers to this model as a photon
balance, which can be conceptualized with Figure 32.
Mathematically, this photon balance model can be described by combining Equation 16 and Equation 17
to obtain the following:
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Equation 18: Photon Balance model
200𝑛𝑚

𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = ∑ 𝐿𝑊 𝑆𝑒𝑛𝑠𝑜𝑟 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑎𝑡 𝑒𝑎𝑐ℎ 𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ [𝜆] =
300𝑛𝑚

{𝐿𝑎𝑚𝑝 𝑜𝑢𝑡𝑝𝑢𝑡 (

𝑚𝑤
𝑚𝑎
) ∗ 𝑆𝑙𝑒𝑒𝑣𝑒 𝑈𝑉𝑇(%)[𝜆] ∗ 𝑊𝑎𝑡𝑒𝑟 𝑀𝑎𝑡𝑟𝑖𝑥 𝑈𝑉𝑇 (%)[𝜆] ∗ 𝑠𝑒𝑛𝑠𝑜𝑟 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ( 𝑤𝑎𝑡𝑡 ) }
𝑐𝑚2 [𝜆]
𝑐𝑚2 [𝜆]

The LW sensor response term is left with units of milliamps. The Trojan sensors in this reactor do not
distinguish between intensities read at different wavelengths. Rather, they sum the milliamp signals
from all wavelengths in its optical range and convert this value back into a UVI (units of mw/cm2) using
the 4 – 20ma current loop.
Using this concept of a photon balance, the LW sensors can be examined in terms of their accuracy. Two
analyses were conducted to measure the accuracy of the LW sensors:
Analysis 4: Sleeve Switch Testing
Analysis 5: Full Photon Balance using UV Wavelength Scans

Each analysis is described in more detail below.
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Analysis 4: Sleeve Switch Testing
During the pilot study in Bethlehem, three different sleeve types were placed over the lamps. For the
first 6 months of data collection, synthetic sleeves were installed over the lamps. For the next 3 months,
type-219 sleeves were installed. Then for roughly 2 months, type-214 sleeves were installed. This
allowed for an opportunity to assess the change in LW sensor response when sleeves are changed. The
goal of the sleeve switch tests was to determine if the LW sensor response would change to the degree
that a new sleeve changes the amount of UVI to reach the sensor. To estimate this, the UVT of each
sleeve at each wavelength in the UV region was calculated. Then, a sensor response potential was
calculated, which estimated the degree to which a sleeve changed the UVI that can reach a sensor. The
following procedure shows this concept:
•

Calculation of the UVT absorbance spectrum of each sleeve

This was done using Equation 19: UVT of a sleeve at a given wavelength (taken from UVDGM, 2006):
Equation 19: UVT of a sleeve at a given wavelength (taken from UVDGM, 2006)
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The absorbance value is relative to a sleeve type and the wavelength. The absorbance values for each
sleeve type were taken from the EPA’s UVDGM. The results of this equation for each sleeve are
presented graphically in Figure 33.

Figure 33: Sleeve UVTs (taken from UVDGM, 2006)
While the synthetic sleeves maximize UV light passage, the type-219 sleeves absorb more UV light in the
lower wavelength regions and absorb virtually all UV output below 220nm. The type-214 sleeves also
hinder UV light passage in the lower wavelength region, but not to the extent shown by the type-219
sleeves.
•

Calculation of the sensor response potential with each sleeve

Equation 20: Model for sensor response potential
300𝑛𝑚

𝑎 ∗ 𝑐𝑚2
∑ [𝑆𝑒𝑛𝑠𝑜𝑟 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (
) ∗ 𝑠𝑙𝑒𝑒𝑣𝑒 𝑈𝑉𝑇 (%)𝜆 ]
𝑚𝑤 𝜆

200𝑛𝑚

𝑎∗𝑐𝑚2
)
𝑚𝑤

= 𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑤𝑖𝑡ℎ 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑠𝑙𝑒𝑒𝑣𝑒 (
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Table 12: Results of sensor response potential calculation with different sleeve types shows the results
of this equation for each of the three sleeve types.
Table 12: Results of sensor response potential calculation with different sleeve types

Figure 34 shows how different sleeves can impact the LW sensor response potential by overlaying the
results of Equation 20 with the LW sensor sensitivity curve. Analysis 4 examines the degree to which the
LW sensor responses changed to the degree expected after switching sleeves.

Figure 34: LW Sensor Sensitivity Curve with Sleeve UVT Overlays; adapted from (WRF, 2015) and (Trojan
UV, 2015)
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The timeline of the pilot study allows for an effective comparison of LW sensor response before a sleeve
switch and after a sleeve switch. As seen Figure 35, PLC data was collected from 1 month before and 1
month after a sleeve switch to maximize the datasets used in this analysis.

Figure 35: Timeline of Sleeve Switch Testing
Factors other than the sleeve UVT can impact LW sensor response, as seen in the photon balance model.
In BVDTWP, the water matrix UVT can change often. The BPL can also change, which changes the lamp
output term in Equation 18. However, the BPL is typically changing in response to the changing water
matrix UVT. As such, Analysis 4 also examines the change in LW sensor response before and after a
sleeve switch at specific BPLs, which accounts in part for the lamp output term and the water matrix
UVT term. This maximizes the degree to which the change in LW sensor response can be attributed to
the change of the Sleeve UVT term in Equation 18. The change in LW sensor response was analyzed
using the BPL groups identified in Table 10: BPL Groupings for Precision Testing. BPL groups were
omitted from the analysis if one or both months had less than 100 data points at that BPL due to their
low statistical power relative to the other BPL groups. Table 14: BPL groups analyzed for first sleeve
switch and Table 13: BPL groups analyzed for second sleeve switch show the BPL groups that were
conducted for each sleeve switch.
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Table 14: BPL groups analyzed for
first sleeve switch

Table 13: BPL groups analyzed
for second sleeve switch

Each sensor is examined individually; the change in response of S2 is examined from before and after a
sleeve switch, and the change in response of S3 is examined from before and after a sleeve switch.
Because the sleeves do not impact the standard sensors as significantly, Analysis 4 compares the actual
LW sensor response change with the expected LW sensor response change. If the estimated increase or
decrease in LW sensor response was within +/- 20% of the actual increase or decrease in response, this
percent error was deemed acceptable. This 20% range was chosen because:
•

The UVDGM gives an acceptable range of difference of 10% when comparing duty sensors and
reference sensors (USEPA, 2006d)

•

The photon balance model does not account for the incidence angles of the LW sensors, which could
impact the responses with different sleeves. The average difference between the two sensors was
shown to be 7% over the course of the pilot study, suggesting that this is the degree to which their
incidence angles affects their response.

•

By adding these uncertainties together and rounding up, an acceptable error range of 20% was
established. Given this, the conditions for Analysis 4 were developed:
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Condition 4.1
When switching from Synthetic to 219 sleeves, the LW sensor response should decrease by 71% (+/20%) when comparing the recorded UVI at equal BPLs from before and after the switch.

Condition 4.2
When switching from 219 sleeves to 214 sleeves, the LW sensor response should increase by 201% (+/20%) when comparing the recorded UVI at equal BPLs from before and after the switch.
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Analysis 5: Full Photon Balance using UV Wavelength Scans
Over the course of the pilot study, UV influent and effluent samples were taken at various times
throughout the year. The UV influent samples were used for a variety of water quality analysis
procedures, including the development of full wavelength scans with a HACH DR 6000
spectrophotometer. Full UV wavelength scans were performed for 19 samples. With this information,
the photon balance model can be used to estimate a LW sensor response at the moment in time each
sample was taken. For instances where full wavelength scan data is available, all photon balance terms
from Equation 18 are known:

{𝐿𝑎𝑚𝑝 𝑜𝑢𝑡𝑝𝑢𝑡 (

𝑚𝑤
𝑚𝑎
) ∗ 𝑆𝑙𝑒𝑒𝑣𝑒 𝑈𝑉𝑇(%)[𝜆] ∗ 𝑊𝑎𝑡𝑒𝑟 𝑀𝑎𝑡𝑟𝑖𝑥 𝑈𝑉𝑇 (%)[𝜆] ∗ 𝑠𝑒𝑛𝑠𝑜𝑟 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ( 𝑤𝑎𝑡𝑡 ) } =
2
𝑐𝑚 [𝜆]
𝑐𝑚2 [𝜆]

200𝑛𝑚

∑ 𝐿𝑊 𝑆𝑒𝑛𝑠𝑜𝑟 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑎𝑡 𝑒𝑎𝑐ℎ 𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ [𝜆] = 𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒
300𝑛𝑚
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•

The Trojan UVSwift 4L12 lamp output (UVI emitted at each wavelength in the UV region) is known.
All calculations used the absolute values (mw/cm2/λ) of lamp output. For this report, however, all
figures, tables, or other displays of the lamp output will be shown as normalized output instead of
absolute output due to a non-disclosure agreement with Trojan Technologies and UNH.

•

The sleeve UVT term is known from Equation 19: UVT of a sleeve at a given wavelength (taken from
UVDGM, 2006) the type of sleeve that was on the reactor during the time of sampling was noted,
and its UVT values were put into the photon balance.

•

The water matrix UVT is known by sampling UV influent water at BVDWTP, recording the time, and
performing a UV wavelength scan with a spectrophotometer. Results were given in absorbance per
centimeter pathlength, which is 1cm in the cuvette that is read by the spectrophotometer. However,
the pathlength of the water matrix in the Trojan UVSwift 4L12 reactor is 4.39cm (Trojan
Technologies, 2015). Therefore, the absorbance at each wavelength as read by the
spectrophotometer can be related to the UVT of the water matrix with the following:

𝑈𝑉𝑇 [𝜆] = 10−𝑎𝑏𝑠∗4.39𝑐𝑚
•

The sensor sensitivity is known as well. In this analysis, normalized values of the sensor sensitivity
term are used for two reasons:
o

To protect against back-calculation of the lamp output term after the results of the photon
balance are presented (for NDA compliance)

o

The LW sensors sum the milliamp signals from all wavelengths in its optical range and
convert this value back into a UVI (units of mw/cm2) with a 4 - 20 current loop. This
conversion factor was not available for this research. Using the normalized values should
not, in theory, change the results significantly because the true UVI that reaches the sensor
within the sensor’s sensitivity curve should be what the sensor records, regardless of the
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conversion factor between a milliamp signal and UVI. The normalized sensor sensitivity
values represent the fraction of UVI that will illicit an electrical signal from the sensor. This
method, for example, assumes that at the sensor’s peak response, 222nm, it will record the
full UVI that reaches the sensor at that wavelength. At a wavelength where the sensor’s
electrical signal per intensity recorded (milliamp/UVI) is half that of its peak, it will only
record half of the UVI value that reaches the sensor at that wavelength. While this method
may introduce some uncertainty because it omits the conversion of milliamps to UVI, it
provides a good estimate of what the LW sensor should be recording at the instance a water
sample was taken.

For each of the 19 UV wavelength scans, Excel was used to calculate an estimated LW sensor response
using the photon balance model. The lamp output was assumed constant over time. The time of day
that the water sample was taken was matched with the PLC data point that most closely matched that
time. Because the PLC records every 5 minutes, the recorded data point was never more than 2.5
minutes away from when the water sample was taken. The photon balance estimate was matched with
the PLC recorded field data for comparison. As previously discussed, the complexity of the optics within
the UV reactor bring uncertainty into the accuracy of this model. Any single data point that compares
the field data to the estimated data may not give conclusive insight into the accuracy of the LW sensors.
Rather, the general trend of all 19 comparisons will help to give evidence for the LW sensor’s level of
accuracy.
As previously discussed, the complexity of the optics within the UV reactor bring uncertainty into the
accuracy of this model. For example, this model does not consider the incidence angles of the sensors,
and assume the angle is 0 degrees relative to the lamp. Additionally, the model is not sensitive to
changes in BPL. Thus, any single data point that compares the field data to the estimated data may not
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give conclusive evidence on the accuracy of the LW sensors. Rather, the general trend of all 19
comparisons will help to give evidence for the LW sensor’s level of accuracy. For each individual
estimate of LW sensor response, a percent error was calculated based on how far the estimate was from
the actual recorded data. If the estimate was within +/- 20% of the actual UVI recorded by the LW
sensors at that time, this percent error was deemed acceptable. This 20% acceptable error range was
chosen for the same reasons specified in Analysis 4.
Thus, the conditions for Analysis 5 are as follows:

Condition 5.1
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.

Condition 5.2
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.

The frequency of these conditions being met on each of the estimates will give insight on the accuracy
of the LW sensors. For reference, an estimate of the standard sensors’ response was also calculated for
each sample. This estimate was calculated using an equation to estimate their response developed
during the reactor’s initial validation testing.
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Results and Discussion
This section will present the results from the 5 analyses that were conducted to provide evidence for the
research question: are the LW sensors reliable? The “Precision of LW Sensors” section will provide an
overview of results, present the results of each analysis, and provide a discussion of the implications.
The “Accuracy of LW Sensors” section will follow the same format.

Precision of LW sensors
Figure 36 shows the responses that each sensor recorded for the precision testing period, where the UV
system experienced natural variations in flow and water quality, and synthetic sleeves over the lamps.
The features of this graph will be seen in other figures as well. For this report, the green lines and data
points representing sensor response refer to the LW sensors (S2 and S3), and the blue represents the
standard sensors (S1 and S4). The smoothed lines are created by JMP’s Graph Builder platform, which
uses a cubic spline function with a lambda value of 0.05.

Figure 36: Sensor responses over precision testing period
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Each sensor shows a varying response over time due to the naturally changing flow and water UVT
conditions at BVDWTP. In general, sensors respond within the range 1 – 5 mw/cm2. There are some data
points above 15 mw/cm2, but those were not displayed in the graph for ease of viewing the major
trends. There are three major takeaways from this figure:
•

The standard sensors, in general, show a higher response than the LW sensors. This is to be
expected given how the standard sensor’s sensitivity curve overlays with major peaks of MP
output (shown in Figure 18).

•

Each of the 2 sensors of the same sensor type do not record exactly the same response, which
can be observed in how the lines of the same color are not perfectly overlaid with each other.
This occurs in reactors where the sensors have different incidence angles relative to the lamp (as
is the case with the Trojan UVSwift series), or different general positioning within the reactor.
What is important, however, is that the difference in response between the 2 sensors of the
same sensor type is consistent under the same conditions. Over time, it appears that this is true
on average.

•

Both LW sensors seem to respond consistently relative to the standard sensors over time, which
can be observed in how the green lines track with the blue lines. Over this timeframe, this good
evidence for general LW sensor precision.

Table 15: Summary of sensor response statistics over the precision testing period shows a summary of
the sensor data collected during the precision testing period. Figure 37 shows the flow and UVT data
recorded during this same period.
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Table 15: Summary of sensor response statistics over the precision testing period

Figure 37: Flow and UVT conditions recorded during the precision testing period
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Analysis 1: Precision with respect to sensor response
This section presents and discusses the results of the Analysis 1, which examines the LW sensor
precision with respect to sensor response. The conditions for this Analysis were:

Condition 1.1:

𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆1 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.2:

𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆4 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.3:

𝐴𝑣𝑔. 𝐿𝑊 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ≤ 𝐴𝑣𝑔. 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

If the three conditions are met at a given BPL, then there is sufficient evidence to deem the LW sensors
precise with respect to their response at that BPL. Table 16: Example of result from Analysis 1 at each
BPL group shows an example to show how Analysis 1 was conducted. A similar table was developed for
results at each BPL group noted in Table 10: BPL Groupings for Precision Testing.
Table 16: Example of result from Analysis 1 at each BPL group

All Data from Precision Test (n=38,969)
Conditions in
Reactor

Stats

BPL Flow UVT254
(%) (GPM) (%)

Mean

33

Variance

Average Sensor
Response (mw/cm2)

Sensor Response (mw/cm2)
S1

S2

S3

(standard)

(LW)

(LW)

Standard
LW
average
average
(standard)
((S1+S4)/2) ((S2+S3)/2)
S4

267

81.8

3.88

2.98

3.21

4.55

4.22

3.10

346.8 1699

36.5

6.537

3.316

5.173

9.381

7.873

4.179

Condition 1.1:
All results confirmed with F-test S2 variance ≤ S1 variance
with 95% confidence

Yes

Condition 1.2:
S3 variance ≤ S4
variance

Condition 1.3:
Avg LW variance ≤ Avg
Standard variance

Yes

Yes

The compiled results from all tables are represented in Figure 38. The y-axis represents the variance of
sensor response around their respective means at a given BPL range. The base of each column lists this
value for reference in columns that exceed the chart’s upper limit.
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Figure 38: Analysis 1 compiled results for all BPL groups

Figure 38 displays the results of Analysis 1 into a single graph. Each column shows the variance of each
sensor at a given BPL range. The number of data points collected in each range can be seen in Table 1.
As the conditions of Analysis 1 state, S1 is compared with S2, and S3 is compared with S4 due to their
similar incidence angles. In general, the lower BPLs cause less variance around a mean response for all
sensors. Higher BPLs, caused by a lower UVT or a higher flow, likely cause more variability in the fate of
the photons in the reactor, causing sensor responses to vary more. Additionally, the UVSwift 4L12 used
in BVDWTP cannot record UVT values below 70%. Recorded instances of a 70% UVT suggest that the
true UVT could be 70% or lower, so the BPL will always increase to 100% as a precautionary measure
when this is the case. Thus, sensor responses would likely vary because at a constant, maximum BPL, the
UVT could be changing between 70% or lower. This phenomenon is responsible for 36% of the instances
of 100% BPL.
The “BPL 26%” column shows the results of Analysis 1 considering all data where the BPL was 26%,
which represents 68% of all data collected over the precision testing period. At this BPL, S2 had a lower
variance than S1, suggesting S2 is precise with respect to sensor response at that BPL. However, S3 did
not have an equal or lower variance than S4. S3’s variance was 0.33 UVI, while S4’s was 0.28 UVI. These
values are close, so the difference could be due to the high UVT variance experienced while the reactor
was at this power level. The UVT had a variance of 10.8, which is high relative to other BPL ranges. This
means that at a constant power level, the water absorbance varied significantly. Perhaps the incidence
angles of S3 and S4 caused them to be more sensitive to changing UVT. Overall, the variances of all
sensors are relatively close to one another at this power level. This is apparent through a comparison of
the average sensor response variances; the difference between them is 0.002 UVI over 26,690 instances
of recorded sensor response at 26% BPL. This consideration is good supporting evidence that the LW
sensors are precise with respect to their response.
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Breaking up this 26% BPL dataset into two groups allows for a further examination of the variance in the
LW sensor’s response at this power level. When the UVT is lower (below 86%), both LW sensors have a
lower variance of response when compared to the standard sensors’, meeting the three conditions of
this analysis. However, when the UVT is above 86.1%, S3’s variance is slightly higher than S4’s. The
difference is statistically significant because of the large sample size. However, a difference of 0.03
suggests, in practice, that these variances are roughly the same. The sensors in the UVSwift 4L12 only
record UVI to the tenth decimal, so this 0.03 difference in their variance can likely be considered
negligible. In this case, the conditions are met for this data set as well and provide good evidence for the
sensor’s precision.
In the BPL ranges of 27 – 29%, 30 – 32%, 33 – 35%, 36 – 38%, 39 – 41%, 42 – 44%, the LW sensors met
the three conditions of Analysis 1; their variance of LW sensor response at these BPL ranges was less
than the variance of the standard sensors. This totals 9,046 recorded data points, contributing to 23% of
the total precision testing period. Considering that the conditions are also met at 26% BPL (which
represents 68% of the data collected), the LW sensors met the conditions of Analysis 1 91% of the time,
which provides strong evidence for their precision with respect to their response. While the three
conditions were met in the 39-41% BPL range, all sensors showed a high variance compared to most
other BPLs. Upon further investigation, this BPL range experienced the variance of UVT and flow of any
BPL range analyzed. This is likely the main contributor to the spike in variances for all sensors in this
range.
BPL ranges of 48-50%, 51-53%, and 76-78%, showed different results. While Condition 1.1 was met (S2
had a lower variance in response than S1 under all these BPL ranges), Condition 1.2 was not because S3
showed a higher variance than S4 at each of these ranges. However, instances where this occurred make
up only 1.4% of the total time of the precision testing period. At each of these BPL ranges, the variance
of S3 was never more than 0.5 UVI. It is possible that at higher BPLs, the output of the MP lamps
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changes more so in the LW region, causing a higher variation in the LW sensor response (Bolton, 2002).
However, further investigation could be done to determine why this is occurs.
When the BPL was at its maximum, 100%, Condition 1.1 was met, but not Condition 1.2 or 1.3. All
sensors had a larger variance at this BPL, which is expected due to the variety of factors that could cause
the BPL to reach this level; a low UVT, a high flow, or a low UVI reading from a sensor could contribute
to this. At maximum power, the lamps emit their highest UVI, and with natural conditions changing
significantly, it would be expected that all sensors have a high variance. The variation of UVT during
100% BPL is 12.7%, which is high compared to UVT variances at other BPL groups. However, it is
unknown why the variance of S2 was lower than S1, when the variance of S3 was higher than S4. There
are a few possibilities for this:
1.

The incidence angles of S3 and S4 may be positioned such that there is a higher possibility of UVI
reaching the sensor from more areas within the reactor. For example, S3 could receive more UVI
from another lamp if its position allows, or it could receive more UVI from reactor wall reflection.
Couple this phenomenon with the fact that the UVT at this BPL varies significantly and that the
output levels of MP lamps can change more significantly at LWs during high BPLs, there is an
explainable reason S3’s variance is higher than S4 at this BPL.

2.

The optical components of the LW sensors include a filter to selectively transmit lower
wavelengths into the diode of the sensor. Trojan reported that there can be changes to the
transmission of this LW filter over time (Trojan UV, 2015). It is possible that the filter in S3 has
changed or degraded more rapidly than S2 because of the sensor’s position relative to lamp
output. If this was the case, S3 could be responding to MP output that is not within its typical
sensitivity curve. These secondary peaks could cause the response potential of S3 to increase
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significantly, especially if the secondary peak is overlaid with a major MP output peak. These
theories cannot be confirmed from this analysis but will be revisited in the conclusion.

3.

The lamps are experiencing arc float, which would change the relative incidence angles for each
sensor. This, while unlikely given the frequency the lamps operate at, could explain S3’s high
variance.

While these possibilities cannot be confirmed for this research, the first theory is likely to at least
contribute to some of S3’s higher variance. In this case, S3 would not necessarily lack precision because
this variance is beholden to the complex, changing conditions in the reactor and not a fault of the
sensor. Overall, however, the conditions of Analyses 1 are met as follows:
•

Condition 1.1 was met over 100% of the recorded data considering all BPL ranges.

•

Condition 1.2 was over 92% of the recorded data considering all BPL ranges

•

Condition 1.3 was over 93% of the recorded data considering all BPL ranges

•

With the evidence provided by Analysis 1, there is enough evidence to deem the LW sensors
precise with respect to sensor response overall at all BPL ranges. Instances where a condition
was not met, the variances were relatively close and likely have an explanation based on
conditions in the reactor. However, a further investigation of sensor 3’s responses at higher BPL
ranges is recommended to examine the exact cause of the higher variances observed.
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Analysis 2: Precision with respect to sensor type
This section presents and discusses the results of the Analysis 2, which examines the LW sensor
precision with respect to sensor type. This analysis used the data collected from the system PLC to
determine if the LW sensor response differential was equal to or less than the standard sensor response
differential at specific BPL ranges. Two comparisons were made at each range:
Condition 2.1:

(𝑥̅𝐿𝑊 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

≤ (𝑥̅𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

Condition 2.2:

(𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿 ≤ (𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿

If Conditions 2.1 and 2.2 are met at a given BPL, then there is sufficient evidence to say the LW sensors
are precise with respect to their sensor type at that BPL. Table 17: Example of Analysis 2 result compiled
for each BPL group is presented here as an example to show how Analysis 2 was conducted. A similar
table was developed for results at each BPL group noted in Table 10: BPL Groupings for Precision
Testing.

Table 17: Example of Analysis 2 result compiled for each BPL group
Is the condition of Is the condition of
Inequality 1 met? Inequality 2 met?

All precision test data (n=38,969)
Conditions in Reactor

Response Differentials (mw/cm2)

LW

Stats

BPL (%)

Flow
(GPM)

UVT254
(%)

𝑆2 − 𝑆3

Mean

33

267

81.8

0.267

Variance

347

1699

36.5

0.241

Standard
𝑆1 − 𝑆4

𝑡

<
<
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𝑡

0.67

Yes

Yes

0.342

Confirmed with 2
sample Z-test at 95%
confidence

Confirmed with F-test
at 95% confidence

The compiled results from all tables are represented in Figure 39 for Condition 2.1 and Figure 40 for
Condition 2.2.
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Figure 39: Condition 2.1 Results for all BPL groups

108

Figure 40: Condition 2.2 Results for all BPL groups

Figure 39 shows that at all BPL ranges, the average LW sensor differential was less than the average
standard sensor differential, meaning Condition 2.1 was met over 100% of the recorded data. This
suggests that the LW sensors are precise with respect to each other because a LW sensor’s response is,
on average, relatively close to the response of the other. The two LW sensors share the same difference
in their incidence angles as the two standard sensors, so while there should be some difference in the
two LW sensor responses, that difference should not be significantly larger than that of the standard
sensors. These results suggest that the LW sensors are precise with respect to each other and both
sensors perform consistently relative to each other. If this differential was significantly higher than the
standard sensor’s differential, this would suggest that one or both LW sensors may not be reliable.
Figure 40 shows that at most BPL ranges, the variance of sensor differential for both sensor types is
relatively low. For all BPL groups analyzed, except for 39 – 41%, 76-78%, and 100%, the difference
between the variance of the LW sensor differential and the variance of the standard sensor differential
was less than 0.01 UVI, and often even lower. Because the sensors only record to the tenth decimal,
these differences were considered negligible, thus the variance of the LW sensor differential can be
considered roughly equal to the variance of the standard sensor differential at these BPLs. As such,
Condition 2.2 was met over these BPL groups, contributing to 91% of the recorded data when
considering all BPL groups. This suggests that the two LW sensors are consistently responding close to
one another over time and various conditions experienced during the pilot program. This is good
evidence for their precision relative to each other.
Of the 9% of the data where Condition 2.2 was not met, 6% was when the BPL was at its maximum of
100%. A higher sensor response differential during instances of 100% BPL is expected due to the variety
of conditions that could cause the BPL to reach this level such as a low UVT or a high flow. As
mentioned, this reactor will increase the BPL to 100% as a precautionary measure when the UVT reads
70%, as it could be even lower. This occurred 36% of the time when the BPL was 100%. The variation of
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UVT during maximum power was 12.7%, which is significant compared to UVT variances at other BPL
groups. Also, the LW sensor response differential variance, 1.5 was higher than its mean of 1.4. This
suggests that one LW sensor is responding much higher than another during BPLs of 100%. Even if the
output of the lamps changed at LWs during high power levels, this should not increase the LW sensor
differential because both are subject to, in theory, the same output because their optical ranges are the
same. Some possibilities, then, for this higher differential at 100% BPL include:
1. The incidence angles of one LW sensor may allow cause the sensor to receive more UVI at
maximum power, either through an incidence angle that allows it to receive more UVI from a
single lamp at 100% power, or even through one that allows it to receive UVI from multiple
lamps or UVI from reactor wall reflection. This is the likely cause as these phenomena would
have a higher impact at 100% BPL.
2. A secondary peak in the optical range of a LW sensor could exist. This could have been caused
by an optical filter or component in the sensor that was hindered, perhaps due to one sensor’s
proximity to the lamps from its incidence angle. If one LW sensor had the ability to respond to
output at higher wavelengths that its optical range suggests, then its response would be higher
than the other LW sensor, and this difference would become more exaggerated as the BPL
increased.
While these possibilities cannot be confirmed for this research, option number 1 is likely to at least
contribute to some of the higher response differential in the LW sensors. If the second option plays a
role, then further research on the decay of the optical filters in the LW sensors would be recommended
to ensure that the performance remains high for an acceptable amount of time before sensor
replacement. Overall the conditions of Analyses 2 are met as follows:
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•

Condition 2.1 was met over 100% of the recorded data considering all BPL ranges.

•

Condition 2.2 was over 91% of the recorded data considering all BPL ranges

•

With the evidence provided by Analysis 2, there is enough evidence to deem the LW sensors
precise with respect to sensor type overall at all BPL ranges. However, it is recommended that
the optical components of both LW sensors be studied over long-term exposure to 100% BPL at
different incidence angles to examine how their relative location impacts their optical range/
filter over time.
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Analysis 3: Precision with respect to time
This analysis examined the ability of sensor response to fit a linear regression, where BPL acted as the
independent variable. Data was grouped by UVT into comparable sample sizes, and the linear
regressions for each grouping were analyzed.
Condition 3.1 examined the coefficient of determination (R2) of linear regressions for all sensors,
comparing S2 to S1, and S3 to S4:

𝑅 2𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅 2𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
&
𝑅 2𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅 2𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
Condition 3.2; examined the RMSE of linear regressions for all sensors, comparing S2 to S1, S3 to S4:

𝑅𝑀𝑆𝐸𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
&
𝑅𝑀𝑆𝐸𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
Figure 41 and Table 18: Example of table created to compare fit of each sensor are presented here as an
example to show how Analysis 3 was conducted. A similar figure and table was developed for results at
each of the 5 UVT groups.
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Figure 41: Example of linear regression performed for each of the UVT groups established
Table 18: Example of table created to compare fit of each sensor

UVT = 87.6 - 91.3% (n=7,595)
Sensor

S1
(standard)

Linear
R2
Regression
Fit RMSE

Sensor

0.54
0.95

S4
(standard)

Linear
R2
Regression
Fit RMSE

0.95
0.61
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vs

<
>
vs

≅
≅

S2
(LW)
0.92
0.58

S3
(LW)
0.94
0.66

The compiled results of each sensor’s fit for the five linear regressions is presented below. Figure 42
shows a bar graph of the R2 values from the linear regressions performed at each UVT range. Figure 43
shows a bar graph of the RMSE values from the linear regressions performed at each UVT range.
Because sensors record responses to the tenth decimal, RMSE values that are compared with one
another are deemed roughly equal if they fall within +/- 0.1 of each other. R2 values were deemed
roughly equal if comparisons fall within +/- 0.1 of each other.
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Figure 42:Condition 3.1 Results: Coefficient of determination values for each sensor from the five linear regressions performed
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Figure 43: Condition 3.2 Results: RMSE values for each sensor from the five linear regressions performed

Linear regressions for the LW sensor response over BPL should ideally have a similar or higher R2 value,
and a similar or lower RMSE value when compared to the standard sensors’ linear regression. This would
suggest that their response can be predicted to at least the same extent that the standard sensor
responses can be predicted, giving evidence to their precision over time. If the LW sensors show a
significantly smaller R2 value or a significantly larger RMSE when compared to the standard sensors, this
would suggest that their response is more variable and sporadic at certain BPLs over time.
The linear regression of sensor responses in the 70 – 75.1% UVT range shows a high R2 value for both
the standard sensors and the LW sensors, suggesting that a linear regression accounts for a lot of the
variability in their responses. The models for both LW sensors showed slightly lower RMSE values when
compared to their respective standard sensors. This suggests that the observed LW sensor response
data points are closer to the LW sensor model compared to the standard sensor model. Considering this,
there is evidence that suggests the LW sensors are precise with respect to time in this range of UVTs. In
the 70 – 75.1% UVT range, one might expect more LW sensor variability, which may have caused the R2
values on the LW sensor model to be lower. This is because this dataset includes instances where the
UVT was recorded at 70%, which suggests the UVT could have been even lower, impacting the fit of the
LW model in this UVT range. Still, the LW sensors showed that their response can be defined well with a
linear regression (both Condition 3.1 and 3.2 were satisfied), suggesting their response is precise over
time.
For the UVT range of 75.1 – 81.1%, both sensor comparisons shared relatively similar results: S1 and S2
had R2 values within 0.03, and RMSE values within 0.02. S3 and S4 had R2 values within 0.02 and RMSE
values within 0.02. Relative to the standard sensors, both LW sensors have a predicable response in this
UVT range. Conditions 3.1 and 3.2 were met, suggesting that the LW sensors are precise with respect to
time in this UVT range.
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The next UVT range (81.1 – 82.5%) showed a much lower R2 value for all sensors. This is likely because
there were only 10 instances of a BPL higher than 30% while the water was within this UVT range, which
skews the confidence of the model to the lower BPLs, where more data points exist. This likely caused
the model to have a lesser fit at higher BPLs for all sensors. Nonetheless, the LW sensors’ models
showed a good fit relative to the standard sensors’ models, and both Conditions were satisfied.
The UVT range of 82.5 – 87.6% showed the best linear regression fits for all sensors. This is likely
because sensor response data points were distributed relatively evenly over BPL, which minimizes the
skew of the linear regression. Condition 3.1 was met, but S3’s model had a slightly higher RMSE than S4,
suggesting its response was more variable at some BPLs while the UVT was in this range. Because of this,
Condition 3.2 was not met, but only by a RMSE difference of 0.12.
For the highest UVT range (97.6 – 91.3%), the LW sensors’ model fit the data well compared to the
standard sensors’ model. S1’s model showed a poor fit compared to the other sensors. The reason for
this is unknown but could be because only 49 data points for sensor response exist at 100% BPL in this
UVT range, which can skew the regression. Nonetheless, both Conditions were met at this UVT range.
There are a few reasons why a sensor’s response is not perfectly linear over BPL when using recorded
full-scale data, as was the case for this research.
•

There may not be the same number of data points of sensor response at each BPL. In some UVT
ranges, the system was not ever ramped to some BPLs, so data lacked in some areas, which could
cause more error in a linear regression model.

•

At 100% BPL, all sensors show a relatively unpredictable response due to the various conditions
under which the system was at its maximum power level.

Lamp aging would cause the sensor response to vary at similar BPLs because the system would need to
increase power to achieve the same level of output that can reach a sensor.
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Overall, Conditions 3.1 and 3.2 were met for all linear regressions except for one instance where S3 had
a slightly higher RMSE than S4. From this analysis, there is enough evidence to deem the LW sensors
precise with respect to time. This suggests that over time the LW sensors respond as consistently as the
standard sensors when the same conditions are present.
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Accuracy of LW sensors
The accuracy of the LW refers to their ability to record the true UVI emitted from the lamps to the
degree their sensitivity curve allows.
It is vital that the LW sensors are accurate with respect to their sensitivity curve. If the LW sensors have
the ability to respond to wavelengths higher than its sensitivity curve the UVI recorded by the sensor will
be accounting for intensities in the higher wavelength region of 240 – 300nm, where the standard
sensors record. If this is the case, the dose monitoring equation including LW sensor response could be
double counting for UVI recorded, over estimating the dose delivered.
For Analyses 4 and 5, a theoretical response or change in response from the LW sensors was estimated
using a photon balance model, which includes the intensities emitted from the MP lamp and the LW
sensor sensitivity curve. The results from Analyses 4 and 5 are presented in the sections below.
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Analysis 4: Sleeve Switch Experiments
The results of the first sleeve switch (Synthetic to 219) are presented and discussed first. Then, the
results from the second sleeve switch (219 to 214) are presented and discussed. This analysis examined
data from 1 month before and 1 month after a sleeve switch to observe long term changes in LW sensor
response. Condition 4.1 examines the first comparison is from a 11/8/2016 - 12/8/2016, where synthetic
sleeves were in place, to 12/8/2016 - 1/8/2017, where type-219 sleeves were in place. Condition 4.2
examines the second comparison from 2/7/2017 – 4/3/2017, where type-219 sleeves were in place, to
3/7/2017 – 4/3/2017, where type-214 sleeves were in place.

Condit ion 4. 1: Sl eev e Switc h fr om Sy nt het ic to Type 219
Figure 44 shows the sensor responses over this 2-month timespan. Table 19: Summary statistics from
synthetic sleeves to 219 sleeves (negative values indicate an increase summarizes important data
collected during this sleeve switch test. Figure 45 shows the average percent decrease in LW sensor
response observed at each BPL group analyzed.
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Figure 44: Sleeve Switch Results: Sensor responses with synthetic, then 219 sleeves
Table 19: Summary statistics from synthetic sleeves to 219 sleeves (negative values indicate an increase)
Synthetic

All Data

% Decrease

219

Mean

Std Dev

Mean

Std Dev

Mean

Std Dev

2

2.8

1.9

1.6

0.5

44%

74%

2

2.7

1.7

1.6

0.5

40%

70%

2

2.9
254

2.1
32

1.6
344

0.5
70

47%
-36%

76%
-121%

78.3

3.7

81.6

3.3

-4%

11%

Avg LW Response (mw/cm )
S2 Response (mw/cm )
S3 Response (mw/cm )
Flow (GPM)
UVT254 (%)
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Figure 45: Results from Analysis 4, Condition 4.1: Percent decrease in LW sensor response after sleeve switch from synthetic to 219

Figure 44 shows that following the switch to type-219 sleeves, there was a distinct drop in LW sensor
response. This can be observed through the sensor type differential; with synthetic sleeves, the LW
sensors tracked much closer to the standard sensors when compared to the time with type-219 sleeves.
The average difference between the LW response and the standard response was 1.4 mw/cm2 during
the month of synthetic sleeves before the switch. After switching to type-219 sleeves, this differential
increased by 126% to 3.1 mw/cm2. This shows that the LW sensor response was impacted (the change
was statistically significant), whereas the standard sensor response was not. This is to be expected due
to the impact sleeves have across the UV spectrum. When adding 219 sleeves, that there is only a
relatively small change in the absorbance of UV light in the higher wavelength region of 240 – 300nm.
For both LW sensors, the standard deviation of their average response decreased significantly. This
suggests that the 219 sleeves prevent high variation in the LW sensor response because they block a
majority of the LW sensor sensitivity curve.
This sleeve switch experiment was analyzed for BPL group where there were at least 100 recorded data
points in both the month of synthetic sleeves and the month of 219 sleeves. Figure 45 shows that for
most BPLs, the LW sensors showed a decrease in their response between 20% and 40%. Sensor 3’s
response decreased slightly more than Sensor 2’s response at each BPL range. At 100% BPL, the LW
sensors showed a decreased response between 55 and 60%. This is the closest value to the estimated
decrease of 71%. While this is much closer than the decrease in response for any other BPL, it still is not
the decrease expected.
There are a variety of reasons why the LW sensors’ response did not decrease to 71%. Table 19:
Summary statistics from synthetic sleeves to 219 sleeves (negative values indicate an increaseshows
that the average UVT recorded increased by 4%, and the average flow increased by 36% in the month
with 219 sleeves. While this UVT is a relatively small increase, the increase in flow may be significant.
The variables associated with changing natural conditions such as flow and UVT are isolated by
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examining Conditions 4.1 and 4.2 at each BPL range. However, there is a possibility that in some
instances, the BPL was not fully representative of the conditions in the reactor. For example, when the
UVT at 254nm changes, the system can response with a BPL change if necessary. However, the fate of
photons at 254nm is different from 222nm, where the peak of the LW sensors exists. Most full
wavelength scans will show a curve of decreasing UVT as the wavelength decreases, but the shape of
this curve can vary. As a result, a change in UVT at 254nm may not be the same level of change at
222nm. Therefore, in some conditions, the LW sensors could be receiving more UVI at a constant BPL,
due to the changing absorbances at lower wavelengths not captured by a UVT254 analyzer. This could
explain partially why the LW sensor response did not decrease to the degree expected at a given BPL.
However, the degree to which this occurs is unknown, and it is likely not the only reason because
Condition 4.1 was not met under any BPL analyzed.
Another possibility is that the LW sensors may have the ability to respond to UVI outside of their
sensitivity curve, which may explain why they did not show a decreased response by the expected 71%.
If the LW sensors can respond to UVI at wavelengths higher than 240nm, for example, their response
would not be representative of their sensitivity curve, making them inaccurate. Type-219 sleeves
virtually block all wavelengths below 220nm and absorb a significant amount of UVI in the wavelength
regions of 220 – 240nm. Based on the LW sensor’s sensitivity curve, more than half of the sensor’s
optical range should be blocked with 219 sleeves. However, the LW sensors are responding higher than
expected, even with all wavelengths below 220nm blocked. If the LW sensors have a secondary peak in
their sensitivity curve at a wavelength higher than 240nm, UVI from the lamps at this wavelength would
be recorded by the LW sensor.
Figure 46Figure 46: LW sensor sensitivity overlaid with normalized MP output shows the implications of
a secondary peak in the LW sensor sensitivity curve. If the LW sensors have sensitivity to UVI above
240nm (shown with red arrows on the figure), there is a risk that this peak overlaps with a MP output
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Figure 46: LW sensor sensitivity overlaid with normalized MP output (showing theoretical peaks)
peak (at 247nm or 255nm). Even if the peak is relatively minor when compared to the sensor’s overall
response, the MP output in that region would be large relative to the output the LW sensor is receiving
at wavelengths below 240nm. If this were the case, the lamp output at the wavelength of the LW
secondary peak would have a significant impact on the responses recorded by the sensor. This could
lead to dose-monitoring equations double-counting doses delivered to the water, and show misleading
doses delivered at LWs, where adenovirus is most sensitive. Further research is needed to confirm or
refute this. Given the scope of this research and the nature of the pilot study, the necessary resources to
investigate this were not available. In the future, a third party could investigate this in a controlled,
laboratory setting instead of a full-scale operation setting. There, bandpass filters could be used to filter
certain wavelengths from a MP lamp, and LW sensor responses could be recorded. This could show the
presence or absence of any secondary peaks.
These results suggest that although the change in LW sensor response is statistically significant, they do
not respond to the degree expected. There could be errors in the estimation for LW sensor response
change, or there could be optical component errors in the LW sensors themselves. Due to the nature of
the pilot study, it is difficult to estimate the degree of error or uncertainty in either. Further research
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done in a controlled laboratory setting is recommended to examine the optical range of the LW sensor
and examine its performance under different sleeve types.
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Condit ion 4. 2: Sl eev e Switc h fr om Ty pe -219 to Ty pe -214
The second sleeve switch comparison is from a 2/7/2017 – 4/3/2017, where type-219 sleeves were in
place, to 3/7/2017 – 4/3/2017, where type-214 sleeves were in place. Figure 47 shows the sensor
responses over this 2-month timespan. Table 20: Summary statistics from 219 sleeves to 214 sleeves
(negative values indicate a decrease summarizes important data collected during this sleeve switch test.
Figure 48 shows the average percent decrease in LW sensor response observed at each BPL group
analyzed.
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Figure 47: Sleeve Switch Results from 219 to 214
Table 20: Summary statistics from 219 sleeves to 214 sleeves (negative values indicate a decrease)

219

All Data
2

Avg LW Response (mw/cm )
S2 Response (mw/cm2)
S3 Response (mw/cm2)
Flow (GPM)
UVT254 (%)

% Increase

214

Mean
2.5
2.7
2.4
298

Std Dev
1.7
1.8
1.6
38

Mean
3.2
3.2
3.2
337

Std Dev
2.9
2.9
2.9
22

Mean
26%
20%
32%
13%

Std Dev
72%
62%
82%
-42%

81.7

5.7

82.9

2.4

2%

-58%
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Figure 48: Results from Analysis 4, Condition 4.2: Percent increase in LW sensor response after sleeve switch from 219 to 214

Figure 47 shows that following the switch to type-214 sleeves from type-219 sleeves, the LW sensors
increase their response, on average. This can be seen though the sensor type differential; the LW
sensors track more closely with the standard sensors after switching to 214 sleeves. The average
difference between the LW response and the standard response was 5.5 mw/cm2 during the month of
219 sleeves before the switch. After switching to type-214 sleeves, this differential decreased by 73% to
1.5 mw/cm2 (thus, the LW sensor response increased on average because 214 sleeves transmit more UV
light in the region of the LW sensor’s sensitivity compared to 219 sleeves). This increase in LW sensor
response was statistically significant. However, in most cases, the LW sensor response did not increase
to the degree expected.
Figure 48 shows that at higher BPLs, the change in LW sensor response is more evident. Considering
instances of 100% BPL both before and after the sleeve switch, the LW sensors increased their response
beyond the degree expected. At 40% BPL and 80% BPL, the sensor’s response did increase significantly,
only falling slightly short of the expected increase. However, at lower BPLs, the increase in LW sensor
response was only between 50 -100%. The column considering all data is not an ideal comparison
because there were more instances of lower BPLs during the 214 dataset, which skews the increase in
response. Nonetheless, it is unclear on the cause of why instances of lower BPLs did not show an
increase in LW sensor response to the degree expected. Table 20: Summary statistics from 219 sleeves
to 214 sleeves (negative values indicate a decrease shows that the UVT and flow conditions, on average,
did not change significantly between the month of 219 sleeves and the month of 214 sleeves.
Figure 34 shows that a large portion of the LW sensor’s sensitivity curve becomes available to record UVI
when a switch from 219 sleeves to 214 sleeves occur. The expected increase at lower BPLs did not
occur; there are a few possibilities for this:
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•

The 219 sleeves did not hinder the response curve as much as was expected or the LW sensors
had a secondary peak at a higher wavelength (as explained in the Synthetic to 219 results). If
this were the case, the response of the LW sensors would have been recording larger UVI values
in the 219-sleeve period, so the percent increase in response to 214 sleeves would be less.

•

Lower BPLs would suggest that the system is experiencing conditions where the standard
sensors can meet a certain RED. Perhaps the water matrix UVT at the LW sensor’s peak of
222nm is impacted differently over time, even though the UVT at 254nm remained consistent
on average. This could be responsible for why the LW sensors did not show a 201% increase in
response at lower BPLs. However, the degree to which this occurs is unknown.

The LW sensors experienced an increase in their response between 250 – 310% on average when
considering instances of 100% BPL, which does give some evidence to their accuracy. At BPLs of 40 and
80%, the actual change is roughly 50% or less away from the expected change. This difference could be
explained by changes in conditions not reflected in the photon balance model used for this analysis. The
degree to which this occurs, however, is unknown.
For both sleeve switch tests, the LW sensors changed their response significantly. This provides evidence
for their accuracy. In many cases, however, the change in LW sensor response did not change to the
degree expected, and Conditions 4.1 and 4.2 were not met. There are possibilities that could explain
why this was the case, but none can be confirmed without further research. Therefore, the degree of
uncertainty in the model is unknown. In conclusion, the LW sensors seem to show that they are
accurate, but further research (preferably laboratory scale testing) is recommended before their degree
of accuracy can be confirmed.
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Analysis 5: Full Photon Balance (with UV wavelength scans)
The goal of this analysis was to estimate the LW sensor response under known conditions and compare
this estimate with the actual value recorded by the LW sensors. With 19 full wavelength scans sampled
from the BVDWTP, 19 estimates of LW sensor response were developed throughout the pilot study
using the concept of Photon Balance, presented in the Analysis Setup section. Each result shows the
conditions at the time a sample was taken for a wavelength scan, and the results of the comparison
between an estimated response and the actual response. Figure 49 shows the difference between the
UVI estimated by the photon balance and the UVI recorded by the PLC. Figure 50 shows these results in
terms of a percent error from the value recorded by the PLC. In both figures, the BPL at the moment in
time the sample was collected is displayed above the date on the x-axis. The sleeve over the lamps at
the time of sampling is also noted. The conditions of Analysis 5 are:

Condition 5.1
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.

Condition 5.2
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.

133

134

Figure 49: Results from Analysis 5: Difference in estimated response and recorded response. X-axis includes the date where sample
was taken for comparison, and the BPL at the time of comparison. The sleeve installed at the time is in the top section of the chart
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Figure 50: Results from Analysis 5: Percent difference in estimated response and recorded response. X-axis includes the
date where sample was taken for comparison, and the BPL at the time of comparison. The sleeve installed at the time is in
the top section of the chart. Negative values indicate that the sensors responded less than expected

The results show that the conditions of 5.1 and 5.2 were met for 8 of the 19 estimations using the full
wavelength scan data in the photon balance model. During instances of 26% BPL, the photon balance
model predicted LW sensor response very well; except, however, when type-219 sleeves were placed
over the lamps, even at 26% BPL. For all sleeves, when the BPL increases above 26%, the error in the
estimated UVI increases. Because this model is not sensitive to the incidence angles of the sensors or
changes in lamp output, the instances of high BPL likely have more uncertainty in their results. However,
13 of the 19 samples were taken with a BPL of 26%, so these results provide a useful discussion.
During the synthetic sleeve testing period, 7 samples were taken when the BPL was 26%. All 7 of these
estimations were very close to the actual UVI recorded by the LW sensors, with no single estimation
being further than 0.5 UVI away from the recorded value. During the 214-sleeve period, 1 sample was
taken when the BPL was 26%; the estimation using this wavelength scan was also very close to the
actual UVI recorded by the sensor. During the 219-sleeve period, all 5 samples were taken when the BPL
was 26%. In these cases, however, the photon balance model did not estimate the sensor response as
well. While most estimations were off by less than 1 UVI, the percent error was high, suggesting that the
LW sensors responded higher than expected. This could suggest a variety of phenomenon are occurring.
•

It is possible that the UVT spectrum of the 219 sleeves do not match perfectly with the curve
that was used for this research. While unlikely, a 219 sleeve that transmits more UVI in the
lower wavelength region would explain why the LW sensors were responding more than
expected during this time.

•

While the possibility of a secondary peak in the LW sensor’s sensitivity exists, these results
suggest the contrary. If a secondary peak above 240 nm did exist, then the LW sensor responses
during the synthetic sleeve testing period and the 214-sleeve testing period would have also

136

been higher than expected. However, when the BPL was 26%, only during the 219-sleeve testing
period did the sensors respond much higher than expected.

•

Another possibility for this occurrence is in the sensor’s conversion from a milliamp signal to a
recorded UVI (in mw/cm2). While unlikely, perhaps the LW sensors cannot accurately record
lower UVI values. The sensors themselves to not distinguish UVIs at individual wavelengths;
rather, they sum the UVI across its sensitivity curve. Over the course of the entire pilot study, a
LW sensor did not respond below 1 mw/cm2 (after excluding data where all sensor responses
were 0 mw/cm2). This suggests that there is a possibility that the LW sensors cannot accurately
record below 1 mw/cm2, or the 4 – 20 milliamp conversion is not calibrated well enough for the
LW sensors. This could explain why the LW sensor response was higher than expected in the
219-sleeve period. Many of the estimates of LW sensor response during this period were below
1 mw/cm2. All actual recorded UVI values, on the other hand, were always above 1 mw/cm2. The
scope of this research, however, cannot confirm if there is an issue with this milliamp conversion
or the ability of the LW sensors to respond to UVIs below 1 mw/cm2.

Further research is recommended to investigate why the response of the LW sensors is higher than
expected when 219-sleeves are installed. Considering other instances of 26% BPL (with synthetic and
214-sleeves) the LW sensors seem to be accurate, as they meet Condition 5.1 and 5.2. Overall, there is
evidence to suggest that the LW sensors are accurate, and some evidence (estimations with type-219
sleeves) that suggest they are not. The contribution of error from the model as compared to the error
exhibited by the LW sensors themselves is uncertain. Due to the nature of the pilot study, the
conjectures presented to explain these uncertainties cannot be confirmed. Therefore, it is
recommended that further research at a laboratory scale is done to examine the accuracy of the LW
sensors in terms of their optical range.
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Conclusions
This study examined the reliability of the LW sensors inside of the Trojan UVSwift 4L12 reactor installed
in BVDWTP. Reliability was defined with three metrics of precision and two metrics of accuracy. To
examine the precision of the LW sensors, they were compared with the system’s standard sensors with
the following metrics:

Condition 1.1:

𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆1 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.2:

𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆4 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.3: 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑊 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ≤ 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

Condition 2.1: (𝑥̅𝐿𝑊 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

≤ (𝑥̅𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

Condition 2.2: (𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿 ≤ (𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿

Condition 3.1: 𝑅2𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅2𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 & 𝑅𝑀𝑆𝐸𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒

Condition 3.2: 𝑅2𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅2𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 & 𝑅𝑀𝑆𝐸𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
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Overall, the conditions for precision were met for the 3 analyses conducted.
•

Condition 1.1 was met over 100% of the recorded data considering all BPL ranges.

•

Condition 1.2 was over 92% of the recorded data considering all BPL ranges

•

Condition 1.3 was over 93% of the recorded data considering all BPL ranges

•

With the evidence provided by Analysis 1, there is enough evidence to deem the LW sensors
precise with respect to sensor response overall at all BPL ranges. Instances where a condition
was not met, the variances were relatively close and likely have an explanation based on
conditions in the reactor. However, a further investigation of sensor 3’s responses at higher BPL
ranges is recommended to examine the exact cause of the higher variances observed.

•

Condition 2.1 was met over 100% of the recorded data considering all BPL ranges.

•

Condition 2.2 was met over 91% of the recorded data considering all BPL ranges

•

With the evidence provided by Analysis 2, there is enough evidence to deem the LW sensors
precise with respect to sensor type overall at all BPL ranges. However, it is recommended that
the optical components of both LW sensors be studied over long-term exposure to 100% BPL at
different incidence angles to examine how their relative location impacts their optical range/
filter over time.

•

Conditions 3.1 and 3.2 were met for all linear regressions except for one instance where S3 had
a slightly higher RMSE than S4. From this analysis, there is enough evidence to deem the LW
sensors precise with respect to time. This suggests that over time the LW sensors respond as
consistently as the standard sensors when the same conditions are present.
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Considering all results from Analyses 1,2, and 3, there is enough evidence to deem the Trojan UVSwift
4L12 LW sensors precise. Through Analysis 1, 2, and 3, they demonstrated precision with respect to their
responses, with respect to their sensor type, and with respect to time and varying natural conditions.
To examine the accuracy of the LW sensors, their response or change in response was estimated and
compared with the actual response recorded by the PLC. A series of sleeve switches were conducted to
estimate a change in LW sensor response, and full wavelength scans were developed to estimate LW
sensor response. The following metrics were used to define accuracy:

Condition 4.1 When switching from Synthetic to 219 sleeves, the LW sensor response should decrease
by 71% (+/- 20%) when comparing the recorded UVI at equal BPLs from before and after the switch.

Condition 4.2 When switching from 219 sleeves to 214 sleeves, the LW sensor response should
increase by 201% (+/- 20%) when comparing the recorded UVI at equal BPLs from before and after the
switch.

Condition 5.1 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.
Condition 5.2 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.
For Conditions 4.1 and 4.2 (sleeve switch tests), the LW sensors changed their response significantly.
This provides evidence for their accuracy. In almost all cases, however, the change in LW sensor
response did not change to the degree expected, and Conditions 4.1 and 4.2 were not met. Many
theories were presented to explain why this might have been the case, but none can be confirmed
without further research. Because the degree of uncertainty in the model used to estimate a response
change is unknown, further research is recommended to confirm the accuracy of their sensitivity curves.
Conditions 5.1 and 5.2 are mostly analyzed where the BPL was at 26% due to the photon balance
model’s sensitivity to power level changes. When one considers these instances during the Synthetic or
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214-sleeve testing period, Conditions 5.1 and 5.2 are met. However, further research is recommended
to investigate why the response of the LW sensors is higher than expected when 219-sleeves are
installed. There is good evidence that suggests the LW sensors are indeed accurate. However, the
uncertainty in this evidence cannot be quantified within the scope of this research. Therefore, a further
investigation of the optical range of these LW sensors is recommended.
Compiling all results, the LW sensors showed reliability with respect to many different variables. The
only major concern is that in some circumstances, their response may be higher than what is expected.
There is uncertainty, however, in what is causing this difference. It could be due to the limitations of the
models and analyses used in this research, or it could be due to the sensor’s performance. The precision
testing was well suited to the conditions in the pilot, because the goal is to measure variability over a
variety of conditions. Accuracy testing was less ideal at the pilot scale, as there is more uncertainty in
the models and methods used to obtain the results. For this reason, accuracy testing at a laboratory
scale, where the impact of other variables can be controlled, is recommended to evaluate the degree of
accuracy in the LW sensors.
Overall, the Trojan LW sensors showed promising results. They showed high levels of precision on a fullscale pilot operation, and high levels of accuracy under certain circumstances. While a final indication of
their accuracy cannot be made, their performance is promising. As the UV industry continues to test and
optimize the performance of LW sensors, their use will likely be accepted for PWS applications in a short
matter of time. Chapter 4 of this thesis examines the examines the implications of reliable LW sensors.
This is done through an LCA of the Bethlehem pilot study, where their traditional disinfection strategy of
chlorination is compared with a UV strategy that takes credit for doses delivered at LWs. Chapter 5 of
this thesis summarize the conclusions of this chapter and provide recommendations for future research
and industry application of LW sensors.
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Abstract
A life cycle assessment (LCA) was conducted to compare the two options for disinfection at a small
public water system (SPWS) in Bethlehem, NH. The two options included the current disinfection
strategy of chlorination and a strategy using a medium pressure UV system with chloramines for residual
protection. The motivation for this study came after the development of new instrumentation in the UV
system that can account for doses delivered at low wavelengths, allowing the target level of disinfection
(4-log inactivation of adenovirus) to be achieved with less energy required. This advancement may help
SPWS comply with EPA’s Stage 2 Disinfection Byproduct Rule (DBPR) due to the lower risk for DBP
formation when using UV disinfection. This LCA included data from DBP formation studies, chlorine
demand studies, and models on reactor energy use after taking credit for LW doses. The LCA quantified
the tradeoffs of switching to a MP UV disinfection strategy; comparing the increase in energy use and
operation costs with the benefits of higher public health protection through a reduction in DBP
concentrations, which would put the system back into compliance with the DBPR. While the data used
was specific to Bethlehem, the methodology of the LCA can serve as guidance for stakeholders of other
PWS that would benefit from a lifecycle perspective examination of the tradeoffs in disinfection
strategies.
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Introduction
The purpose of this research is to quantify and compare the human health impacts and cumulative
energy demands between two common disinfection options for a water treatment facility through a
case study of a Public Water System (PWS) in Bethlehem, NH. The motivation for this research comes
from a potentially expanded use of UV treatment, which may make this disinfection method more
achievable for PWS that could benefit from its use.
The United States is home to over 156,000 public drinking water systems. Typically, a small public water
system (SPWS) serves a population of 3,300 or less. SPWSs comprise 83% of all systems and serve nearly
10% of the total US population (USEPA, 2011). Roughly 30% obtain water from a groundwater source,
and 70% from a surface water source, which includes groundwater under the influence of surface water
(USEPA, 2011).
PWSs that draw from surface water must comply with the US Environmental Protection Agency’s (EPA)
Long Term 2 Enhanced Surface Water Rule (LT2ESWR). Those systems that draw from groundwater must
comply with EPA’s Groundwater Rule (GWR). In both cases, 4-log virus removal is required while also
maintaining a residual level of disinfection level throughout their distribution system (USEPA, 2006d)
(USEPA, 2006b)). Additionally, all public water systems must comply with EPA’s Stage 2 Disinfection
Byproduct Rule (DBPR), which states that disinfection byproduct (DBP) concentrations must not exceed
80 µg/L for total trihalomethanes (TTHMs) and 60 µg/L for the five major haloacetic acids (HAA5)
(USEPA, 2006c).
Meeting these regulations can be difficult for small systems. Many small systems lack technical,
financial, and personnel-based resources (USEPA, 2011). Coupled with increasing regulatory pressure,
source water challenges, and aging infrastructure, SDWSs are often found out of compliance with
regulatory requirements (USEPA, 2011). A survey of systems serving less than 10,000 people found that
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the total coliform rule and the DBPR had the highest number of health-based violations in 2013
(Oxenford, 2016).
A key source water challenge for maintaining compliance with the DBPR is persistent natural organic
matter (NOM). When NOM is not removed prior to chemical disinfection, it can react with free chlorine
to form DBPs (USEPA, 2006c). Additionally, aging distribution systems can increase the free chlorine
demand due to the scale that builds up on pipe walls (USEPA, 2006c). Both of these problems can cause
a rapid free chlorine decay rate while creating harmful byproducts. Thus, more free chlorine is added to
meet disinfection residual requirements. However, as more free chlorine is added, the risk of DBP
formation increases. This catch-22 is a common problem for SDWS: A certain concentration of free
chlorine is needed to meet primary and residual disinfection requirements, but that same amount also
triggers the formation of DBPs that exceed regulatory limits. There are options to address this problem,
such as upstream treatment upgrades, refurbishing the distribution system, or changing source water,
but these options are often too large of a financial burden for small systems working with limited
budgets.
UV disinfection has been of interest in these situations, as it does not produce any disinfection
byproducts in significant amounts (LeChvallier & Bukhari, 2003). With its use as a primary disinfectant,
PWS could reduce their chemical load significantly. For UV disinfection, the 4-log inactivation of virus is
relative to adenovirus because it is the most resistant to UV of all pathogenic viruses (Gerba, 2003).The
required dose of 186 mj/ cm2 is normalized to 254nm because this is the wavelength of the
monochromatic output in Low Pressure (LP) lamps, which were used in the initial dose-response studies
(USEPA, 2006d). Relative to the inactivation of other target pathogens, 186 mj/cm2, is a high dose.
Meeting this requirement by using UV comes with many barriers for PWS:
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•

Increase in capital costs due to the costs of the UV reactors required to achieve this dose

•

Increase in operational costs due to the high energy required to achieve this dose

•

Increase in facility footprint taken by the disinfection stage of the treatment process due
to the high number or large size of the reactors required to achieve this dose

For these reasons, among others, UV is not listed as a best available technology in the GWR. As a result,
many PWS, especially smaller systems with limited resources, must resort to a solely chemical-based
strategy for disinfection, increasing their risk of DBP formation.
A culmination of recent research may address the barriers to using UV in these circumstances.
Adenovirus has been shown to be more sensitive to UV light at lower wavelengths (200nm – 240nm)
(WRF, 2015). This suggests that low wavelengths (LWs) emitted from polychromatic, medium pressure
(MP) UV reactors could inactivate adenovirus more efficiently than previously thought. Those LWs,
however, must be monitored reliably to know the extent of their inactivation of Adenovirus in a fullscale setting. New LW sensors are currently being developed by manufacturers to monitor the doses
delivered at LWs during full-scale PWS operation. Essentially, this new instrumentation in the form of
LW sensors may allow UV systems to better quantify the true dose of UV light that is being achieved
through the water matrix, thus reducing the energy required to achieve 4-log virus inactivation.
Chapter 3 of this thesis examines the reliability of Trojan Technology’s LW sensors, which were tested as
part of a case study in a PWS in Bethlehem, NH, referred to as Bethlehem Village District Water
Treatment Plant (BVDWTP). While further research was recommended, the results were promising; the
LW sensors showed a high degree of precision and accuracy under the analyses conducted. UV is a
rapidly expanding field, and there is no doubt that LW sensors will soon become acceptable for use in
UV systems for PWS application. This has significant implications: the energy required, the facility
footprint required, and costs associated with UV would all decrease for a given PWS looking to use UV
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for 4-log virus inactivation. Soon, PWS struggling to comply with the DBPR may have another option to
maintain compliance with both disinfection levels and disinfection byproduct levels.
The pilot study in Bethlehem, NH provided valuable information on the reliability of the LW sensors. This
LCA takes that research a step further and examines the implications of utilizing a UV system that can
take credit for doses delivered at LWs. Various water quality analyses were conducted as part of the
case study in Bethlehem. Using this data, data collected from the UV system, and standard LCA
procedures, this study quantifies the tradeoffs between the traditional disinfection scenario at BVDWTP
(Chlorination) and a UV disinfection scenario that takes credit for doses delivered at LWs.
While this LCA uses data that is specific to Bethlehem, the methodology used may be helpful for
stakeholders of other PWS looking to quantify the tradeoffs between disinfection strategies. SPWSs are
often faced with major decisions that involve the changing of a process or operation due to regulatory,
technical, staff, or financial constraints. These decisions can impact the operation of the system, the
energy use of the system, and the health of the users. As such, using a comprehensive approach to
decision making is vital. By incorporating concepts like sustainability, water-energy nexus, and lifecycle
impacts into the decision-making process, a more holistic approach to finding the “best” solution can be
made, and a common baseline for facts can be established among all decision makers. LCA is
increasingly being used to study water systems for this reason. LCA is becoming increasingly used for
addressing problems of an increasing water demand in growing municipalities (Friedrich, 2009), (Mo W.
a., 2016), comparing and selecting source water options (Amores, 2013), (Lyons, 2009), (Mo W. Z.,
2011), and holistically managing urban water cycle from raw water intake to wastewater
discharge/recycle (Godskesen, 2013), (Lemos, 2013). In contrast, limited LCA-based research has been
conducted on the environmental and public health implications of small systems facing disinfection and
DBP compliance challenges in US. This study looks to add knowledge to this area for other PWS
stakeholders and help BVDWTP decide on an optimal disinfection strategy.
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Study Background
The Bethlehem Village District Water Treatment Plant (BVDWTP) is a small drinking water system in
northern New Hampshire that serves 1,700 users year-round, and over 3,000 during the summer and
winter tourism peaks (CMA Engineers, 2014). The maximum flow capacity is 0.75 MGD. BVDWTP draws
source water from the Gale and Zealand Rivers. It is considered a groundwater under the influence of
surface water. As such, BVDWTP is under the primacy of EPA’s LT2ESWR.
The treatment process is composed of three slow sand filters, a sodium hypochlorite feed system for
disinfection, and a covered 1 million-gallon finished water storage reservoir. The reservoir provides
ample contact time for the added chlorine and serves as the beginning of a distribution system
comprised of 20 miles of mains throughout the town of Bethlehem, where the largest water age was
determined to be 120 hours (CMA Engineers, 2014). Figure 51 below shows a simplified concept
diagram of the current treatment process.

Figure 51: Process Train at Bethlehem Village
District Water Treatment Plant (Mo, 2018)

Both the Zealand and Gale Rivers are fed from a watershed in the White Mountain National Forest.
These waters contain high NOM from the leaves, pine cones, and other natural particles (CMA
Engineers, 2014). Like many other SDWS, BVD does not have their treatment infrastructure optimized to
remove NOM for a variety of reasons; the difficulty of monitoring source water NOM and the high cost
of optimizing treatment infrastructure are just two. As is the case with BVDWTP, changing source waters

149

is typically not an option for SDWS due to the lack of a well-known alternative and various financial
barriers.
In addition to the LT2ESWR, BVDWTP must also comply with EPA’s Stage 2 DBPR. Therefore, adequate
disinfection must be provided to achieve 4-log virus inactivation and 0.2 mg/l residual level (as free
chlorine) at all points in the distribution system, while also ensuring the concentration of disinfection
byproducts does not exceed 80 µg/L for total trihalomethanes (TTHMs) and 60 µg/L for the five major
haloacetic acids (HAA5). Currently, BVDWTP doses between 2.0 to 3.5 mg/l of sodium hypochlorite
depending on the seasonal variations in water quality. The large storage reservoir typically allows for
enough contact time to meet 4-log virus inactivation and other primary disinfection requirements so the
driver for this dosage is the residual concentration required (CMA Engineers, 2014). BVDWTP is often
found out of compliance with the BDPR. The high NOM concentrations and the aging distribution system
contribute to the rapid free chlorine decay. As a result, more free chlorine is needed to achieve the
required residual concentration. But as more free chlorine is added, more NOM is formed. This feedback
loop makes it difficult for BVDWTP to maintain compliance with both the LT2ESWR and the DBPR
simultaneously. Often, concentrations of DBPs exceed the regulatory limit even before the finished

Figure 52: DBP formation results for Chlorine Scenario from October 2016 grab sample
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water leaves the reservoir. Figure 52 shows the results of a DBP formation study that was conducted
with water from BVDWTP in October of 2016.
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In May 2016, data collection began for the pilot study at BVDWTP, where of a full-scale MP UVSwift
4L12 Trojan Technologies reactor installed prior to chlorination. The goal was to collect water quality
data, monitor UV performance, and examine the reliability of the installed sensors in the reactor.
Chapter 3 examines the reliability of the LW sensors. This chapter uses the data collected and LCA
procedures to examine the tradeoffs of a UV scenario (where doses delivered at LWs are monitored,
allowing the system to run at a lower power level) and the current practice of chlorination at
Bethlehem.
A model developed by Trojan calibrated specifically for BVDWTP showed a significant reduction in
energy requirements after taking credit for doses delivered at LWs. Even under worst-case design
conditions (maximum flow of 0.75 MDG and a UV transmittance of 74%), accounting for doses delivered
at LWs can reduce energy demand by 34%. For a full-scale design, taking credit for LW would allow
Bethlehem to operate with 5 reactors as opposed to 7 (Hayes, 2016). Thus, during average conditions,
the savings would likely be higher than 34%. By using UV, a reduction in DBP formation risk would also
be achieved. However, chemicals would need to be added to achieve adequate residual disinfection. In
the case of BVDWTP, chloramines would be a likely option for residual disinfection due to their lower
oxidation-reduction potential, which lowers the formation potential of DBPs (Benjamin, 2002). This
scenario was also studied in a DBP formation test, and the results are shown in Figure 53.
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Figure 53: DBP formation results for UV/ Chloramines Scenario from October 2016 grab sample

This figure shows that maintaining compliance with the DBPR would be more achievable with a UV
Scenario (including chloramines for residual protection) when compared to Figure 52. In this DBP
formation study, chloramines were added to the grab sample, which was taken prior to chlorination at
BVDWTP. To compensate for its lower oxidation-reduction potential, a residual of 1.0 mg/l as Cl2 would
be required throughout the distribution system (USEPA, 2006a), so the dosing of this study was set to
achieve that target. Thus, while the initial chlorine dose is higher, the DBP formation is much lower.
Although this sample result exceeded the HAA5 limit, the sample was collected in October to represent
worst-case conditions in terms of NOM concentrations. Additionally, the DBPR limits are calculated with
a monthly running average, so it is likely that in most (perhaps all) cases, UV followed by chloramines
would meet the DBPR regulations. A July sample with this scenario demonstrated DBPR compliance.
Based on the results from Figure 52, it is likely that the chlorination scenario would exceed DBPR limits
most of the year.
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This UV/ chloramines disinfection process would not alter any other treatment in BVDWTP. Figure 54
represents a conceptual diagram of this process.

Figure 54: Theoretical Process Train for UV/ Chloramines Scenario (Mo, 2018)

This LCA compares the current practice of chlorination with this UV Scenario in terms of cumulative
energy demand and human health impacts. The Methodology section below provides more details on
the process of conducting the LCA, followed by the inputs for each scenario.
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Methodology
A comparative life cycle assessment (LCA) was performed to evaluate the human health impacts and
cumulative energy demands (CED) among two disinfection scenarios for BVDWTP. Three types of
influences were investigated for both scenarios:
1) Damage Impact Assessment: Quantifies the magnitude of change in various environmental
mechanisms relative to their impact on human health over the lifecycle of a given scenario.

2) Lifecycle Cumulative Energy Demand (CED): Quantifies the direct and indirect energy
consumptions associated with the scenario within the defined system boundaries.

3) Direct Public Health Impacts: Quantifies the public health impacts specifically perceived by the
endpoint users of the product for a given scenario. In this LCA, the residents of Bethlehem that
use BVDTWP water are considered endpoint users. Each scenario provides the same product
(treated water that meets required disinfection/ residual levels). However, the concentration of
DBPs for each scenario will differ, which will impact the health of the end user to differing
extents.
Influences 1 and 2 were accomplished through standard LCA procedures of developing a life cycle
inventory, analyzing the inventory with a software database, and then conducting an impact
assessment. Influence 3 was accomplished through a variety of laboratory testing, sampling, and
analysis procedures to simulate both scenarios using BDVWTP water.
The life cycle inventory was compiled primarily based on data collected from the BVDWTP, the
manufacturer of the pilot UV system (for the UV scenario), and calculations of dosing required to obtain
the target of 4-log virus inactivation with sufficient residual disinfection for each scenario. The inventory
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analysis was conducted with SimaPro8.1, which classified and characterized all environmental flows of
the inputs in the inventory.
To conduct the impact assessment for Influence 1, Damage Impact Assessment, the following method
was chosen: “ReCiPe Endpoint Method (with Perspective H) – V1.13” on SimaPro 8.1. The purpose of a
damage assessment is to combine many “impact category indicators”, which calculate a change in
magnitude of an environmental mechanism, into a “damage category”. Figure 55 shows the 18 impact
category indicators addressed with this method. Each impact category has a characterization factor that
defines its units. For example, the climate change indicator is characterized by global warming potential
in units of (year/kg CO2 equivalent). At the midpoint level, the characterization factor for each impact
category is combined with data from the inventory to give an impact in the units of that characterization
factor. At the endpoint level, these midpoint results are multiplied by damage factors, which estimate
the degree to which an environmental mechanism change will specifically harm human health,
ecosystems, and resources
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Figure 55: Representations of the relations between the inventory, the midpoint categories,
and the endpoint categories of the ReCiPe V1.13 Method (SimaPro, 2018)

“Human Health” is quantified as the number of years of life lost plus the number of years lived disabled.
These are combined and represented as Disability Adjusted Life Years (DALYs), an index that is used by
the World Bank and the World Health Organization (WHO). A DALY value of 1 would correspond to 1
healthy year of life lost; thus, the unit is years. “Ecosystems” is expressed as the loss of species over a
certain area, during a certain time. The unit is years. “Resource Cost” is expressed as the surplus costs of
future resource production over an infinitive timeframe (assuming constant annual production),
considering a 3% discount rate. The unit is 2,000 USD$ (SimaPro, 2018). For this LCA, only the human
health endpoint category was considered.
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A benefit to using endpoint damage assessment as opposed to midpoint impact assessment is that the
analysis can directly estimate the degree to which each scenario will impact human health over its
lifecycle, which is a primary objective of this research. Perspective H was the value choice for this
method because it is based on the most common policy principles regarding spatial and temporal
considerations (SimaPro, 2018).
For Influence 2, Cumulative Energy Demand, the method chosen for the impact assessment was the
“Cumulative Energy Demand V1.09” on SimaPro 8.1.to estimate the life cycle energy demand associated
with each scenario. For Influence 3, data from studies on BVDWTP water were used to estimate risk
associated with the DBP concentration in each scenario.
Both scenarios were assumed to have a full lifespan of 20 years. All environmental impacts and benefits
calculated were normalized to providing an equal volume of water treated for 4-log virus inactivation
with sufficient residual disinfection over the course of 1 year. Thus, the functional unit of this LCA is
defined as providing 1 year of finished water with required residual protection while achieving 4-log
inactivation of adenovirus.
This LCA’s system boundary adopts a “cradle to gate” approach. It does not consider an end-of-life
phase. Given that this comparative LCA looks only at the disinfection stage of the water treatment
process, all other components of the BVDWTP are not considered. Only components that are solely
related to the disinfection process are considered. As such, each scenario considers the following related
to its respective disinfection method:
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•

The manufacturing / production of the components responsible for disinfection

•

The transportation of these components to Bethlehem

•

The usage of these components at BVDWTP
o

Indirect impacts associated with the operation of each scenario (Operation Phase)

o

Direct impacts in terms of human health risk associated with ingestion based on finished
water quality (Consumption Phase).

It is important to note that the final product in both scenarios (finished water treated to 4-log virus
inactivation with sufficient residual disinfection) may have differing levels of water quality. For example,
the chlorination scenario (while designed for 4-log virus inactivation) may have more DBP formation
than the UV scenario. These DBPs can affect the health of the users of the water system. Influence 3 of
this LCA will quantify this impact as a function of total annual risk and DALY. Thus, the analysis section of
this LCA will discuss the DALY values from both indirect environmental mechanism impacts (calculated
from Influence 1: Damage Impact Assessment) and the DALY values associated with direct exposure to
DBPs for each scenario (Calculated from Influence 3: Direct Public Health Impacts). Figure 56 shows a
concept map of this LCA that summarizes how each scenario was assessed. For both scenarios, three
lifecycle phases were assessed via Damage Impact Assessment (Influence 1) and Cumulative Energy
Demand (Influence 2). The fourth phase, Consumption, was assessed via Direct Public Health Impacts
(Influence 3), which estimates the risk to BVDWTP users based on effluent DBP concentrations.
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Figure 56: LCA Concept Map
Both the Chlorination scenario and the UV scenario are analyzed in the fashion shown in Figure 56.
Using this method, they can be effectively compared based on the end products of the three major
influences. The following sections explain each scenario in more detail:
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Chlorination Scenario
The chlorination scenario is representative of BVDWTP’s current disinfection practice. It is a common
practice across the US, especially for small water systems. In Bethlehem, sodium hypochlorite is fed into
the piping system after slow sand filtration, and prior to reservoir storage and distribution. Figure 57
depicts this scenario:
SSF

NaOCl
Distribution
CR

Figure 57: Process flow of Chlorination Scenario (Mo, 2018)

Table 21: Inventory requirements for Chlorine Scenario, shown below, summarizes the information
gathered to assess the chlorination scenario. The following sections describe how each item was
determined.

Table 21: Inventory requirements for Chlorine Scenario
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Product ion
To determine the amount of sodium hypochlorite required to meet this scenario’s disinfection
requirements, a chlorine demand and decay study was performed using water samples from BVDWTP.
The full study and its associated methods can be seen in Appendix A.
Per state regulations, a residual of at least 0.2 mg/l as free chlorine must be met throughout the entire
distribution system to add a secondary barrier of protection for users of the WTP. As such, the study
looked to determine the chlorine dose required for a free chlorine residual of 0.2 mg/l after 120 hours,
which was determined to be the highest water age within the distribution system before reaching a
user. The study found that, on average, 4,160 gallons of chlorine would be needed per year to achieve 4log virus inactivation with sufficient residual disinfection. Based on a density of 9.96 lbs./ gallon and
assuming a 15% solution, this is equivalent to 41,435 lbs., or 18,795 kg of sodium hypochlorite used per
year at BVDWTP. This represents the amount of sodium hypochlorite that must be produced in the
Chlorine scenario. The values for impacts and energy demand per 1 kg of sodium hypochlorite
production were found in SimaPro 8.1. These values were then multiplied by 18,795 kg of sodium
hypochlorite required at BVDWTP per year to obtain a total impact and total energy demand per year.
The total impact and energy demand associated with this portion of the production were calculated as
follows:
𝐼𝑚𝑝𝑎𝑐𝑡 𝑓𝑟𝑜𝑚 1 𝑘𝑔 𝑜𝑓 𝑠𝑜𝑑𝑖𝑢𝑚 ℎ𝑦𝑝𝑜𝑐ℎ𝑙𝑜𝑟𝑖𝑡𝑒 ∗ 18,795

𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑟𝑜𝑚 1 𝑘𝑔 𝑜𝑓 𝑠𝑜𝑑𝑖𝑢𝑚 ℎ𝑦𝑝𝑜𝑐ℎ𝑙𝑜𝑟𝑖𝑡𝑒 ∗ 18,795
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𝑘𝑔
= 𝑡𝑜𝑡𝑎𝑙 𝑖𝑚𝑝𝑎𝑐𝑡 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
𝑦𝑒𝑎𝑟

𝑘𝑔
= 𝑡𝑜𝑡𝑎𝑙 𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
𝑦𝑒𝑎𝑟

Tr ans port
Transport phase inputs were determined by calculating the total kg-km per year associated with
transporting 18,795 kg of sodium hypochlorite to Bethlehem per year. Bethlehem receives liquid
hypochlorite from Rutland, Vermont, which is 196 km away. The BVDWTP has two storage tanks for
sodium hypochlorite, totaling 3,200 gallons of storage. Therefore, the following holds:
4,160 𝑔𝑎𝑙𝑙𝑜𝑛𝑠 𝑛𝑒𝑒𝑑𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
= 1.3 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑖𝑒𝑠 𝑛𝑒𝑒𝑑𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 (𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑐𝑒 𝑒𝑣𝑒𝑟𝑦 280 𝑑𝑎𝑦𝑠)
3,200 𝑔𝑎𝑙𝑙𝑜𝑛𝑠 𝑜𝑛 𝑠𝑖𝑡𝑒 𝑠𝑡𝑜𝑟𝑎𝑔𝑒
18,795 𝑘𝑔 𝑠𝑜𝑑𝑖𝑢𝑚 ℎ𝑦𝑝𝑜𝑐ℎ𝑙𝑜𝑟𝑖𝑡𝑒 𝑢𝑠𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
= 14,457 𝑘𝑔 ℎ𝑎𝑢𝑙𝑒𝑑 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝
1.3 𝑡𝑟𝑖𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
196 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 ∗ 14,457 𝑘𝑔 ℎ𝑎𝑢𝑙𝑒𝑑 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 = 2,833,645 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝

2,833,645 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 ∗ 1.3 𝑡𝑟𝑖𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 = 3,683,739

𝑘𝑔 ∗ 𝑘𝑚
𝑦𝑒𝑎𝑟

With the total kg*km determined for the Chlorine scenario, the following equations were used to
calculate the total impacts and cumulative energy demand from the transportation phase:
𝐼𝑚𝑝𝑎𝑐𝑡 𝑓𝑟𝑜𝑚 1 𝑘𝑔 ∗ 𝑘𝑚 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 ∗ 3,683,739 𝑘𝑔 ∗ 𝑘𝑚 = 𝑡𝑜𝑡𝑎𝑙 𝑖𝑚𝑝𝑎𝑐𝑡 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑟𝑜𝑚 1 𝑘𝑔 ∗ 𝑘𝑚 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 ∗ 3,683,739 𝑘𝑔 ∗ 𝑘𝑚 = 𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟

Ope rat i on
Operation phase inputs were determined by accounting for the components associated with the
operation of the chlorine scenario at BVDWTP. This operation is relatively simple, involving a chemical
pump to feed sodium hypochlorite from chemical storage into the piping of the treatment plant after
slow sand filtration. When considering the operation phase of this scenario, the chemical feed pump
itself, storage tanks, and associated materials were assumed to have a minimal impact over the 20-year
lifespan, and thus were not considered. However, the energy required to operate the chemical feed
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pump at Bethlehem was considered. The chemical feed pump operates off electricity. Based on research
of common chemical feed pumps, it was assumed that it operates at 0.075 kW. Assuming a 24 hour per
day operation, the feed pump uses 1.8 kWh per day, or 657 kWh per year. The values for impacts and
energy demand per 1 kWh was found in SimaPro 8.1. These values were then multiplied by the amount
of kWh used per year in this use phase scenario to obtain a total impact and total energy demand per
year.

𝐼𝑚𝑝𝑎𝑐𝑡 𝑓𝑟𝑜𝑚 1 𝑘𝑊ℎ ∗ 657

𝐸𝑛𝑒𝑟𝑔𝑦 𝑢𝑠𝑒𝑑 𝑓𝑟𝑜𝑚 1 𝑘𝑊ℎ ∗ 657

𝑘𝑊ℎ
= 𝑡𝑜𝑡𝑎𝑙 𝑖𝑚𝑝𝑎𝑐𝑡 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
𝑦𝑒𝑎𝑟

𝑘𝑊ℎ
= 𝑡𝑜𝑡𝑎𝑙 𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
𝑦𝑒𝑎𝑟

The type of electricity selected in SimaPro throughout this assessment was “NEWE Grid Mix at eGrid
(2010/kWh/RNA)” because it was representative of a New England grid mix, which Bethlehem uses.

Consumpt ion
Consumption phase inputs were determined through the DBP formation studies of BVDWTP water and
estimating the health risks associated with ingesting the concentrations determined in the study. Figure
52 shows the results of the DBP formation study. Samples were taken after slow sand filtration, yet prior
to disinfection. One set of samples was dosed with 3.65 mg/l of chlorine and measured for regulated
disinfection byproducts at various time intervals up to 120 hours of contact time. This gives an estimate
on disinfection byproduct formation potential of the Chlorine scenario. Another set of samples was
dosed with chloramines to estimate disinfection byproduct formation potential for the UV scenario
(seen in Figure 53). The concentrations (C) of regulated disinfection byproducts were recorded over 120
hours and used to estimate an intake rate for users of the BVDWTP with the equation below:
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Equation 21: Intake value for a substance (LaGrega, 2001))
𝐼=

𝐶 ∗ 𝐶𝑅 ∗ 𝐸𝐹 ∗ 𝐸𝐷
𝐵𝑊 ∗ 𝐴𝑇

Where:

All assumptions made followed recommendations by EPA for calculations on lifetime exposure to
carcinogenic substances (LaGrega, 2001). With these assumptions made for an average adult, the intake
rate for an average Bethlehem resident was determined for each regulated disinfection byproduct. This
intake rate was then multiplied by the oral slope factor for each regulated carcinogenic disinfection
byproduct found in the samples. The resulting value is defined as the risk of exposure. This is
demonstrated with the equation below. The risk values for each carcinogen measured were summed
together to obtain an overall risk. Then, this risk value can be expressed in terms of total annual risk.
𝐼𝑛𝑡𝑎𝑘𝑒 ∗ 𝑆𝑙𝑜𝑝𝑒 𝐹𝑎𝑐𝑡𝑜𝑟 = 𝑅𝑖𝑠𝑘(𝑓𝑜𝑟 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐𝑎𝑟𝑐𝑖𝑛𝑜𝑔𝑒𝑛)

𝑇𝑜𝑡𝑎𝑙 𝐴𝑛𝑛𝑢𝑎𝑙 𝑅𝑖𝑠𝑘 =

∑ 𝑅𝑖𝑠𝑘 ∗ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑡𝑠
70 𝑦𝑒𝑎𝑟𝑠

The total annual risk is representative of the number of observable increased cancer cases that the
specified population could see as a result of the exposure through ingestion (LaGrega, 2001). The total
annual risk value was also used to estimate DALYs for a lifetime of exposure to these compounds in the
BVDWTP water.
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Methodology from the World Health Organization (WHO) was followed to convert total annual risk into
a DALY value. DALY is defined as YLL+YLD, where YLL is year lives lost and YLD is years lived disabled.
Because of the nature of carcinogens and their interactions in the human body, there are high levels of
uncertainty when determining any lives lost due to cancer caused by DBPs. Therefore, for this study it
was assumed that YLL is 0. While this is a conservative assumption, it reduces the uncertainty of the
result. YLD can be calculated by (# of increased occurrences) * (Disability weighting). The number of
increased occurrences is equivalent to the Total Annual Risk, which was estimated to be 0.01809 for the
Chlorination scenario. WHO’s GDB report lists disability weightings for various diseases and ailments,
including various types of cancers. In 2004, all types of cancer were given a single value of 0.75 (WHO,
2004). The 2010 report, following more research, developed disability weightings for various cancer
stages (WHO, 2010). Assuming a specific type or stage of cancer would bring high uncertainty.
Therefore, the disability weightings for the various types and stages cancers were averaged to obtain a
Disability Weighting of 0.3215. Thus, DALY can be defined with the following equations:
𝐷𝐴𝐿𝑌 = 𝑌𝐿𝐿 + 𝑌𝐿𝐷
𝐷𝐴𝐿𝑌 = 0 + (# 𝑜𝑓 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑑 𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 ∗ 𝐷𝑖𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔)
𝐷𝐴𝐿𝑌 = 0 + (0.01809 ∗ 0.3215) = 0.00582
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UV Scenario
The UV scenario is representative of a likely option for BVDWTP to lower the effluent disinfection
byproduct concentrations to comply with the DBPR. 5 medium pressure UV reactors would be installed
after slow sand filtration. They
be sized NaOCl
to provide a UV dose of 186 mJ/cm2, which is the target
SSF+GAC
RFwould
A1:4-log virus inactivation. The sizing of this system assumes that the MP reactors are
dose to achieve
Distribution
CR

equipped with low wavelength sensors and can take credit for doses delivered in the low wavelength
O3

RF

SSF

NaOCl

region (200-240nm). Chloramines will be used as a secondary disinfectant to maintain sufficient residual
A2:

Distribution

protection within the distribution system. Chloramines are formed
CR on site through the addition of liquid
ammonia immediately followingSSF
the addition of sodium
NaOCl hypochlorite to form chloramines. Figure 54
A3:
depicts this scenario.

Distribution
LP-UV

SSF

Chloramine

CR

Chloramine

A4:

Distribution
MP-UV

CR

Table 22: Inventory requirements for UV Scenario, shown below, summarizes the information gathered
to consider the manufacturing, transportation, usage, and consumption phases of the UV scenario. The
following describes how each item was obtained.
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Table 22: Inventory requirements for UV Scenario

Product ion
The production phase of the UV scenario has 3 major components: the production of sodium
hypochlorite, and the production of liquid ammonia, and the production of the UV system. Each of these
components is normalized to 1 year of use at Bethlehem. The chlorine demand and decay study
determined the amount of sodium hypochlorite and liquid ammonia needed at BVDWTP for 1 year. Per
state regulations, a residual of at least 1.0 mg/l as free chlorine must be met throughout the entire
distribution system when chloramines are used as a secondary disinfectant. As such, the study looked to
determine the sodium hypochlorite and ammonia dose required for a free chlorine residual of 1.0 mg/l
after 120 hours. A 5:1 ratio of Cl2 to NH3 must be met for ideal chloramine (NH2Cl) formation (Benjamin,
2002). The study found that, on average, 2,208 kg of sodium hypochlorite and 442 kg of ammonia would
be needed per year to achieve a 1.0 mg/l residual level of free chlorine throughout the distribution
system. Considering the percent by weight and the density of the chemicals, this is equivalent to 3,910
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gallons of sodium hydroxide and 524 gallons of ammonium hydroxide (the product shipped to
Bethlehem for ammonia dosing) used per year. The values for impacts and energy demands per 1 kg of
sodium hypochlorite and ammonium hydroxide production were found in SimaPro 8.1. These values
were then multiplied by the total kg of sodium hypochlorite and ammonium hydroxide used per year in
this production phase to obtain a total impact and total energy demand per year.

The inputs of the production phase of the UV system was determined through an inventory of the
material and weight of all major components of the system. The UV system is a Trojan UV Swift 4L12.
The UV system was broken down into the following categories:
Table 23: Inputs for Inventory of the UV System

To normalize all components to 1 year of use, the lifespan of each component was considered. The total
impacts and energy demands of each component were calculated for the systems overall lifespan, 20
years. For example, over the lifespan of this UV system, 2 sets of Quartz sleeves will be needed, as they
are expected to last 10 years. After impacts and energy demands are calculated for each component for
20 years, each value is divided by 20 to normalize all impacts to a yearly value. Then, this value was
multiplied by 5 to account for the 5 rectors that will be needed, as the system is designed for worst-case
conditions as a conservative measure for public health protection.
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The UV sensor does have electrical components, but their relative weight is very small when compared
to the total weight of the sensor. Therefore, these components were assumed to have minimal impact
and were ignored. Other small components that may be present in the UV system were assumed to
have minimal impact and were also omitted from this analysis.

Tr ansport
Transport phase inputs were determined by calculating the total kg-km per year associated with
transporting the chemicals and UV components to Bethlehem normalized to 1 year. Bethlehem receives
liquid hypochlorite from Rutland, Vermont, which is 196 km away. It was assumed that this would also
be the location that ships ammonium hydroxide for chloramine formation. The UV system components
would be shipped from London, Ontario Canada. BVDWTP has two storage tanks for sodium
hypochlorite, totaling 3,200 gallons of storage. A total of 3,910 gallons of sodium hypochlorite and 524
gallons of ammonia hydroxide would be needed per year (4,434 gallons of chemicals total). Based on the
density and percent availability of these chemicals in solution, that equates to 17,666 kg of sodium
hypochlorite and 1,767 kg of ammonium hydroxide transported per year. To hold ammonia hydroxide,
BVDWTP would need to purchase another plastic storage tank, such as a 600-gallon plastic Nalgene tank
(which would also minimize the age of the ammonium hydroxide). The impacts of adding this tank for
this process were assumed to be minimal, and thus not included. It was also assumed that the deliveries
for sodium hypochlorite and ammonium hydroxide would need to be shipped separately. Therefore, the
following holds:
3,910 𝑔𝑎𝑙𝑙𝑜𝑛𝑠 𝑁𝑎𝐶𝑙𝑂 𝑛𝑒𝑒𝑑𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
= 1.2 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑖𝑒𝑠 𝑛𝑒𝑒𝑑𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 (𝑜𝑛𝑐𝑒 𝑒𝑣𝑒𝑟𝑦 280 𝑑𝑎𝑦𝑠)
3,200 𝑔𝑎𝑙𝑙𝑜𝑛𝑠 𝑜𝑓 𝑁𝑎𝐶𝑙𝑂 𝑠𝑡𝑜𝑟𝑎𝑔𝑒
524 𝑔𝑎𝑙𝑙𝑜𝑛𝑠 𝑁𝐻4𝑂𝐻 𝑛𝑒𝑒𝑑𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
= 0.9 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑖𝑒𝑠 𝑛𝑒𝑒𝑑𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 (𝑜𝑛𝑐𝑒 𝑒𝑣𝑒𝑟𝑦 328 𝑑𝑎𝑦𝑠)
600 𝑔𝑎𝑙𝑙𝑜𝑛𝑠 𝑜𝑓 𝑁𝐻4𝑂𝐻 𝑠𝑡𝑜𝑟𝑎𝑔𝑒

17,666 𝑘𝑔 𝑁𝑎𝐶𝑙𝑂 𝑢𝑠𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
= 14,458 𝑘𝑔 ℎ𝑎𝑢𝑙𝑒𝑑 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝
1.2 𝑡𝑟𝑖𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
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196 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 ∗ 14,457 𝑘𝑔 ℎ𝑎𝑢𝑙𝑒𝑑 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 = 2,833,645 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝
1.2 𝑡𝑟𝑖𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 ∗ 2,833,645 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 = 3,462,456 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟

1,767 𝑘𝑔 𝑁𝐻4𝑂𝐻 𝑢𝑠𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
= 2,023 𝑘𝑔 ℎ𝑎𝑢𝑙𝑒𝑑 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝
0.9 𝑡𝑟𝑖𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
196 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 ∗ 2,023 𝑘𝑔 ℎ𝑎𝑢𝑙𝑒𝑑 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 = 396,444 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝
0.9 𝑡𝑟𝑖𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 ∗ 396,444 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑡𝑟𝑖𝑝 = 453,944 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
3,462,456 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 𝑁𝑎𝐶𝑙𝑂 + 453,944 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 𝑁𝐻4𝑂𝐻
= 3,916,400 𝑘𝑔 ∗ 𝑘𝑚 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 𝑇𝑜𝑡𝑎𝑙

Therefore, the following equations were used to calculate the total impacts and cumulative energy
demand from the transportation phase:
𝐼𝑚𝑝𝑎𝑐𝑡 𝑓𝑟𝑜𝑚 1 𝑘𝑔 ∗ 𝑘𝑚 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 ∗ 3,916,400 𝑘𝑔 ∗ 𝑘𝑚 = 𝑡𝑜𝑡𝑎𝑙 𝑖𝑚𝑝𝑎𝑐𝑡 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟
𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑟𝑜𝑚 1 𝑘𝑔 ∗ 𝑘𝑚 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 ∗

3,916,400 𝑘𝑔 ∗ 𝑘𝑚 = 𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟

The transport phase for the UV components of this scenario was estimated by accounting for the
components that will be shipped to BVDWTP. Values for total km*kg traveled were found using the
weight of each component Table 23: Inputs for Inventory of the UV System and the amount of times
each component will be shipped from London, ON (approximately 1,002 miles away from BVDWTP) over
the lifetime of the UV system. These values for each component were then divided by 20 to normalize
each component’s km*kg value to 1 year. The following equation was performed on each UV
component:
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𝑊𝑒𝑖𝑔ℎ𝑡 (𝑘𝑔) ∗ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑘𝑚) ∗ 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑠ℎ𝑖𝑝𝑚𝑒𝑛𝑡 𝑜𝑣𝑒𝑟 20 𝑦𝑒𝑎𝑟𝑠
= 𝑘𝑔 ∗ 𝑘𝑚 𝑣𝑎𝑙𝑢𝑒 𝑝𝑒𝑟 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡
20 𝑦𝑒𝑎𝑟𝑠

Ope rat i on
Operation phase inputs were determined by accounting for the components associated with the
operation of the UV-Chloramines scenario at Bethlehem. The operation of the chemical feed pumps for
sodium hypochlorite and ammonium hydroxide was accounted for in the same fashion as the
chlorination scenario. It was estimated that 2 chemical feed pumps will operate continuously at a total
of 3.6 kWh per day. The UV system’s primary input for the operation phase is the energy used to
operate the system. The energy use for the UV system was estimated two ways, both of which will be
presented in the results:
•

Using the Trojan model, which calculated operating conditions for the 5 reactors needed for 4log virus inactivation under worst case conditions. Therefore, the energy use that the model
estimates represents all reactors operating at worst case conditions (a low UVT and a high flow),
which is the highest energy draw that would occur at BVDWTP. Although the disinfection
processes are designed to handle worst-case conditions, these instances are rare and unlikely to
be representative of a yearly energy use. Based on worst-case flow and water quality conditions
(in terms of UVT%), it is estimated that the UV system (including all 5 reactors) will operate at
1,423 kWh per day. Therefore, after including energy use from the chemical feed pumps, the
total UV scenario energy use was estimated to be 1,427 kWh per day for worst-case conditions

•

Additionally, average conditions recorded from the UV pilot program were put into the Trojan
model so that an estimate of average energy use could be obtained. This allows for a more
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accurate comparison to the chlorine scenario because the usage of chlorine was estimated
based on average conditions of water flow and quality as well. Based on average flow and water
quality conditions, it is estimated that the UV system (including all 5 reactors) will operate at
593 kWh per day. Therefore, after including energy use from the chemical feed pumps, the total
UV scenario energy use was estimated to be 597 kWh per day for average conditions. This value
was then used for an analysis of the impacts and cumulative energy demand.

For both average and worst-case energy usage, the unit impacts and energy demand for 1 kW of
electricity was found in SimaPro 8.1. The New England grid mix was chosen because it is representative
of the electricity BVDWTP uses.

Consumpt ion
Consumption phase inputs were determined through sampling of BVDWTP water and performing
laboratory analyses to estimate health risks from ingestion of the finished water, similar to the Chlorinescenario. Samples were taken after slow sand filtration and before disinfection. One set of samples was
dosed with 4.45 mg/l of Cl2 and 0.89 mg/l of NH3 as nitrogen to simulate chloramine addition at the
current point of chlorination in BVDWTP. The samples were then measured for regulated disinfection
byproducts at various time intervals up to 120 hours of contact time. This gives an estimate on
disinfection byproduct formation potential of the UV scenario. The concentrations (C) recorded at 120
hours were used to estimate an intake rate of carcinogenic disinfection byproducts with the intake
equation used to assess the chlorine scenario.
The UV scenario followed the same procedure as the chlorination scenario to obtain total annual risk
due to DBP exposure, and the resulting DALY value using the procedure below:
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The number of increased cancer occurrences (total annual risk) was determined 0.00377 for the UV
scenario. The disability weightings for the various types and stages cancers were averaged to obtain a
Disability Weighting of 0.3215. Thus, DALY can be defined with the following equations:
𝐷𝐴𝐿𝑌 = 𝑌𝐿𝐿 + 𝑌𝐿𝐷
𝐷𝐴𝐿𝑌 = 0 + (# 𝑜𝑓 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑑 𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 ∗ 𝐷𝑖𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔)
𝐷𝐴𝐿𝑌 = 0 + (0.00377 ∗ 0.3215) = 0.0012119
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Results
Human Health Impacts
The UV and Chlorination scenarios were assessed based on their human health impact in terms of
disability adjusted life years (Influence 1 & 3), and their cumulative energy demand in terms of
megajoules (Influence 2). The impacts and energy demands were calculated by assuming a 20-year
lifespan for each scenario and normalizing those values to 1 year. Figure 58 shows the impacts of the
chlorination scenario for each lifecycle phase, where the DALY values are categorized by their impact
category. A DALY value of 1 would correspond to 1 healthy year of life lost due to the process being
implemented.

Figure 58: Chlorination Scenario; Human Health Impacts
Manufacturing sodium hypochlorite is the most impactful portion of the Chlorination scenario’s lifecycle
in terms of human health. The predominant impact categories that contribute to the total DALY value in
manufacturing are impacts related to climate change, human toxicity, and ozone depletion. Relative to
the manufacturing phase, transportation and operation of the Chlorination scenario do not contribute
significantly to the overall impact on human health.
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The consumption phase shows the impacts associated with ingestion of the water produced by BVDWTP
under this scenario. This DALY value is a function of the disinfection byproduct concentration in the
finished water, and thus the impacts would only be seen by the population in Bethlehem. It is shown as
its own category because it is a localized impact as opposed to a broad impact, and it is calculated in a
different manner than DALY values derived from SimaPro.
Figure 59 shows the impacts of the UV scenario by lifecycle phase (assuming operation at worst-case
conditions). The impacts associated with manufacturing and transportation of this scenario are similar
to the chlorination phase. However, the operation phase of the UV scenario is much larger than the
chlorination scenario. This DALY value is 0.53, whereas in the chlorination scenario, the DALY value
associated with the usage phase is 0.00067; a difference spanning 4 orders of magnitude. This is
attributed to the high energy required to operate the UV scenario at BVDWTP.

Figure 59: UV Scenario human health impacts (worst-case conditions)

Figure 60 shows the UV Scenario’s impacts assuming average energy conditions.
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Figure 60: UV Scenario human health impacts (average conditions)

The difference between the human health impacts in worst-case and average conditions for the UV
scenario is the DALY value associated with the operation phase. In worst-case conditions, this value is
0.53 DALY over 1 year. Whereas during average conditions, this value is 0.22 DALY over 1 year.
A comparison of Figure 58 and Figure 60 (the chlorine scenario and the UV scenario with average
conditions, respectively) will help identify the differences in human health impacts between the two
scenarios. It is clear that the impacts from the manufacturing stage of each scenario are similar. Because
both scenarios use a similar amount of sodium hypochlorite, this also suggests that the manufacturing
of the UV components does not have a large impact on human health when compared to the overall
impact of manufacturing chlorine. The UV scenario uses 17,666 kg of sodium hypochlorite per year to
form chloramines, along with 1766 kg of ammonium hydroxide. In comparison, 18,795 kg of sodium
hypochlorite is used for the Chlorination scenario.
The impacts from the transportation phase of both scenarios are similar. In the Chlorination scenario,
3,683,739 kg*km are hauled per year on average. In the UV phase, 3,956,444 kg*km are hauled per year
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on average. Both scenarios require a similar amount of sodium hypochlorite, but the UV scenario also
requires replacement components, such as lamps, to be delivered throughout its lifespan, causing a
slightly higher impact.
The Operation phase highlights the significant difference between the two scenarios. The total DALY
value for the Chlorination scenario is 0.00067, which is significantly smaller than the UV Scenario’s total
of 0.22 for average conditions. This difference is attributed to the energy demand of the operation of
the UV system. The UV Scenario assumes 5 medium pressure UV reactors, which is what BVDWTP would
need based for design maximum flow and minimum water quality conditions. This Scenario also
assumes that the medium pressure reactors are equipped with low wavelength sensors, and doses
delivered at low wavelengths are accounted for in the UV system’s dose monitoring algorithms. Without
the ability to take credit for low wavelengths, it is estimated that BVDWTP would need 7 reactors as
opposed to 5. This represents roughly a 31% reduction in energy demand. As described in the
methodology, it was estimated that each reactor will operate at 119 kWh per day on average, totaling
593 kWh per day total under average conditions. This is significantly higher than the Chlorination
Scenario’s energy use during operation, which consists of a chemical feed pump operating at 1.8 kWh
per day.
Considering the human health impact associated with the consumption phase of both scenarios
(Influence 3), the DALY value associated with the Chlorination Scenario is significantly higher impact
over the UV scenario. This higher DALY value is due to the disinfection byproduct concentration
estimated for the chlorination scenario. A human health risk was estimated from these concentrations
of carcinogenic DBPs, which can then be converted to a DALY value based on the World Health
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Organization’s DALY methodology. Figure 61 summarizes the results of the DBP formation study that
was done, which was used to estimate the DALY values.

Figure 61: DBP Formation Study Results for Both Scenarios
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The DBPs produced by the Chlorination scenario cause 0.00789 DALYs to users of the BVDWTP, and
Figure 61 shows that these DBP concentrations will be significantly out of compliance of the DBPR. The
UV scenario causes 0.00139 DALYs and will more often likely comply with regulatory requirements for
DBP levels. Both the type of DBP that is regulated, and the regulated limit are current as of 2018. While
these differences in DALYs are significant when compared to one another, Figure 58 and Figure 60
demonstrate that the magnitude of these DALY values are still small relative to the DALY values
associated with the UV operation scenario. However, a direct comparison between DALY from the
Consumption phase and the Operation phase cannot be done for two reasons:
•

The DALY values were calculated in a different manner

•

The DALY values associated with the Operation phase represent large-scale, general impacts to
the population while the DALY values associated with the Consumption phase are localized to
the population of BVDWTP users.

Nonetheless, there is still an interesting tradeoff between the increase in impacts associated with
operation and the decrease in impacts associated with consumption when switching to the UV scenario.
This tradeoff will be examined further in the Discussion. Another method of comparing the risk
associated with direct consumption and energy use among both scenarios will be discussed in the
results below, which focus on the Cumulative Energy Demand (Influence 2).
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Cumulative Energy Demand
The Cumulative Energy Demand (CED) shows the type and magnitude of energy input required for each
lifecycle phase of both scenarios. CED does not measure impact on human health directly, so the
Operation phase CED for both scenarios is derived from the energy required to operate the scenarios at
BVDWTP and does not consider the health impacts associated with finished water DBP concentrations.
Figure 62 shows the CED by energy type and lifecycle phase for the UV Scenario under worst-case
conditions, and Figure 63Figure 63: UV Scenario CED (average conditions) shows the same results but
representing average conditions.

Figure 62: UV Scenario CED per year (worst-case conditions)
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Figure 63: UV Scenario CED (average conditions)

The operation phase, consisting of the operation of 5 medium pressure UV reactors and their associated
components, holds the highest CED of each lifecycle phase assuming worst-case conditions. This result
was expected due to the high-power draw from medium pressure UV systems. However, assuming
average conditions, the reactors will be operating at a lower power level. As a result, the Operation
phase CED significantly decreases, as shown in Figure 63.
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Figure 64 shows the CED by energy type and lifecycle phase for the Chlorination Scenario.

Figure 64: Chlorination Scenario CED per Year
Most all the energy demand for this scenario comes in the manufacturing stage. The processes required
to isolate and develop the sodium hypochlorite is energy-intensive. A side-by-side comparison of each
phase of both the Chlorine scenario’s CED and the UV scenario’s CED (assuming average conditions) is
shown in the figures below.
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Figure 65: CED from Manufacturing
Figure 65 shows that the CED of the manufacturing stage is similar for both scenarios, with the UV
scenario requiring roughly 84,000 MJ more energy per year. The finding that the CED of the
manufacturing phases is similar in both scenarios is consistent with the results of Influence 1 (human
health impacts). This is because a similar amount of sodium hypochlorite is used for both scenarios.
Thus, the energy to manufacture this amount of this product would also be similar. The UV scenario,
however, also considers the manufacturing of the UV system’s components, most of which require
replacement over the lifespan of the scenario.
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Figure 66: CED from Transport

Figure 66 shows the CED of the Transportation Phase for both scenarios. As discussed in the human
health impact results, the total kg*km hauled per year for both scenarios is not significantly different.
Thus, the CED required for transport of both scenarios is demonstrating that fact as well. The UV
Scenario has a slightly higher CED for this phase because UV components such as lamps need to be
delivered on a scheduled basis in addition to the sodium hypochlorite and ammonium hydroxide.
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Figure 67: CED from Operation (assuming average conditions)

Figure 67 shows the CED from the operation of each phase. This consists of a chemical feed pump in the
chlorination scenario, and the addition of 5 medium pressure UV reactors and associated components in
the UV scenario (assuming average conditions in these figures). As expected. the UV scenario has a
significantly higher CED as a result of the energy needed for 4-log inactivation of viruses. In both
scenarios, electricity is used for operation at BVDTWP. The electric supply for the operation scenario is a
New England grid mix, which uses fossil fuels to create electricity, which explains the single source on
the Operation phase graphs.
Influence 2, assessing the CED of both scenarios, did not include a Consumption phase because that
phase only considers health impacts as a result of ingesting the finished water. Thus, there are no
energy inputs for this phase.
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Discussion
Observed Tradeoffs
In comparing both scenarios, a few observations are apparent:
•

Relative to the differences between the Chlorine and UV scenario’s Operation phase and
Consumption phase, the differences observed in the Manufacturing and Transportation phases
are not as significant in both their CED and their human health impacts.

•

The water conditions experienced by the UV reactor play a significant role in the operational
impacts in terms of CED and human health impacts. For example, worst-case conditions over 1year use over 4,00,000 MJ of energy, whereas average conditions use just over 200,000 MJ of
energy.

•

The human health impacts associated with the Consumption phase show significant differences
between the two scenarios.

•

Considering all results, there are major tradeoffs between human health impacts on a large
scale (DALYs from UV operation) and UV’s CED during operation to the Chlorination scenario’s
human health impacts on an acute scale (DALYs from consumption).

In terms of impact on human health (Influence 1), the Operation phase of the UV scenario causes a total
of 0.22 DALYs per year (under average conditions), while the Usage phase of the Chlorination scenario
causes 0.00067 DALYs. In examining the CED (Influence 2) of the Operation phase for both scenarios,
this difference is equally apparent. On average, the UV scenario uses 1,774,995 MJ of energy per year,
while the Chlorination scenario uses 5,357 MJ per year. The manufacturing and transportation impacts
and CED of both scenarios were comparable, so in considering Influence 1 and 2 altogether, the UV
scenario has higher impacts and larger CED. This is attributed to the high electricity demand required to
operate the 5 medium pressure UV reactors. Electricity is the only input for the operation phase of both
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scenarios, so it is the sole driver of the impacts associated with this lifecycle phase. Under these metrics,
this suggests that the best disinfection option is the chlorination scenario. However, Influence 3, which
considers the human health impacts on a more acute, population-based scale, must be considered as
well.
The second major differentiator between the two scenarios was observed in the Consumption phase,
which was analyzed using Influence 3. The Consumption phase results show that the chlorination
scenario is responsible for a higher DALY value than the UV scenario. Because the Chlorine scenario
produces a higher concentration of DBPs, the risk to the user is higher, increasing the DALYs for the user
of BVDWTP. shows the summarized results of the DBP formation study that was conducted to estimate
DBP concentrations at the end of the BVDWTP distribution system. BVDWTP is often out of compliance
with EPA’s Stage 2 DBPR, which ground truth the results of the DBP formation study. The Chlorination
scenario, representative of BVDWTP’s current treatment process, causes 0.00789 DALYs to users of the
BVDWTP, while the UV scenario causes 0.00139.
Examining all lifecycle phases, a major tradeoff is clear: The Operation and Consumption phases of each
scenario. The UV scenario has significantly higher CED and indirect, broad impacts to human health
through its high electricity demand, but it has less human health impacts to users of the water system
due to the lower concentrations of DBPs. The Chlorination scenario uses much less energy to operate,
bringing a less impactful operation on indirect human health. However, the direct impact on human
health through DBP exposure for users of the system is significantly higher than the UV scenario. This
tradeoff is shown in Figure 58: the DALY associated with Operation of UV is high, while the DALY
associated with Consumption is low. The inverse was seen in Figure 60, where the DALY associated with
Operation was low, but Consumption was high. However, this is likely not the best way to quantify the
tradeoffs between these two scenarios. It is difficult to estimate the degree to which the DALY values
estimated for the Operation phase are comparable to the DALY values calculated Consumption phase
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for two reasons: One, the DALY values estimated for the Consumption phase were calculated from
WHO’s methodology of converting a given number of increased cancer cases to a DALY for a defined,
finite population. The DALY values for the operation phase were derived from SimaPro, which used the
amount of electricity used per year to estimate a DALY for an undefined, broad population based on the
indirect impacts associated with generating that electricity at its source. Therefore, the tradeoff
between the Operation and Consumption phase could be quantified more accurately through the CED of
the Operation phase (during average conditions) and the DALY or risk of the Consumption phase for
each scenario. With this method, energy use during operation is compared with the resulting direct
health impacts for each scenario. Figure 68 demonstrates this.
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Figure 68: Comparing CED and Human Health Impacts

In comparing both scenarios, the MJ of energy demand is 3 orders of magnitude higher in the UV
scenario’s Operation phase. With this increase in energy use, the DALYs associated with DBP exposure
are reduced almost 1 order of magnitude. Figure 68 shows this same data in terms of kWh instead of
MJ, and Total Annual Risk instead of DALYs. Presenting the tradeoff in this fashion may be helpful for
municipal decisionmakers, operators, and other stakeholders who are interested in how these two
scenarios would impact their budget and the health of the users of the water system
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Figure 69: Comparing Energy Use and Health Risk

Based on the results of this LCA, the following can be observed:
•

In terms of indirect human health impacts, the chlorination scenario is a better option in terms
of indirect human health impacts, but UV is a better option for direct human health impacts
associated with consumption.

•

In terms of energy use, the Chlorination scenario is a better option.

•

In terms of direct human health to the users of the water system, the UV scenario is a better
option.

Decisions on a best option for water treatment processes, however, have many more considerations
that are not necessarily based upon the tradeoffs addressed by this LCA. The following discusses other
considerations that decisionmakers will also have to consider.

Regulatory Drivers
If both options allowed BVDWTP to maintain compliance, it is likely that the Chlorination scenario would
be the optimal choice from an energy use and operational cost perspective. However, the goal for
BVDWTP is to comply with the Stage 2 DBPR, which has been a struggle with their current chlorination
strategy.
The results of this LCA show that the UV scenario brings a significantly higher energy usage (3 orders of
magnitude) and a reasonable reduction in health risk (1 order of magnitude). The magnitude of this risk
reduction may be difficult to value in terms of the tradeoffs present. Putting this risk reduction in
regulatory context, the value of this change is significant. Based on the results of the DBP formation
study, the UV scenario would put BVDWTP back into compliance with the Stage 2 DBPR. The current
practice, representative of the Chlorination scenario, is often out of compliance with this rule,
sometimes even before leaving the reservoir. Therefore, a town like Bethlehem (or another small
system with a similar situation) will eventually be pressured by State or Federal agencies to implement a
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strategy to reduce DBP concentrations to below the regulated limit. From this standpoint, town
decisionmakers and engineers would need to decide on a strategy to reduce DBP concentrations.
Therefore, the reduction in Total Annual Risk in the UV scenario is critical: although there is a significant
increase in energy usage, this needs to be weighed with the consideration that it can bring regulatory
compliance, something the Chlorination scenario cannot do. Therefore, in BVDWTP’s case, they cannot
maintain status quo. If the system was to keep the current disinfection strategy, the town would likely
need to find alternative ways to maintain regulatory compliance, such as improving upstream treatment
for NOM, or changing source waters. These options should be weighed in consideration with the UV
scenario.
Whatever alternatives are presented to maintain compliance, cost will be a major factor in this decision.
For this LCA specifically, the manufacturer quoted the costs of the UV components. 5 reactors would
cost roughly $450,000. This and any installation costs would compose the capital cost for this scenario.
Lamps cost $500 and need to be replaced every 5,000 hours. With 20 lamps (4 in each reactor), this is a
yearly replacement cost of $17,520. The other operational expense is electricity use, which highly
depends on the cost of electricity at the time. As discussed earlier, the yearly kWh average would be
roughly 1,774,990 kWh. The cost for using this energy depends on the cost of electricity in the region.
The total capital and operation costs would need to be compared with other options that allow BVDWTP
to comply with the DBPR and other applicable regulations. Financial strategies, such as state-financed
loans or a water-user rate increases may play a role in the financial considerations of decision making as
well. This UV scenario may have less capital cost to install than other options to comply with the DBPR,
such as upgrading or improving an upstream treatment process. The cost of regulatory fines associated
with non-compliance should also be considered.
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Other Considerations
The Operation phase is a main driver of the impacts and CED for the UV scenario due to the high
electricity usage of the UV system. BVDWTP has access to electricity through a New England E-grid mix.
If BVDWTP had a renewable energy option, such as solar or wind, the lifecycle impacts would likely
change significantly and reduce the impacts associated with electricity generation. Over time, it a
payback period for the capital costs of such infrastructure may be achieved.
Energy use on site, type of chemical, and influent water quality are major drivers that could significantly
change the results of this LCA. For example, other small systems with a lower NOM concentration may
find that the energy required to operate a UV scenario is lower than what this assessment estimated. UV
reactors increase their power level to compensate for the lower light transmittance of the water, which
becomes increasingly impactful as NOM concentrations increase. A PWS with an average UVT around
90% – 95% (as opposed to BVDWTP, which observed 75 – 80% UVT) would find that the same UV
reactors could operate at a much lower power level, saving energy costs and reducing impacts
associated with energy usage.
UV technology is a rapidly expanding field and has potential to become less energy intensive in the
future. This study was motivated by advancements in the application of UV: using low wavelength
sensors to account for doses delivered at lower wavelengths so that UV systems can become a viable
option for virus inactivation. In the future, other advancements will likely be made as well. This could
include reactors that are more efficient in outputting UV light, such that less energy is required to
achieve the same dose. It is also possible that the impacts associated with manufacturing UV systems
may reduce as manufacturers are developing more sustainable practices to make the systems. These
advancements should be considered in the decision-making procedures of finding an optimal treatment
process for a PWS.
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Conclusions
This comparative LCA addressed major tradeoffs between two options for a disinfection process at
BVDWTP. The Chlorination scenario, which is representative of BVDWTP’s current practice, requires a
relatively low amount of energy to operate. In operating this scenario, the only input required is
electricity to power a chemical feed pump, which doses sodium hypochlorite into the water flowing into
the onsite reservoir. Due to a combination of high NOM source water and non-optimized slow sand
filtration upstream, the water flowing into the disinfection stage of the treatment process is typically
high in DOC concentrations, which lend way to disinfection byproducts when free chlorine is present.
For this reason, the human health risks associated with the chlorination scenario are significantly high.
BVDWTP is often found out of compliance with EPA’s Stage 2 DBPR for both TTHMs and HAAs. The UV
scenario lowers this risk significantly because the primary disinfectant is physical and does not readily
form byproducts at the doses delivered. Chloramines are added as a residual disinfectant, but the lower
oxidation-reduction potential brings a significantly lower concentration of disinfection byproducts to the
distribution system when compared to the Chlorine scenario. The 5 UV reactors needed at Bethlehem
would bring a significant increase in energy usage during operation to achieve a dose of 186 mJ/cm2.
The indirect human health impacts associated with the operation phase at Bethlehem are 3 orders of
magnitude higher than the chlorination scenario. Additionally, UV has a significantly higher CED. This,
however, must be weighed with the direct human health impacts seen during the consumption phase.
The UV scenario produces water with significantly lower human health risk. Figure 68 and Figure 69
show this tradeoff. Overall, between the two scenarios, the UV scenario would be the better option for
BVDWTP, as it puts them in compliance with the Stage 2 DBPR.
Most SDWS operate on tight budgets, small staff, and aging infrastructure. Coupled with growing
regulatory pressure and various emerging contaminants, it is becoming increasingly important make
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decisions for these systems from a holistic, lifecycle perspective. Understanding the direct and indirect
impacts, tradeoffs, and overall sustainability of a decision is vital to maximize public health protection
within all the constraints that these systems face. Any new infrastructure or technology will affect
energy use, operation costs, longevity of the system, and public health of its users. Thus, it is important
to quantify these tradeoffs with LCA so that all important factors are considered, and so a baseline of
facts can be established in the decision-making process. LCAs that examine public water systems,
treatment options, and other facets of drinking water could provide a methodology for future studies.
This methodology of this LCA, focusing on BVDWTP, could be adapted for other SPWS to assist the
decision-making process on a best disinfection process.
The LCA presented may be useful for future LCAs or feasibility studies. By considering the CED and DALYs
associated with two disinfection scenarios, decision makers can quantify the tradeoffs for energy use
and direct public health. The drinking water field provides a great service to public health under a
variety of constraints. Using LCA, decision making can be done holistically. It is only a matter of time
before all major decisions in PWS consider sustainability, the water-energy nexus, and lifecycle impacts.
This case study can provide a framework for other PWS that will need to make decisions on the “best”
treatment process.
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Conclusions & Recommendations
This study had two major objectives: To examine the reliability of the low wavelength sensors in the
installed UV system and to examine the implications of a UV system taking credit for doses delivered at
LWs. First, conclusions will be summarized pertaining to the reliability of the LW sensors followed by a
discussion of future research recommendations and suggestions for future UV operational guidance
when using LW sensors. Then, conclusions will be summarizes pertaining to the LCA that was conducted
to examine the implications, followed by a discussion of future research recommendations.

Reliability of the LW Sensors
S ummar y of Concl usions
The first research question examined the reliability of the LW sensors inside of the Trojan UVSwift 4L12
reactor installed in BVDWTP. Reliability was defined with three metrics of precision and two metrics of
accuracy. To examine the precision of the LW sensors, they were compared with the system’s standard
sensors at constant power levels (BPL). The following metrics acted as the conditions for which the LW
sensors could be deemed precise:

Condition 1.1:

𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆1 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.2:

𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿 ≤ 𝑆4 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝐵𝑃𝐿

Condition 1.3: 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑊 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ≤ 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑆𝑒𝑛𝑠𝑜𝑟 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
Condition 2.1:

(𝑥̅𝐿𝑊 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

≤ (𝑥̅𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 )

𝐵𝑃𝐿

Condition 2.2: (𝐿𝑊 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿 ≤ (𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)𝐵𝑃𝐿
Condition 3.1: 𝑅2𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅2𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 & 𝑅𝑀𝑆𝐸𝑆2 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆1 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
Condition 3.2: 𝑅2𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≥ 𝑅2𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 & 𝑅𝑀𝑆𝐸𝑆3 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 ≤ 𝑅𝑀𝑆𝐸𝑆4 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
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Overall, most every condition for precision was met at every power level. Over all BPL ranges analyzed,
Condition 1.1 was always met. Condition 1.2 was met 92% of the time, and Condition 1.3 was met 93%
of the time. This suggests that relative to the standard sensors, the LW sensors record a consistent
response at a constant power level. This suggests that they are precise because over repeated instances,
they show the ability to record the same result. With the evidence provided by Analysis 1, there is
enough evidence to deem the LW sensors reliable with respect to sensor response.
Condition 2.1 was met 100% of the time for the BPLs examined. Over the course of the precision testing
period, there were only 2,994 of 38,969 instances where the sensor differential for the LW sensors was
greater than the standard sensors’ differential at any point in time. This suggests that the LW sensors
have good precision relative to their sensor type; meaning they are both consistent with respect to each
other, and do not show signs of irregular degradation where one sensor is not performing as well as the
other. Condition 2.2 was met over 91% of the recorded instances. This means that the LW sensor
differential value does not deviate much at a constant power level. This is good indication of sensor
precision because over time, the two LW sensor’s responses do not deviate from each other. At a given
power level, they both record UVI consistently.
Conditions 3.1 and 3.2 were met for all linear regressions except for one instance where S3 had a slightly
higher RMSE than S4. This suggests that the LW sensors have a consistent, predictable response because
when the variable of UVT is isolated to a small range, the LW sensors response increased linearly as BPL
increased. From this analysis, there is enough evidence to deem the LW sensors precise with respect to
time.
Analysis 1 demonstrated that they are precise with respect to their response. Analysis 2 demonstrated
that they are precise with respect to themselves. Analysis 3 demonstrated that they are precise with

201

respect to their predictability over time. Considering the overall results from Analyses 1,2, and 3, there is
enough evidence to deem the Trojan UVSwift 4L12 LW sensors precise.
To examine the accuracy of the LW sensors, their response or change in response was estimated and
compared with the actual response recorded by the PLC. A series of sleeve switches were conducted to
estimate a change in LW sensor response, and full wavelength scans were developed to estimate LW
sensor response. The following metrics were used to define accuracy:

Condition 4.1 When switching from Synthetic to 219 sleeves, the LW sensor response should decrease
by 71% (+/- 20%) when comparing the recorded UVI at equal BPLs from before and after the switch.

Condition 4.2 When switching from 219 sleeves to 214 sleeves, the LW sensor response should
increase by 201% (+/- 20%) when comparing the recorded UVI at equal BPLs from before and after the
switch.

Condition 5.1 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆2 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.
Condition 5.2 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑆3 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 +/− 20%.

For Conditions 4.1 and 4.2 (sleeve switch tests), the LW sensors changed their response significantly.
This provides evidence for their accuracy. In both sleeve switches, however, the change in LW sensor
response did not change to the degree expected, and Conditions 4.1 and 4.2 were not met. Because the
sensors responded higher than expected with type-219 sleeves, there is a possibility that there is a
secondary peak in the sensor’s optical range, causing it to respond to UVI above 240nm. However, there
could also be uncertainty in the estimation of the expected response with 219 sleeves. Therefore,
further research is recommended to confirm the accuracy of their sensitivity curves.
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Because the photon balance model was not sensitive to changing power levels, the focus of Conditions
5.1 and 5.2 are estimations of sensor response when the BPL was at 26%. When one considers these
26% BPL instances during the Synthetic or 214-sleeve testing period, Conditions 5.1 and 5.2 are met.
This is good evidence for the LW sensor’s accuracy; the photon balance model was able to predict the
response closely. However, when 219-sleeves were installed, the sensors responded higher than
expected during every instance of 26% BPL. This finding partially refutes the possibility of a secondary
peak in the sensor’s optical range because if that was the case, the sensor response would have been
higher than expected with the other sleeves on as well, not just with the 219-sleeves. It was theorized
that the sensor’s milliamp-to-UVI conversion was not calibrated correctly, as there was not a single
instance of LW sensor response below 1 mw/cm2, even when 219 sleeves were installed, and the
photon balance predicted a lower response. However, it is unclear what caused the LW sensors to
respond higher than expected with 219 sleeves. Because there is uncertainty in the photon balance
model, there is perhaps phenomenon that the model did not capture that would explain the higherthan-expected responses. Therefore, further research is recommended (preferably in a controlled
setting) to investigate this.
Compiling all results, the LW sensors showed reliability with respect to many different variables and
many different metrics of precision and accuracy. The only major concern is that in some circumstances,
their response may be higher than what would be expected. There is uncertainty, however, in what is
causing this difference. It could be due to the limitations of the models and analyses used in this
research, or it could be due to the sensor’s performance. The precision testing was well suited to the
conditions in the pilot, because the goal is to measure variability over a variety of conditions.
Additionally, the LW performance could be measured relative to the standard sensor’s performance.
Accuracy testing, on the other hand. was less ideal at the pilot scale because there is more uncertainty
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in the models and methods used to obtain the results. For this reason, further research is recommended
to evaluate the degree of accuracy in these LW sensors.

Rec omme ndat i ons
There are a variety of tests and procedures that would have been helpful for this research but were out
of the scope of the study. Future research examining the reliability or performance of sensors may
benefit from the following ideas.
•

Conduct any type of accuracy testing in a controlled, laboratory environment using a collimated
beam setup, as opposed to a pilot scale operation. As previously mentioned, the precision
testing experiments were well suited for a pilot scale setup because the metrics used to
measure precision considered sensor performance under a variety of differing conditions. Also,
these metrics were measured against the standard sensors because precision and variability can
be compared even if the target value of the two sensor types is different. Measuring accuracy,
on the other hand, carries more uncertainty at a full-scale operation where there are many
variables that cannot be controlled, and no known, true value to reference. The precision of the
LW sensors simply had to be as good, or better, then the standard sensors. Accuracy, however,
did not have as absolute of a metric for comparison, which is why the photon balance model
was developed. If the lamps used in the reactor were available for use in a collimated beam, this
would be a more ideal setup for accuracy testing. With a LW sensor positioned in a designed,
optimal location under the lamp, the UVI recorded by the sensor could be known under a set of
controlled variables. A sleeve switch experiment could be conducted on the collimated beam,
where the LW sensor’s response under each sleeve could be recorded. Then, these values could
be compared to an estimated value or estimated change between sleeve types.
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•

Conduct LW duty sensor experiments. This would be done by changing a LW sensor in the
reactor with a new LW sensor (same model and specifications) to analyze the impact of sensor
optical performance over time. If the new, duty sensor is responding in a significantly different
manner, there would be some indication of a decay in optical performance over time. This could
be done at a full-scale operation or under a collimated beam. If it was the latter, then lamp
power could be manually set to 100% BPL to speed up the rate at which any optical components
of the sensor decay. In the case of LW sensors, optical decay may come in the form of an
increased sensor response or a decreased sensor response. If a LW sensor increases its response
over time under a constant BPL, it may suggest the optical filter, which works to block
wavelengths that are greater than 240nm, has been hindered. In either case, the decay rate of
sensor performance for any LW sensor model would be valuable information to the industry, as
it is vital to change sensors before their performance is compromised.

•

If available, use an equation developed in third party validation testing to estimate LW sensor
response under a set of conditions. At the time of this study, the LW sensors used had not
undergone validation for PWS use (or the equation developed was not published). During
validation, an equation to estimate sensor response is developed within the limits of the UV
system’s validated conditions. In testing sensor performance, recorded values could be
compared with the estimate given by the equation.

•

Conduct onsite challenge testing. This was originally planned within the scope of this research,
but approval and schedule limitations prevented it from happening. A challenge procedure
could be done with B. pumilus, which the 2015 WRF report identified as a good surrogate for
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adenovirus (WRF, 2015). State and local approval would likely still be needed for this. Ideally, log
inactivation of B. pumilus could be measured under a variety of conditions, including different
sleeves, all while examining LW sensor performance. For example, conducting a challenge test
under known conditions with synthetic sleeves would give a RED of B. pumilus achieved by all
wavelengths from the MP lamps (RED from all wavelengths 200 – 300nm). Then, one could
measure the log inactivation under the same conditions, but with 219-sleeves or another type of
sleeve that blocks most or all wavelengths below 240nm. In this case, the RED that was achieved
would be only from wavelengths above 240nm (RED from wavelengths >240nm). With this
known, one can estimate the degree to which LWs impact the inactivation of B. pumilus by:
(RED from all wavelengths 200 – 300nm) – (RED from wavelengths >240nm) = (RED from
wavelengths <240nm). Similarly, the LW sensor response under each of these conditions could
be recorded and compared to the RED observed for each test. This method of testing is also
recommended for any validation procedure on a UV system with LW sensors. More
recommendations for industry use of LW sensors is given below.
•
Upon further research and development, LW sensors will likely become accepted for use in PWS. While
there is already guidance on the implementation of the LW sensor response into dose-monitoring
equations (USEPA, 2017) there will likely be a need for new guidance on ensuring initial and long-term
performance of these sensors during their operation in UV systems. The following recommendations
may be of help in developing this guidance:
•

For all new LW sensors, conducting third party testing on their optical range would be
recommended. This could be done with a tunable laser from the National Institute of Standards
and Technology (NIST). It is recommended using a UV laser with monochromatic light (< 1nm)
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would provide more precise results than using a bandpass filter, which typically filters UV light in
increments of 10nm. This third-party testing would provide more confidence in the optical
range/ sensitivity of the LW sensor and ensure that no secondary peaks exist in the sensor’s
response.

•

There are newly developed dose-monitoring approaches that include the UVI recorded by LW
sensors that can be used in PWS operation (USEPA, 2017). Like traditional approaches, there is a
setpoint approach (where UVT does not need to be measured because the sensor response of
both the standard sensor and LW sensor just need to meet a certain setpoint at a given flow)
and a calculated approach (where the UVT is measured and considered for standard sensors at
254nm and for LW sensors at 220nm). In either case, it is recommended that before installing a
reactor with LW sensors, the PWS conducts full UV scans or at least monitor the UVT at 220nm
at various points throughout the year to capture their maximal water quality fluctuation. Doing
this will allow the PWS, UV validators, and engineers to understand the ability. Additionally, if a
setpoint approach is used with LW sensors, it is critical that they are in an optimal position in the
reactor.

•

In PWS operation, frequent duty checks of LW sensors is recommended. By placing a reference
LW sensor in the system, one can confirm the performance of the current LW sensors and know
if there are signs of optical filter/ performance decay if there are disagreements between the
two sensors.
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Implications of Taking Credit for Doses Delivered at LWs
S ummar y of Concl usions
The comparative LCA conducted was motivated by the implications of taking credit for doses delivered
at LWs: the ability to achieve 4-log virus inactivation more efficiently than before. The LCA addressed
major tradeoffs between two options for a disinfection process at BVDWTP. The Chlorination scenario,
which is representative of BVDWTP’s current practice, requires a relatively low amount of energy to
operate. In operating this scenario, the only input required is electricity to power a chemical feed pump,
which doses sodium hypochlorite into the water flowing into the onsite reservoir. Due to a combination
of high NOM source water and non-optimized slow sand filtration upstream, the water flowing into the
disinfection stage of the treatment process is typically high in DOC concentrations, which lend way to
disinfection byproducts when free chlorine is present. For this reason, the human health risks associated
with the chlorination scenario are significantly high. BVDWTP is often found out of compliance with
EPA’s Stage 2 DBPR for both TTHMs and HAAs. The UV scenario lowers this risk significantly because the
primary disinfectant is physical and does not readily form byproducts at the doses delivered.
Chloramines are added as a residual disinfectant, but the lower oxidation-reduction potential brings a
significantly lower concentration of disinfection byproducts to the distribution system when compared
to the Chlorine scenario. The 5 UV reactors needed at Bethlehem would bring a significant increase in
energy usage during operation to achieve a dose of 186 mJ/cm2. The indirect human health impacts
associated with the operation phase at Bethlehem are 3 orders of magnitude higher than the
chlorination scenario. Additionally, UV has a significantly higher CED. This, however, must be weighed
with the direct human health impacts seen during the consumption phase. The UV scenario produces
water with significantly lower human health risk. Figure 68 and Figure 69 show this tradeoff. Overall,
between the two scenarios, the UV scenario would be the better option for BVDWTP, as it puts them in
compliance with the Stage 2 DBPR.
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Rec omme ndat i ons
•

LCA is a valuable tool that can help PWS facing many types of challenges. For SPWS facing
unique challenges, particularly with regulatory compliance, LCA can help decision makers and
stakeholders examine the facets of the problems they are facing form a holistic perspective and
help identify solutions that may be more sustainable with respect to time, energy, costs, and
human health. As such, a major recommendation of this research is to incorporate LCA into
major decisions for PWS.

•

UV technology is a rapidly expanding field and has potential to become less energy intensive in
the future. This study was motivated by advancements in the application of UV: using low
wavelength sensors to account for doses delivered at lower wavelengths so that UV systems can
become a viable option for virus inactivation. As advancements are made in the field of UV, new
LCAs should be conducted to include those advancements. Realizing and quantifying the
benefits of new UV advancements can allow for a more accurate comparison of UV relative to
other disinfection or advanced oxidation processes.

•

The LCA presented may be useful for future LCAs or feasibility studies. By considering the CED
and DALYs associated with disinfection scenarios, decision makers can quantify the tradeoffs for
energy use and public health. PWSs provide a great service to public health of our population
while under a variety of constraints. Using LCA, decision-making can be done holistically. It is
only a matter of time before all major decisions in PWS must consider sustainability, the waterenergy nexus, and lifecycle impacts. This study can help provide a framework for other PWS that
will need to make decisions regarding their treatment processes.
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Introduction
A Trojan UVSwift 4L12 reactor was installed at the Bethlehem, NH water treatment facility during May
of 2016 as part of a pilot program for EPA’s DeRISK Center. With the pilot program ending in April 2017,
a summary of the key water quality findings was tabulated for the benefit of all stakeholders in this
program on behalf of the University of New Hampshire (UNH).
The UV system in Bethlehem is equipped with a programmable logic controller that monitors key
operating and water quality parameters related to the UV reactor. These parameters are measured and
recorded roughly every five minutes, and then sent to a cloud-based data storage file. Notable
parameters include:
• Water flow through the reactor in gallons per minute (GPM)
• UV Transmittance (UVT) of the water matrix at 254 nm
• Ballast power level (BPL)
• Lamp Hours
• UV sensor responses
Compiled data was sent to UNH from Trojan via Excel spreadsheets roughly every month. The timeframe
included in this summary is from July 29th, 2016 to April 10th, 2017. This provides nearly 9 months of
data collection, which provided a good opportunity to analyze long term water quality in Bethlehem.
It is important to note that not all data collected from May 2nd, 2016 to April 10th, 2017 is included in
this summary. There were various instances where the reactor was not in operation due to maintenance
or a problem with the system’s hardware or software. Data collected during these instances were
excluded from this summary. Another important note is that the system’s UVT monitor does not read
below 70%. If the water’s UVT was 65% at some point in time, for example, the system would read 70%.
All that can be definitively said in that case is that the UVT at that point in time was less than or equal to
70%. However, these data points will be included in figures presented in this report. When viewing
graphs and figures in this report, all UVT data points that read 70% should be interpreted as “less than
or equal to 70%”.
In addition to tabulating the flow and UVT values read by the UV system, this research also sampled
water from the Bethlehem treatment plant to perform a variety of additional analyses to gain more
insight on water quality. For example, full wavelength scans were performed on water samples to
examine UVT over the 200nm to 400nm wavelengths (as opposed to the standard, single UVT readouts
at 254nm). The following analyses were completed and are included in this report:
•
•
•
•

Full UV Wavelength scans (200nm – 400nm)
Dissolved Organic Carbon (DOC) analyses
Chlorine and chloramine demand and decay studies
Disinfection byproduct formation studies
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Below is a summary of the basic statistical findings over the duration of the pilot program. Flow is
presented in gallons per minute, UVT is relative to the 254nm wavelength normalized to a 1cm path
length, and ballast power level (BPL) represents the UV lamp’s relative power output from a range of 26
to 100.

Table 24: System Quick Facts

MEAN

MEDIAN

STD DEV

MIN

MAX

FLOW
(GPM)

287

278

52.3

135

472.6

UVT
(254NM)

82

84

5.4

70*

91.3

BPL

35

26

21.6

26

100

*System does not record UVT values less than 70%. Full wavelength scans provide insight on UVT values
when they are below 70%.
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Flows
The water flow (in GPM) measured in the reactor over the duration of the pilot program can be seen in
the graph below. The points on the graph represent flow values recorded by the UV system, and the
blue line shows a curved fit of these points over time. There is significant variation over time with a
spike in the winter months, likely due to the increased tourism in the region during that time.

Figure 70: Flow measured at Bethlehem over time
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The variation within seasons was also considered. Because the duration of the pilot program was
roughly 9 months, the data was distributed into 3 groups as follows:
• Fall Months:
August, September, and October
• Winter Months:
November, December, and January
• Spring Months:
February, March, and April
The following graphs show the flow measured by the reactor during these months. They also include a
colored overlay of the water matrix UV transmittance (UVT) values. The data points, which show flow
over time, are colored based on the UVT value that was also read at that point in time. The red data
points represent lower UVT values, and the blue data points represent higher UVT values. Note that the
y-axis changes its range from graph to graph to better visualize the data.

Figure 71: Flow during Fall Months
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Figure 72: Flow during Winter Months
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Figure 73: Flow during Spring Months

The flows can also be examined with respect to their frequency. The following figure shows a
distribution plot of the flows measured through the reactor. The y-axis shows flow in GPM and the X222

axis shows the relative probabilities of each flow. The quantile box plot on the right is also presented
numerically in the table below. A cumulative distribution plot can be seen on the next page.

Figure 74: Probability Distribution of Flow

The following tables show the quantile ranges of the flows measured by the reactor as well as a
summary of the key statistics associated with flow.
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Quantiles
Quantil
e
100.0%
99.5%
97.5%
90.0%
75.0%
50.0%
25.0%
10.0%
2.5%
0.5%
0.0%

maximum

quartile
median
quartile

minimum

Summary Statistics
Flow
(GPM)
473
468
424
346
311
278
257
235
193
160
135

Parameter
Mean
Std Dev
Std Err Mean
Upper 95%
Mean
N

Flow
(GPM)
287
52
0.22
288
54454

The following graph shows a cumulative probability distribution
plot of flow throughout the duration of the pilot program.

Figure 75: Cumulative Probability Distribution of Flow
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UV Transmittance
The water UVT at 254nm measured over the duration of the pilot program can be seen in the graph
below. There is significant variation over time; there are higher UVT values in the fall months and high
ranges in the winter. It is important to note that the UV system in Bethlehem does not read UVT values
below 70%, so the y-axis on the following graphs to not extend lower than that. However, any data
points that read 70% are included on the following graphs and should be interpreted as “less than or
equal to 70%”.

Figure 76: UVT at Bethlehem over time
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The variation of UVT within seasons was also considered. As with the flow data, this data was distributed
into 3 groups as follows:
• Fall months:
August, September, and October
• Winter months:
November, December, and January
• Spring months:
February, March, and April
The following graphs show the UVT at 254nm measured by the reactor during these months. They also
include a colored overlay of the flow values. The data points, which represent UVT (%) over time, are
colored based on the flow that was also read at that point in time. The red data points represent lower
flow values, and the blue data points represent higher flow values.

Figure 77: UVT during Fall Months
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Figure 78: UVT during Winter Months

227

Figure 79: UVT during Spring Months
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The UVT values can also be examined in terms of their frequency distribution. The following figure
shows a distribution plot of the UVT at 254 nm measured through the reactor. The y-axis shows flow in
GPM and the X-axis shows the relative probabilities of each flow. The quantile box plot on the right is
also presented numerically in the table below. It is important to note that in this analysis, UVT values
that read 70% were included. Therefore, in the probability distribution below, the probability of a data
point being 70% represents the probability of a data point being 70% or less. This will allow for a more
accurate examination of how often UVT values are under a certain percentage. As shown below, the
probability of the UVT being 70% or less is approximately 5%. The y-axis shows UVT (%) and the X-axis
shows the relative probabilities of each UVT value. The quantile box plot on the right is also presented
numerically in the table below.

Figure 80: Probability Distribution of UVT
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The following tables show the quantile ranges of the flows measured by the reactor as well as a summary of the key
statistics associated with UVT.

Quantiles
Quartile
100.0%
99.5%
97.5%
90.0%
75.0%
50.0%
25.0%
10.0%
2.5%
0.5%
0.0%

maximum

quartile
median
quartile

minimum

Summary Statistics
Mean
Std Dev
Std Err Mean
Upper 95%
Mean
N

UVT (%)
91.3
90.2
89.5
88.2
86.3
83.6
78.7
73.6
70
70
70

82.13
5.42
0.023
82.17
54454

The following graph shows the cumulative distribution plot of UVT values throughout the duration of
the pilot program.

Figure 81: Cumulative Probability Distribution of UVT
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Figure 82: Correlation of DOC and UVTFigure 83: Cumulative Probability Distribution of UVT

Wavelength Scans
Over the course of the pilot program, water samples were taken to measure the UVT across the full UV
spectrum of interest (200nm-400nm) rather than the UVT at 254nm read by the UV system. Samples
were taken at a sampling taps along the pipe gallery in Bethlehem both before the influent of the
reactor and after the effluent of the reactor. These wavelength scans were performed with a Hach DR
6000 machine.
The following table shows a summary of the key points from wavelength scans that were completed
between the summer of 2016 and the end of the pilot program. The values in the table represent the
UVT (%) readings relative to the wavelength listed above them at the top of the table. The 205nm
wavelength was selected because it is close to the low end of the UV wavelength spectrum and it is the
low range of the reactor’s low wavelength sensor reading. The 222nm wavelength was selected because
it is at the peak response of the low wavelength sensors in the reactor. The 254nm wavelength was
selected because that is the standard wavelength that is most commonly used when referring to the
UVT of a water matrix.
Table 25: Key UVT values from Full Wavelength Scans

6/30/2016
7/14/2016
7/19/2016
7/26/2016
8/2/2016
9/8/2016
9/13/2016
9/20/2016
9/27/2016
10/4/2016
10/11/2016
10/18/2016
10/25/2016
11/1/2016
12/8/2016
12/16/2016
1/4/2017
1/11/2017
2/23/2017
3/7/2017
3/23/2017
4/4/2017

UVT % at
205 nm
46.5
55.7
52.9
48.0
63
65
54.5
65.6
69.2
68.9
69.2
72.3
46.8
42.8
58.2
60.0
58.8
59.0
58.8
50.7
58.5
60.5

UVT % at
222 nm
56.9
66.2
63.4
58.2
74.1
77.6
68.5
76.7
78.7
79.4
76.6
77.8
55.0
52.4
68.7
72.8
72.1
73.8
73.6
63.1
73.1
75.1

UVT % at
254 nm
69.1
76.8
74.5
70.0
83.9
87.9
78.7
85.5
86.5
87.7
84.3
84.9
66.8
65.0
78.9
83.4
83.2
85.1
84.7
74.8
84.5
86.9

Averages

58.4

69.7

80.1

Date
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Dissolved Organic Carbon
Samples were taken from a sample tap prior to the UV reactor to measure Dissolved Organic Carbon
(DOC). This allows for an examination of how UVT values correlate to the DOC present after slow sand
filtration in Bethlehem. These analyses were done by Eastern Analytical, a certified laboratory in New
Hampshire. The following shows the correlation between DOC and UVT of the samples.

Figure 89: Correlation of DOC and UVT

This data can also be used to develop specific UV absorbance values (SUVA), which calculates UV
absorbance relative to the DOC concentration in the water. This parameter can be useful for estimating
Figure 90: Correlation of DOC and UVT
disinfection byproduct (DBP) formation potential. SUVA is calculated using the following equation:
SUVA = UV 254 nm (m-1) / DOC (mg/L)
Figure 91: Correlation of DOC and UVT

The table below shows the SUVA values calculated from water samples that underwent DOC analysis.
Table 26: SUVA values of water samples

Figure 92: Correlation of DOC and UVT

Date of
sample
11/1/2016
12/8/2016
1/4/2017
1/11/2017
2/23/2017

UVT (%)

DOC (mg/l)

Absorbance
per meter

SUVA (L/mg*m)

> 70
79.3
84.4
87.8
84.7

5.6
3.3
2.6
2.3
2.6

15.490
10.073
7.366
5.651
7.212

2.77
3.05
2.83
2.46
2.77
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Chlorine/ Chloramine Demand and Decay
Over the course of the pilot program, water samples were taken to measure the chlorine and
chloramine demand and decay. Currently, the Bethlehem water treatment facility uses chlorine as their
disinfectant.
Bethlehem drinking water samples were collected every week beginning in September and ending in
February 2016. Of these samples, six were chosen based on % UVT and date collected to analyze the
chlorine and chloramine demand and decay for a variety of water qualities. Two samples were chosen
from 65-75% UVT, two samples from 75-85% UVT, and two samples from 85-95% UVT. At the beginning
of each experiment, the sample was split into two 1-L subsamples. One subsample was dosed with 4
mg/L Cl2, and the other was dosed with 4 mg/L Cl2 NH2Cl as Cl2 (5:1, Cl2:N). A chlorine stock solution was
used to dose the sample was made as a 1 mg/mL stock solution with 5% NaOCl and RO water. The
nitrogen stock solution was made as a 1 mg/mL stock solution with NH4OH and RO water. Initial
chlorine/chloramine concentrations were measured using the methods below. After dosing and
measuring at 0h, the sample was further divided into eight subsamples (100-mL amber bottles) to be
measured at 2, 4, 6, 12, 24, 48, 72, and 120 hours, as seen below.
4 mg/L Cl

2

Chlorine-Dosed Sample
1-L
BETH
2-L of
Sample in
freezer for
each
sample
date

2
hr

4
hr

6
hr

12
hr

24
hr

48
hr

72
hr

120
hr

72
hr

120
hr

4 mg/L Cl

2

0.8 mg/L N

Chloramine-Dosed Sample
1-L
BETH

2
hr

4
hr

6
hr

12
hr

24
hr

48
hr

Free and total chlorine was measured for the chlorine-dosed sample with HACH DPD Test N’ Tube kits.
These test kits have a detection range of 0.09 – 5 mg/L Cl2, and require the sample to have 6-7 pH.
Bethlehem samples were adjusted with 1 N H2SO4 and 1 N NaOH as needed. Total chlorine in the
chloramine-dosed samples was also analyzed with HACH DPD Test N’ Tube test kits. Ideally, there should
be no free chlorine in these samples after nitrogen is added. As a control, free chlorine was measured at
the beginning of the experiment (0 and 2 hours after dosing) to ensure all free chlorine was used up. The
HACH DPD method interferes with chloramines, and therefore the HACH Indophenol Method was used
to measure free chlorine concentrations at 0 and 2 hours after doing.

Samples were taken at the sampling taps after the UV effluent, which is before the point of chlorination
in the facility. The total volume of each sample was approximately 2 liters, which was split into two 1-L
subsamples; 1 for dosing with chlorine and 1 for dosing with chloramines. Each chlorine-dosed sample
was dosed with 4 mg/L Cl2. Free and total chlorine was measured at various points in time from the
initial concentration to 120 hours. Each chloramine-dosed sample was dosed with 4 mg/L Cl2 and 0.8
mg/L NH3 as N. Free and total chlorine was measured at the same time intervals as the chlorine-dosed
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samples. The chlorine stock solution which was used to dose the sample was made as a 1 mg/mL stock
solution with 5% NaOCl and Reverse Osmosis (RO) water. The nitrogen stock solution was made as a 1
mg/mL stock solution with Aqua Ammonia and RO water. Free and total chlorine was measured
periodically over the course of 120 hours to obtain chlorine decay curves. The following graphs show the
results of these experiments.

Figure 98: Chlorine decay curve for various UVT Bethlehem samples

The graph above shows the decay of free chlorine over time for a series of samples, each with different
UVT values. Although the samples were dosed with 4 mg/l, there was an initial demand that caused the
Figure 99:
Chloramine
curvefrom
for various
Bethlehem
Chlorine
decay and
curvethe
for various
Bethlehem free
samples
free
chlorinedecay
to drop
4.0 toUVT
roughly
3.4 samplesFigure
between the100:
time
of dosing
time ofUVT
measuring
chlorine shortly after. As expected, the samples with lower UVT values had a sharper decay curve over
time than samples with higher UVT values.
Figure 101: Chloramine decay curve for various UVT Bethlehem samples

The graph below shows the decay of free chlorine over time for a series of samples dosed with
chloramines, each with different UVT values. Similar to the chlorine-dosed samples, there was an initial
demand
that
caused the
free vs.
chlorine
to drop
from 4.0decay
to roughly
3.4
between
the timesamplesFigure
of dosing and
Figure 102:
Chlorine
& Chloramine
demand
UVTFigure
103: Chloramine
curve for
various
UVT Bethlehem
104: Chlorine
the for
time
of measuring
freesamples
chlorine shortly after. As expected, the samples with lower UVT values had a
decay curve
various
UVT Bethlehem
sharper decay curve over time than samples with higher UVT values. In comparing chlorine-dosed
samples to chloramine-dosed samples, the chloramines decay at a slower rate than chlorine, making the
chlorine
demand
chlorine-dosed
samples higher.
Figure 105:
Chloramine
decayfor
curve
for various UVT Bethlehem
samplesFigure 106: Chlorine decay curve for various UVT Bethlehem samples
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Figure 107: Chloramine decay curve for various UVT Bethlehem samples

Figure 108: Chlorine & Chloramine demand vs. UVTFigure 109: Chloramine decay curve for various UVT Bethlehem samples

Figure 110: Chlorine & Chloramine demand vs. UVT

Figure 111: Chlorine demand for chlorine and chloramine dosed samples vs. UVTFigure 112: Chlorine & Chloramine demand vs. UVTFigure 113:
Chloramine decay curve for various UVT Bethlehem samples

Figure 114: Chlorine & Chloramine demand vs. UVTFigure 115: Chloramine decay curve for various UVT Bethlehem samples

The following graph shows how the water’s UVT correlates with the chlorine demand of the water
samples. Each month on the x-axis shows the chlorine demand of both chlorine and chloramine dosed
samples. In months where chlorine demand exceeded the initial dose, it can be said that the chlorine
demand is greater than 4.00 mg/l. UVT values of the respective samples are overlaid to show how water
quality with respect to UVT affects the chlorine demand of the Bethlehem water.
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Figure 125: Chlorine demand for chlorine and chloramine dosed samples vs. UVT

Figure 126: HHA5 Concentration over time given 3 disinfection scenarios. Sample from May 2016.Figure 127: Chlorine demand for chlorine and
chloramine dosed samples vs. UVT

Figure 128: HHA5 Concentration over time given 3 disinfection scenarios. Sample from May 2016.

Figure 129: TTHM Concentration over time given 3 disinfection scenarios. Sample from May 2016.Figure 130: HHA5 Concentration over time given 3
disinfection scenarios. Sample from May 2016.Figure 131: Chlorine demand for chlorine and chloramine dosed samples vs. UVT

Figure 132: HHA5 Concentration over time given 3 disinfection scenarios. Sample from May 2016.Figure 133: Chlorine demand for chlorine and
chloramine dosed samples vs. UVT
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Disinfection Byproduct (DBP) Formation Studies
Samples were taken from Bethlehem at a sampling tap after slow sand filtration, prior to the point of
chlorination. They were used to analyze the disinfection byproduct formation potential of the water.
Samples were taken in May 2016 and in October 2016. Multiple scenarios were examined in a
laboratory setting to determine the concentration of DBP groups formed per contact time with the
disinfectant. Two regulated DBP groups, Total Trihalomethanes (TTHMs) and the 5 major haloacetic
acids (HAA5s), were measured and plotted over time based on 3 different disinfection scenarios in
Bethlehem. The following scenarios were simulated:
•

•

•

Scenario 1: Baseline Chlorination
Simulating dosing the water with chlorine at the current location in Bethlehem
o Total Organic Carbon (TOC) level: 4 mg/l
o Disinfection
▪ Chlorine dosed at 3.65 mg/l as Cl2
▪ No UV dose
o Contact time: 120 hours with a target residual goal of: 0.2 mg/l as Cl2 at 120 hours

Scenario 2: UV + Relocated Point of Chlorination
Simulating dosing the water with chlorine after the reservoir in Bethlehem (24 hour offset from
previous chlorination point) and dosing with UV prior to chlorine addition
o Total Organic Carbon (TOC) level: 4 mg/l
o Disinfection
▪ Chlorine dosed at 3.65 mg/l as Cl2
▪ Lab UV dose of 186 mJ/cm2
o Contact time: 120 hours with a target residual goal of: 0.2 mg/l as Cl2 at 120 hours

Scenario 3: UV + Chloramines
Simulating dosing the water with chloramines and UV (instead of chlorine) at current point of
chlorine addition
o Total Organic Carbon (TOC) level: 4 mg/l
o Disinfection
▪ Chlorine dosed at 4.45 mg/l as Cl2
▪ NH3 dosed at 0.89 mg/l as N
▪ Lab UV dose of 186 mJ/cm2
o Contact time: 120 hours with a target residual goal of: 0.2 mg/l as Cl2 at 120 hours

The following graphs show the results of these lab-simulated scenarios. The May 2016 samples are
shown first, followed by the October 2016 samples. The first graph shows the HHA5 concentration over
time, and the second graph shows TTHM concentration over time.
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Figure 134: HHA5 Concentration over time given 3 disinfection scenarios. Sample from May 2016.

Figure 135: TTHM Concentration over time given 3 disinfection scenarios. Sample from May 2016.Figure 136: HHA5
Concentration over time given 3 disinfection scenarios. Sample from May 2016.

Figure 137: TTHM Concentration over time given 3 disinfection scenarios. Sample from May 2016.

Figure 138: TTHM Concentration over time given 3 disinfection scenarios. Sample from October 2016.Figure 139: TTHM
Concentration over time given 3 disinfection scenarios. Sample from May 2016.Figure 140: HHA5 Concentration over time given
3 disinfection scenarios. Sample from May 2016.

Figure 141: TTHM Concentration over time given 3 disinfection scenarios. Sample from May 2016.Figure 142: HHA5
Concentration over time given 3 disinfection scenarios. Sample from May 2016.

Figure 143: TTHM Concentration over time given 3 disinfection scenarios. Sample from May 2016.
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Figure 144: TTHM Concentration over time given 3 disinfection scenarios. Sample from October 2016.Figure 145: TTHM
Concentration over time given 3 disinfection scenarios. Sample from May 2016.

Figure 152: TTHM Concentration over time given 3 disinfection scenarios. Sample from October 2016.

Figure 153: HHA5 Concentration over time given 3 disinfection scenarios. Sample from October 2016.Figure 154: TTHM
Concentration over time given 3 disinfection scenarios. Sample from October 2016.

Figure 155: HHA5 Concentration over time given 3 disinfection scenarios. Sample from October 2016.

Figure 156: HHA5 Concentration over time given 3 disinfection scenarios. Sample from October 2016.Figure 157: TTHM
Concentration over time given 3 disinfection scenarios. Sample from October 2016.

Figure 158: HHA5 Concentration over time given 3 disinfection scenarios. Sample from October 2016.Figure 159: TTHM
Concentration over time given 3 disinfection scenarios. Sample from October 2016.
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Figure 160: HHA5 Concentration over time given 3 disinfection scenarios. Sample from October 2016.

Enterovirus & Norovirus Occurrence Measurements
Samples were taken from the Bethlehem water treatment plant to analyze for the occurrence of
Enterovirus and Norovirus in the water. Samples were conducted by the UNH Virology Group and
followed EPA Method 1615 to conduct the analysis. EPA Method 1615 provides culture and molecular
procedures for detecting human enteroviruses and human noroviruses in water. The following table
shows the date of sampling and the analysis result of each test done on the Bethlehem water. It is
important to note that each sample consisted of a minimum of 150 liters onsite, filtered water. Most
samples were listed as BDL (below detection limit) which is set at 1 MPN/ liter.

Table 27: Samples analyzed with EPA method 1615 - Total Culturable Virus

EPA Method 1615 TCV
Sample ID
Date
(MPN/Liter)
092016BUV1
092016BUV2
112016BUV1
112016BUV2

9/19/2016
9/19/2016
11/28/2016
11/28/2016
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BDL
BDL
2
BDL

Appendix B
Trojan UVSwift

TM

4L12 Brochure

(All information in this appendix is credited to Trojan UV. Their contact information can be found on the
last page of the brochure)
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