Abstract-The expectation maximization (EM) algorithm for the maximum likelihood (ML) image reconstruction criterion generates severe checkerboard artifacts in the presence of noise. A classical remedy is to impose an a priori constraint for a penalized ML or maximum a posteriori probability solution. The penalty reduces the checkerboard artifacts and also introduces uncertainty because a priori information is usually unknown in clinic. Recent theoretical investigation reveals that the noise can be divided into two components: one is called null-space noise and the other is range-space noise. The null-space noise can be numerically estimated using filtered backprojection (FBP) algorithm. By the FBP algorithm, the null-space noise annihilates in the reconstruction while the range-space noise propagates into the reconstructed image. The aim of this work is to investigate the relation between the null-space noise and the checkerboard artifacts in the ML-EM reconstruction from noisy projection data. Our study suggests that removing the null-space noise from the projection data could improve the signal-to-noise ratio of the projection data and, therefore, reduce the checkerboard artifacts in the ML-EM reconstructed images. This study reveals an in-depth understanding of the different noise propagations in analytical and iterative image reconstructions, which may be useful to single photon emission computed tomography, where the noise has been a major factor for image degradation. The reduction of the ML-EM checkerboard artifacts by removing the null-space noise avoids the uncertainty of using a priori penalty.
to the well-known checkerboard artifacts in the maximum-likelihood expectation-maximization (ML-EM) reconstruction algorithm [4] - [7] . The presentation of this work is organized as follows. In Section II, some basics about the aRT are reviewed in two dimensions for a preliminary. In Section III, the ML-EM approach to the inversion of the attenuated Radon transform is outlined briefly. In Section IV, we describe the range condition of the aRT. The relation between the range condition and the checkerboard artifacts is numerically demonstrated in Section V, followed by discussion and conclusion in Section VI.
II. ATTENUATED RADON TRANSFORM AND MEASUREMENT NOISE
Denote by the two-dimensional (2D) planar space with coordinate representation in the Cartesian system and in the polar system, and the unit circle represented by with . Assume is a function of and (1) stands for the same function in the Cartesian coordinates after rotation by an angle along the counterclockwise direction. The coordinates and are related by and
Considering that is defined for the static object while is associated with the rotating detector, we call the object coordinates and the detector coordinates. In SPECT imaging, function represents the radiotracer concentration distribution inside the human body tissues. Gamma photons emitted at position inside the body are linearly attenuated by the body tissues before they arrive at location on the detector surface. Let stand for the distribution of linear attenuation coefficients and be the accumulated photon counts at along the view angle in the coordinates , projection is expressed as
where . Equation (3) the projection measurements are noisy and may be decomposed into (4) where represents the Poisson noise which is dependent on the mean projection . Because of the Poisson nature of photon counting statistics, is usually assumed to be a Poisson-point process. More properties of the Poisson-point process can be found in [8] . Assuming that attenuation map is known and projection measurement is available, the goal of SPECT image reconstruction is to estimate from the mean projection (3) or the noisy projection (4). This topic has been investigated for several decades using a variety of different methods. There are mainly two classes of methods for the image reconstruction from projections. One class consists of analytical algorithms which are based on exact inversion formulas in continuous space, for example the algorithm of [9] if the attenuation is ignored, [10] if the attenuation is uniform, and [2] if the attenuation is non-uniform, after the noise is filtered. The other class consists of iterative algorithms which model the relation between object function and the noisy data as a cost function or criterion in the discrete space and minimize the cost function for image reconstruction. The EM algorithm for the ML criterion is one of the most important iterative methods.
III. ML-EM IMAGE RECONSTRUCTION AND CHECKERBOARD ARTIFACTS
Let us first discuss the discrete version of (3) and (4) . Denote by a set of acquired projections at detector bin locations and the discrete image to be reconstructed in the object coordinates. Fig. 1 gives an illustrative view on the discrete image , a projection ray at view angle , and a lateral position on the detector surface. Let denote the fraction of each contributing to the projection . Note that can be calculated by using the pixel array and the detector bin location and may include the attenuation and other image degradation factors such as collimator response and scattering. The discrete version of (3) and (4) can be expressed as (5) where is the noise. In SPECT imaging, takes non-negative integer numbers representing the photon counts.
Obviously, one may directly solve the linear equation system (5) as the algebraic reconstruction technique does [11] , assuming that the noise can be either ignored or has been filtered. By the known Poisson nature of the noisy data, a statistical approach of modeling the noise property would be preferred. The well-known ML criterion is defined as: (6) The goal of the ML approach is to look for such that arrives at the maximum for a given set of acquisition and the system matrix . One of the most important iterative schemes for the ML image reconstruction is the EM algorithm [5] . The ML-EM algorithm suggests the following simple iterative scheme to reach the maximum point of (6) (7) where is the reconstruction from the th iteration. Many attractive features of the iterative scheme (7) can be found in [5] and [6] .
The ML-EM reconstruction algorithm (7) diverges for large number of iterations with severe checkerboard artifacts when noise is present in the projection data [4] . Without a noise-reduction strategy, the reconstructed image from (7) does not appear to be clinically useful. In order to mitigate the artifacts, Bayesian criterion was introduced in [12] . By regularization techniques such as an a priori constraint or a penalty function, the ML criterion (6) may be rewritten as the maximum a posteriori (MAP) criterion: (8) where stands for a priori information and is usually expressed as a potential function on the neighborhood system, i.e., index specifies the neighbors around and may reflect any known information about the radiotracer concentration distribution [12] . By the use of the EM algorithm, an iterative MAP-EM scheme to reach the maximum point of (8) can also be derived [12] . The penalty reduces the checkerboard artifacts and also introduces uncertainty because the a priori information is usually unknown in clinic. In the past decades, a great effort has been devoted to investigate the propagation of noise in the reconstructed images by the iterative ML-EM and MAP-EM methods [13] - [18] . One of the difficulties in these investigations is the high non-linearity of the ML-EM and MAP-EM algorithms, approximations have to be made to simplify the mathematical arguments. Recent theoretical investigation on the FBP-type inversion of the aRT reveals more insight into the noise propagation issue. In this paper, we use the FBP-type inversion to analyze the noise propagation in the ML-EM image reconstruction.
IV. FBP-TYPE ALGORITHM AND RANGE CONDITION
Since Novikov derived the FBP-type inversion formula for the aRT [2] , a great research effort has been devoted to investigate the noise properties of that FBP-type algorithm, e.g., [3] . Before introducing the Novikov's inversion formula, we give the definition of two well-known transforms. One is the Hilbert transform, which is defined as (9) where "pv" stands for the principal value integral. The other is the Radon transform as defined by (10) Hereafter, we denote , and . With the above notations, the Novikov inversion formula is expressed as (11) Notice that formula (11) is slightly different from its original format in [2] . Formula (11) can be regarded as an operator, denoted by , from functions of to functions of . It was proved in [19] that the FBP-type algorithms in [9] and [10] can be derived as the special cases of (11) .
The range condition for the aRT is to characterize the situation under which a data function indeed can be expressed as (3) for certain object function . More detailed description of the range condition can be found in [3] , [20] , and [21] , and its application to the exponential Radon transform is reported in [22] - [24] and to the Radon transform is reported in [25] - [27] . In this paper, we adapt the general expression of the range condition from [3] , which states that the attenuated Radon transform must satisfy the following integral equation:
Due to the presence of noise, the measured projection data may not satisfy (12) in general, i.e., there might not exist any object function such that is the aRT of . In the following, we apply the range condition to separate the noise into two parts: one part satisfies the condition (12) , and the other part does not. Let , B be the unit disk of , and be the characteristic function of B. From now on, we limit our discussion on the object function with support in B for simplicity. For any function of , it can be decomposed into the following expression: (13) where the first term must, from [2] , [3] , satisfy the range condition (12) since it is the aRT of . By the uniqueness of the aRT in [2] , we have . This implies the following equality: (14) Similarly, the noise can also be decomposed into (15) where
The component meets the condition (12) as the first term of (13) does. The component belongs to the null space of the operator and does not meet condition (12) . A more detailed description on the null space of the Radon transform operator was given in [20] . Hereafter, we call the range-space noise and the null-space noise. For the component , (14) becomes (18) Equation (18) implies that the null-space noise has no contribution to the reconstructed image of the FBP-type algorithm (11) . However, the null-space noise contributes to the ML-EM reconstructed image, although it could be reduced by the a priori penalty via the MAP criterion. In the following section, the null-space noise is numerically found to be the major cause of the checkerboard artifacts in the ML-EM reconstruction. Removing the null-space noise could prevent the ML-EM reconstruction from divergence as the iteration goes up for noisy projection data. Here we want to specifically mention that an alternative decomposition of the null-space noise was investigated using the singular value decomposition (SVD) on the system matrix in [17] .
V. NULL-SPACE NOISE PROPAGATION
In this section, we perform numerical simulations to estimate the null-space noise and analyze its propagation to the recon-structed image of the ML-EM algorithm. Assume that the emission distribution and attenuation map are defined inside the unit disk . Functions and are evenly sampled in on a grid of 128 128, and is evenly sampled in on a grid of 128 128. All the emission phantom, attenuation map, and reconstructed images were linearly scaled to [0, 255] for display. The attenuated noise-free projections were calculated by line integrals given the emission phantom and attenuation map. In simulating the noisy projections, the Poisson number generator in [28] was used to generate the Poisson counts assuming the noise-free projections as their corresponding mean. In measuring the difference between images and , the norm or mean-square error (MSE) was used, which has the following expression: MSE (19) where and are the image height and width, respectively. The norm of an image is defined as
The signal-to-noise ratio (SNR) of an estimated image against its mean image is defined as SNR MSE (21)
A. Phantoms and Implementation of the ML-EM Algorithm
In all numerical simulations, was chosen as the Shepp-Logan phantom, and was similar to the phantom used in [19] . Their pictures are shown in Fig. 2 . In order to identify any artifacts that the discontinuity of the emission object and the attenuation map might have, the attenuation map was designed to have different structures compared with the Shepp-Logan emission phantom so that the discontinuous edges in the Shepp-Logan phantom and the attenuation map are different. This is different from the phantoms used in [19] .
Implementation of the ML-EM algorithm (7) can be carried out through two separate steps of reprojection and backprojection. In our numerical simulations, both the projector and the backprojector were carried out in the detector coordinates ; here, will be defined later. Let and denote the sampling interval for distance variables and the angle variable , respectively. Assume that is evenly sampled for all variables. In the coordinate system , the discrete projector becomes (22) where and was derived using the interpolation from as shown in Fig. 3 . Recall that the coefficients in Section III were defined in the coordinate . These coefficients vary depending on the selection of the initial coordinate system. Let be the contribution coefficients when is the initial coordinate system. In the coordinate , we observe that (23) here is the Kronecker's symbol. Let be the estimate in the th iteration. Notice that and can be derived from each other through rotation [29] - [31] and can be calculated by (22) . Define , we derive the expression of (7) in the coordinate as: (24) Similarly we have under . When restricted on the single direction , (7) becomes
in (25) generates a strip-like image in . We averaged eight consecutive strip-like images after rotation, and multiplied it to for . Then we moved to the next eight consecutive directions until all the projections were visited. The whole procedure was repeated for the next EM iteration. Due to the use of rotation along each projection angle, the backprojector in (25) essentially does not need to involve the attenuation coefficients-related term , which is slightly different from other implementations in the literature. 
B. Estimate of the Null-Space Noise and Its Effect Upon the OS-EM Reconstruction
The Poisson counts for each detector bin were generated based on the corresponding mean projection, thus the total noise of all projections is known. Projections were sampled on a 128 128 grid in . Total counts were 650 K, and the SNR of the noisy projection data was 8.022, computed by (21) . The numerical implementation of the Novikov's inversion formula (11) was used without any extra filtering [32] . For the noise-free data, the OS-EM and FBP-type methods virtually provide the same reconstruction in our simulations. For the noisy data, their reconstructions look quite different as shown in Fig. 4 . The OS-EM algorithm was run up to ten iterations from a uniform initial and the result from the fourth iteration seems to give the highest SNR among the ten iterated results although the image from the third iteration looks smoother than the one from the fourth iteration. The results were smoother before and diverged after four iterations, concurring with the previous studies, e.g., [4] . The SNRs of the reconstructed images by the FBP-type and OS-EM algorithms were 3.60 and 2.59, respectively. Both the SNRs and Fig. 4 reveal that the OS-EM algorithm generates noisier results than the FBP-type algorithm. Certainly, the noise came from both components and . In this paper, we intend to study their different propagation effects in their reconstructed images. The extra noise in the OS-EM reconstruction was assumed due to the null-space noise, as discussed at the end of Section IV. This assumption was further validated by the study below.
Next, we estimate the null-space noise from the known total noise in discrete space. Theoretically, this could be done by solving equation system (12), but it may not be practical numerically. Using and (4), (15) and (16), we have the following equality: (26) Equation (26) implies that the null-space noise can be estimated and removed through reprojecting the reconstructed image by (3) and (11) . The estimate of takes the following steps: i) reconstructing the noisy data by (11) to obtain the image ; ii) reprojecting by (3) to derive ; and iii) computing the null-space noise . Let be the reconstructed image from the same noisy projection by the OS-EM algorithm [7] . It is noted that is the image of Fig. 4(a) and is the image of Fig. 4(b) . For rotation angle 90 , the estimated and using the procedure above are displayed in Fig. 5 . The original noisy projection is also displayed in Fig. 5 for comparison. Note that the estimated and may contain numerical errors. In the subsequent analysis, we assume that the numerical errors can be ignored compared with the actual null-space noise.
Recall that the SNR of against the mean projection is 8.022. When the regenerated projection was assumed as the mean projection, the estimated SNR of against is 8.021, which is very close to the actual SNR of 8.022. This observation may suggest that may be a good approximation of the unknown mean projection . Actually, the relation MSE supports this suggestion. Moreover, MSE implies that the null-space noise is the major component in the total noise . From these calculations and Fig. 5 , the nullspace noise is clearly seen as the dominant component. Similar numerical simulation results were observed in other noise levels and different emission phantoms and attenuation maps.
By (26) , the reprojected data does not contain the null-space component, and its SNR against the original projection becomes 21.01. This means that (26) can be used to filter the null-space noise and the removal of the null-space noise could significantly improve the SNR of the data. Now we may treat the less noisy projection as the data consistent to the image to be sought. Reconstructing the image can be performed by either analytical or iterative algorithms.
Equation (14) implies that the analytical FBP-type reconstructed image from and should be the same after ignoring numerical errors. In other words, removing the nullspace noise does not improve the FBP-type reconstruction at all, which can be seen from Fig. 6(a) . The SNRs of the FBP-type reconstructed images from was slightly increased to 3.71.
To the authors' knowledge, it is unclear whether an association, similar to (14) for the analytical FBP-type algorithm, exists between the range condition of the aRT and the iterative ML-EM algorithm. This is investigated numerically in this study. We reconstructed using the OS-EM algorithm and found that removing the null-space noise from the original noisy projection does improve the OS-EM reconstruction noticeably as shown in the Fig. 6(b) . We ran the OS-EM algorithm up to 20 iterations from a uniform initial and the results after four iterations were very stable, virtually without any change. In other words, removing the null-space noise stabilizes the OS-EM iterative reconstruction. The SNR of the OS-EM reconstructed image from was 4.04, which is a noticeable improvement compared with 2.59 of the OS-EM reconstruction from the original noisy projection data . The severe checkerboard artifacts in Fig. 4(b) are reduced noticeably, as seen in Fig. 6(b) . This would suggest that the null-space noise may be the major cause of the severe checkerboard artifacts in the OS-EM or ML-EM algorithm.
VI. DISCUSSION AND CONCLUSION
This study investigated the checkerboard artifacts of the ML-EM reconstruction algorithm by the use of the range condition of the attenuated Radon transform. The Novikov's inversion formula was used to separate the null-space noise component from the original projection noise. The null-space noise was observed to dominate the total data noise. It was further shown that the null-space noise does not contribute to the noise propagation in the FBP-type reconstruction, but plays a significant role in the noise propagation in the ML-EM iterative reconstruction. The null-space noise was observed as the major cause of the severe checkerboard artifacts. Removing the null-space noise stabilized the OS-EM iteration.
Characterizing and filtering the range-space noise would be a major task for FBP-type analytical reconstruction and remains an interesting research topic. Estimating and removing the nullspace noise could significantly improve the ML-EM reconstruction without a priori penalty. Use of the reprojection of the FBP-type result to estimate the null-space noise could be one choice, but is not very practical. The SVD method may be an alternative to estimate the null-space noise by using the system matrix coefficients as shown in [17] . This is worth for further investigation since the SVD method may help deal with other image degradation factors such as collimator response and scattering.
It was proved in [26] that forcing the projection data to be consistent with the Radon transform, by such that satisfies (12), does not help much for noise reduction in the FBP-type inversion methods.
This study confirms that removing the null-space noise by the range condition does not help the noise reduction when using the inverse aRT because the null-space noise annihilates during the reconstruction. Within the analytical reconstruction, it seems that the only way to reduce the reconstruction noise is to reduce the range-space noise.
Most, if not all, of the previous noise reduction approaches in the literature deal with the data noise as a whole for both analytical inversion and iterative update reconstructions. This study explored an alternative strategy to separate the noise into two components and consider their noise effects separately. Efficient means for estimating the null-space noise remains a research topic, although this study and others [17] have made progress. This is because removing the null-space noise would stabilize the OS-EM iteration so that compensation for the attenuation, scatter, collimator response and other degradation factors can be achieved under an effective control of the Poisson noise.
