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Abstract
Gaussian processes, GPs, can be used to approximate complex non-linear functions with relative simplicity. Their regression
performance is, at least, comparable to that achieved via artificial neural networks (ANN) and, in fact, both methods are intrinsically
related. They are both non-parametric and, as Neal [1] has shown, when the number of nodes in the hidden layer of a neural network
tends to infinity the ANN converge to a Gaussian process.
In most of the cases, the GP will map a multivariate input into a univariate response. In this paper, however, we present an
approach to process monitoring that combines several GPs so that multivariate responses can be appropriately modeled. We
review a similar approach recently proposed in the literature and highlight some concerns related to it that need to be taken into
consideration. Additionally, we propose an alternative procedure to the way in which new observations are mapped into the
non-linear model. A simulation study is provided that will help understand the method flexibility. Furthermore, results from a real
example are also discussed.
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1. Notation
The reader familiar with MSPC (Multivariate Statistical Pro-
cess Control) will notice that our use of notation throughout
the paper is slightly different to the common standard found in
the field. We denote the data set of N observations on D vari-
ables as Y and refer to the variables in the Q-dimensional latent
space as X. Although this is a matter of personal preference,
the change should bring about more clarity in keeping with the
standard terminology used in regression problems.
2. Introduction
There are two main approaches to process modeling. On the
one hand, models can be built based on the underlying physics
and chemistry laws that govern the behavior of the process; this
is referred to as mechanistic modeling and requires a thorough
and extensive knowledge about the system under study. Very
often, restrictions both in term of cost and time will simply pre-
vent their development. On the other hand, a viable alternative
is to use the data that is routinely collected from the process
to build a data-based model. Whereas these models are much
easier to develop, it is also true that the information that can be
extracted from them is rather more limited. In many instances,
the data-based methodology is used as a black-box where the
user expects to extract a reliable prediction of how the system
is behaving without having to worry about the inner workings
of the true generative process.
∗Corresponding author. Email address: j.q.shi@ncl.ac.uk.
It is undoubtedly very appealing to simply not build a model
and monitor the process variables individually. This is an ideal
situation as fault detection is almost instantaneous and fault di-
agnosis is direct in the sense that the variable moving outside its
confident limits is the variable developing a fault. But this situ-
ation is not practical: today’s manufacturing processes measure
and log hundreds of variables and therefore individual variable
monitoring is unrealistic to say the least; it besides ignores the
fact that the correct functioning of the process depends on the
joint behaviour of a set of variables and not on each variable
individually [2]. Attempts can be made to remove the inessen-
tial variables and choose a subset of the original variables that
contain, according to a specific criterion, as much information
as possible. This gives rise to the concept of principal variables
as introduced by McCabe [3]. Exploiting this idea, Srinivasan
and Qian [4] have shown how a multi-state process could be
monitored by just focusing on those variables whose behaviour
is essential for the smooth running of the process; the variables
most important from a monitoring perspective were termed as
key variables by the authors. While the key-variable approach
tackles the issue of dimensionality reduction via variable selec-
tion, it does not consider the problem of variable association
that could lead to potential departures from normal plant be-
haviour.
Using linear models to build combinations of the original
variables in order to reduce the problem dimensionality and,
at the same time, obtain a valid representation of the process
is also an attractive idea. One of the most commonly used ap-
proaches is built on principal component analysis (PCA). Nu-
merous variants have also been developed. For simplicity, in
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this paper we will refer to these linear methods simply as PCA.
The concept behind PCA is to project the original data, which
includes noise and redundant variables, into a latent space with
the objective of capturing the true dimensionality of the system
[5]. The method is not based on a probability model although
it has a probabilistic interpretation which stems from a linear
factor analysis model with isotropic Gaussian noise [6]. PCA
is very efficient at building a fingerprint of normal plant be-
haviour which can, by comparison, be used at a later stage for
fault detection and diagnosis. Most chemical engineering sys-
tems, however, are non-linear and therefore models account-
ing for that non-linearity would be the most appropriate. Of
course, there are many examples of successful applications of
PCA to non-linear systems and arguments in favour of doing
that; see, for instance, Kourti [7]. Nevertheless, in most cases,
when doing so, the model will simply be used as a black-box or
dimensionality-reduction artifact where the number of principal
components retained has no resemblance with the real underly-
ing dimensionality of the problem. A very clear example of
this is given by Simoglou et al. [8], who managed to identify a
problem in an industrial system by looking at principal compo-
nents that were explaining very little of the total variance in the
system covariance matrix.
If we are to capture process non-linearities efficiently more
complex models are needed. A way of doing so, while still
using PCA, is through what Gnanadesikan [9] defines as gen-
eralized PCA. The idea is to extend the Q-dimensional vector
x into a new input vector x′ which, while still containing the
original variables in x, is enlarged by using non-linear func-
tions of those variables. Subsequently, linear PCA is performed
in the augmented input space. The key to this approach is to
decide on the appropriate dimensionality of x′ as well as the
non-linear relationships between the original variables needed
to describe the system. This drawback can be removed by using
a function Φ : x ∈ RQ 7→ x′ ∈ RF which automatically carries
out the non-linear mapping of the input space into an arbitrarily
high-dimensional space (known as feature space in the machine
learning community), where F  Q. It turns out that this map-
ping can be performed implicitly by using kernel covariance
functions and therefore Φ does not need to be specified [10];
this approach is known as kernel PCA and has been shown to
have a good performance in the monitoring of non-linear sys-
tems [11]. Nevertheless, there is a cost incurred in achieving
such performance and that comes in terms of the lack in model
interpretability.
In this paper, we use a non-linear approach to extract the
underlying characteristics of the process. The backbone of
the procedure is the Gaussian process latent variable, GPLV,
model first suggested by Lawrence [12] within the machine
learning community. The idea is to assume that there are a set of
latent variables x which include most of information of the ob-
served variables y; the dimension of the former is usually much
smaller than the dimension of the latter. We then consider a
set of GPs to map the input space variables, x ∈ RQ, into the
observational space, y ∈ RD. Note that a-priori the input posi-
tions x are unknown and therefore need to be determined. In a
second step, when new observations become available, we first
project them onto the latent space and subsequently onto the
original observational space. This approach shares similarities
to the non-linear principal component analysis based on princi-
pal curves, NLPCA, developed by Dong and McAvoy [13]. Let
Y ∈ RN×D be our original observations and X ∈ RN×Q the cor-
responding latent variable representation. Dong and McAvoy’s
approach relies on an additive model, i.e.
Y =
Q∑
i=1
fi(xi) + E
where E is a matrix of model errors and fi a non-linear func-
tion of the input variables. This model assumes that the orig-
inal observations are generated as a linear combination of
Q−univariate non-linear functions; the latent variables must
therefore be determined one at a time. The GPLV model, on
the other hand, is not restricted to additive models and can ac-
count for multiplicative effects as all the latent variables are
determined simultaneously. The GPLV model is also closely
related to the concept of Input-Training neural network, IT-net,
proposed by Tan and Mavrovouniotis [14]. The idea is that the
net input variables are not fixed but adjusted along with inter-
nal network parameters so that it can reproduce the net output
more efficiently. Jia et al. [15] have shown how a process fault
can successfully be detected using the IT-net to map the latent
variables into the observations that have been compressed via
PCA. A significant advantage of using the GPLV model over
the IT-net is that it requires a substantially lower number of pa-
rameters; it is also a full probabilistic model where prediction
uncertainty and hypothesis testing can be carried out if neces-
sary.
Ge and Song [16] have recently illustrated how the GPLV
model can be used in process monitoring. However, their ap-
proach to dealing with new observations can be problematic if
it is not performed carefully. We aim to explain in this paper
where our concerns lie when it comes to projecting new obser-
vations onto the GPLV model and offer an alternative that deals
with the problem. Prior to defining the GPLVM in Section 4 we
first offer a quick introduction to GPs in Section 3. We then de-
scribe Ge and Song’s approach to projecting new observations
onto the model as well as our alternative in Sections 5 and 6.
Finally, both a simulation example and a real application are
given in Section 7.
3. Gaussian processes
A short summary about GPs is provided in this section. The
interested reader should refer to Rasmussen and Williams [17]
and Shi and Choi [18], where the topic is discussed in detail.
3.1. GP priors
Let us consider the data set
D = {(xi, yi)|Ni=1, xi ∈ RQ, yi ∈ R}, i.e. it comprises N pairs of
observations each consisting of a Q-dimensional input vector
xi and a scalar output yi. Let also X = (x1, x2, . . . , xN)ᵀ
be the N × Q design matrix with all the input vectors and
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y = (y1, y2, . . . , yN)ᵀ the corresponding output vector. The GP
regression model is defined as follows
yi = f (xi) + εi
εi ∼ N(0, σ2) i.i.d. and
f (·) ∼ GP(0, k(·, ·)), (1)
where GP(0, k(·, ·)) denotes a Gaussian process with zero mean
and covariance function or kernel k(·, ·). In other words, we
are assuming that yi is related to xi non-linearly through an un-
known function f , which, in turn, is approximated by a GP.
And by saying that the function f follows a GP it is meant
that, over the finite range of input observations (x1, x2, . . . , xN),
the vector f = ( f (x1), f (x2), . . . , f (xN))ᵀ follows a multivariate
normal prior distribution. This distribution is commonly speci-
fied as having mean zero and an N × N covariance matrix gen-
erated via k(·, ·), where the covariance between f (xi) and f (x j)
is given by k(xi, x j).
The kernel allows to write the covariance between the noise-
free output, f (xi), as a function of the input vectors, xi. It is
a key part of the GP as it will govern the properties of the re-
gressed function and it must always generate a positive semi-
definite covariance matrix. In this paper we use the squared
exponential kernel defined as
ki j = k(xi, x j) = cov
(
f (xi), f (x j)
)
= ν0 exp
−12
Q∑
q=1
γ(xiq − x jq)2
 (2)
where (ν0, γ) are unknown parameters; they are commonly re-
ferred to as hyper-parameters to emphasize that the parameters
arise from a prior distribution in Bayesian analysis. Let us now
define K as the covariance or kernel matrix evaluated at all pairs
of the N training observations, i.e. K = (ki j).
3.2. GP posterior
It can be shown that the marginal distribution of the output
vector y follows a multivariate normal distribution
y ∼ NN(0,Ky) with Ky = K + σ2I, (3)
that is, Ky is the N ×N covariance matrix whose (i, j)th element
is defined as
(Ky)i j = cov(yi, y j) = k(xi, x j) + σ2δi j (4)
with δi j being the Kronecker delta. Notice the subtle but im-
portant difference between K, the noise-free covariance matrix,
and Ky which incorporates the functional noise.
Finally, let us define θ = (ν0, γ, σ2) as the vector of all un-
known parameters in the GP regression model. Note that θ
contains both, the covariance function parameters,(ν0, γ), and
the functional noise, σ2.
3.3. GP prediction
GPs provide a straightforward framework to predict the out-
put f (x∗) for a new input vector x∗. The joint distribution of the
new enlarged vector of outputs (y1, y2, . . . , yN , f (x∗))ᵀ will still
be multivariate normal; the prediction, i.e. yˆ∗, of f (x∗)|D is a
normal distribution whose mean and variance are given as
E( f (x∗)|D) = k∗ᵀK−1y y, (5)
var ( f (x∗)|D) = k(x∗, x∗) − k∗ᵀK−1y k∗
where k∗ = (k(x∗, x1), . . . , k(x∗, xN))ᵀ is the vector of covari-
ances between the new input point, x∗, and the training data
xi, i = 1, . . . , N.
With the distribution of the training data known as given by
Eq. (3), the log-likelihood function can be easily written as
`(θ|D) = −N
2
log(2pi) − 1
2
log|Ky| −
1
2
yᵀ
(
Ky
)−1
y.
Training of a Gaussian process involves determining the values
of the unknown parameter vector θ given the observed data, D.
That can be carried out by maximizing the above log-likelihood
function in a procedure known as Empirical Bayes estimation.
Alternatively, a full Bayesian approach is also possible whereby
prior distributions are allocated to each of the unknown hyper-
parameters which, subsequently, are combined with the likeli-
hood function. Full implementation details are provided by Shi
and Choi [18, Chapter 3].
4. Gaussian process latent variable models
Up to this point we have assumed that xi, i = 1, . . . , N were
known and the aim of the training process was to determine θ.
It could be the case, however, that the input vectors xi are un-
known (i.e. latent); then, the purpose of the inference procedure
would not only be to determine the best value of θ but also the
best value of the latent input positions, X.
Consider a new dataset D comprising N D-dimensional ob-
servations, i.e. D = {yi|Ni=1, yi ∈ R
D}. Instead of a collection of
N-observations, the dataset can also be thought of a collection
of D-variables, i.e. D = {y(d)|Dd=1, y(d) = (y1d, . . . , yNd) ∈ RN}.
A Gaussian process latent variable model [12] is defined as
y(d)|X, θ ∼ GP(0, k(xi, x j; θd)) (6)
for d = 1, . . . , D. Here, θd are the parameters involved in the dth
GP for y(d); in this paper we are assuming that they are all the
same, i.e. θ = θ1 = . . . = θd. Therefore, the model is simply a
mapping, using the sameGP, between X, the N×Q latent space,
and each output dimension y(d). It is relatively straightforward
to extend the model to the case in which the GP regression
parameters, θd, are not the same.
In the context of MSPC, we observe D and aim to build a
map to the unobserved X in the Q-dimensional latent space
(Q  D); this latent space is subsequently used for fault de-
tection and diagnosis.
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4.1. GPLVM inference
Training of the GPLV model is the procedure whereby both
the latent variables, X, and the GP regression parameters, θ,
are determined. In order to do that, firstly, the joint marginal
distribution for Y, the N × D matrix of observations, can be
written as
p(Y|X, θ) ∼
D∏
d=1
ϕ(y(d); 0,Ky)
where p(·) denotes the probability density function and
ϕ(·; 0,Ky) is the Gaussian density with its corresponding mean
and covariance matrix. The associated log-likelihood can then
be expressed as
`(X, θ; Y) = −D
2
log|Ky| −
1
2
tr(K−1y YYᵀ) (7)
where the constant terms have been omitted. Maximization
of the previous function is, however, not possible without
additional identifiability constraints. By giving a Gaussian
prior distribution to each latent variable, xi ∼ N(0, IQ), then
X ∼
∏N
i=1 N(0, IQ). Hence
p(X) ∝ exp
{
−
1
2
tr(XXᵀ)
}
and the posterior distribution is given by:
p(X, θ|Y) ∝ p(Y|X, θ)p(X)p(θ). (8)
We can then calculate the maximum a posteriori (MAP) solu-
tion with respect to the latent factor scores, X, and the unknown
parameters, θ, by maximizing the following log-likelihood
`(X, θ; Y)MAP = `(X, θ; Y) − 12 tr(XX
ᵀ) (9)
where constant terms have been omitted and a non-informative
prior for θ has been used.
A solution of the GPLV model can be found by jointly
maximizing Eq. (9) with respect to X and θ. This is com-
monly referred to as Empirical Bayes estimate. The model
log-likelihood is both non-linear and non-convex. Due to the
high-dimensionality of the problem, a global solution cannot
be guaranteed and multiple local maxima may occur. Further
details about the solution procedure of the model are given in
Appendix A.
4.2. GPLV model prediction
The GPLV model prediction for a new but known input
vector x∗ is an extension of Eq. (5) to every output vari-
able y(d). Let us define fM(x∗) = ( f1(x∗), f2(x∗), . . . , fD(x∗))ᵀ.
The joint distribution of the new enlarged matrix of outputs
(y1, y2, . . . , yN , fM(x∗))ᵀ will still be multivariate normal; the
prediction, ŷ∗, of fM(x∗)|D is also a multivariate normal distri-
bution whose mean and common variance are given as
E( fM(x∗)|D) = YᵀK−1y k∗, (10)
var ( fM(x∗)|D) =
(
k(x∗, x∗) − k∗ᵀK−1y k∗
)
ID
where, as before, k∗ = (k(x∗, x1), . . . , k(x∗, xN))ᵀ is the vector
of covariances between the new input point, x∗, and the training
data xi, i = 1, . . . , N; ID is the D-dimensional identity matrix.
5. Projecting new observations onto the latent space
Given a training (nominal) set of D-dimensional observations
Y = (y1, . . . , yN)ᵀ, their representation in the latent space can
be found by maximizing Eq. (9). In other words, both the latent
variables X = (x1, . . . , xN)ᵀ and θ, the GP regression param-
eters, can be considered known once the optimization is com-
pleted. The model prediction, Ŷ, can then be easily found by
applying Eq. (10).
Let us now say that a new observation y j = (y j1, . . . , y jD)ᵀ
becomes available (for notational convenience, we use y j in-
stead of y∗). The problem of projecting that observation onto
the latent space is concerned with finding x j, its associated la-
tent variable representation. We provide two possible ways of
doing so.
5.1. MAP projection
Eq. (5) is a standard result from GPs. For clarity, it can also
be expressed as
y j|x j,X, θ ∼ ND (̂y j, s2jID) (11)
where
ŷ j = Y
ᵀK−1y k j, (12)
s2j = k(x j, x j) − kᵀj K−1y k j + σ2
and k j = (k(x j, x1), . . . , k(x j, xN))ᵀ. Note that, as we observe
y j and not f (x j), the uncertainty is higher and reflected via σ2.
In Eq. (11), X and θ are treated as given and evaluated at
their MAPs as discussed in previous sections. Thus, the log-
likelihood in terms of x j can be written as
`(x j; y j,X, θ) = −
D
2
log(2pi) − D
2
log(s2j)
−
1
2(s2j )
(y j − ŷ j)ᵀ(y j − ŷ j). (13)
Additionally, by giving a Gaussian prior distribution to the
latent variable x j, i.e. x j ∼ N(0, IQ), then
p(x j) ∝ exp
(
−
1
2
x
ᵀ
j x j
)
.
The MAP can therefore be found by maximizing the follow-
ing log-likelihood function
`MAP(x j; y j,X, θ) = `(x j; y j,X, θ) −
1
2
x
ᵀ
j x j (14)
where constant terms have been omitted.
The same scaled conjugate gradient optimizer, used to fit the
GPLV model in the first instance, can be employed to determine
x j; now the objective function to maximize is given by Eq. (14)
and the gradients thereof with respect to x j are shown in Ap-
pendix C. This is the method used by Lawrence [12] and Ge and
Song [16]; we should, however, be cautious when using it as
the objective function given by Eq. (14) is non-convex. A pro-
cedure must be put in place to make sure that the global maxi-
mum is chosen when projecting every new observation. While
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this is relatively simple when the underlying dimensionality of
the latent space is low, the problem is far from trivial when this
is not the case. Likewise, this approach becomes more uncer-
tain when applied to fault detection since new observations may
come from a (faulty) system which might be different from the
system we used to train the model. This problem will be further
explained in Section 7 via a simulation example; refer also to
Figure 4.
5.2. Neural Network (NN) projection
The procedure we prefer to follow in order to use the GPLV
model for process monitoring is to build two neural network
models; a similar idea has been used by Dong and McAvoy
[13] who based their method on the principal curves algorithm
proposed by Hastie and Stuetzle [19]. By doing this we avoid
dealing with the non-convexity problem altogether.
The first ANN, Net 1 as shown schematically in Figure 1,
is used to map the standardized D-dimensional input observa-
tions onto the underlying Q-dimensional latent variables as de-
termined by the GPLV model. The second ANN, referred to
as Net 2 in Figure 1, maps the Q-dimensional latent variables
onto the D-dimensional GPLV model prediction, ŷ, as given by
Eq. (10). Hence, model learning in both neural networks is
based on the observed data, D, and the related latent variables,
X, estimated as described in Section 4.
y1
yD
y2
bias
Input 
layer
Output
layer
Hidden 
layer
Net 1 Net 2
1
yˆ
Dyˆ
2
yˆ
x
Latent Space
Figure 1: Architecture of the neural networks needed for process monitoring;
only 1 latent variable.
One hidden layer in both networks is sufficient to approxi-
mate the mapping functions. Once the GPLV model has been
fitted and both networks trained, the only remaining unknown
in the training process is M, the number of nodes in the hidden
layers. This parameter is adjusted in order to achieve the best
predictive performance; it controls the total number of network
parameters (model complexity) so we can expect an optimum
value to exist giving the best generalization performance.
Bishop [20, Section 5.5] cites different procedures that could
be used to for this purpose. The method we have followed to
control network complexity is early-stopping. The available
data is divided into three subsets. The first subset is the train-
ing set, used to compute gradients and the network parameters.
The second subset is the validation set whose error is moni-
tored during the training process. The training set error is a
non-increasing function of the iteration index. On the other
hand, the validation set error normally decreases during the ini-
tial phase of training; however, as the network begins to overfit
the training data, the error of the validation data set will typi-
cally begin to rise. When this latter error increases during six
consecutive iterations, training is stopped and the network pa-
rameters at the minimum of the validation error are adopted.
The third subset is the test set, which it is only used to assess
the generalization performance of the network.
Prediction is straightforward once both networks have been
fully trained. For a new observation y j, Net 1 will output the
corresponding latent variable x j; this will then be used as the
input for Net 2 which will, in turn, output the model prediction
ŷ j.
In fact, the projection between the original, the latent spaces
and vice versa need not be restricted to neural networks. Other
non-parametric approaches would also be suitable to build the
links; in this case, Gaussian processes do provide an excellent
alternative as it can be seen in Fig. 6.
6. Online monitoring strategy
In terms of process faults, there are two kind of abnormalities
that can develop in a chemical system, Zhang et al. [21]. Firstly,
the relationship between the process variables could change.
What it is expected in this situation is that the difference be-
tween the original observations y(d) and the model prediction
yˆ(d) would be large. These faults can be detected by moni-
toring the Squared Prediction Error, SPE. And secondly, the
basic relationship between the process variables could remain
unchanged but the process variables could present a variability
higher than those in the nominal data. This abnormality would
be observable if we were to monitor the latent variables directly.
These faults can also be detected by using Hotelling’s T 2 Statis-
tic.
Linear methods such as PCA may not be suitable when the
relationships between the process variables are non-linear. In
those cases, non-linear methods should be used (for example
kernel PCA or the GPLV-based model alternatives). The idea
behind kernel PCA is similar to that of a generalized linear
model which uses a nonparametric link function: an appropri-
ate kernel function needs to be chosen so that the process can
be properly modelled. By contrast, the GPLV model aims at
describing the non-linear relationships directly; as a monitor-
ing method should therefore be more flexible and suitable in
modelling any type of non-linear stochastic system. Our ex-
amples focus on the type of fault which alters the (non-linear)
relationships between the process variables.
6.1. Squared Prediction Error
The SPE is simply a measure of the lack of fit in the obser-
vational space. It is given by
S PEi = eᵀi ei = (yi − ŷi)ᵀ(yi − ŷi) (15)
where ŷi is given by the output from the second neural network,
Net 2.
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Confidence limits for the SPE can be obtained by fitting a
weighted χ2-distribution to the squared errors generated from
normal operating condition data as explained by Nomikos and
MacGregor [22].
6.2. Monitoring scheme
The monitoring strategy can be summarized as follows
I. Nominal model
1. Select the nominal data Y = (y1, . . . , yN)ᵀ from ob-
servations where the process is known to be behaving
as intended.
2. Select the number of latent variables Q. This value
could be set using the user’s theoretical knowledge
of the system under study if available. Alternatively,
it could be based on a desired percentage of the vari-
ance explained (see e.g. Table 3).
3. Build the GPLV model. The outputs from this model
will be the latent variables, X, as well as the GP re-
gression model parameters, θ.
4. Use the fitted model to find the confidence limits for
the SPE or any other statistics used.
II. New Observations
1. Method 1: MAP projection. Caution must be exer-
cised before using this procedure following the dis-
cussion given at the end of Section 5.1
2. Method 2: ANN projection. This requires the con-
struction of two auxiliary ANNs models. The map-
pings are as follows
Net-1: Y ∈ RD 7→ X ∈ RQ
Net-2: X ∈ RQ 7→ Ŷ ∈ RD
3. For every new observation j, calculate S PE j or any
other statistic that is being used to monitor the pro-
cess.
7. Case studies
7.1. Simulation example
This first example refers to the system presented by Choi
et al. [11]. There are three variables, D = 3, but only one un-
derlying latent variable, Q = 1. The data is simulated by
y1 = x + ε1,
y2 = x2 − 3x + ε2,
y3 = −x3 + 3x2 + ε3. (16)
where x is generated from a uniform distributionU(0.01, 1); the
independent noise εd is generated from a Gaussian distribution
N(0, 0.012) for d = 1, 2, 3.
The nominal data set is made of 100 observations generated
with Eq. (16). As an independent data set to test type I errors
(false alarms) 100 additional observations (samples 101-200) of
normal operating data are also generated from the same equa-
tions. A final data set of 100 faulty data observations (samples
201-300) is also simulated where y1 and y2 are obtained as be-
fore but with y3 now given by
y3 = −1.1x3 + 3.2x2 + ε3. (17)
The set of faulty data will be used to determine type II errors
(missing alarms). For analysis purposes, we consider that an
alarm is triggered when the SPE statistic has a value higher
than the 99% control limit. Fig. 2, panels (a)-(c), shows the
data sets for both, the normal and fault conditions as 2-D plots
for every combination of the dependent variables and from one
realization of this system. Notice the similarity between them;
likewise, the fault in the y3 direction is not easily identifiable
by visual inspection. Within the range for the independent vari-
able, the data has also low noise and mild non-linearities which
explains why one principal component accounts for more than
98% of the total variance, Fig. 2, panel (d). All the data has
been scaled to zero mean and unit variance.
Firstly, we show how to train the GPLV model for one sim-
ulation and highlight the problem that arises when projecting
new observations using the MAP projection method. Then a
graphical comparison based on this unique simulation is made
among the non-linear GPLV model, with both MAP and NN
projections, and linear PCA. Secondly, a more complete anal-
ysis of robustness (false alarm rate) and sensitivity (missing
alarm rate) is carried out by looking at type I and type II er-
rors respectively based on 200 simulations; a comparison with
kernel PCA is also performed.
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Figure 3: Normalized nominal data and the GPLV model prediction.
Model training
The objective is to model the nominal data in the previous
system by using the non-linear GPLV model defined in Sec-
tion 4. Latent positions were initialized using linear PCA while
the GP regression parameters were given random positive val-
ues. The prediction for the training data, as given by Eq. (10),
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Figure 2: Data sets for normal condition (o) and fault condition (+): (a) y1 vs. y2, (b) y1 vs. y2 and (c) y2 vs. y3. Panel (d) represents the cumulative variance
accounted for the linear principal components.
is shown in Fig 3. As it can be seen the GPs do provide an
excellent and smooth approximation to the data.
One of the advantages of using this simulation is that the gen-
erating latent variable, x, is fully known. It can therefore be
compared with its estimate, x̂, obtained by fitting the GPLV
model. The correlation coefficient is cor(x, x̂) = 0.999, thus
also showing the suitability of the proposed model for this non-
linear system. Due to the low levels of noise in the system, this
latent variable represents 99.9% of the total variance (as op-
posed to the 98.3% variance accounted for one principal com-
ponent).
New observations: MAP and NN projections
We have generated 100 samples of independent data and 100
samples with a known fault in y3. Before projecting every ob-
servation onto the latent space, let us focus on any single one
of the independent samples, which we denote as y j. The aim of
the MAP projection is to determine the latent variable x j asso-
ciated with the available observation. As previously explained,
this can be done by maximizing Eq. (14) with respect to x j.
In this case, as the latent space is mono-dimensional, the log-
likelihood can also be visualized for different values of x j as
shown in Fig. 4, left panel. What the plot highlights is that the
objective function is not convex and, for this particular case,
three maxima occur. Although not shown, the shape of this
log-likelihood function is very sensitive to the value of y j to the
point that for some faulty observations it occurs that the global
maximum switches between the middle and the left/right side
maxima.
Fig. 4, right panel, shows the result obtained for x j by carry-
ing out a blind optimization where the initial values of the latent
variable x j were set randomly by using a standard normal dis-
tribution. As it can be seen, the blind optimization leads to pro-
jections clustered in three groups which depend on the starting
point chosen to initiate the algorithm; that, in turn, leads to an
unacceptable number of type I errors (and to a spurious increase
in type II errors); refer to the MAP-1 model in Fig. 5 for further
details. For an one-dimensional problem there is no complica-
tion in finding the global maximum; we simply choose several
random starting points and select the one with the highest value
of the target function. However, it is important to notice that for
multivariate optimization problems, where very little informa-
tion is available about the shape of the log-likelihood function,
we will not be able to guarantee the fact that the global maxi-
mum is chosen systematically at all times.
For comparison purposes, Fig. 5 shows the SPE for a linear
PCA model (1 latent variable), GPLV models with MAP projec-
tions where either the optimization has been carried out blindly
(MAP-1) or the global maximum has been chosen (MAP-2) and
a GPLV model with a NN projection. In the case of PCA, there
are no false alarms in the independent data and the number of
missing alarms for faulty data is 97. Visually, all the three re-
gions (nominal, independent and faulty) are very similar clearly
indicating that a linear PCA model would not be appropriate for
a system of these characteristics. Note how a blind optimization
leads to a MAP projection where the number of type I faults
is inadmissibly high (74) for the method to be used. For the
MAP-2 model, the number of false alarms is 1 and the number
of missing alarms is 80; finally, for the NN projection the num-
ber of type I errors is 1 and the number of type II errors is 72.
The fact that the percentage of missing alarms is relatively high
in the last two cases is related to the fault being somewhat sub-
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Figure 4: Left panel: log-likelihood (projection of an independent observation). Global maximum located at x j = 0.0347; red vertical lines indicate the location of
the maxima. Right panel: blind optimization (where no attempt to find the global maximum has been made) results of the independent samples.
tle as shown in Fig. 2. However, a visual inspection of the SPE
plots clearly reveals that the ‘faulty’ region is different from the
rest which should help identify the problem in the plant; the
SPE with a NN projection is clearly the winner.
Note also the that fault does not show in the corresponding
T 2 plots (not shown). That is related to the type of fault be-
ing analyzed; the fault represented in Eq. (17) has changed the
relationship between the process variables and therefore it is
expected that deviations from the model be mostly detected by
the SPE statistic [21].
Full simulation
In order to carry out a full robustness and sensitivity study,
200 runs were performed. GPLV models with MAP and NN
projections are considered. Additionally, their performance is
compared with that of kernel PCA. Full results are given in Ta-
ble 1 and Fig. 6. The results are quite similar to those given
in the previous section. PCA hardly raises any alarm for faulty
data. By contrast, kernel PCA gives the smallest type II error
for faulty data; however, it also produces the highest type I er-
ror, 16.3%, for the independent data which is not acceptable in
practice. This is evidence that kernel PCA is failing to prop-
erly model the non-linear relationships between the observed
variables. The GPLV method with MAP and NN projections
performs very well in terms of both types of error.
Results presented in Table 1 and Fig. 6 for the GPLV model
with the MAP projection are based on the ones where the global
maximum has been chosen systematically; these are achieved
by using different starting values and by checking the values
of the objective function. When a global maximum cannot be
found (this would be the usual case when two or more latent
variables are used), the MAP method will lead to an unrea-
sonably high number of type I faults and then a NN projection
should be the preferred method.
Table 1: Type I and type II error rates
Method Type I error (%) Type II error (%)
IQR Median Mean IQR Median Mean
LPCA 3.0 3.0 3.3 5.0 94.0 93.4
MAP proj. 4.0 3.0 3.4 13.0 64.0 65.4
GP proj. 4.0 3.0 3.3 13.0 64.0 65.8
NN proj. 4.0 4.0 4.2 7.0 81.0 79.3
KPCA 8.0 16.0 16.3 12.0 57.0 57.2
As discussed in Section 5.2, other non-linear methods could
be used to map the real observations with the latent variables.
Results in Table 1 and Fig. 6 also include those in which the
mapping has been carried out with GP regression models; its
performance is rather similar to that of the GPLV model with
MAP and NN projections.
7.2. CSTR process
In this example, a non-isothermal continuous stirred tank re-
actor (CSTR) is simulated. This example has been widely used
in the literature to test other non-parametric methods; see for
instance Choi et al. [23] and Alcala and Qin [24].
Process description
The process flow is depicted in Figure 7. The reaction,
A → B, is irreversible, exothermic and takes place in liquid
phase. A feed stream of reactant A with flow rate Fa is pre-
mixed with a solvent stream flowing at a rate Fs; the concentra-
tion of reactant A in both streams is Caa and Cas respectively.
This premixed stream, with reactant concentration Ci and flow
rate F, is then fed into the jacketed reactor where the reaction
takes place.
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Figure 7: Process flow diagram of the non-isothermal CSTR system; Ci and C
refer to the concentration of reactant A.
The system has only a PI control loop whose aim is to main-
tain the outlet temperature T at a set value. This is done by con-
trolling the flow of cooling water, Fc, which enters the reactor
jacket at a temperature Tci and leaves at a temperature Tc. The
model assumes perfect mixing, constant physical properties and
negligible shaft work. The dynamic behaviour of this process is
governed by two ordinary differential equations(ODE). Firstly,
the mass balance for reactant A
V
dC
dt = F(C −Ci) − Vr (18)
where V is the volume of reacting liquid; r is an Arrhenius-
type reaction rate given as r = k0e−E/RT C with k0 being the pre-
exponential factor and R the gas constant. The second ODE is
the global energy balance written as follows:
Vρcp
dT
dt = ρcpF(Ti − T ) −
aFb+1c
Fc + Fbc/2ρccpc
(T − Tci)
+ (−∆Hr)Vr (19)
where ρ and ρc are the densities of the reacting mixture and the
cooling water, respectively, whereas cp and cpc as their specific
heat capacities; ∆Hr is the heat of the reaction. A summary
of the process variables and simulation parameters is given in
Table 2.
All process disturbances are simulated as first order autore-
gressive processes; variables a1 and a2 in Table 2 are used to
simulate degradation in the reaction rate due to impurities and
fouling of the water-cooled heat exchanger respectively. Like-
wise, process noise is added to all measured variables. Further
details about initial conditions, controller information and dis-
turbances simulation are given by Yoon and MacGregor [25].
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Table 2: CSTR process variables and parameters summary
Variable type
Controlled variable: T
Manipulated variable: Fc
Disturbances: Caa,Cas, Fs,Ti,Tci, a1, a2
Measured variables: Tci,Ti,Caa,Cas, Fs, Fc,C,T
Parameters
V = 1m3; ρ = 106g/m3; ρc = 106g/m3;
cp = 1cal/(a · K); cpc = 1cal/(a · K);
k0 = 1010min−1; b = 0.5;
a = 1.678 · 106cal/min;∆Hr = −1.3 · 107cal/kmol
Complex fault generation
Yoon and MacGregor [25] categorize abnormal operating
conditions as either simple or complex faults; in the former case,
a fault occurring in one variable does not propagate into other
variables whereas in the latter situation, the effect of the fault is
seen by other process variables. To clarify this, let us generate
100 observations and introduce a complex fault at t = 50 min-
utes; the fault is simply a bias of 1◦C in the outlet temperature
sensor. A time series plot of both T and Fc is given in Figure 8.
Note that as the outlet temperature is the controlled variable, the
feedback controller will act to remove this bias at the expense
of increasing the cooling water flow rate.
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Figure 8: Bias fault of 1◦C in the outlet temperature sensor occurring at t = 50
min.; controller set point at 368◦C.
Complex fault detection
The training data is obtained by simulating the CSTR process
for 200 minutes. A further 100 observations are generated con-
taining the 1◦C permanent bias in the outlet temperature sensor.
The data has been mean centered and scaled to unit variance.
Table 3: Results for PCA and GPLV models
Latent variables Explained variance (%)
PCA GPLV model
1 35.6 84.8
2 55.3 96.0
3 71.4 -
Two GPLV models, each one with the 200 observations from
the training data, with one (Q = 1) and two latent variables
(Q = 2) respectively, have also been built. To monitor the pro-
cess, we have then used two neural network models. The first
network builds the map from Y 7→ X̂ while the second network
takes back the observations from the latent space into their orig-
inal dimensionality, i.e. X̂ 7→ Ŷ.
Let us first consider the case with only one underlying di-
mension. As shown in Table 3, this latent variable is able to
account for around 85% of the original variance. Fig. 9, panel
(c), shows the SPE for the GPLV model with a NN projection
when Q = 1. As it can be seen, shortly after sample 200, the
SPE starts moving pretty abruptly outside the confidence lim-
its as a result of the bias fault being introduced. To give some
perspective into the problem of using the MAP projection, the
log-likelihood given by Eq. (14) for one of the faulty observa-
tions has been plotted in Fig. 9, panel (b). If we were to use the
MAP method, we would be dealing with the maximization of
a similar-shaped function for every new sample that we wanted
to project into the latent space.
The second GPLV model, with Q = 2, is able to explain
about 96% of the variation in the original data; it, therefore,
seems that Q = 2 should be very close to the true dimension-
ality of this non-linear system. As before, the SPE has been
calculated and plotted in Fig. 9, panel (d). It is very obvious,
even by a visual comparison, that this latter model is far more
sensitive than the model with only one latent variable. Not only
the magnitude of the SPE for the training data reduces as a re-
sult of having an improved model but also the range in the faulty
data SPE increases quite dramatically.
As comparison, a linear PCA model with three principal
components was selected by using 10-fold cross-validation.
The percentage of variance explained as a function of the num-
ber of principal components kept in the model is given in Ta-
ble 3. A linear model built this way would be able to detect
the bias fault as seen in the SPE plot of Fig. 9, panel (a), which
is similar to the GPLVM with one latent variable. This shows
clearly that a nonlinear model should be used in this example.
8. Conclusions
The GP latent variable methodology has been used in multi-
variate statistical process control by Ge and Song [16]. When
it is used on fault detection, however, their approach is prone to
the potentially serious pitfall of having to determine the global
maximum of a likelihood function which is not convex (e.g.
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Figure 9: Panels (a): SPE for a linear PCA model with 3 PCs; (b) log-likelihood for a faulty observation (1 LV); (c) SPE for a GPLV-NN model with 1 LV; (d) SPE
for a GPLV-NN model with 2 LVs. Horizontal dashed lines correspond to the 95% and 99% confidence limits.
Figures 4 and 9, panel (b)). As the dimensionality of the la-
tent space becomes larger, that problem becomes less and less
trivial.
This paper offers alternative approaches. It provides a de-
tailed description of how to determine the latent space parame-
ters by using the Empirical Bayes estimation method. To deal
with the non-convexity problem of the likelihood function when
projecting new observations into the latent space, the key step
in fault detection, we propose the use of two neural network
models; this is in line with previous approaches that have been
successfully applied. Other projection methods such as a Gaus-
sian process regression could also be used.
The modelling of non-linear relationships between process
variables is still a very challenging problem when we have very
little prior knowledge. Some non-linear methods have been de-
veloped, for example kernel PCA [26] and NLPCA [13]. Al-
ternatively, in this paper we are proposing the use of a GPLV-
based model. By using simulated data we have shown how this
class of models can unravel complicated non-linear relation-
ships and find the underlying latent variables driving the pro-
cess; the models have also shown high robustness and a good
balance between robustness and sensitivity. We have also suc-
cessfully demonstrated the method applicability with data from
the CSTR benchmark model. We expect that this paper pro-
vides enough tools to facilitate the use of the GPLV model and
can foresee this methodology to keep growing as further appli-
cations are found.
Although the GP latent variables can be representative of
the underlying dimensionality of the system, they however lack
physical interpretation which simply makes the problem of fault
diagnosis more demanding. One idea is to portray the GPLV
model as the building block of a bigger class of models denoted
as Gaussian process factor analysis models, GPFA. Their main
advantage is that some physical interpretation can be given to
the latent variables if the model structure is carefully designed.
Further research along this direction is being carried out by the
authors.
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Appendix A. Solution procedure
Due to the log-likelihood being non-convex, maximizing
Eq. (9) with respect to X and θ in order to obtain the Empir-
ical Bayes estimates is not trivial. As it is common in these
cases, we randomly start the algorithm at different points and
select the solution with the highest likelihood.
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Among the array of non-linear optimizers that can be used,
the conjugate gradients algorithm [27, Section 5.2] has been the
suggested choice in the numerical analysis community when
dealing with these specific problems. In broad terms, the
method works by iteratively computing search directions which
are conjugate with respect the Hessian matrix (or an approxi-
mation thereof). Once the search direction has been found, a
unidimensional line search with respect to the step size is car-
ried out along the conjugate direction in order to determine a
new approximation to the local minimum. This approach avoids
having to provide the algorithm with the Hessian matrix.
In our examples, we use a variant of the algorithm known as
scaled conjugate gradient, SCG [28]. It has the advantage that
it does not need an explicit line search and therefore eliminates
several function evaluations per step; performance is not com-
promised and it has been proven to be an extremely efficient
algorithm [29]. In this paper, we make use of Nabney’s im-
plementation of the SCG method which employs the Polak and
Ribie`re [30] formulae to update the search direction at every it-
eration. The only inputs required for the optimization are the
likelihood function and its analytical derivatives with respect to
X and θ. The latter are provided in Appendix B.
An alternative solution to the Empirical Bayes estimate can
be found by using a Markov Chain Monte Carlo algorithm. The
interested reader should refer to Shi and Choi [18, Section 8.2]
where full implementation details are given.
Numerically, irrespective of whether a full or an empirical
Bayes approach is used to obtain estimates X̂ and θ̂, the inverse
of the covariance matrix, K−1y , is involved in Eq. (9). The cost of
the log-likelihood evaluations is, hence, of order O(N3), where
N is the sample size. As N increases, model training will slow
down as the cost of the calculation becomes more and more
prohibitive.
In those cases where the nominal data set is substantially
large, training of the GPLV model can be sped up by select-
ing a subset I of size m, with m  N, from the original data
set D. Let us denote the remaining (unselected observations)
as J . By replacing D with I, computational efficiencies are
gained as the cost of the likelihood calculation will be of order
O(m3) rather than O(N3). I is normally referred to as the ac-
tive set and, obviously, its selection causes a reduction in the
information available for inference [18, Section 3.3]. What it
is expected is that, if a good subset selection is made, most of
the information will be kept. There are several criteria that can
be used to partition D into I and J . The most popular ones
are probably based on the Kullback-Leibler divergence crite-
rion and the process entropy. The latter criterion is used by
the Informative Vector Machine, IVM, algorithm [31] which se-
quentially selects the points in I according to the reduction in
the process’ entropy that they cause. An IVM implementation
of the GPLV model can be found in Lawrence [12].
Appendix B. GPLVM gradients
Training of the GPLV model requires the maximization of the
log-likelihood function given by Eq. (9). The analytical deriva-
tives of this function with respect to the latent positions, X, and
the GP regression model parameters, θ, are also needed for the
SCG optimizer. Note that we refer to every element of θ as θ j.
These gradients can be calculated using the chain rule as fol-
lows
∂`(X, θ; Y)
∂xiq
= tr

(
∂`
∂Ky
)ᵀ (
∂Ky
∂xiq
)
∂`(X, θ; Y)
∂θ j
= tr

(
∂`
∂Ky
)ᵀ (
∂Ky
∂θ j
) (B.1)
The common derivative, i.e. the N × N gradient of the log-
likelihood with respect to the kernel matrix, is independent of
the chosen covariance function and is given by(
∂`
∂Ky
)
= −
D
2
K−1y +
1
2
K−1y YY
ᵀK−1y (B.2)
GP regression model parameters gradient
The kernel matrix Ky is a function of θ as shown by Eq. (4).
Let us now rewrite the covariance function, Eq. (2), as
k(xi, x j; θ) = ν0 exp
−12
Q∑
q=1
γ(xiq − x jq)2

= ν0 exp
{
−
1
2
γd2i j
}
(B.3)
where d2i j =
∑Q
q=1 (xiq − x jq)2 is simply the squared euclidean
distance between xi and x j. Let us also define D =
(
d2i j
)
, i.e.
the N × N matrix of squared euclidean distances.
Every
(
∂Ky
∂θ j
)
is an N × N matrix given as follows:(
∂Ky
∂ν0
)
=
1
ν0
K(
∂Ky
∂γ
)
=
(
−
1
2
)
D  K(
∂Ky
∂σ2
)
= I (B.4)
where I is the N-dimensional identity matrix and  represents
the Hadamard (element-wise) product.
A further constraint in the GPLV model is that all the ele-
ments of θ must be positive. In order to achieve that, it is better
to reparametrize and carry out the optimization in the log-space.
That is easily achieved combining the following equality(
∂Ky
∂ log(θ j)
)
=
(
∂Ky
∂θ j
)
θ j
with equation Eq. (B.1).
Latent positions gradient
Finally
(
∂Ky
∂xiq
)
is a N×N symmetric matrix of all zeros but the
ith row/column. The elements of this row/column are given by
(
∂Ky
∂xiq
)
i
= −γ

(xiq − x1q)k(x1, xi)
(xiq − x2q)k(x2, xi)
...
(xiq − xNq)k(xN , xi)

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where, notationally, the subscript i in the right hand-side of
the equation is included to refer only to the elements in the ith
row/column of the gradient matrix.
Furthermore, note the extra term in Eq. (9) which is indepen-
dent of the kernel matrix, 12 tr(XXᵀ). As
(
∂
∂X tr(XᵀX)
)
= 2X it
finally follows that(
∂`(X, θ; Y)
∂X
)
MAP
=
(
∂`(X, θ; Y)
∂X
)
− X (B.5)
Appendix C. MAP projection gradients
The first derivatives of the log-likelihood, Eq. (13), with re-
spect the new latent variables can be found by applying the
chain rule as
∂`(x j; y j,X, θ)
∂x jq
=

(
∂`
∂k j
)ᵀ (
∂k j
∂x jq
) (C.1)
Let us first re-express the log-likelihood as
`(x j; y j,X, θ) = −
D
2
log(s2j)
−
1
2(s2j )
(y j − ŷ j)ᵀ(y j − ŷ j)
= −
D
2
log(s2j) −
1
2(s2j)
e
ᵀ
j e j
where e j = y j − ŷ j. Therefore(
∂`
∂k j
)
=
(D
2
) 1
(s2j)
(
2K−1 k j
)
−
1
2(s2j )2
[
−2K−1Ye j(s2j ) − eᵀj e j(−2K−1 k j)
]
=
DK−1 k j
s2j
+
K−1Ye j
s2j
−
e
ᵀ
j e jK
−1 k j
(s2j)2
and (
∂`
∂k j
)ᵀ
=
Dkᵀj K−1 + e
ᵀ
j Y
ᵀK−1
s2j
−
e
ᵀ
j e j k
ᵀ
j K−1
(s2j)2
Finally
(
∂k j
∂x jq
)
is the following N × 1 vector
(
∂k j
∂x jq
)
= −γ

(x jq − x1q)k(x1, x j)
(x jq − x2q)k(x2, x j)
...
(x jq − xNq)k(xN , x j)

And, as ∂
∂x j
(
1
2 x
ᵀ
j x j
)
= x j, we finally have the gradient of
Eq. (14) with respect to x j as(
∂`(x j; y j,X, θ)
∂x j
)
MAP
=
(
∂`(x j; y j,X, θ)
∂x j
)
− x j
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