The article formulates the stability problem of the plasma sheath in the Tonks-Langmuir discharge. Using the kinetic description of the ion gas, i.e. the stability of the potential shape in the quasi-neutral pre-sheath regarding the high and low frequency, the perturbations are investigated. The electrons are assumed to be Maxwell-Boltzmann distributed. Regarding high-frequency perturbations, the pre-sheath is shown to be stable. The stability problem regarding low-frequency perturbations can be reduced to an analysis of the "diffusion like" equation, which results in the instability of the potential distribution in the pre-sheath.
I. INTRODUCTION
Plasma-wall transition (PWT) layer, in spite of a long history of its investigation, is still the subject of numerous studies, both theoretical 1-4 and experimental [5] [6] [7] . This deep interest in the processes of the PWT layer is stimulated mainly by the great importance of every device used in fundamental and applied plasma studies, such as diagnostic techniques and discharges [8] [9] [10] , and satellite charging processes 11, 12 . High frequency processes in the sheath-plasma, which occur in the vicinity of the local plasma frequency, have been widely studied in laboratory experiments 5, 13 . In Ref. 14 a new kind of low-frequency (lower than the ion plasma frequency) instability has been observed in the sheath-plasma, containing an accelerated ion component. New experimental results, reported in Ref. 15 , clarify the nature of the instability presented in Ref. 14 . The instability is observed in the sheath of a positively biased electrode, when its surface is irradiated by the energetic particles produced through the resonant absorption of a short microwave pulse. According to the referenced model, the instability occurs if the ion beam is reflected inside the sheath, which violates the charge balance and causes the electric field of the electrode to penetrate into the plasma volume. The consequent disruption of the ion beam produces an oscillation in the electron saturation current.
In Ref. 16 experimental results and a physical model are demonstrated as proof of the existences of a new high-frequency instability associated with electron inertia in the plasma sheath. It is shown that coherent a) Also at Institute of Physics, Georgian Academy of Sciences, 0177 Tbilisi, Georgia high-frequency oscillations near the electron plasma frequency can be generated by electrodes with positive DC bias immersed in a uniform Maxwellian afterglow plasma. The instability occurs in the sheath-plasma resonance and is driven by a negative RF sheath resistance associated with the electron inertia in the electron-rich sheath. With increasing DC bias, the instability exhibits a hard threshold, downward frequency pulling, line broadening, and copious harmonics. A comparison with earlier models and results shows that the experiments 16 unambiguously point to a different mechanism, identified as the sheath-plasma instability. Low frequency (smaller than the ion plasma frequency) instability of the sheath in a negatively biased double plasma device is investigated in Ref. 17 . The instability is caused by the resonant coupling of the three ion beams that arise due to the asymmetry of the sheath potential. The frequency of the instability is inversely proportional to the sheath thickness. The excitation of the instability occurs in a certain range of the velocity ratio of different beam modes.
In Ref. 18 a model is developed whereby the sheath instability is explained in terms of the Rayleigh-Taylor (RT) instability. In the vicinity of the wall the number densities of plasma particles, i.e. in the Debye sheath, decline considerably. The electrons are repelled from the negatively biased wall whereas ions are accelerated towards the wall, therefore the sheath region near the wall can be visualized as a "light fluid" under the "heavy fluid" of the quasi-neutral plasma region. "Gravity" in this case, is provided by the accelerating ion front in the presence of an electric field. The inverted density gradient against the gravity is RT unstable and hence the sheath instability can be explained as RT instability. The results of Ref. 19 are directly related to those of Ref. 18 . The authors of Ref. 18 concluded that the sheath is unstable due to the RT instability and suggest that the equilibrium ion flow can also lead to instability. They used the limit of zero ion flow to show that their dispersion relation could be favourably when compared to the experimental data. The author of Ref. 19 concludes that the results presented in Ref. 18 do not support these claims. While it is true, that in absence of the equilibrium ion flow, the sheath is RT unstable, such flow strongly stabilizes the RT modes due to convective stabilization. This is clearly a case of convective stabilization: the modes cannot grow because they are pushed strongly against the stabilizing wall by the flow. In Ref. 19 a concluding remark states that the results of Ref. 19 can be cast as a paradigm, where the stability is determined by the competition between two effects: the RT instability versus the stabilization induced by the equilibrium ion flow. If the latter can be somehow weakened, the sheath can become unstable.
Interesting picture for the oscillation distribution along the sheath layer is presented in Refs. 20. It is shown that at any spatial point the oscillations occur with a broad spectrum of sequences. The largest amplitudes have the resonant frequencies equal to the local electron plasma frequency for the un-magnetized, and upper and lower hybrid frequencies for the magnetized plasma. It is demonstrated that there is no phase shift between the oscillations at different points (oscillating with a given frequency), indicating that the plasma sheath oscillates as one object, without any wave propagation. It is important to note that the oscillations are distributed asymmetrically along the magnetic field: any given point oscillates with the resonant frequencies of the points located between this point and the wall, but does not contain the frequencies corresponding to the points located towards the plasma core.
While ion-rich sheath on a negatively charged boundary have received most of the attention, electron-rich sheath have been studied less, though they have many interesting and still unexplored properties. In Refs. 21 and 22 instabilities in an electron-rich sheath on a plane electrode in a discharge plasma have been experimentally investigated. As predicted by several computer simulations 23, 24 no oscillations at the electron plasma frequency can be excited. However, after an ion plasma period, when the ions have been expelled from the sheath, the electron-rich sheath forms and the sheath-plasma instability is excited. The electric field contracts into an electric-rich sheath which implies that the potential outside the sheath drops. The strong electric field in an electron sheath gives rise to strong sheath-plasma instabilities. Its frequency decreases with time, indicating a density depletion near the grid due to the ejection of ions. According to the results presented in Ref. 22 the plasma potential near the electrode show large fluctuation below the ion plasma frequency and the sheath-ionization can be identified as the cause for these low frequency instabilities. With increasing DC voltage and the electrode current, the instability exhibits have a burst amplitude and frequency jump.
In the present paper, the stability of the plasma sheath in the Tonks-Lamgmuir (TL) discharge through the kinetic description of the ion gas, is investigated. Namely the stability of the quasi-neutral pre-sheath regarding the low and high frequency perturbations are studied. The paper is organized as follows: in Sec. II the main equations are presented, in Sec. III the unperturbed steady state of the TL sheath is studied, in Sec. IV and Sec. V the equation for perturbations and the high and low frequency perturbations are investigated, respectively; the pre-sheath perturbation theory in the smooth time limit is developed in Sec. VI. In the Sec. VII we describe numerical simulation results and finally, a conclusion is drawn in Sec. VIII.
II. MAIN EQUATIONS
An analytic description of the plasma boundary layer in the weakly ionized gas discharge as one single unit does not turn well due to its mathematical difficulties. That is why the plasma-wall transition (PWT) layer is usually split into two sub-layers: a quasi-neutral pre-sheath (PS) (with the characteristic scale length ℓ -the smallest relevant collision mean-free path) and the Debye sheath (DS) (with the scale-length λ D -the electron Debye length). This subdivision is convenient in the asymptotic two-scale limit 25 , when (λ D /ℓ) ≪ 1 -the electron Debye length), which allows to investigate pre-sheath and the Debye-sheath separately from each other. Such a simplification requires detailed and deep study of these sub-layers, including their stability.
To our knowledge, in the papers on the weakly ionized PWT layer published so far study only the timeindependent (stationary) states of this layer, while its stability properties have remained out of consideration. In this paper the stability of the PS sub-layer is investigated and found that regarding low-frequency perturbations the PS is unstable. The equation describing the instability is originated from the Poisson's equation and has the form of the higher order "diffusion" equation.
We consider the stability problem for the onedimensional Tonks-Langmuir (T&L) model of the discharge, for which the analytic solutions describing its stationary state are verified and well-known. The plasma, consisting of Maxwell-Boltzmann distributed electrons with constant temperature T e and singly charged ions, is enclosed within the absorbing walls at z = ±L from both sides (The system is symmetric with respect the point, z = 0, see Fig. 1 ). The walls are biased at negative potentials. The ion kinetics is governed by the ionization process due to electron impact ionization of a cold, homogeneously distributed neutral gas background. Hence the ions are generated with the zero velocity and start to move in the field direction. We start with the kinetic equation for ion distribution function (DF) f i = f i (t, z, v) written in the form:
where R is the ionization rate of neutrals by electrons, n e (z) is the electron density, n e (z) = n 0 exp (eφ/T e ) (the electron temperature is measured in energetic units),
is the Dirac δ-function], ν i = Rn n is the ionization frequency, φ is the electric potential and e 0 is the elementary electric charge. For convenience below we'll use dimensionless variables
is the ion-sound velocity and ℓ is the mean-free path regarding the ionization process. In these variables the Boltzmann equation (1) reads
Here λ D = T e /4πe 2 n 0 . The dimensionless ion and electron densities are given by
where n 0 is the particle density atφ = 0. Poisson's equation can be represented in the form
Following the common procedure of the stability investigation we pick out from the DFf (t, z, v)and the electric potentialφ(t, z) their perturbed parts depending on timē
Obviously, f (z, v) and ϕ(z) describe the unperturbed sheath.
III. UNPERTURBED STEADY STATE
The characteristic scale-length of the PS is of the order of ℓ and for convenience we introduce the dimensionless coordinate x = z/ℓ. Then the ion kinetic and Poisson's equations acquire forms
In the PS of the T&L model the parameter ε is assumed to be small and the limit ε → 0 allows to separate and consider the PS as an independent quasi-neutral region 25, 26 . When solving Eq. (8) one has to distinguish the cases with positive, v > 0, and negative v < 0, velocities and consequently consider corresponding cases in the usual coordinate space, x < 0 and x > 0, separately (see Fig. 1 ). The method of characteristics gives the following solution of Eq. (8)
(10) This solution is valid for both v > 0 and v < 0 velocities and for the whole discharge region, −L z L. From (10) after integration we obtain:
where H(s) denotes the Heaviside step function. The boundary condition at z = 0 for the distribution function f will be shown after definition of the ratio (dx(ϕ)/dϕ) ≡ x ′ (ϕ) by means of the quasi-neutrality condition, n = exp(−ϕ), (ε → 0). According to Eqs. (4) and (11) , this condition reads
After multiplication of Eq. (12) with 1/ √ ϕ − ϕ ′ and integration with respect of ϕ ′ we have
(13) Replacing the order of integrations in the right-hand side and using the relation,
from (13) we find
where
is the Dawson's function. Hence, according to Eq. (11), for the ion distribution function we obtain:
At ϕ = 0 from (17) for the distribution function we have f = 0 for v = 0, and
The normalizing condition for f at ϕ = 0 is obvious from the definition of the dimensionless ion density (4) and the quasi-neutrality condition (12):
Hence, we have
and without preliminary formulation of the boundary condition at z = 0 (or x = 0) the correct condition describing the coldness if ion and neutral gases at the center of discharge is automatically fulfilled. Implying this result can be justified the choice of lower limit of the integral in Eq. (10).
IV. EQUATIONS FOR PERTURBATIONS
Below we consider the perturbations with the characteristic scale-length of the order of λ D and introduce ξ = z/λ D as the dimensionless variable. Bearing in mind the definitions of the perturbed quantities (6), (7) and the density (4), for the potential perturbation the Poisson's equation gives:
Here δn e (ξ) is the perturbation of the electron density. The terms in the right-hand side of Eq. (19), corresponding to the unperturbed values, cancel each other out. For the perturbation of the ion DF from Eq. (3) it follows:
Due to the smallness of the parameter ε [see Eq. (9)], we can neglect the terms proportional to the ratio (λ D /ℓ) and reduce Eq. (20) to the form:
The solution of Eq. (21) under the condition that the perturbation vanishes at t = t 0 → −∞ is:
where f ′ (s) = ∂f (s)/∂s. The choice t 0 → −∞ is usually said to represent the adiabatic switching-on of the perturbation in the infinite past. From Eq. (19) and Eq. (22) for δϕ we obtain the equation:
To complete the present consideration we describe the electron gas also in the kinetic approach, assuming that electrons' characteristic velocity is their thermal velocity V T e . In the steady state (with the length-scale ℓ ) the ionization-collision term gives in the electron kinetic equation the contribution of the order of m e /m i and it can be neglected (m e is the electron mass). Then the Maxwell-Boltzmann distribution satisfies the remaining equation and in the time-independent steady state the electron density we can choose in the Boltzmann form, n e = exp(−ϕ), which was used above in Section 2. In the electron kinetic equation for the perturbations (with characteristic length-scale λ D ) the ionizationcollision term is again small (order of (λ D /ℓ) m e /m i ) and the perturbed state of electron gas can be considered again as collisionless.
V. APPLYING THE METHODS OF THE GEOMETRICAL OPTICS
We consider the perturbations with the spatial scale λ D . Hence we can use the method of the geometrical optics, as the characteristic scale-length of the perturbation is much smaller than the scale-length of the medium (in our case the PS), where the perturbation take place, λ D ≪ ℓ. According to the Fourier expansion, we write δϕ(ξ, t) = 1 2π
In the Fourier components, the Poisson's equation (23) can be written as:
By means of standard linear theory methods for the Fourier component of the electron density, δn e (k, ω), we have (see Ref. 27) :
for |s| ≫ 1 , | Re s| ≫ | Im s| , Im s < 0 ,
Using the Sokhotski-Plemelj formula 27,28 ,
(the P sign prescribes that at the singularity, s = 0, the principal value is to be taken) we find finally the following dispersion relation:
According to Eqs. (16) and (17), the expression f ′ (s) [the derivative of the function f (s)] in the right-hand side of Eq. (31) is equal to:
According to the methods of the geometrical optics, the imaginary part γ (ω ⇒ ω + iγ, γ ≪ ω ) of the perturbations' frequency equals:
where the turning points x 2 and x 1 restrict the transparency region, Re k 2 (ω, x) > 0, for the oscillations.
A. High-frequency perturbation
Bearing in mind that according to Eq. (17) the velocity is restricted with the interval,
we will consider the fast perturbation range,
Here it should be mentioned that the inequality Eq. (35) represents the smallness of the velocity gain, acquired by ion covering the potential difference ∆ϕ = ϕ. Indeed, in the dimensional form Eq.(35) reads:
Using Eq. (12) and the recurrence relation,
we can simplify the dispersion relation (31), expanding the denominator of the second term in the right-hand side of (31) in the series of powers of (kv/ω)
It should be mentioned that in the frequency region (ω 2 /k 2 ) ≫ 2ϕ the damping on ions, described by the first term in the right-hand side of Eq. 
and V T e = T e /m e .
After applying the standard methods of the geometrical optics for the perturbations propagating in the form of plane waves in the PS we obtain the following dispersion relation 27 : with the natural integer N ≫ 1 and V s = T e /m. From Eq. (41) it follows that the frequency must be smaller than the ion plasma frequency. The damping coefficient (ω ⇒ ω + iγ, γ ≪ ω ) equals
If the inhomogeneity of the density in the unperturbed state has a bell-like shape (and this is our case, Fig. 2 ) the waves are trapped in the region (−x 0 , x 0 ), where x 0 is the solution of the equation ω 2 pi (x 0 ) = ω 2 . Close to these points, known as the "cluster points"
27 , the rate of waves' damping (γ < 0) is high and therefore these points are not reflecting points, though there Re k → ∞ and the necessary condition of the geometrical optics is fulfilled with a good reserve.
B. Low-frequency perturbations
We apply the eikonal equation (31) for investigation of the waves with the frequencies
(or in the dimensional form (ω/k) ≪ V s ). Using Eqs. (12), (29) and the recurrence relation:
from Eq.(31) we obtain:
The technique of the geometrical optics for finding the frequency spectrum requires one to determine Re k and Im k and substitute the results into the so-called "integral of quantization" 26, 29 . Assuming Re k ≫ Im k and ω ⇒ ω + iγ (γ ≪ ω) we find:
From these last expressions it follows that in the region (43): a). the system has no own frequency, b). the wave phase velocity can acquire the values close to
, then the relation (33) indicates that according to Eq. (32) the imaginary correction to the frequency can become positive, γ > 0, and even tends to the infinity, γ → ∞. The perturbations are instable. Hence, the frequency region Eq. (43) cannot be described in the approximation of the common geometrical optics and in general in the plane waves' parlance.
VI. INVESTIGATION OF THE PS PERTURBATION IN THE WEAK TIME-DEPENDENT LIMIT
We start from Eq. (23), where we will use the expression for the electron density perturbation δn(ξ, t) = −e −ϕ δϕ(ξ, t) valid for the weak time-dependence (see also Eq. (26)). In the integrand of the second term of Eq. 23 we can replace the derivative of δϕ with respect to ξ with the derivative with t ′ and obtain:
In the last term in the right-hand side of Eq. (48) the derivative with t ′ is assumed to be taken with respect to the second argument t ′ , of the function
The first two terms in the righthand side of (48) vanish due to the quasi-neutrality condition (11) . After changing the variables in Eq. (48) ,
we can give Eq.(49) the form more convenient for the use of the smooth dependence on time of the perturbed potential, expressed with the inequality,
Expanding δϕ in Eq. (49) in a series of powers of (ξ − ξ ′ )/v and bearing in mind that according to Eq. (44),
and inserting the value e −ϕ(x) into the coefficient ω pi of the dimensionless time [see Eq. (2)] as it is made in Eq. (40) we find the equation:
which is in accordance with Eq. (46). Combining Eq. (50) and Eq. (52) for the temporal smoothness in the dimensionless form we obtain the condition:
or in the dimensional form
where δϕ(ξ, 0) is the spatial distribution of the potential at the initial time t = 0 and δφ(ξ, 0) = (∂δϕ(ξ, t)/∂t)| t=0 ,
, and (55)
are Fresnel's integrals. To simplify our analysis, we consider below two particular cases: From Eq. (54), it follows that:
Hence, the potential perturbation executes oscillations shown in Fig. 3 . Taking derivative with ξ from (58) we obtain
or
(60) That means -for any fixed time-moment, t > 0, the perturbation grows with the distance from its initial localization ξ 0 . The fixed phase moves on both sides of the initial localization of the signal with the velocity (dξ/dt) = ±1/ √ t (or in the dimensional form (dz/dt) = ±V s / √ ω pi t). The spatial period of oscillations is defined as a distance between the neighboring zeros [N th and (N + 1) th ] of the oscillating value. According to Eq.(58) far away from the initial localization this period equals:
where N is the positive integer. From Eq. (61) it follows that the spatial period increases in time. The fulfillment of the condition Eq. (53) and the validity of Eq. (23) requires:
The latter inequality can be satisfied, in principle, even for the time the perturbation, moving with the velocity mentioned above, can cover the distance of the order of the whole PS. Indeed, for this time Eq. (62) reads:
though for this time the perturbation according to Eq. (58) acquires a vanishing small value, a/ √ ω pi t ≈ aλ D /ℓ.
(2). Quite a different picture can be observed if at t = 0 the potential suffers a blow at some definite point:
whereas the initial potential perturbation is zero, δϕ (ξ, 0) = 0. From Eq. (54) we have:
For the given moment t we can choose a certain value of the potential fixing
and follow the shifting in the space of the ratio δϕ/ √ t in the course of time. It is obvious that according to Eq. (66) and Eq. (67), the distance from the initial localization |ξ − ξ 0 | and the potential grow as √ t (see Fig. 4 ). Formally, for the fixed finite distances |ξ − ξ 0 | the perturbation is unstable and tends to infinity, δϕ → ∞, at t → ∞ (the expansions of Fresnel's integrals for small arguments, s ≪ 1, are S(s) ∼ = (2/ √ 2π)(s 3 /3) and
Of course, we cannot consider such large perturbations, as our consideration is limited by the linear approximation. We have to verify the condition Eq. (53). The estimations can be realized in the analytic form, again, for the distances when:
Using the asymptotics of Fresnel's integrals:
we obtain:
Under the conditions (69) and (70), the phase in Eq. (71) changes faster than the amplitude. Therefore, we will obtain the results fairly similar to those given in the previous case (1) and expressed with Eqs. (61)-(64).
VII. PIC SIMULATIONS
The above given analysis correspond to the linear stage of the instability. Interesting to investigate a nonlinear stage of these oscillation. For this purpose we performe kinetic modelling of the Tonks-Langmuirdischarge via the Particle in Cell (PIC) code BIT1 4, 30 . BIT1 code follows motion of electrons and ions in the potential field obtained self-consistently from the Poissons equation. For the given simulations we use the version of the code with fixed background of hydrogen atoms with constant density (n = 1.2 · 10 20 m−3) and temperature (T a = 0). All collision operators have been deactivated except the electron-hydrogen atom ionization collisions. Simulation geometry represents a L = 3 cm 1D plasma slab bounded by conductive walls. In order to ensure high accuracy of the simulations and to resolve all possible oscillation modes we use very small time (δt = 0.02/ω pe ) and special steps (δx < 0.3λ D ), and a very large number of simulation particles per Debye length corresponding to the number of electrons and ions in real plasma with the given parameters ( 15000). Simulations have been performed on 256 processors.
Initially the system is filled with uniformly distributed electrons and protons with the density 1 · 10 18 m−3 and temperature, T e = 30eV , T i = 0. During the simulations electrons ionize hydrogen atoms; all charged particles propagate towards the walls and are absorbed there. The plasma sheath is formed self-consistently. After few ion transit times (L/V s ) system reaches the stationary state.
One has to mention that the Boltzmann distribution of electrons used in the analytic model can not be reached in the simulations (as well as in real plasma) without external electron heat source. The reason is electron cooling due to ionization: all the electrons having energies above the ionization threshold early or later will lose this energy due to ionization, or will absorb at the wall, so that no plasma can be produced any more. The external heat source in the simulation represents a linear Coulomb collision operator corresponding to electron collisions with a reservoir of Maxwell-distributed electrons with fixed temperature, T e = 30eV , (see 4 ). Collision rate is chosen in a way that an average electron will collide with the reservoir electrons at least once before it is absorbed at the wall. The obtained density profile well agrees with the Boltzmann distribution (see Fig. 5 ). Plasma profiles averaged over 500 ion plasma oscillation periods are plotted in Figs. 5-7. Potential oscillation spectrums at three points: sheath entrance (SE), x = L/4 and x = L/2 are plotted in Fig. 8 . All three curves show the resonance at w = 1.09ω pi,0 . As it is expected from the analytical model, the amplitude of potential oscillations is of the order of T e . The time dependent (i.e. not averaged) profile of the potential is plotted in Fig. 9 . Although this plot corresponds to the the behavior of potential in the well-developed nonlinear oscillation stage, still it looks similar to the plots of potential in the linear stage obtained from the analytical model.
VIII. SUMMARY
By solving the kinetic equation for ion gas (the electrons are assumed to be Maxwell-Boltzmann distributed) and finding the velocity distribution function (VDF) for ions, the perturbation theory is developed. Perturbations of the VDF lead to the perturbations of ion density and the electric potential. The perturbed Poissons equation can be reduced to the "diffusion like" form. The anal-ysis of the latter shows that the pre-sheath sub-layer of the Tonks-Langmuir discharge can be unstable in terms of slow (in time) perturbations, while the high-frequency perturbations are stable. The high resolution PIC simulations confirm these results, indicating that these high amplitude low frequency oscillations might significantly influence ion dynamics in the sheath. 
