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Samenvatting
De respons van een systeem hangt af van de waarden van de inputpara-
meters en kan bepaald worden aan de hand van computersimulaties. Een
zogenaamd voorwaarts model kan opgelost worden voor gegeven inputpa-
rameterwaarden en dient de output van het systeem zo goed als mogelijk
te benaderen. Het is mogelijk om parameterwaarden te gaan identificeren
door een zogenaamd invers probleem op te lossen startende van welbepaalde
metingen. Deze parameteridentificatie is in die mate dat de output van het
systeem de metingen zo goed mogelijk benadert. Indien dit een niet lineair
invers probleem betreft dienen niet lineaire minimalisatietechnieken gebruikt
te worden waarbij het voorwaartse model iteratief gee¨valueerd wordt voor
verschillende inputparameterwaarden.
De nauwkeurigheid van de oplossingen van inverse problemen wordt
echter verkleind doordat de metingen ruis bevatten en de voorwaartse
modellering onzekerheden inhoudt. Onzekerheden zijn modelparameters
waarvan de waarden niet exact gekend zijn, parameters die in de tijd kunnen
veranderen of die afhangen van de omgeving. Afhankelijk van de gegeven
inputparameterwaarden, hebben deze onzekerheden een invloed op de
voorwaartse oplossingen. Deze voorwaartse onzekerheidspropagatie geeft
aanleiding tot fouten in de inverse oplossingen omdat het voorwaartse model
iteratief gee¨valueerd dient te worden voor de reconstructie van de inverse
oplossingen. Tot nog toe werd aangenomen dat deze reconstructiefouten niet
gereduceerd konden worden. Onzekerheden dienden ofwel juister gekwan-
tificeerd te worden of moesten in de inverse oplossing aanwezig zijn door
de regio in de parameterruimte aan te geven waarin de gereconstrueerde
parameterwaarden liggen.
Het doel van dit doctoraal proefschrift is numerieke technieken voor het
reduceren van inverse reconstructiefouten te ontwikkelingen opdat het
inverse probleem opgelost wordt op een zo robuust en zo nauwkeurig
mogelijk manier. Methodologiee¨n werden specifiek ontwikkeld voor elektro-
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encefalografie (EEG) bronanalyse. EEG is een niet invasieve techniek dat de
elektrische potentialen ten gevolge van elektrische activiteit in de hersenen
meet op de hoofdhuid. EEG heeft vele toepassingen in de biomedische
ingenieurswetenschappen en is belangrijk voor het stellen van diagnosen.
Zo kan EEG gebruikt worden om hersenregio’s te bepalen die in extreme
mate actief zijn bij epilepsiepatie¨nten en kan aangewend worden voordat een
chirurgische operatie uitgevoerd wordt. Het EEG voorwaartse model kan de
metingen gaan nabootsen voor gegeven bronparameters waarbij de Maxwell
vergelijkingen in de quasi-statische benadering opgelost dienen te worden.
De hoofdmodellen gebruikt tijdens het doctoraat zijn sferische hoofd-
modellen met meerdere lagen. De neurale bronnen worden geparametriseerd
als elektrische dipolen met welbepaalde plaats en orie¨ntatie. Het inverse
probleem in deze thesis is goed geconditioneerd omdat we gebruik maken
van een beperkt aantal elektrische dipolen die kleiner zijn dan het aantal
sensoren. De plaats en orie¨ntatie van de elektrische dipoolbronnen worden
gereconstrueerd door het EEG inverse probleem op te lossen startende van
EEG data. De nauwkeurigheid van de gereconstrueerde dipoolbronnen is
verminderd door de ruis in de EEG metingen en door onzekerheden in
het voorwaartse model. Vooral de geleidbaarheidswaarden van hoofdhuid,
schedel en hersenen zijn niet goed gekend aangezien deze moeilijk te meten
zijn. Deze onzekerheden kunnen ook veranderen van persoon tot persoon,
etc. Nieuwe numerieke technieken werden ontwikkeld tijdens dit doctoraat
opdat de spatiale nauwkeurigheid van EEG bronanalyse verhoogd wordt
door rekening te houden met de modelonzekerheden.
Opdat de nauwkeurigheid van de oplossingen van de inverse problemen zou
verbeterd worden, voeren we nieuwe concepten in bij de formulering van
de kostenfunctionaal en incorporeren we nieuwe technieken in het iteratief
schema van de inverse reconstructie. Het doctoraal werk omvat drie belang-
rijke fases. In een eerste fase, hebben we robuuste methodologiee¨n uitgewerkt
voor de reductie van reconstructiefouten van e´e´n elektrische dipool met e´e´n
enkele onzekerheid. Deze onzekerheid is de verhouding van de elektrische
geleidbaarheid van schedel ten opzichte van de geleidbaarheid van het zachte
weefsel. Deze verhouding is moeilijk te bepalen en kan van persoon tot
persoon veranderen. Het voorwaartse model dat wij gebruiken is een drie
sferisch hoofdmodel waarbij de potentialen, berekend via het voorwaartse
model, afhangen van de geleidbaarheidsverhouding. We introduceren een
nieuwe formulering van het voorwaartse model door gebruik te maken
van een Taylor expansie rond de werkelijke geleidbaarheidsverhouding. Op
die manier bestaat er een verband tussen de werkelijke potentialen en de
potentialen met aangenomen geleidbaarheidsverhouding.
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We stellen in dit doctoraal proefschrift de “Reduced Conductivity De-
pendence (RCD) methode” voor waarbij de traditionele kostenfunctie
geherformuleerd wordt en waarbij we veranderingen invoeren ten aanzien
van het iteratief schema van het inverse probleem. Meer bepaald, we nemen
in iedere iteratie een interne fittingprocedure op alsook een selectie van
sensoren. De fittingprocedure maakt het mogelijk om een zo nauwkeurig
mogelijk voorwaarts model te hebben, terwijl de selectieprocedure ervoor
zorgt dat in iedere iteratie sensoren die de hoogste sensitiviteit hebben naar
de onzekere geleidbaarheidsverhouding gee¨limineerd worden. Aan de hand
van numerieke experimenten hebben we aangetoond dat de reconstructie-
fouten van de elektrische dipolen gereduceerd konden worden met behulp
van de RCD methode voor zowel het geval de metingen geen ruis of ruis
bevatten. We hebben een grondige studie gemaakt van de selectieprocedure
van elektroden en de invloed bekeken van het gebruik van de RCD methode
voor verschillende EEG elektrodeconfiguraties. Wanneer er gebruik gemaakt
wordt van de traditionele reconstructiemethode heeft het aantal elektroden
een kleine invloed op de gereconstrueerde dipolen terwijl we hier aantonen
dat indien er gebruik gemaakt wordt van de RCD methode dat dit wel het
geval is: de nauwkeurigheid wordt verhoogd indien het aantal sensoren
verhoogt. Dit omwille van de selectieprocedure in de RCD methode.
In een tweede fase hebben we een RCDmethode ingevoerd die toegepast kan
worden voor de reconstructie van een beperkt aantal dipolen in het geval van
een enkelvoudige onzekerheid. Hierbij werd het “Recursively Applied and
Projected Multiple Signal Classification” (RAP-MUSIC) algoritme aangepast.
Het drie sferisch hoofdmodel werd gebruikt als voorwaarts model waarbij
de conductiviteitsverhouding van schedel ten opzichte van zacht weefsel als
onzekerheid werd beschouwd. Aan de hand van numerieke experimenten
hebben we aangetoond dat de spatiale nauwkeurigheid van elke gerecon-
strueerde dipool verhoogd werd en dat het gebruik van de RCD gebaseerde
subspace gecorreleerde kostenfunctie tot een hoge efficie¨ntie leidt zelfs voor
metingen met veel ruis.
Tenslotte hebben we een RCD methodologie ontworpen voor de reductie
van reconstructiefouten in het geval het voorwaartse model meerdere onze-
kerheden bevat. We hebben een vijf sferisch hoofdmodel gebruikt waarbij de
geleidbaarheidsverhouding ten aanzien van schedel, cerebrospinaal vocht, en
witte materie, als onzeker beschouwd werden. We hebben zowel de kosten-
functionaal als de fitting- en selectieprocedure van de RCD methode uitge-
breid. De resultaten tonen dat er reductie van reconstructiefouten optreedt in
vergelijking met de traditionele methode en de RCD methode die ontworpen
werd om fouten van een enkelvoudige onzekerheid te reduceren.

Summary
In computer simulations, the response of a system under study depends
on the input parameters. Each of these parameters can be assigned a fixed
value or a range of values within the input parameter space for system
performance evaluations. Starting from values of the input parameters and a
certain given model, the so-called forward problem can be solved that needs
to approximate the output of the system. Starting from measurements related
to the output of the system model it is possible to determine the state of the
system by solving the so-called inverse problem. In the case of a non-linear
inverse problem, non-linear minimization techniques need to be used where
the forward model is iteratively evaluated for different input parameters.
The accuracy of the solution in the inverse problem is however decreased
due to the noise available in the measurements and due to uncertainties
in the system model. Uncertainties are parameters for which their values
are not exactly known and/or that can vary in time and/or depend on the
environment. These uncertainties have, for given input parameter values,
an influence on the forward problem solution. This forward uncertainty
propagation leads then to errors in the inverse solutions because the forward
model is iteratively evaluated for recovering the inverse solutions. Until now,
it was assumed that the recovery errors could not be reduced. The only option
was to either quantify the uncertain parameter values as accurate as possible
or to reflect the uncertainty in the inverse solutions, i.e. determination of the
region in parameter space wherein the inverse solution is likely to be situated.
The overall aim of this thesis was to develop reduction techniques of inverse
reconstruction errors so that the inverse problem is solved in a more robust
and thus accurate way. Methodologies were specifically developed for elec-
troencephalography (EEG) source analysis. EEG is a non-invasive technique
that measures on the scalp of the head, the electric potentials induced by the
neuronal activity. EEG has several applications in biomedical engineering and
is an important diagnostic tool in clinical neurophysiology. In epilepsy, EEG
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is used to map brain areas and to receive source localization information that
can be used prior to surgical operation. Starting from Maxwell’s equations
in their quasi-static formulation and from a physical model of the head, the
forward problem predicts the measurements that would be obtained for a
given configuration of current sources. The used headmodels in this thesis are
multi-layered spherical head models. The neural sources are parameterized
by the location and orientation of electrical dipoles. In this thesis, a set of
limited number of dipole sources is used as source model leading to a well-
posed inverse problem. The inverse problem starts from measured EEG data
and recovers the locations and orientations of the electrical dipole sources. A
loss in accuracy of the recovered neural sources occurs because of noise in
the EEG measurements and uncertainties in the forward model. Especially
the conductivity values of scalp, skull and brain are not well known since
these values are difficult to measure. Moreover, these uncertainties can vary
from person to person, in time, etc. In this thesis, novel numerical methods
are developed so to provide new approaches in the improvement of spatial
accuracy in EEG source analysis, taking into account model uncertainties.
Nowadays, the localization of the electrical activity in the brain is still a
current and challenging research topic due to the many difficulties arising
e.g. in the process of modeling the head and dealing with the not well
known conductivity values of its different tissues. Due to uncertainty in the
conductivity value of the head tissues, high values of errors are introduced
when solving the EEG inverse problem. In order to improve the accuracy of
the solution of the inverse problem taking into account the uncertainty of the
conductivity values, a new mathematical approach in the definition of the
cost function is introduced and new techniques in the iterative scheme of the
inverse reconstruction are proposed.
The work in this thesis concerns three important phases. In a first stage,
we developed a robust methodology for the reduction of errors when
reconstructing a single electrical dipole in the case of a single uncertainty.
This uncertainty concerns the skull to soft tissue conductivity ratio which
is an important parameter in the forward model. This conductivity ratio is
difficult to quantify and depends from person to person. The forward model
that we employed is a three shell spherical head model where the forward
potentials depend on the conductivity ratio. We reformulated the solution
of the forward problem by using a Taylor expansion around an actual value
of the conductivity ratio which led to a linear model of the solution for the
simulated potentials. The introduction of this expanded forward model,
led to a sensitivity analysis which provided relevant information for the
reconstruction of the sources in EEG source analysis. In order to develop
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a technique for reducing the errors in inverse solutions, some challenging
mathematical questions and computational problems needed to be tackled.
We proposed in this thesis the Reduced Conductivity Dependence (RCD)
method where we reformulate the traditional cost function and where
we incorporated some changes with respect to the iterative scheme. More
specifically, in each iteration we include an internal fitting procedure and
we propose selection of sensors. The fitting procedure makes it possible to
have an as accurate as possible forward model while the selection procedure
eliminates the sensors which have the highest sensitivity to the uncertain
skull to brain conductivity ratio. Using numerical experiments we showed
that errors in reconstructed electrical dipoles are reduced using the RCD
methodology in the case of no noise in measurements and in the case of noise
in measurements. Moreover, the procedure for the selection of electrodes
was thoroughly investigated as well as the influence of the use of different
EEG caps (with different number of electrodes). When using traditional
reconstruction methods, the number of electrodes has not a high influence on
the spatial accuracy of the reconstructed single electrical dipole. However, we
showed that when using the RCD methodology the spatial accuracy can be
even more increased. This because of the selection procedure that is included
within the RCD methodology.
In a second stage, we proposed a RCD method that can be applied for
the reconstruction of a limited number of dipoles in the case of a single
uncertainty. The same ideas were applied onto the Recursively Applied and
Projected Multiple Signal Classification (RAP-MUSIC) algorithm. The three
shell spherical head model was employed with the skull to brain conductivity
ratio as single uncertainty. We showed using numerical experiments that the
spatial accuracy of each reconstructed dipole is increased, i.e. reduction of the
conductivity dependence of the inverse solutions. Moreover, we illustrated
that the use of the RCD-based subspace correlation cost function leads to a
high efficiency even for high noise levels.
Finally, in a third stage, we developed a RCD methodology for the reduction
of errors in the case of multiple uncertainties. We used a five shell spherical
head model where conductivity ratios with respect to skull, cerebrospinal
fluid, and white matter were uncertain. The cost function as well as the fitting
and selection procedure of the RCD method were extended. The numerical
experiments showed reductions in the reconstructed electrical dipoles in
comparison with the traditional methodology and also compared to the RCD
methodology developed for dealing with a single uncertainty.
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REDUCTION OF CONDUCTIVITY UNCERTAINTY
PROPAGATIONS IN THE INVERSE PROBLEM OF EEG
SOURCE ANALYSIS

CHAPTER1
General Introduction
1.1. Situation
Since the beginning of the previous century, the human brain has always
been an object of curiosity and study. The ability to monitor the activity of the
human brain is of great importance to clinicians, medical doctors and to many
researchers. Although a significant amount of knowledge has been collected,
there are still more questions than answers. In order to deepen the knowledge
of this research domain in medicine, many tools have been developed and are
constantly under improvement for a better understanding of human brain
activity.
Among the existing resources available such as functional magnetic resonance
imaging, positron emission tomography, etc., electroencephalography (EEG)
has become one of the main tools for the diagnosis and follow-up of epilepsy.
Epilepsy is a highly prevalent neurological disease affecting 1% of the general
population and is characterized by recurrent seizures that result from abnor-
mal electrical discharges in the outer layers of the brain (i.e. brain cortex).
About thirty percent of the patients suffer from uncontrolled seizures despite
adequate treatment with anti-epileptic drugs (i.e. refractory epilepsy). For a
substantial part of these patients, brain surgery is the treatment of choice to
cure epilepsy. This requires localization of the brain region that is responsible
for the seizures (i.e. the epileptogenic zone). To identify the epileptogenic
zone, patients are included in a so-called presurgical evaluation protocol com-
prising several anatomic and functional investigations such as MRI and EEG.
Indeed, the determination of the origin of specific EEG waveforms helps neu-
rologists to pinpoint the origin of the epilepsy and to evaluate the patient for
resective surgery. Especially for patients suffering from refractory epilepsy i.e
epilepsy that cannot be treated with medication, the accurate specification of
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the origin of seizure activity can be of a significant aid [1]. In many cases, the
EEG of epileptic patients contains significant epileptic properties, both during
the seizure (ictal EEG), and between succesive seizures (”spikes”-interictal
EEG). The invasive EEG-registration can be considered as the ”golden
standard” for the localization of the epileptogenic zone [2]. The origin of
these seizures and spikes can be determined bymeans of EEG source analysis.
More accurate localization of the epileptogenic zone should result in more
patients being candidates for epilepsy surgery and in the end more refractory
epilepsy patients being rendered seizure free with less sequelae caused
by the brain surgery. Besides the huge impact of uncontrolled seizures on
the patient’s personal life and socio-economical conditions, psychosocial
dysfunctioning and significant cognitive impairment, refractory epilepsy
is associated with high direct and indirect costs for society [3]. As pointed
out in [4], successful epilepsy surgery has a positive cost-benefit ratio for
patients with previously uncontrolled seizures in terms of limiting hospital
admissions and use of health care resources.
However, when coupling the non-invasive EEGmeasurements to a numerical
method, inaccuracies in the neural source localization are introduced. The
accuracy of EEG source analysis is mainly determined by the noise in the
measurement and the accuracy of the head model.
It is known that, a simplified source modeling of the brain activity introduces
an error. The head model on the other hand has a large impact on the accu-
racy of the solution of the EEG inverse problem where important errors are
introduced by the uncertainties of the values of the electrical conductivity of
the brain and the skull. As reported in [5, 6], the quantitative values of the
electrical conductivity of the brain and the skull remain a very important pa-
rameter that attract a lot of debates in EEG source analysis. A great deal of
research is still focused in this direction, coupled to efficient numerical meth-
ods for the reconstruction of the source in EEG source analysis which is of
high importance for the treatment of patients in functional brain imaging. It
becomes clear that qualitative and quantitative research methodologies are
necessary in this domain, where many challenges and difficulties in the EEG
source analysis still need to be solved.
The development of digital computers, together with the advances of signal
processing methods contributed to transform EEG data analysis into a do-
main of research for engineers, physicists and mathematicians. However the
functional localization of brain activity with a better accuracy is still a major
challenge of EEG data analysis. To reach this goal, various computational and
mathematical challenges need to be tackled, turning the study of the brain
activities with EEG in a strongly multidisciplinary field of research at the
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crossroads of neurophysiology, signal processing, electromagnetism, multi-
variate statistics, and scientific computing. EEG can benefit from advances
in many disciplines, including signal analysis and mathematical modeling.
Nowadays, the interpretations of EEG signals are done using numerical
models. The acquisition of EEG signals from a human being is used for
investigation of many clinical problems. As a consequence, developing and
understanding advanced signal processing techniques for the analysis of EEG
signals is crucial in the area of biomedical research. One of the major advan-
tages of EEG source reconstruction over other brain imaging techniques such
as positron emission tomography (PET) or functional magnetic resonance
imaging (fMRI) is its high temporal resolution. The spatial resolution of these
modalities are lower than for the EEG modality. EEG has a spatial resolution
of about 8mm-15mm while magnetoencephalography (MEG) has a spatial
resolution of 4-8mm. The function MRI, PET and Single Photon Emision
Computed Tomography (SPECT) have a respectively a spatial resolution of
1.5-5mm, 5-7mm, and 8-10mm [7].
However, these numerical models contain uncertainties. In EEG, this mainly
includes the head model used and the real conductivity values. In reality due
to irregular behavior of the human head that varies from patient to patient,
several approximations of the head are often used in computer simulations
for interpreting the EEG signals. Different types of head models in combina-
tion with different types of conductivity models of the tissues can be used
to predict the electrical activity in the brain based on mathematical models.
These mathematical models need to be very accurate since, the solution of the
forward problem is one of the input in the resolution of the inverse problem.
As often reported by many studies, one of the major factors that influences
the accuracy of EEG source localization is the large uncertainty in the con-
ductivity of most of the head tissues. It is reported in [8] that the spatial
resolution is affected by blurring caused by volume conductor effects. For
low conductivity values, the resolution is indeed not good and usually in that
case, highest values of error are reported when solving the inverse problem.
High spatial resolution is needed in presurgical evaluation, because a surgical
procedure may follow. This dissertation mainly deals with the problem
regarding error propagations in EEG inverse problems due to the uncertain
conductivity values of head tissues.
1.2. Uncertainties
In general, uncertainties are parameters that are difficult to determine or to
measure and for which the values are not reliable. Moreover, the parameter
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values can change in time or can depend on the environment, etc. In scientific
research, one is often confronted to uncertainty in the design of models. Un-
certaintymay result, e.g., from humanmistakes and errors in themanufacture,
from the use and maintenance of constructions, from expert evaluations, and
from a lack of information. Small samples, changing reproduction conditions,
and imprecise results of measurements are usual starting points for defining
structural models and parameters [9]. These facts show that many engineer-
ing fields are significantly characterized by uncertainty. Uncertainty may also
result from an incomplete knowledge, or a bad modeling, or imperfect theory
in the physical domain or imprecise data. The description of systems typically
involves the use of variables that describe measured or predicted quantities of
the systems. Numerical methods are constantly under development in order
to minimize the resulting propagation effects of uncertainty in the outputs.
1.2.1 Uncertainties in engineering
In many engineering fields, it is common to deal with a number of physical,
biological, chemical, and other parameters whose uncertainties need to be
addressed in order to solve the underlying mathematical equations. It is well
known that uncertainty characterizes the accuracy of results obtained by
measurement of physical quantities. It is common in biomedical engineering,
to face uncertainties in clinical trials. Some rigorous scientific investigation
is usually needed for the determination of parameters presenting a large
variability and imprecision. In EEG source analysis, uncertainty of the head
tissues conductivity value and inaccuracy in the head geometry are a specific
set of parameters affecting the reconstruction of the source when solving the
inverse problem. Uncertainties are also met in non-destructive evaluations
like eddy current techniques. In general, uncertainty remains a challenge
from a theoretical, physical and computational point of view. It is obvious
that if the inputs of a given system contain one or several uncertainties, the
output will reflect this situation both from a qualitative and quantitative
perspective.
When incorporating uncertainty in the inputs, stochastic systems or random
systems may be built in order to provide a better prediction and analysis of
the outputs. The prediction of reliable or efficient outputs may use statisti-
cal and probability analysis. In electrical engineering, e.g. robust optimization
procedures are needed in order to reduce the propagation of uncertainties in
the design. There is a crucial need for appropriate methods for modeling and
managing uncertainty for a better design of the product.
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1.2.2 Uncertainties in EEG source analysis
For the presurgical evaluation of patients suffering from refractory epilepsy it
is essential to have a correct localization of the epileptogenic zone, i.e. the
brain region that is responsible for provoking seizures. Several modalities
can be included in this clinical protocol: electroencephalogram (EEG), magne-
toencephalogram (MEG), magnetic resonance imaging (MRI), Positron Emis-
sion Tomography (PET), neuropsychological assessments, etc. Especially the
EEG is useful because of its high temporal resolution and by performing EEG
source analysis, the epileptogenic zone can be estimated. The estimation of the
neural source generators responsible for e.g. epileptic spikes is however sub-
ject to some sources of errors: noise in measurements and forward modeling
errors.
A first class of model related errors are source modeling errors. A current
dipole source is suitable because it represents an active pyramidal cell at
the microscopic level ( [10]) but is only valid if the activity itself is limited
to a focal region and if it stays focal over a period of time. For patients
suffering from epilepsy, focal brain activity is mostly the case. In order to
reduce these source modeling errors, it is possible to use more complex source
models. Distributed source models can represent an alternative where the
inverse problem is highly underdetermined and regularization methods are
required [11]. Another source modelling approach consists of limiting the
parameters of the multidipolar sources to be less than the number of elec-
trodes, e.g. the RAP-MUSIC algorithm [12]. The information criterion method
is a possible means for determining the number of independent sources,
as used in [13, 14]. A second class of model related errors is the inaccurate
geometrical modeling of the head [15]. Since we can use patient-specific head
models based on T1 segmented magnetic resonance images, it is possible
to have an as accurate as possible geometrical modeling. A third type of
forward modeling errors can be electrode misplacements [16]. However, by
using correct EEG electrode placement techniques, it is possible to decrease
that source of error [17], or by using more electrodes in the EEG source
analysis problem [18]. In [16] one evaluated the influence of the electrode
misplacement and concluded that the use of an incorrect skull conductivity
leads to the most serious source of error.
A fourth type of modeling related errors is not to incorporate the anisotropic
behavior of the conductivity. Using diffusion tensor magnetic resonance
imaging (DT-MRI) it is possible to estimate the nerve bundle direction.
In [19–21], the authors have shown that anisotropically conducting compart-
ments should be incorporated in the volume conductor head models. Finally,
large errors are introduced due to the use of inaccurate absolute conduc-
tivity values of several tissues in the volume conductor head model. The
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large sensitivity of the EEG measurements to tissue conductivity have been
reported e.g. in [22–25]. The uncertain conductivity values, more specifically
the ratio of the skull conductivity to the conductivity values of the soft tissues
have a large influence on the EEG dipole localization accuracy and are the
most dominant source of error [16, 26–28]. Many values have already been
suggested in literature for the scalp, skull, cerebrospinal fluid and brain:
in [29], it is stated that the soft tissue to skull conductivity ratio was 80. In [30]
it is 15, in [31] it is between 20-50, while in [32], the measured value lies in the
interval 10-40 and in [33], it is 25. Moreover, the conductivity values may be
patient and age dependent as pointed out in [34].
A probabilistic framework for incorporating the uncertain conductivity val-
ues in the reconstruction of neural sources is proposed in [27]. The authors
concluded that the conductivity of the skull has to be either accurately mea-
sured by an independent technique, or that the uncertainties in the conduc-
tivity values should be reflected in the source localization estimates. In this
dissertation, an alternative solution is proposed: a novel technique for limit-
ing the propagation of the uncertain conductivity values towards the dipole
source localization estimates.
1.3. Aims and objective
Although conventional EEG offers excellent temporal resolution in resolving
rapidly changing patterns of brain electric activities, its spatial resolution is
limited by the smoothing effect of the head volume conductor, especially due
to the very low conductivity skull layer [35]. As a consequence, there is a
need for the development of numerical techniques which can effectively and
efficiently handle the issue of uncertainty of the brain-skull conductivity ratio
for the inverse problem.
In this thesis, we present a novel numerical scheme, called Reduced Conduc-
tivity Dependence (RCD) method, that reduces the EEG source localization
errors due to the use of a wrong conductivity value.
The purpose of our research is to make good use of sensitivity analysis in order to
extract the best information needed to improve the reconstruction of neural sources
when using spherical head models. An investigation on the influence of the material
parameter on the reconstruction of the source in several regions of the brain when us-
ing the traditional method will be carried out and then we will develop a numerical
method that will minimize the effect of the conductivity ratio and provide more ac-
curate solutions of the EEG inverse problem. Such approach does not introduce new
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modeling parameters but uses the best strategy in the existing ones to improve the
accuracy of the inverse solutions.
1.4. Outline of the thesis
In the next chapter (Chapter 2) an introduction to electroencephalography
(EEG) is given. Some EEG basics are presented. This is followed by an
overview of the EEG forward problem. Here the physics of EEG are described
mathematically. Understanding how a current generator located inside the
head can produce a potential distribution on the scalp is called the forward
problem.
Due to the low frequency of the signals measured with EEG, and the low
electrical conductivity and magnetic permeability of the considered tissues,
the electromagnetic phenomena can be described in a quasi-static way. In
particular, the time derivatives in the Maxwell’s equations can be neglected.
In this approximation, the forward modeling implies that the signal mea-
sured on the sensors is the instantaneous sum of the signals produced by
each current generator. Solutions for different head shape approximations are
presented and an algebraic formulation of the forward problem is shown,
introducing the so-called lead field matrix. The EEG forward model is a
very important part for solving the inverse problem. Since brain functional
imaging with EEG requires an efficient and accurate forward model, we
review in this chapter the existing methods to solve the forward problemwith
different assumptions made on the human head model, and the conductivity
model. The discussion so far on the forward model indicates the complexity
and its importance in EEG source analysis. A sensitivity analysis using a large
set of conductivity ratios for a three-shell spherical head model is presented
at the end of the chapter.
Chapter 3 describes the main theory of inverse problems. Recovering elec-
trical activity of the brain from EEG measurements at the surface of the
head, is known as the EEG inverse problem. The inverse problem aims at
estimating the positions and amplitudes of the sources responsible for the
measurements of the electrical potentials at the surface of the head. In real
EEG cases, these measurements often contain noise. Several approaches in
solving EEG inverse problems exist: parametric methods also referred as
dipole fitting, scanning techniques and image basedmethods with distributed
source models. This chapter covers the methodological aspects of the multiple
inverse solvers. It presents for each of them, the assumptions made and the
eventual limitations when used with EEG data. These different formulations
of the inverse problem take into account modeling assumptions of the head
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and the conductivity specification. However, the EEG inverse problem is
strongly ill-posed. The solution of such problem classically requires to impose
constraints or priors on the solution. The optimization strategies employed
are also presented. Mathematical formulation of the EEG inverse problem for
a single dipole is presented in detail and computations are carried out for a
three-shell spherical head model. The research carried out in this thesis does
not include distributed source models.
Chapter 4 presents the RCD methodology. This numerical method is devel-
oped in response to the problem of spatial accuracy in EEG source analysis
due to the uncertainty of the conductivity values. The method developed
here, is based on the information provided by sensitivity analysis. A redef-
inition of the cost function including the sensitivity to the conductivity of
the potentials is presented. Monte Carlo simulations are done with a first
application to a single dipole and for a three shell spherical head model. The
new cost function minimizes the influence of the conductivity on EEG inverse
problems. Extensions of the new method are presented for multiple electrode
configurations with improvement of the accuracy by a scale factor of 2 or 3.
Good results are achieved in the case of noise in the measurements.
Chapter 5 presents a combined RCD and RAP-MUSIC methodology for
the reconstruction of multiple dipoles. Here we assume a limited number
of sources to model the electrical activity in the brain, and the selection
strategy developed in the case of a single dipole is extended to multiple
dipoles. The same assumptions of the RCD method are included in the RAP
MUSIC algorithm. Then, Monte Carlo simulations are performed on the same
spherical head model using three and five dipoles in the brain. Results of
the simulations show that the theoretical work in chapter 4 on the useful
information provided by sensitivity analysis, can be extended to multiple
dipoles. The combination of RCD and RAP MUSIC shows that the new
method is noise robust in the case of multiple dipoles when using a three
shell spherical head model.
In Chapter 6, The last contribution of this thesis addresses a particularly
challenging problem in EEG data processing: the multiple uncertainty of
conductivity values when using spherical head models with multiple layers.
A methodology is developed for reducing the reconstruction error of a single
dipole in the case of multiple uncertainties.
Chapter 7 is the conclusion of the work. This chapter summarizes the main
results and gives a more clear overview of the work carried out during the
doctoral thesis. Finally there are some notes regarding further work where
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future lines of research are suggested in order to extend the work done in this
thesis.
Appendix A gives the formulas for computing the coordinates of the sensors
positions for EEG source analysis.
In Appendix B, more details are provided on the computations of the
potential first and second order derivatives towards the uncertainties used
in the thesis. Two approaches are presented: the classical derivation and an
alternative approach which is often used in the presented simulations.
Although the developed numerical techniques were evaluated throughout the
main text of the thesis considering the spherical headmodels, the applicability
of the RCDmethodology towards realistic headmodels is shown in Appendix
C.
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CHAPTER2
EEG Forward Problem
2.1. Introduction
Electroencephalography (EEG) is the recording along the scalp of the electri-
cal activity arising from the neurons within the brain. The resulting signals
of the electric activity of the brain over a short period of time, are recorded
by a set of electrodes placed at the surface of the head [36]. The results of
the measurements may be used to detect abnormalities related to electrical
activity of the brain. During the recent years, an increasing use of EEG is
observed as one of the main tools in the diagnosis of neurological disorders
like epilepsy and in the research of brain functionality.
One of the major advantages of EEG source localization over other brain
imaging techniques such as positron emission tomography (PET) or func-
tional magnetic resonance imaging (fMRI) is its high temporal resolution.
The spatial accuracy of EEG source analysis however is relatively small.
Through the years, advances have been made in increasing the accuracy
by using realistic geometrical modeling of the head and by incorporating
anisotropic behavior of electrical conductivity. Two other sources of errors in
EEG source analysis are more difficult to incorporate in the modeling: noise
in the measurements and the uncertainties present in the head model.
EEG can be compared to other methods like invasive EEG (IEEG), depth
electrodes technique andmagnetoencephalography (MEG). At the opposite of
EEG, the recordings in IEEG are made with electrodes that have been surgical
implanted on the surface or within the depth of the brain. Such approach
is highly accurate since the unknown skull conductivity does not have to
be incorporated in the model. An obvious advantage of depth electrode
recordings compared to scalp EEG is its low signal-to-noise ratio [37]. For
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epileptic cases, the depth electrodes technique may be considered as the
golden standard method for the identification of the epileptogenic zones [38].
This technique for which a numerical method is not needed, is also very
accurate. But this procedure is surgically difficult and present some risks for
the patients.
MEG which is also a non-invasive method used for localization of current
sources in the brain, may be more accurate than EEG because the electrical
conductivity does not influence so much the MEG source analysis results
except for neural sources located near the boundary of adjacent tissues with
different conductivities (e.g see, [39, 40]).
The EEG forward model mathematically expresses the relationship between a
current dipole inside the volume conductor and the corresponding potentials
at the surface of the head. Mathematical equations describing the EEG
forward problem are based on the quasi-static approximation of Maxwell’s
equations from which a Poisson equation is derived. A Neumann boundary
condition is coupled to this Poisson’s equation.
The EEG forward problem as described in figure 2.1, requires as inputs: a head
model (different geometries are available), the electrode positions on the head,
a source and head material characteristics. The resulting output is an electri-
cal field. The use of different electrode configurations is possible in the EEG
forward problem, coupled to the fact that the conductivity of the head can
be considered as isotropic (i.e. the conductivity is equal in all the directions)
or anisotropic (i.e. the conductivity can differ depending on the direction on
which the current flows).
Maxwell
Equations
OutputInput
Electrical
Field
Geometry
Source
Material
Characteristics
Figure 2.1: EEG forward problem simulation.
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2.1.1 Source model
The two general approaches to EEG source estimation are equivalent dipole
localization (parametric methods) and distributed source imaging [41]. The
parametric methods typically assume that the sources can be represented
by a few equivalent current dipoles (ECD) of unknown location rd and
moment or orientation d [42]. The assumption underlying this approach is
that the potentials measured at the surface of the head, are produced by a
small number of active regions in the brain. In the ECD source localization,
it is assumed that dipoles are located somewhere in the brain and a fixed
number of sources are used. The number of equivalent current dipoles (ECD),
denoted by p, is fixed and each dipole i has a position rd,i = [xi,yi,zi]
T and
a moment di = [dxi,dyi,dzi]
T. The dipole source model assumes that the
number of dipoles p in the brain is smaller than the number of measurements
(or sensors) N. One single current dipole is a widely used source model in
EEG source analysis. Although this method gives a good estimate when the
number of active areas is small, it is difficult to determine the appropriate
number of dipole sources for complicated spatio-temporal activity.
The second approach models brain activity by a large number of sources
that represent a continuous distribution of neural current generators .The dis-
tributed source imaging assumes distributed currents in the brain volume.
Since the locations are fixed, only the orientation and amplitudes have to be
determined, reducing the inverse problem to a linear one with strong similar-
ities to those encountered in image reconstruction. The EEG inverse problem
with distributed source models is strongly ill posed since the number of sen-
sors N is less than the number of sources p e.g. the number of unknowns is
much bigger than the number of equations. The problem is severely under-
determined, and regularization methods are required to restrict the range of
allowable solutions. The ill-posedness of the inverse problem is most often
tackled using regularization techniques, known from image restoration and
reconstruction (e.g. see [41, 43] for extensive review).
The main difference between the two methods is whether a fixed number of
dipoles is assumed a priori or not. Another important issue in EEG source
imaging concerns the selection of the solution space within which the sources
are allowed to be found. In most of the simple spherical head models, the
whole volume within a certain radius of the sphere (excluding the space
between the scalp and the brain) is accepted as solution space.
There exist also statistical techniques for estimating the number of dipoles in
EEG data like the Information Criterion method (ICM) mentioned in [13, 14],
which is a noninvasive method to determine the number of independent
sources in the spatio-temporal model. It’s also possible to determine the
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number of sources through an analysis of the singular value decomposition
(SVD) of the correlated matrix. In this phd thesis, the electrical sources to be
reconstructed will be modeled as equivalent current dipoles with a focus on
the improvement of the source estimations.
2.1.2 Conductivity model
The reliability of the EEG source analysis depends on the head geometry
and accurate estimation of the conductivity. It is known that the conductivity
plays a crucial parameter in EEG dipole analysis. Since the introduction of
the equivalent current dipole inside a set of concentric spheres as a tool for
performing EEG source localization, several attempts have been made to
determine the electrical conductivity of the human skull. This has resulted
in a large number of papers and a corresponding large number of different
values for the conductivity [44]. Several approaches are used today by
scientists to determine the conductivity with a certain accuracy. One of the
main difficulties encountered in this process, is that the skull conductivity
value varies highly among subjects. For a given patient or individual, the
conductivity of a specific tissue, for example the skull, may be different from
the average values listed in the literature. Moreover, it may vary as a function
of position. For the purpose of better source estimation, it is essential to be
able to estimate in vivo conductivities of head tissues. While the quantita-
tive values of the electrical conductivity of the brain and the skull remain
a very important parameter that attract a lot of debates in the EEG source
analysis society, EEG source localization still suffers from a lack of its accuracy.
Many values have already been suggested in literature for the scalp, skull,
cerebrospinal fluid and brain. In [5], it is stated that the soft to skull conduc-
tivity ratio was 80, 15 in [30], while in [32] the measured value is in the inter-
val 10-40, and 20-50 in [31]. In [33] its measured value is 25. As noticed, there
are considerable differences in the results. Moreover, the conductivity values
may be patient and age dependent [34]. The large sensitivity of the EEG mea-
surements to tissue conductivity have been reported e.g. in [22–25] and their
influence on the EEG dipole source localization in realistic head models [27].
As found in the literature, many approaches are used for conductivity
estimation. The methods can be classified into two broad categories as
magnetic resonance imaging (MRI) and bioelectromagnetic excitation and
measurement methods. MRI systems can be used to obtain conductivity
tensors by using diffusion tensor imaging sequences [45] where its absolute
value remains uncertain , see also [20]. In [46], it is stated that inclusion of
tissue anisotropy information might improve source estimation procedures.
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Electrical Impedance Tomography (EIT) consists in a current injection on
the scalp through selected EEG electrodes, and conductivity values are then
inferred from potential measurements at the remaining electrodes [47–49].
One drawback of EIT arises from the insulating effect of the skull, which
forces most of the injected current to flow into the scalp, and so lowers the
significance of EEG measurements [50]. In [51, 52], it is reported that the EIT
method has less resolution compared to other anatomical imaging modalities,
such as MRI.
It is possible to reference conductivities that have been measured in vivo on
test subjects, or one can wish to estimate the conductivity for each subject
using Electrical Impedance Tomography [53]. New methods to defined the
conductivity with high accuracy are under development and are subject to
improvement.
The in vivo conductivity values would be needed for obtaining the forward
and inverse problem solution in EEG, but unfortunately they are at this time
not measurable in living patients without surgery, and they must therefore be
obtained from the wide range of values reported in the literature. Addition-
ally, the conductivity is known to be anisotropic (in particular in white matter
structures). Several studies have been carried out to quantify the influence of
the inclusion of anisotropic conductivity on EEG source reconstruction [54,55].
Here, conductivity values of anymodel influence the lead fields of the forward
problems and the solutions of the inverse problems.
2.2. Head model
2.2.1 Description of spherical head models
Methods for solving the forward problem in EEG, often require a volume
head model. Until now, several approaches have been used to tackle this
problem. Two types of models are mostly used to describe the human head:
the concentric spherical head models, and the realistic head models. Other
models include eccentric spheres.
From a geometric point of view, spherical head models are often used in
analyzing EEG to approximate a real head, although they are only a local
approximation. A first step towards head modeling is to consider the head
as a set of nested concentric spheres. Each volume enclosed between two
spheres is supposed to represent a different tissue with a constant isotropic
conductivity.
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Figure 2.2 is a fitting of a three-shell spherical head model into a real human
head anatomy. This approximation of the human head by a three-shell
spherical head model is widely used in research. It consists of the union
of three concentric and symmetric regions Ri (i = brain, skull and scalp
respectively) surrounded by air. Surfaces Si denote the boundaries separating
these regions from each other. The quantities: σbrain, σskull and σscalp represent
the conductivity values of each region, and R1 = Rbrain , R2 = Rskull and
R3 = Rscalp the respective radii with the following numerical values: 8.0 cm,
8.6 cm and 9.2 cm. Spherical models allow fast computations of the potentials
at the surface of the head.
Figure 2.2: Fitting the spherical head model into a real head. The spherical
headmodel consists of three layers: the scalp, the skull and the brain from [56].
In the head model, the electrical properties of the various tissues involved,
namely the brain, the skull and the scalp, are assumed to be purely resistive
due to the static approximation of the Maxwell’s equations. The three or mul-
tiple (>3) shell spherical head model are widely used for solving the EEG for-
ward and inverse problem. In practice, the head shape is clearly not spherical
and can be approximated by using a more realistic head shape.
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2.2.2 Realistic head models
Nowadays, realistically shaped head models are used: they can be developed
from computed tomographic scans, Magnetic Resonance Imaging (MRI), ra-
diographs, and physical measurements to approximate very closely the shape
of an actual head. The realistic head geometry can be obtained fromMRI data,
where the volume was segmented and each tissue was labeled in the underly-
ing voxels. This voxel structure can directly be used when considering a finite
difference method for solving the Maxwell’s equations. When using a finite
element method, a space discretization based on tetrahedrons can be consid-
ered. The segmented head volume is then divided in tetrahedrons via a mesh
generator that preserves the material classification when mapping the voxels
to elements.
While fast analytic expressions exist for the potentials in spherical models,
these solutions cannot be applied to realistic head models. Rather, a complete
forward numerical solution must be computed in order to determine the
electrode potentials due to each source. At the opposite of the previousmodel,
many people tend nowadays to use realistic head models which are more
accurate from a geometrical point of view for the evaluations of the potential
distribution. It should be noted that the complexity of the corresponding
potential calculations increases with the accuracy of the head description.
2.3. Electrode placement in EEG
2.3.1 Earlier stage of the number of electrodes in EEG
In order to measure the electric potentials generated by neuronal activity an
EEG device consists of a set of electrodes that are positioned on the scalp so
to establish electrical contact with the skin. During the first International EEG
congress, held in London in 1947, it was recognized that a standardmethod of
placement of electrodes used in electroencephalography (EEG) was needed.
Possible methods to standardize electrode placement were studied by H.H.
Jasper, which resulted in the definition of the 10-20 electrode system [57].
Since then, the 10-20 electrode system has become the de facto standard for
clinical EEG. This system describes physical placement and designations of
electrodes on the scalp. The head is divided into proportional distances from
prominent skull landmarks (nasion, preauricular points, inion) to provide
adequate coverage of all regions of the brain. This method was developed
to ensure standardized reproducibility so that a subject’s study could be
compared over time and subjects could be compared to each other. This
system is based on the relationship between the location of an electrode and
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the underlying area of the cerebral cortex.
In 1985 an increase of the number of electrodes from 21 up to 74 was pro-
posed [58]. This extended 10-20 system of electrode placement, also known as
the 10% system was jointly accepted as the standard by the American Elec-
troencephalographic Society and the International Federation of Societies for
Electroencephalography and Clinical Neurophysiology [59] and [60]. First de-
veloped during the early twentieth century, the EEG electrode hardware con-
tinues to be improved. It is thought that this hardware will lead to a wide
range of important discoveries both in basic brain function and cures for var-
ious neurological diseases.
2.3.2 Standard configuration of electrodes
Since 1958, the international 10-20 system has become the standard for
clinical as well as non-clinical EEG [61]. On figure 2.3 the 10-20 system is
shown on a simplified 2D head from above (see the right part of the figure).
Electrodes are often held in fixed positions by an elastic cap. Each electrode
carries a unique labeling, usually by a combination of letters and numbers
as described in figure 2.3. The letters refer to a nearby lobe or fissure. Odd
(even) numbers refer to the left (right) hemisphere. A label with a z instead
of a number refers to a midline electrode. A label Fp refers to a prefrontal
electrode. Letters may refer to the central fissure (C), or to the frontal (F),
parietal (P), temporal (T), or occipital (O) lobe. Labels of other electrodes
use a letter combination of nearby electrodes. Electrodes located between
the earlier labeled electrodes are labeled frontocentral (FC), centroparietal
(CP), parieto-occipital (PO), frontotemporal (FT), and temporoparietal (TP).
Electrodes anterior to the frontal electrodes are labeled anterofrontal (AF).
Additional electrodes between FC and C are referred to as FCC, et cetera. On
figure 2.3 the 10-20 system is shown on a simplified 2D head viewed from
above with the nose indicated at the top. However advancement in EEG
studies has lead to multi-channel EEG hardware systems with a much larger
number of electrodes.
The measured signal from each electrode is amplified, resulting in one record-
ing channel for every electrode. For every electrode, the potential is expressed
as the difference between the measured signal and a reference signal (com-
puted per time step). For multichannel EEG with a large number of widely
spread electrodes, an average reference is often applied which is the average
of all measured scalp potentials. Alternatively, a common reference uses the
signal of one selected electrode as a reference for all other electrodes, or it may
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Figure 2.3: The 10-20 international system for the placement of the electrodes
at the scalp to measure EEG potentials as described in [61].
combine two signals, e.g., recorded from electrodes attached to both ears. Po-
tential differences between scalp electrodes are usually of the order of µ V.
2.3.3 Actual stage of the number of electrodes in EEG research
In recent years, recording high-resolution electroencephalograms (EEGs) from
large electrode arrays has become a clear trend in brain research. Recent tech-
nological advances in electronic systems with the improvements in the EEG
amplifier technology and computerized signal processing methods have al-
lowed the EEG signals to be recorded from large electrode arrays.
Nowadays, laboratories specialized on EEG studies of brain activity have
the possibility to use a greater number of channels than the original 21
channels. It is common today in many hospitals to measure EEG signal with
64 channels. Currently, it becomes common in research to move to a higher
number of channels. The design of 128, 256 and even more channels by some
companies around the world is already available in spite of the fact that the
standard international 10-20 system is still widely used in clinical practice.
Some research protocols can use up to 256 electrodes. Extensions of the 10-20
system have therefore been proposed with up to 345 electrode positions [62].
In a modern EEG system, the electrodes are connected to an amplifier and
the signals are then digitized and stored on a computer. Using simulations
as well as tests on real data, several authors showed that inter-electrode
distances of around 2–3 cm are needed to avoid distortions of the scalp
potential distribution as illustrated in [63].
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Figure 2.4: EEG configuration of 71 electrodes actually used for measurements
according to the international 10-20 system from [61].
The increase of the number of the recording channels reduces the inter-
electrode distance, thus increasing the spatial sampling density. With a larger
number of electrodes in the EEG cap, more accurate information is gained re-
garding the potential distribution at the surface of the head.
During the last two decades several studies have investigated the benefits
of increasing the number of EEG electrodes. The effect on the accuracy of
both the forward solutions and inverse solutions has been evaluated and an
increase in the number of electrodes to at least 128 has been shown to improve
the accuracy of the results. Different factors affect the appropriate number of
electrodes. These include, for example, the widely debated value of the skull’s
relative conductivity, which has a great impact on the accuracy of inverse
solutions. Thus, for different EEG measurements conducted in different en-
vironments, the appropriate number of electrodesmay vary considerably [64].
EEG source localization has to be split into two partial problems: the forward
problem and the inverse problem. The forward problem is the calculation of
the potential distribution resulting from a given source distribution in the
brains by solving the Maxwell equations. As explained in figure 2.5 this re-
quires a specification of the electrical brain activity, a modelization of the head
geometry and the electrical properties of the different brain tissues as accurate
as possible.
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Figure 2.5: EEG forward and inverse problem.
2.4. Uncertainties in the forward model
The choice of head model and the assumption made on the nature of conduc-
tivity of the tissues, lead to uncertainties in the forward model. Many models
of the head exist with the goal to produce the most accurate forward evalu-
ations. Depending on the assumptions made, various numerical techniques
exist to compute the potential values at the surface of the head. Some studies
( [65, 66]) have been carried out in order to compare numerical values of the
potentials predicted by analytical formulas Va and those obtained by numeri-
cal methods Vn such as FEM, FDM, and BEM. The relative difference measure
(RDM) between the analytical solutions and the numerical solutions methods
is given by:
RDM=
‖Vn −Va‖
‖Va‖
(2.1)
Depending on the dipole parameters (position and orientation) and the
degree of discretization in the numerical methods, RDM varying between 5%
and 10% was reported in [65, 67].
Influence of conductivity onto the forward EEG solution: The use of isotropic
conductivity or anisotropic conductivity in the same head model will not
produce the same outputs as well as a change of conductivity values when
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computations are done with the same conditions. It is shown in [19–21] that
anisotropically conducting compartments should be incorporated in the
volume conductor head models. Finally, errors are introduced in each model
due to the use of inaccurate absolute conductivity values of the different
tissues in the volume conductor.
2.5. Mathematical description of EEG problems
2.5.1 Maxwell equations
Electromagnetic fields can be described by the Maxwell equations which can
be written as:
∇×H =
∂D
∂t
+ J (2.2)
∇× E = −
∂B
∂t
(2.3)
∇.B = 0 (2.4)
∇.D = ρ (2.5)
where E [V/m] and B [Tesla] are respectively the electric and magnetic flux.
H is the magnetic field strength , D is electric flux density and ρ is the charge
density [C/m3] in a volume G. J is the current density [A/m2] which is the
current per unit square passing through an elementary surface orthogonal to J.
Applying the divergence operator to equation (2.2) and using the fact that
∇.(∇ × H) = 0, leads to the equation describing the preservation of the
charges
∂ρ
∂t
+∇.J = 0 (2.6)
This equation states that the change in charge inside a volume with time must
correspond to a flow of charge through the surface of the volume. In other
words, a current leaving or entering the volume conductor G causes a change
in the total amount of charges in G.
2.5.2 Quasi-static conditions
Electromagnetic phenomena in the human head are in the frequency range up
to 1 kHz [68]. Typically, the bandwidths of the signals considered in clinical
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settings, range from less than 1Hz to 100 Hz. The neural sources change suffi-
ciently slow in time, consequently the resulting electromagnetic fields depend
only on the electrical conductivity of the head tissues (resistivity) and not on
the complex impedance [69]. Thus, quasi-static conditions apply to the EEG
forward problem.
It is shown in [70] that for the frequency range of the EEG signals, no electrical
charge can be piled up in the conducting volume. Consequently,
∂ρ
∂t
= 0
which corresponds with stationary conditions for the electromagnetic fields.
2.5.3 Poisson equation
The sources of the EEG signals can be described by one or multiple dipole
sources [10]. The current density in the head is the sum of the primary current
Jp, related to the original neural activity and a passive current flow σE which
results from the effect of an electric field on charge carriers in the conducting
medium (Ohm’s law)
J = Jp + σE (2.7)
The primary current is generated by neural activity within the neuronal cells
whereas the volume currents flowing passively in the medium are caused by
conduction effects. The primary current also represents the source of the brain
activity which we are trying to locate. Taking the divergence of both sides of
equation (2.7) gives:
∇.Jp +∇.(σE) = 0 (2.8)
The divergence of the primary current density Jp(x,y,z) is defined as
∇.Jp(r) = lim
G→0
1
G
∮
∂G
Jp.dS (2.9)
with G an infinitesimal small volume around r. For deriving a proper expres-
sion for the right hand side (2.9), we consider three cases.
In the first case we consider a small volume in the extracellular space not
enclosing the current dipole. The current flowing into the infinitely small
volume must be equal to the current leaving that volume. This is due to the
fact that no charge can be piled up in the extracellular space. The surface
integral of equation (2.9) is then zero, i.e.∇.Jp = 0
In the second case we assume a volume enclosing the current sink with posi-
tion parameters r1(x1,y1,z1). The current sink represents the removal of pos-
itively charged ions at the apical dendrite of the pyramidal cell. The integral
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of equation (2.9) remains equal to −I while the volume in the denominator
becomes infinitesimally small. This gives a singularity for the current source
density. This singularity can be written as a delta function: −Iδ(r − r1). The
negative sign indicates that current is removed from the extracellular volume.
The delta function indicates that current is removed at one point in space.
For the third case we construct a small volume around the current source at
position r2(x2,y2,z2). The current source represents the injection of positively
charged ions at the cell body of the pyramidal cell. The current source density
equals Iδ(r− r2). The dipoles introduce singularities in the right-hand side of
the Poisson’s equation that need to be treated.
The head model is considered here as a volume conductor Ω with isotropic
and position dependent conductivity, i.e. σ ≡ σ(x,y,z).
The electric field E is related to the electric potential V by the relation E =
−∇V. Thus inserting the three cases in equation (2.8), we have inside the head:
∇ · (σ(r).∇V(r)) = Iδ(r− r2)− Iδ(r− r1) in Ω (2.10)
where V(r) is the potential inside the head volume Ω, δ(.) is the delta Dirac
function, r1 and r2 are the coordinates of the dipole current sink and source,
respectively.
The right hand side of this Poisson’s equation as mentioned in [71], represents
the point current source and sink providing I and -I Ampere, at positions r2
and r1.
The boundary condition on the surface ∂Ω of the head i.e. scalp is given by
σ
∂V
∂n
∣∣∣
∂Ω
= 0 with n the normal vector of the head model. This means that no
current flows outside the head into the surrounding air i.e. the conductivity
of air being equal to 0 (σair = 0).
For interfaces between non-air compartments, the potential is not subject to
any discontinuity when crossing the interface. In this case, the potential re-
mains the same V1 = V2 and the boundary condition here is the Dirichlet
boundary condition. The Poisson equation describing the EEG problem in a
more general way is an elliptic equation in the bounded domain Ω.
∇ · (σ(r).∇V(r)) = Iδ(r− r2)− Iδ(r− r1) in Ω
σ
∂V
∂n
= 0 on ∂Ω (2.11)
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2.6. Forward problem solutions in EEG
EEG problems can be stated as solving Poisson’s equation of electrical con-
duction for the primary current sources. The forward problem in EEG is to
compute the potential distribution V within the head and in particular on the
electrode positions for a given source configuration (Upper part of figure 2.5).
To get a good solution of the EEG forward problem, it is necessary to cor-
rectly model the shape of the head layers and their respective conductivities.
To solve the forward problem described by equation (2.11), one needs to know
the structure of the surfaces for the different volumes of the head. In the next
paragraphs, we will give an overview of methods used to solve the EEG for-
ward problem. We will first focus on analytical solutions for spherical head
models and later, we will describe shortly numerical methods used for realis-
tic and complex head models.
2.6.1 Solution for a dipole field in an infinite conductor
As stated in [72], the initial research in cortical surface mapping was limited to
very simple geometric models, which provide analytical solutions to Poisson’s
equation. Two kinds of models were introduced: the infinite brain model and
the concentric spherical models. The infinite brain model assumes that the
head is infinite, homogeneous and isotropic. We introduce the potential field
generated by a current dipole with moment d = ded at position rd in an infinite
conductor with conductivity σ. For such a model, the solution of the Poisson’s
equation is:
V(r,rd,d) =
d.(r− rd)
4πσ‖r− rd‖3
(2.12)
with r being the position where the potential is computed. If the dipole is
located at the center of the Cartesian coordinate system and oriented along
the z-axis, then the potential equals:
V(r,0,dez) =
dcosθ
4πσ‖r‖2
(2.13)
where θ represents the angle between the z-axis and the position r. Note that
r= ‖r‖. It is obvious that ifV is a solution to the Poisson’s equation, thenV+ c
where c is an arbitrary constant, is also a solution. Therefore, a reference po-
tential must be chosen. One can choose to set one electrode to zero or one can
opt for average referenced potentials. The latter results in electrode potentials
having a mean value equal to zero. It is also reported in [72] that this model
produces very approximate results and its use in clinical practice is limited.
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2.6.2 Solutions for spherical head models in EEG
The most commonly used spherical head model assumes that it is made up
of a set of concentric spheres, each with homogeneous and isotropic conduc-
tivity. Two approaches exist in the use of spherical head models. The first ap-
proach is to consider a simplified model. The human head is usually stud-
ied by considering a simple spherical head model consisting of three layers
(M = 3) [73, 74]. This simplified model is widely used. The second approach
consists to approximate the human head with a sphere with multiple layers
( M > 3) since the structure of the head contains in reality many tissues. This
model is known as the multishell case.
2.6.2.1 Case of simple spherical head models
Historically, the volume conductor head model assumes that the head con-
sists of a set of three or four concentric homogeneous spherical shells, respec-
tively, representing brain (white and gray matter), cerebrospinal fluid (CSF),
skull, and scalp [6]. Analytic solutions exist for equation (2.10) constructed by
spheres. Due to their simplicity and ease of computation these spherical head
models have traditionally been used to approximate the human head [75].
Here, the choice of the Euclidean system ex,ey,ez and the corresponding co-
ordinate system in the spherical head model is defined in the following way: -
point of origin is chosen at the centre of the concentric spheres. - the ez axis is
chosen in such a way that the electrical dipole is located on the ez-axis. - the ey
axis is chosen in such away that the position of the sensor under consideration
lies in the yz plane.
The solution of the Poisson’s equation for a dipole located in the inner sphere
is given by:
V=
1
4πσso f tR
2
∞
∑
i=1
X(2i+ 1)3
gi(i+ 1)i
li−1[idrPi(cosθ) + dtP
1
i (cosθ)] (2.14)
where
gi= [(i+ 1)X+ i]
[ iX
i+ 1
+ 1
]
+(1−X)
[
(i+ 1)X+ i
]
(fi11 − f
i1
2 )− i(1−X)
2(f1/f2)
i1
The above solution to the Poisson’s equation mainly depends in the case of
spherical head models on the dipole location rd, and on the conductivity X.
Notice that one choose σscalp = σbrain and X is defined as the ratio between the
conductivity of the skull and the conductivity of the brain i.e. X= σskull/σbrain.
The remaining inputs are clearly known. The symbols introduced in the solu-
tion are given in table 2.1.
2.6 Forward problem solutions in EEG 29
R the radius of the outer shell [meter]
r1 the radius of the inner shell [meter]
r2 the radius of the middle shell [meter]
f1 equals r1/R
f2 equals r2/R
l= BR the relative distance of the dipole from the center, B is the distance
from origin to the dipole position along the z-axis. [unitless]
σso f t the conductivity of the scalp and the brain tissue
(σso f t ≡ σscalp ≡ σbrain) [Siemens/meter]
X the ratio between the skull and soft tissue (electrical conductivity)
[unitless]
θ the polar angle between the z-axis and the axis through the origin
and the point defined by the sensor position. [radians]
dr the dipole component along the z-axis (radial). [meter]
dt the dipole component along the x-axis (tangential). [meter]
Pi(.) the Legendre polynomial,
P1i (.) the associated Legendre polynomial
i an index, i1 = 2i+ 1
Table 2.1: Parameters used in the solution of equation (2.14).
During the computation of the potential distribution, the infinite serie in (2.14)
is truncated. In the present case, only the first 40 terms are used during the
computations since a quadratic convergence of the infinite series described in
equation (2.14) is reached. For high orders, the solution is more accurate but
the computation is more expensive.
From the linearity of equation (2.11), it follows that the mapping from electric
sources within the brain to the scalp recordings can be represented by a linear
operator L, the so-called lead field matrix.
Given the dipole parameters consisting of the dipole position rd and the orien-
tation of the dipole d, the electrode potentials Vi, i = 1, . . . ,N can be expressed
as
V(X,rd,d) = L(X,rd).d (2.15)
where (L∈ IRN×3) is the lead-field matrix. The three columns correspond with
the potentials for the N sensors when considering the x, y or z components,
i.e. dx, dy, dz, of the dipole respectively:
V(X,rd,d) = V(X,rd,ex)dx + V(X,rd,ey)dz + V(X,rd,ez)dz (2.16)
with N the number of sensor locations.
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In the case of EEG measurements, the electrode potentials contain noise that
can be represented by the vector N (usually zero-mean Gaussian noise) in the
system so that (2.15) becomes:
V(X,rd,d) = L(X,rd)d + N (2.17)
Equation (2.15) can be extended to p dipoles (p> 1) where we assume that the
EEG signals use N electrodes and nt time points. The spatio-temporal data
matrix may be written as
V =
[
L(rd,1),L(rd,2), . . . ,L(rd,p)
][
d1,d2, . . . ,dp
]T
(2.18)
because a superposition of the potentials may be performed when using mul-
tiple dipoles, due to the linearity of the Maxwell’s equations. L(rd,i) is the
N × 3 lead field matrix mapping the ith dipole at the position rd,i. The 3× nt
matrix di represents the time course of the ith dipole moment. Here, we omit
the notation of X within the lead fields for clarity reasons. If we assume that
the p dipoles sources have fixed orientations as pointed out in [76], it is possi-
ble to rewrite di as:
di = uisi (2.19)
where ui is a 3× 1 unit-norm dipole orientation vector and the 1× nt vector
si is the time course of the dipole strength of nt time samples. The spatio-
temporal matrix defined in equation (2.18) could be written as:
V =
[
a(rd,1,u1),a(rd,2,u2), . . . ,a(rd,p,up)
][
s1,s2, . . . ,sp
]T
(2.20)
or equivalently V = A(rd,u)S
T where a(rd,i,ui) = L(rd,i)ui, and i = 1,2.......p.
The set rd ≡ {rd,1,rd,2, . . . ,rd,p} represents the location of the p dipoles and the
set u ≡ {u1,u2, . . . ,up} contains the corresponding unit norm vectors.
Since the signals are often contaminated by noise, we assume that a
random N × nt noise matrix, where the nt are time slices i.e. N ≡
[n(t1),n(t2), . . . ,n(tnt)] is added to the data (2.20). Consequently, we obtain:
V = A(rd,u)S
T + N (2.21)
The noise is commonly taken as zero-mean, white and uncorrelated,
E{n(ti)n(ti)
T} = σ2nIN , i = 1,2, . . . ,nt (2.22)
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where E{.} is the mathematical expectation, and IN is the N-dimensional
identity matrix.
Head models that consist of concentric spherical shells representing tissues
with different conductivity ( brain, cerebrospinal fluid (CSF), skull and scalp),
known as four shell spherical head models, are also widely used in modeling
EEG signals. For this model, the solution is very similar to the one in equation
(2.14).
2.6.2.2 Case of spherical head models with multiple layers
The advanced form of the spherical model consists of multiple number of
spheres to represent layers of different conductivity. This mainly benefits EEG
source analysis since including multi-layer conductivity information into the
model reflects the actual composition tissue of conductivity in a much bet-
ter way. The homogeneous sphere model, the three-or four-layered concentric
model with isotropic or anisotropic conductivity are commonly used in the
EEG forward and inverse problem. In the case of a dipole inside a sphere with
anisotropic conductivity the potential on the surface can be computed as ex-
plained in [77].
V(R0,D,Re) =
D
4πσNR2e
∞
∑
n=1
2n+ 1
n
(R0
Re
)n−1
×
(
fnncosαPn(cosγ) + gn cosβ sinα.P
1
n(cosγ)
)
(2.23)
The anisotropy information is embedded in the terms fn and gn. Detailed
forms of the coefficients fn and gn can be found in [77].
This solution to the Poisson equation with a multi-sphere structure with N
layers having an isotropic conductivity is reduced to:
V(R0,D,Re) =
D
4πσNR2e
∞
∑
n=1
2n+ 1
n
(R0
Re
)n−1
× fn
(
ncosαPn(cosγ) + cosβ sinα.P
1
n(cosγ)
)
(2.24)
where D is the L2 norm of the dipole moment q, R0 is the radius of dipole
location, Re is the radius of the electrode coordinates; note that Re = RN . α is
the angle between the dipole position rd and the dipole moment q. γ is the
angle between the dipole position rd and the considered sensor position re.
η is the angle between the plane defined by rd and re and the plane defined
by rd and q.Pn and P
1
n are the Legendre and associated Legendre polynomials
respectively. Moreover
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fn =
n
nm22 + (1+ n)m21
(2.25)
where the coefficients m21 and m22 are given by:
m21 =
1
(2n+ 1)N−1
N−1
∏
k=1
n
( σk
σk+1
− 1
)(Rk
Re
)2n+1
(2.26)
m22 =
1
(2n+ 1)N−1
N−1
∏
k=1
(
n+ 1+
nσk
σk+1
)
(2.27)
m11 =
1
(2n+ 1)N−1
N−1
∏
k=1
(
n+
(n+ 1)σk
σk+1
)
m12 =
1
(2n+ 1)N−1
N−1
∏
k=1
(n+ 1)
( σk
σk+1
− 1
)(Re
Rk
)2n+1
The conductivities are arranged from the innermost to the outer most
sphere σ1,σ2,σ3, . . . ,σN, corresponding to the radii of the various spheres
R1,R2,R3, . . . ,RN see figure 2.6.
R0
R2
R1
RN-1
RN
Rf
σ2
σN
σ1 q
σN-1
Figure 2.6: Human head approximated by aMulti-layer spherical headmodel.
The dipole is free to move inside the innermost sphere. A variant of this
solution resulted in the form of De Munck formulas [78].
Other geometry (ellipsoids, eccentric spheres, etc) have been also considered
in the EEG forward problem. Analytic solutions for these head models have
been presented, such as prolate and oblate spheroids [79] or eccentric spheres
[80]. Numerical solutions for narrow or wide ellipsoids are presented in [81].
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The shortcomings of these spherical models is : genuine heads are not spheri-
cal, tissue layers have non-uniform thicknesses and conductivities. However,
it is possible in these models to take into account anisotropy of the conductiv-
ity of the skull in order to model better the skull. In general, forward solutions
when considering sphere-shaped head models are computationally fast. Due
to their simplicity and ease of computation these spherical head models have
traditionally been used to approximate the human head.
Several studies [67, 82–84] have shown that such simplified models cannot
produce accurate results, and this constitutes limits of the spherical headmod-
els even if these models are widely used. A new tendency today in EEG re-
search is to use realistic head models or more complex models. Such models
do not allow analytical solutions and numerical solutions are used to compute
the potentials.
2.6.3 Solutions for realistic head models in EEG forward problem
While fast analytic expressions exist for the potentials in spherical models,
these solutions cannot be applied to realistic head models. Rather, a complete
forward numerical solution must be computed in order to determine the
electrode potentials due to each source. At the opposite of the previous
model, many people tend nowadays to use realistic head models which are
more accurate from a geometrical point of view in the evaluations of the
potential distribution. Several numerical methods have been developed to
solve the Poisson’s equation of (2.10).
For realistic head models, the conductivity σ can be assumed anisotropic (i.e.
the conductivity can differ depending on the direction the current flows). For
that case, the conductivity is expressed as a tensor [σlm]with l,m= 1,2,3. In re-
ality the skull conductivity is anisotropic, and its tangential conductivity can
be ten times higher than its radial conductivity. It has been shown that this
anisotropy has an important influence on the results of the forward [85] and
consequently also of the inverse problem. Moreover, with anisotropic conduc-
tivity, the Poisson’s equation (2.11) becomes:
∇.
(σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 .
∂V/∂X∂V/∂Y
∂V/∂Z
) = Iδ(r− r2)− Iδ(r− r1) (2.28)
To improve the accuracy of the forward calculation one needs to consider
more realistic head models. The geometry of such improved head models can
be obtained from anatomical imaging modalities like the computed tomogra-
phy (CT) or the functional magnetic resonance imaging (fMRI).
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These realistic model forward solutions can be generated using the finite
difference method (FDM), the finite element method (FEM) or the boundary
element method (BEM), as described in [54].
2.6.3.1 The Finite Difference Method (FDM)
Finite difference methods provide numerical solutions to differential equa-
tions by approximating derivatives with finite differences. In 3D, a point r0
has 6 neighbors ri, (with i = 1,2....6), located at a distance of +h and −h in
each direction. The finite difference approximation leads to:
∇.(σ∇V(r0)) =
1
h2
(
α0V(r0)−
6
∑
i=1
αiV(ri)
)
(2.29)
where the constants α0 and αi depend on the conductivities at the points r0
and ri. In equation (2.29) we assume an isotropic conductivity. We should
note that this scheme corresponds exactly to Kirchhoffs law for the balance
of currents, assuming that the points in the finite difference structure form a
network of resistors. Generally, the head volume is discretized using a cubic
grid with a regular spacing h. Therefore the scheme of (2.29) can be used
at every point of the grid by computing differences between closest neighbors.
For the source, we need to approximate the divergence operator∇.Jp The pri-
mary currents are defined over the edges between the grid points. For exam-
ple, a dipole can be represented as a small current flowing over the edge link-
ing two points r+ and r−, so that the divergence is reduced to the source and
sink, i.e.,∇.Jp = Iδr+ − Iδr− where I is the amplitude of the current. Denoting
by [Ji] the values of the primary currents between the neighboring grid points,
the term ∇.Jp can be written in matrix form as B[Ji]. By denoting [Vi] the val-
ues of the potential at grid points and plugging this expression into Kirchhoffs
law, we get that the potential [Vi] is the solution of the linear problem:
A[Vi] = B[Ji] (2.30)
The matrices involved are typically very large since the whole head domain
has to be discretized. However the matrix A that needs to be inverted is highly
sparse, because it has at most seven nonzero elements per line, which implies
that iterative methods are efficient.
The main drawback of the FDM method for EEG forward modeling is
that, due to the cubic grid, the complex interfaces between brain struc-
tures and thin layers cannot be precisely modeled. Indeed, with a cubic grid,
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the interfaces have to follow the grid points which leads to a ”staircase” effect.
We should note here that numerical methods for anisotropic media (aFDM)
have been recently developed in [86] and [87] with a cubic grid being defined
on the domain Ω.
2.6.3.2 Finite Element Model
In the finite element method, the Poisson’s equation is first reformulated in its
variational form, also called weak form. Then, an approximate solution of the
problem in its weak formulation is found by looking for a solution in a finite
dimensional vector space. The second step requires to properly choose the fi-
nite dimensional space in order to guarantee the quality of the approximation.
Once discretized, the problem leads to a linear system that is solved numeri-
cally. Contrary to the FDM, Finite Element Methods (FEM) do not suffer from
the staircase effect [88].
The Finite Element Method for the EEG forward problem deals with the weak
formulation of Poisson’s equation in (2.31). We assume here that the potential
V belongs in a certain Hilbert space E of regular functions. By multiplying
both sides by a test function φ and then integrating over the whole computa-
tional domain, it follows using the divergence theorem that:∫
Ω
∇.(σ∇V)φdΩ =
∫
Ω
∇.JpφdΩ (2.31)
Taking Green’s first identity into account we have:∫
∂Ω
φ(σ∇V).nd∂Ω−
∫
Ω
σ∇V.∇φdΩ =
∫
Ω
∇.JpφdΩ (2.32)
and by the boundary condition of (2.11) we obtain
−
∫
Ω
σ∇V.∇φdΩ =
∫
Ω
∇.JpφdΩ (2.33)
The second step consists in finding an approximation for the solution of equa-
tion (2.31) in a finite dimensional subspace Eh of the Hilbert space E. An ap-
proximation for V in Eh denoted by Vh can be written as Vh = ∑
n
i=1Viφi on
the computational domain Ω. Let
(
φi
)
, i = 1,2, ......n be a basis of Eh, after
replacing φ in equation (2.31) by φj, we have to find Vi, i = 1,2, ......n such that:
−
n
∑
i
Vi
∫
Ω
σ∇φi.∇φjdΩ =
∫
Ω
∇ · JpφjdΩ, ∀j = 1,2, .......n (2.34)
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The continuous integral equation is converted into a linear equation system
and the FEM reduces the Poissons equation to a linear system:
AV = b (2.35)
where the inputs of matrix A and vector b are:
Aij = −
∫
Ω
σ(r)∇φi(r)∇φj(r)dΩ (2.36)
bj =
∫
Ω
Jp∇φj(r)dΩ =
∫
Ω
qδ(r0).∇φj(r)dΩ = q∇φj(r0) (2.37)
The finite element method (FEM) is often used for the forward problem, be-
cause it allows realistic representation of the complicated head volume con-
ductor. The drawback of this method is the creation of a huge and sparse ma-
trix, whose inverse is not easy to compute. Due to the sparsity of the matrix
[Aij], iterativemethods, like conjugate gradientmethods aremore appropriate
as they perform well when solving this linear system.
2.6.3.3 Boundary element method
The boundary element method (BEM) is a numerical method for solving lin-
ear partial differential equations which have been transformed into integral
equations defined over the boundaries of the different domains [89]. In the
case of EEG, we can think at the white matter or the gray matter etc. In a first
approximation, we can assume that the conductivity within the structures of
the head is constant. In order to achieve such a reformulation of the problem,
one needs to assume homogeneous conductivities in each domain.
The BEM is used to approximate each boundary of a domain such as brain,
cerebrospinal fluid, skull and scalp using small surface elements. The original
integral equation governing surface potentials is approximated as a summa-
tion of surface integrals over each element.The potential on each element
is first assumed to be a linear function of nodal potentials. After choosing
the interpolation functions and element geometry, the surface integral over
each element is expressed in terms of unknown nodal potentials, and the
original surface integral is reduced to a system of algebraic equations. The
solution of the nodal potentials provides the potential at any point on the
surfaces. The elements can have various shapes such as triangles or rectangles.
Let S1,S2, . . . ,SM denote the interfaces between the regions of different con-
ductivities; with S1 as the surface of the scalp. The electric potential V at rd ∈ Si
for a dipole positioned in the medium with conductivity σ0 (brain compart-
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ment) obeys the integral equation [90]
(σ−i + σ
+
i )V(rd) = 2σ0V0(rd) +
1
2π
M
∑
i=1
(σ−i − σ
+
i )
∫
Si
V(r′d)
rd − r
′
d
‖rd − r
′
d‖
3
dSi
(2.38)
where Si is the surface of the respective conductivity interface within the vol-
ume conductor, σ−i and σ
+
i are the conductivities inside and outside the con-
ductivity interface Si respectively. V0(rd) is the potential caused by the cur-
rent source in an infinite homogeneous medium given in equation (2.12). The
surface Si is discretized into N area elements and surface integration can be
obtained as a sum of the surface integrals on these elements.
A significant advantage of the boundary element method (BEM) is that
anisotropy and inhomogeneous media can be taken into account [91]. The
boundary element method has the great advantage that it only requires com-
putations on the boundaries and so does not need the entire volume to be
meshed but only its describing surfaces.
It is important to mention here that the EEG forward problem is well-posed
and has a unique solution. For a mathematical proof, one can refer to the fol-
lowing papers [92] and [93] for more details. The forward problem calculates
the potential field at the scalp from known source locations, source strengths
and given value of the conductivity. This is achieved when a configuration of
electrodes is provided.
The accuracy of both analytic and numerical methods is, however, severely
limited by incomplete knowledge of the electrical conductivity [94]. The dif-
ferent forwardmodels described above in combination with different conduc-
tivity models could be used as input in the solution of the inverse problem.
2.7. Computations of the potential value V
As said previously, in order to use EEG for brain functional imaging, dedi-
cated modeling and computations need to be done. It consists in quantifying
the signal produced by the neuronal activities at the surface of the head. This
involves physical considerations like the given set of sensors at the surface
of the head and a head model. In what follows, we will consider a simple
spherical head model including three concentric layers: the brain, the skull
and the scalp. From a computational point of view, this head model is fast and
is widely used in EEG research. The other reason leading to the choice of this
spherical model is obviously simplicity. It is well known that the potential
image on the scalp due to a dipole current source located anywhere inside
can be predicted analytically [95].
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For this simple head model, we will consider the analytic solution described
by equation (2.14) for the computer simulations of the EEG potentials. That is,
given the location parameters of the dipole, the mathematical formula given
in equation (2.14) in a truncated form is used to compute the potential at any
point on the surface of the model. Since the brain electrical activity of pa-
tients suffering from epilepsy are characterized by a limited number of elec-
trical dipoles [10], we will not investigate here the influence of the used source
model.
The computation of the forward solution requires specification of the EEG
electrodes. In our case, a standard configuration of N = 27 electrodes follow-
ing the International system 10-20 will be used for the computer simulations.
Coordinates of the electrode positions using this standard configuration is
given in Appendix A. In our computations of the EEG forward problem,
presented in this section, only isotropic conductivities are considered (i.e.
in each point the conductivity is equal in all directions). The chosen head
model is divided into isotropic piecewise homogeneous compartments. The
potential distribution V at the surface of the head is then a matrix of (27× 3)
elements and the values of the potential corresponding to a dipole oriented in
each direction ex,ey and ez, can be obtained separately.
Using figure 2.2 as the approximation of the head model, we fix
σscalp ≡ σbrain = 0.33 S/m and the conductivity is simply determined
by X which is defined as the ratio between the conductivity of the skull and
the one of the brain. The conductivity ratio is chosen within the interval
[1/40, 1/9] as often found in the literature.
We denote by CS1, CS2, CS3 and CS4 the various case studies of the dipole
located in the brain, corresponding to the cartesian coordinates in table 2.2.
The cartesian coordinates of these dipoles located at different regions of the
brain in the head model are given in the following table.
The first considered dipole CS1 is located almost at the center of the brain,
the next two dipoles denoted by CS2 and CS3 are located inside the brain and
the fourth dipole CS4 is located at the edge of the brain. In the computations
of the potential values, we will display the potential V as a function of the
conductivity ratio X.
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Case Study (CS) rx (mm) ry (mm) rz (mm)
CS1 0.0 0.0 8.6
CS2 8.6 17.2 8.6
CS3 17.2 25.8 17.2
CS4 34.4 25.8 34.4
Table 2.2: Case studies of several dipoles located at different regions. The cen-
ter of the head model is referenced as rd = [0, 0, 0]. The radii of the con-
centric spheres are R1 = 8.0 cm, R2 = 8.6 cm, R3 = 9.2 cm.
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Figure 2.7: Potentials Distribution for dipole CS4 along the 27 electrodes with
orientation ey.
Figures 2.9 and 2.10 give the potential distribution for different locations
of the dipole in the brain for several conductivity values with specifica-
tions of the electrodes given at the right of these figures. The respective
electrode positions where the potential value is computed, is referenced by
letters at the right of the figures. A surface display of the potential is given
in figures 2.7 and 2.8. Depending on the regions and the positions, some
electrodes have a high potential value while others have a low potential value.
From figures 2.9 and 2.10, we can conclude that there is a change in poten-
tial values for most of the electrodes for a given source configuration when
varying the conductivity ratio X. This change is more important for dipoles
located at the edge of the spherical head model. For the other sensors in this
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Figure 2.8: Potentials Distribution for dipole CS2 along the 27 electrodes with
orientation ex.
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Figure 2.9: Potentials along the 27 electrodes vs the conductivity ratio for
dipole CS4 with orientation ey.
case, a little change in the value of the potentials is observed when a variation
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Figure 2.10: Potentials along the 27 electrodes with orientation ey vs the con-
ductivity ratio for dipole CS2 along the 27 electrodes.
of the conductivity ratio X is applied. This can be observed in all the regions
of the dipole locations where the computations are carried out.
2.8. Sensitivity analysis
Sensitivity analysis is used to determine the influence of the brain to skull
conductivity ratio towards the sensor potentials in the spherical head model.
It is known that the forward model is sensitive to the conductivity as pointed
out in [96]. Therefore, it is important to understand how the sensitivity of the
conductivity can affect the dipole localization error (DLE) with the aim of
using more accurate models. Such approach is useful because of the uncer-
tainties introduced by the conductivity in the forward model evaluations.
Analytical formula resulting from the derivation of the solution of the Pois-
son’s equation as described in Appendix B, are used for the computations
of the sensitivity. These formula have been validated by the finite difference
method (FDM). The sensitivity belonging to an EEG sensor is defined as the
partial derivative of the sensor potential Vi to the electrical conductivity ratio:
∂Vi
∂X
, i = 1, . . . ,N (2.39)
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Three approaches will be used to display the sensitivity values in order to get
the most reliable information: a 2D display of the sensitivity over the surface
of the head, plots involving the potential and the sensitivity and finally plots
involving the sensitivity in a specific region when several conductivity ratio
values are used. Coordinates of the electrodes are given in appendix A.
2.8.1 2D display of the sensitivity
A 2Dmapping of the sensitivity values over the surface of the head, shows to
which extend sensors are sensitive or not. Figures 2.11 and 2.12 give a surface
distribution of the sensitivity values for dipoles located respectively near the
center (CS1) and inside the brain (CS2). The position of the sensitive electrodes
are referenced by a number. We can observe from these figures that some sen-
sors are very sensitive and other are not. The high sensitivity of the sensors
to the conductivity ratio has an impact on the solution of the inverse prob-
lem since the conductivity is assumed to be uncertain, see chapter 3. Sensors
which are very sensitive can be identified individually as we can see in figure
2.12.
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Figure 2.11: Sensitivity of the potential for the dipole CS1 in 2D for an assumed
conductivity ratio X˜ = σskull/σbrain = 1/40.
2.8 Sensitivity analysis 43
 
21
26
24
13
11
14
12
10
15
9
16
17
18
19
22
27
1
8
2
7
4
3
6
5
23
25
20
 
−10
0
10
20
30
40
yz
x
Dipole
Orientation  ey
Figure 2.12: Sensitivity of the potential for the dipole CS2 in 2D for an assumed
conductivity ratio X˜ = σskull/σbrain = 1/25.
2.8.2 Potentials versus sensitivity values
In this section, a relation involving the potential value V and the sensitivity
value ∂V/∂X is presented for different locations of the dipole. Such approach
is done for a specific position of the dipole for only one conductivity ratio.
In figures 2.13 and 2.14, the highest value of the sensitivity (respectively 28
and 38 µ volt) is recorded along the 10th electrode with the coordinates are
(θ = 62◦,φ = 57◦). We should note here that other electrodes are also very
sensitive.
Figures 2.13 and 2.14 show that the highest sensitivity values appear at the
high potential-valued sensors. For the other dipole locations considered in this
type of simulations, a similar trend has been observed but is not necessarily
true in all cases.
For figure 2.14, there is a large difference in absolute value with the most sen-
sitive sensor with the rest of the sensor, while this not the case in figure 2.13.
Notice that the sensor corresponding with the highest sensitivity value is not
necessarily the nearest sensor to the dipole as the potential distribution aswell
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as the sensitivity distribution depend not only on the location but also on the
orientation of the dipole.
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Figure 2.13: Potentials vs the sensitivity for dipole CS3 with orientation ey for
the 27 electrodes. The assumed conductivity ratio is X˜ = 1/15.
−5 −2.5 0 2.5 5 7.5 10 12.5−20
−10
0
10
20
30
40
Potential values V [µ Volt]
S
en
si
ti
v
it
y
∂
V
∂
X
[µ
V
ol
t]
Figure 2.14: Potentials vs the sensitivity for dipole CS4 with orientation ey for
the 27 electrodes. The assumed conductivity ratio is X˜ = 1/9.
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2.8.3 Sensitivity over the regions
The sensitivity of the potentials to conductivity ratio due to dipole orientation
is also investigated by analyzing the distribution of the derivative values
for the different sensors. This is done with several dipole locations with an
orientation in the ex, ey and ez directions. The results for the dipoles located
at CS1 and CS4 are shown in figures 2.17-2.20.
For dipoles located in the centre of the brain as well at the edge of the brain,
we observe that not only the location but also the orientation influences the
sensitivity of the sensors. Moreover, the sensor index belonging to the highest
sensitivity can be different for a fixed location but for different orientations.
This is also the case for the sensor index with the lowest sensitivity.
Remark that the ranking of the sensors with respect to their sensitivity value
(from low to high value) is often independent from the conductivity ratio.
However, this is not generally true as can be observed in figure 2.18 by the
crossing sensitivity characteristics. Notice that the above observations will be
used in the further developed techniques for solving the inverse problems in
the following chapters.
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Figure 2.15: Sensitivity of potentials for the 27 electrodes vs conductivity ratio
for dipole CS1 with orientation ex.
46 EEG FORWARD PROBLEM
0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11 0.12−40
−30
−20
−10
0
10
20
30
40
50
Conductivity Ratio X [-]
∂
V
∂
X
[µ
V
ol
t]
 
 Fp2
Fpz
Afz
A1
Af2
A3
Po2
Fc4
Iz
Nz
Cz
A2
C3
C2
Pz
O2
Fc1
Af3
Oz
A4
Af1
O1
Fc3
Po3
C1
Af3
Af4
Cz
High Sensitivity
High Sensitivity
Low Sensitivity
Figure 2.16: Sensitivity of potentials for the 27 electrodes vs conductivity ratio
for dipole CS1 with orientation ey.
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Figure 2.17: Sensitivity of potentials for the 27 electrodes vs conductivity ratio
for dipole CS1 with orientation ez.
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Figure 2.18: Sensitivity of potentials for the 27 electrodes vs conductivity ratio
for dipole CS4 with orientation ex.
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Figure 2.19: Sensitivity of potentials for the 27 electrodes vs the conductivity
ratio for dipole CS4 with orientation ey.
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Figure 2.20: Sensitivity of potentials vs the conductivity ratio for dipole CS4
with orientation ez along the 27 electrodes.
2.9. Conclusion
The EEG forward problem solution highly depends on the electrical conduc-
tivity values. In particular, for the three shell spherical head model, this is the
case for the skull to soft tissue conductivity ratio X, see equation (2.14). In
order to quantify this dependence, we defined and analyzed the sensitivity
of the sensor to this conductivity ratio. It is possible using sensitivity analysis
to analyze which sensors are highly affected by the conductivity and those
who are not when considering a dipole source in a specific region. In the
numerical simulations carried out, it was observed that the sensitivity of the
sensor potentials is characterized by the position and orientation of the dipole
in the brain and the specified value of the conductivity ratio.
In practice, it is difficult to measure the real value of the conductivity ratio
value. Sensitivity analysis is thus a tool to determine the propagation of the
uncertain conductivity onto the EEG forward problem. Therefore, it becomes
important to study the effect of the skull to soft tissue conductivity ratio on
the simulated potentials which need to be as accurate as possible, and later
on to develop a strategy that will improve the accuracy of the solution of the
inverse problem based on these two limitations.
CHAPTER3
EEG Inverse Problem
3.1. Introduction
Over the past few decades, a variety of techniques for non-invasive measure-
ment of brain activity has been developed. Among these, electroencephalog-
raphy (EEG) is widely used for functional brain mapping. It is well known
that this method is particularly suitable for neuroscience research and clinical
practice, such as surgical planning for epilepsy patients [97].
It is common practice in cognitive research and in clinical routine to recon-
struct current sources in the human brain by means of non-invasive field
measurements outside the head. In order to use EEG for brain functional
imaging, modeling and computation need to be done.
EEG uses measurements of electrical potentials (in the order of microvolts
(µV)) at various locations on the scalp and then applies signal processing
techniques to estimate the current sources inside the brain that best fit these
data. Source localization in EEG is currently attracting intense research
because it involves many difficulties.
The reconstruction of the dipole sources is called the inverse problem of
EEG. One of the major advantages of EEG source reconstruction over other
brain imaging techniques such as positron emission tomography (PET) or
functional magnetic resonance imaging (fMRI) is its high temporal resolution.
Solution of this EEG source localization or inverse problem typically requires
a significant number of forward model evaluations. A first step towards
the EEG inverse problem, is to solve the forward problem that consists in
calculating the superficial potential for any possible configuration of the
sources. The forwardmodel should be accurate as possible as seen previously.
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It is well known that source localization methods rely on mathematical
models of the bio-electrical generators and the volume conductors within
which they lie.
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Figure 3.1: Schematic description of the EEG inverse problem.
The electrical activity in the brain is caused by some chemical actions within
neurons. Neurons communicate with the displacements of electric charges
that produce tiny currents. In order to produce electromagnetic fields de-
tectable outside the head, multiple neurons within a same structure need
to act simultaneously. In the case of epilepsy there are small zones inside
the brain that give major contributions in the generation of the electric field.
In order to measure the electric potentials generated by neuronal activity,
an EEG device consists of a set of electrodes which are positioned on the
scalp so to establish electrical contact with the skin. In clinical application,
neurologists are interested in determining the location of the epileptogenic
zones from the measured potentials on the scalp.
Starting from a given set of potential differences measured at the scalp, we
can estimate the source responsible for the measured signals. This is known as
EEG source localization. The reconstruction of the dipole location responsible
for the measured EEG signals may be done by using a numerical technique.
A head model and the conductivity model are the main inputs for the inverse
problem as illustrated in figure 3.1.
3.2. Solving the inverse problem in EEG
The inverse problem is defined as the task to estimate the source position
rd from a given measurement Vmeas. The different steps leading to the
reconstruction of the source are described in the lower side of figure 2.5.
Thus starting from measurements of electrical potentials at the surface of the
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head by means of electrodes, and making a choice of a given head model,
we use a numerical technique to reconstruct dipole location responsible for
the measured signals. The choice of the numerical technique depends on the
various assumptions made. The EEG inverse problem for the reconstruction
of electrical sources in the human brain, can be an ill-posed problem. This
means that different source configurations can generate the same distribution
of potential fields measured on the scalp.
The ill-posedness of the inverse problem is often tackled using regularization
techniques, known from image restoration and reconstruction [11,43]. Among
the other ones, imaging methods are sometimes addressed with a Bayesian
stochastic framework [98]. Minimum norm solutions and Tikhonov regular-
ization can also be seen as variational regularization methods for removing
this indetermination.
There are many classes of methods for solving the EEG inverse problem,
each one having its advantages and drawbacks. The two general approaches
to EEG source estimation are equivalent dipole localization and distributed
source imaging. The dipole fitting approaches assume that the measured
data have been produced by a small number of active regions, each can be
modeled by an equivalent current dipole (ECD). The number of sources p
is fixed. In general, to have a unique solution, the number of parameters to
estimate ( 6 per dipole) should not exceed the number of data. The main
limitation with these methods is that the user has to fix a priori the number
of active regions in the brain. As soon as the number of sources increases,
i.e. p > 1, the number of local minima increases with the number of dipoles.
The results of the non linear optimization problem could be inaccurate since
solvers are easily trapped in local minima. Another approach to overcome the
problem of local minima, is the use of scanning methods [99, 100].
Distributed sources usually exist as multiple dipoles uniformly distributed
in the brain. Due to the linearity of Poisson’s equation, the potential can be
written as a superposition of the potential caused by each individual dipole
source. An inverse problem with distributed source models is strongly ill
posed since the number of sensors N is smaller compared to the number of
sources p i.e. (N < p). The number of unknowns is much bigger than the
number of equations. This leads to an undetermined system which has to
be solved in the minimum norm sense and regularization techniques are
needed [101–103].
In this thesis, we will solve the EEG inverse problem using single or multi-
ple dipole source models and not using distributed source models because
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the former source models lead to well-posed inverse problems and moreover
these sourcemodels can be applied for analyzing the EEG of epileptic patients.
Our goal of this thesis is to provide more efficient numerical methods for the
accurate localization of the source for the treatment of epilepsy.
3.3. Cost function
The derivation of the forward model is the first step towards the solution of
the inverse problem. Starting from Maxwell’s equations in their quasi-static
formulation which result into the Poisson’s equation (see equation (2.11))
and from a physical model of the head, the forward problem predicts the
measurements that would be obtained for a given configuration of current
sources. These evaluations of the forward model are necessary to solve the
inverse problem. The forward models can be obtained analytically or by
numerical methods (FDM, BEM, FEM) as described in the previous chapter.
The computational time required to solve the EEG inverse problem, partly
depends on the methodology used in the forward evaluations. We should
note that for spherical head models, the computation of forward and inverse
problems is fast, while for realistic head models it is much more expensive.
The inverse problem consists in the minimization of a cost function where the
forward model solution is iteratively evaluated. A dipole estimation can be
obtained using a minimization method.
For the solution of the inverse problem, several possibilities exist for the
minimization of the EEG cost function. These cost functions depend on
assumptions made on the electrical activity in the brain. Thus, assuming that
the electrical activity in the brain can be modeled by the equivalent current
dipole (ECD) or the distributed models, will lead to different cost functions
in the minimization procedure. In the case of a current dipole, the source
localization is made by the Least-Squares Method (LSM), scanning methods
or by using a signal subspace scanning as explained in [54]. In the case of
distributed sources in the brain, minimization methods include Minimum
Norm Solution (MNS), the Low Resolution Tomography (LORETA) and
its variants, the Local autoregressive average (LAURA), the EPIFOCUS,
for a review see [104, 105]. Other methods exist like Image-based methods,
the Bayesian method [106], and ELECTRA [107]. Other methods exist like
Image-based methods, the Bayesian method, and ELECTRA. However the
reliability of the solution depends on the validity of the assumptions made.
As stated in [108], for events like epileptic spikes or early stages of an epileptic
seizure, a current dipolemay be used as a sourcemodel.Wewill assume in this
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chapter, that the electrical activity in the brain is modeled by a single (p = 1)
current dipole.
3.3.1 Traditional least-squared method in EEG inverse problem
In EEG dipole source analysis, the neural source represented by an electrical
dipole (rd,d) is estimated by finding the dipole that best fits the measured
potential distribution. The aim of the EEG inverse problem is to recover the
neural dipole location r∗d and orientation d
∗ that correspond the best to the
measured EEG potentials Vmeas ∈ RN×1. For a single dipole, this is carried
out by minimizing a least-squares cost function, the so-called relative residual
energy (RRE) [109]:
{r∗d ,d
∗} = argmin
rd,d
RRE(rd,d) (3.1)
with
RRE(rd,d) =
‖Vmeas −Vm(X,rd,d)‖
‖Vmeas‖
(3.2)
Where ||.|| is the L2 norm, Vm ∈ IR
N×1 denotes the potentials obtained from
the forward model, see equation (2.11) with the lead field formulation (2.15),
while Vmeas ∈ IR
N×1 represents the EEG signals measured by N electrodes at
one time point. The cost function used here, is the energy norm of the differ-
ence between the measured potentials and the simulated potentials.
The data Vmeas can correspond either to one time instant or to a block of time
samples. The above inverse problem is formulated to solve the EEG inverse
problem at a single time instant and can be extended (for multiple time in-
stances) in a spatio-temporal way, e.g. as in [110, 111].
The number of parameters in this least-squares cost function can be reduced
by considering the optimal dipole components:
dopt = L
† ·Vmeas (3.3)
where L is the lead field matrix, see (2.15), and L† the Moore-Penrose pseudo
inverse of the lead field matrix. Equation (3.2) becomes then, see e.g. [109]:
RRE(rd) =
‖Vmeas − L(X,rd)L(X,rd)
†Vmeas‖
‖Vmeas‖
. (3.4)
In this way, the dipole location is the only remaining parameter to be recon-
structed by minimizing the relative residual energy (RRE). And consequently,
the relative residual energy is only dependent on the dipole position rd.
The widely-used Nelder-Mead simplex method is implemented here to find
the global minimum of the Relative Residual Energy (RRE) in equation (3.4).
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See e.g. [111, 112]. The minimization of the cost function is performed by the
algorithm until a global minimum is obtained. The values of the reconstructed
dipole correspond to this global minimum.
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Figure 3.2: Simulation setup for solving the EEG inverse problems.
The analysis of spatial localization errors in EEG source analysis, is done
by numerical experiments. Starting from an actual position of the dipole
r˜d, orientation of the dipole d˜ and actual value of the conductivity X˜, we
compute the corresponding potentials at the surface of the head denoted here
by V. See also figure 3.2. By adding noise to the computed V, we obtain the
signal Vmeas which we can consider as measured signals and input for the
inverse problem. See also equation (2.17). When solving the inverse problem,
we assume a conductivity ratio X̂ that may be different from the actual one
X˜. Then using a numerical method we reconstruct the dipole location r∗d . In
order to reconstruct the dipole position one needs to minimize the difference
between the data and the forward model solution in the L2 norm. If the
difference does not satisfy a certain tolerance ǫ, then the source parameters
are updated until the tolerance is reached. We will perform several Monte
Carlo simulations using different assumed conductivity ratios X̂. Using the
set of solutions it is possible to evaluate the accuracy by comparing the
recovered dipole positions with the actual dipole positions r˜d.
The reconstructed dipole location r∗d may differ from the actual position of the
dipole r˜d due to the presence of noise in the measurements and also because
of the choice of the conductivity ratio X̂. The dipole position error (DPE) is the
absolute difference in the L2 norm between the actual dipole location r˜d and
the reconstructed dipole location r∗d provided by the solution of the inverse
problem, expressed in the same normalized units.
DPE = ‖r˜d − r
∗
d‖ (3.5)
It is important to mention here that the EEG cost function, when assuming
a single dipole can be minimized using a locally convergent optimization al-
gorithm. One of the limitations of these algorithms is the fact that they are
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sometimes trapped in local solutions and they are very sensitive to the start
value [112].
In general, the validation of an inverse procedure in EEG begins with choos-
ing a head model and source, generating the forward solution, adding some
random noise, resulting in the numerically obtained ”measured EEG signals”.
Starting from these measured signals, we may run the inverse procedure to
see if we can obtain an accurate guess close enough to the source. In order
to test the robustness of the inverse procedure described previously, we will
perform Monte-Carlo simulations. We will assume several values of the con-
ductivity ratio as often found in the literature e.g. conductivity ratio values
lying from 1/40 to 1/9.
3.3.2 Subspace correlation based methods
The least-squares method is no more suitable when the electrical activity
of the brain is modeled by a limited number of dipoles i.e. p > 1. It is well
known that inverse methods based on direct minimization of the squared
error between the measured potentials Vmeas and the forward model evalua-
tions Vm through gradient-based optimization or simplex searches often lead
to improper locations of the sources due to trapping in local minima which
increases with the number of dipoles [12, 113].
In order to overcome this problem, the signal subspace methods has been
developed to handle more efficiently this difficulty. They are able to deal
more accurately with the localization of multiple sources. These methods are
based on signal classification between signal and noise via signal subspaces.
The Multiple Signal Classification (MUSIC) is the most popular of these
methods. The primary assumptions of this method are that the dipolar time
series as defined by equation (2.21) are maximally uncorrelated among each
other. To this, the fact that the number of time samples nt is greater than the
number of sensors N and the number of sources p is smaller than the number
of sensors N is added. In the MUSIC algorithm the space spanned by the N
measurements is divided into a signal subspace to identify the underlying
components in the time series data and a noise subspace [76].
For more details concerning the subspace correlation based methods, we refer
to chapter 5, section 5.2.
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3.3.3 Other cost functions
In this section, we will give an overview of other cost functions that are of-
ten used in the EEG inverse problem. The list provided here is not complete,
however the different cost functions mentioned below are chosen to explain
the concept in EEG inverse problem and are for the case p >> N (p denotes
the number of dipoles, N the number of electrodes). In order to clearly define
them, we will assume more generally that the orientations are fixed and that
only the amplitudes of the dipoles A ∈ IRp×nt need to be estimated (nt denotes
the number of time instants). The solution of the forward problem including
noise with a specific noise level can then be written as:
M = LgA + N (3.6)
where M ∈ IRN×nt corresponds to the measurements of the electric potential,
Lg ∈ IR
N×p stands for the lead field operator mapping the p sources (whole re-
gion under study) to the N measurement sites, N ∈ IRN×nt is the noise matrix.
Among these methods, are the minimum norm solution (MNS) [114], EPIFO-
CUS, Loreta, Local autoregressive average (LAURA), the Bayesian method,
(POP-MUSIC, etc).
The standard Minimum-Norm solution as explained in [114, 115] is obtained
by solving:
A∗ = argminE(A) = argmin
A
‖M− LgA‖
2
F + λ‖A‖
2
F, λ > 0 (3.7)
Where ‖.‖2F is the Frobenius norm. λ is the regularization parameter. It bal-
ances the reconstruction error and the regularity of the solution. The lower the
level of noise present in the measurements, the smaller should be the recon-
struction error. The solution of this unconstrained and differentiable problem
is obtained by setting the derivative dE(A)/dA equal to zero. The solution is
simply:
A∗ = (LTgLg + λI)
−1LTgM (3.8)
with I the identity matrix.
EPIFOCUS has mainly been developed for the analysis of focal epileptic
activity where a single, dominant source with a certain spatial extent can
be assumed. This method assumes a single focal source but differs from
the equivalent dipole location in that it allows the source to have a spatial
extent beyond a single point and avoids the non-linear optimization process
required by dipole fitting [116]. When using EPIFOCUS, the inverse of the
matrix is computed for each point independently in a very efficient way for
3.3 Cost function 57
any given head model (e.g. realistic, spherical head model), and there is no
need for regularization, i.e., one single inverse matrix can be used for all
kind of data. It is a linear inverse method that scans the solution space and
calculates the current density vector by projecting the scalp potential data on
each solution point [116]. The results of this estimate can be interpreted as the
probability of finding a single source at each specific point.
The Bayesian approach is a statistical method to incorporate a priori infor-
mation into the estimation of the sources. The types of a priori information
that have been incorporated in this approach include information on the neu-
ral current [117], the focal nature of the sources, combined spatial and tem-
poral constraints [118], as well as strategies to penalize ghost sources [106].
Here assumptions aremade in the form of probability distributions describing
the neural current distribution and the signal noise which are assumed to be
Gaussian variables with zero mean. Bayes’ theorem enables detailed analyt-
ical computations to be made. Basic Gaussian distribution assumption gives
a simple and robust algorithm. In general, this technique consists in finding
an estimator A∗ of A that maximizes the posterior distribution of A given the
measurements M [118, 119]. This estimator can be written as
A∗ = argmax
A
[p(A|M)] = argmax
A
[ln(p(M|A)) + ln(p(A))] (3.9)
where p(A|M) denotes the conditional probability density of A given the
measurements M. This estimator is the most probable one with regards to
measurements and a priori considerations.
LAURA, belongs to the class of distributed inverse solutions, which are ca-
pable of dealing with multiple simultaneously active sources. It is based on
a Local Auto-Regressive Average model of the unknown current density in
the brain. One advantage of this method is that, contrary to the single dipole
model, there is no assumption made about the number of activated sources,
which is a particularly useful attribute for analyzing cases of multi-focal
epilepsy [116]. This solution is obtained by solving the following variational
problem for the unknown vector A.
‖M− LgA + λR(A)‖ (3.10)
where R(.) and λ represent the regularization operator and the regularization
parameter respectively. The definition of the operator R(.) is given explicitly
in [120].
An alternative way to solve the inverse source localization problem as a mini-
mization problem is to use genetic algorithms, which are a powerful tool solv-
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ing problems and simulating natural systems in a variety of scientific fields.
In this case dipoles are modeled as a set of parameters that determine the ori-
entation and the location of the dipole and the error between the projected
potential and the measured potentials is minimized by genetic algorithm evo-
lutionary techniques. The minimization operation can be performed in order
to localize multiple sources in the brain [121]. The advantage with Genetic
algorithms is that they produce a large set of solutions which sample the
solution-space globally but which can rapidly converge to a local or global
minimum. One of the limitations is the computational time which involves a
higher number of forward evaluations which typically must be done many
thousands of time, combined to the construction and selection, crossover and
mutation operations [122].
Other methods used so far are artificial neural networks (ANNs) [123], which
solve the inverse problems in a very fast way but which are not very robust to
noise . For a more complete literature review of all the methods used in EEG
inverse problem, one can refer to [124].
3.3.4 Iterative schemes
The optimization strategies employed in EEG inverse problem vary from
a large range of methods going from Levenberg-Marquardt, Nelder-Mead
downhill simplex searches to global optimization schemes using multistart
methods, genetic algorithms and simulated annealing [125]. The Nelder-
Mead simplex method is one of the subroutines that can solve optimization
problems with nonlinear constraints. It does not use any derivatives, and
it does not assume that the objective function has continuous derivatives.
In the simulations for the reconstruction of the source in the case of single
dipole that will be treated later in this chapter, we will use this method
which is a direct search method commonly used as a nonlinear optimization
technique. It is known that this method is robust, and easy to implement [126].
Other methods like the gradient methods and the generic optimization
algorithms could be used as a minimization tool in the EEG inverse problem.
The problem with optimization methods is their efficiency in finding the
global or the local minimum. In order to overcome this difficulty, one of the
strategies is the use of multi-start values. This option tries local optimization
from several starting positions and the solution is the one that best fits the
measured data i.e the solution with the minimum residual.
For an EEG inverse problem with constraints in the parameters of the source,
gradient-based methods and direct search methods can be used. Gradient-
based methods use first derivatives (gradients) or second derivatives (Hes-
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sians) of the cost function in the search of the global minimum. In this case,
the function to optimize f should be convex, the derivative ∇ f (x) should be
Lipschitz continuous i.e
∀x,y ∈ Rn ‖∇ f (x)−∇ f (y)‖L2 ≤ K‖x− y‖L2 (3.11)
with constant K > 0
and the second order derivative should be bounded i.e.∇2 f (x) ≤ K⋆.
3.4. Source of errors in EEG source localization
3.4.1 Introduction
Several studies carried out have shown that dipole estimation errors are due
to two major groups of errors: the data related errors and the model related
errors. Data errors are due to additive noise in the recorded potentials on the
scalp, while model related errors are due to geometrical errors (spherical head
models, realistic head models and complex models) and errors in material
properties such as conductivity. These errors lead to dipole location and
orientation errors in the inverse procedure. A first class of model related
errors are source modeling errors. A current dipole source is suitable because
it represents an active pyramidal cell at microscopic level [10] but is only
valid if the activity itself is limited to a focal region and stays focal over
a period of time. For patients suffering from epilepsy, focal brain activity
is mostly the case. In order to reduce these source modeling errors, it is
possible to use more complex source models. Distributed source models can
represent an alternative where the problem is highly under- determined and
regularization methods are required, e.g. [11]. Another approach consists of
limiting the parameters of the multidipolar sources to be less than the number
of electrodes, e.g. the RAP-MUSIC algorithm as in [12].
A second model related error is the possible inaccurate geometrical model-
ing of the head. Recent studies in [127] have shown that due to inaccurate
geometry modelling, scalp potentials are highly sensitive to the complexity
of the head model. Since we can use patient-specific head models based on
T1 segmented magnetic resonance images, it is possible to have an accurate
geometrical modeling of the head.
A third type of forward modeling errors can be electrode misplacements. The
electrodes are placed at standard positions following the 10-20 international
system. However, it is possible that certain electrode positions differ from the
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standard positions due to inter-patient variability of the head geometry or
due to inaccurate placement of the electrodes. One of the needs for recording
good EEG signals is the type of electrodes used. Electrodes that make the
best contact with a subject’s scalp and contain materials that conduct EEG
signals very well, provide the best EEG recordings. To solve this problem,
high quality EEG electrodes as mentioned in [128], are actually designed
and used to reduce noise. This leads to an improvement of a high quality of
EEG signals which are needed for the inverse problem. However, by using
correct EEG electrode placement techniques, it is possible to decrease that
source of error [17], or by using more electrodes in the EEG source analysis
problem [18].
Errors are also due to inaccurate modeling of conductivities of brain tissues.
A new approach consists today to use anisotropic conductivity properties
instead of isotropic conductivity properties as traditionally used for spherical
head models, coupled to a realistic head model in order to improve the
accuracy of the solution of the inverse problem.
In order to reduce noise in EEG measurements, a variety of methods are
currently in use, including those based on linear filtering and adaptive
noise cancelation, as well as subspace-based methods using singular value
decomposition (SVD). In [129], EEG noise cancellation is obtained using a
subspace method based on wavelet decomposition. Typically, their design is
made in such a way that the movements of artifacts that usually distort EEG
results, are reduced. A special technique of removal EEG noise and artifact
using blind source separation was recently developed in [130].
3.4.2 Propagation of the uncertain conductivity to the inverse problem
It is known that the skull conductivity plays a crucial role in EEG dipole
analysis. Since the introduction of the equivalent current dipole inside a set of
concentric spheres as a tool for performing EEG source localization, attempts
have been made to determine the electrical conductivity of the human
skull [44]. This has resulted in a large number of papers and a corresponding
large number of different values for the conductivity. This variability is
caused by different approaches chosen in these various studies. Nevertheless,
most researchers continue to take conductivity parameters from the standard
references as found in the literature, presumably because there is no better
method currently available.
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The quality of the solution of the inverse problem is highly dependent on the
values of these constants as pointed out in [131]. In the EEG case particularly,
large systematic errors in the localization of the sources may arise due to
errors in the values of the electrical conductivities.
In practice, the values of the electrical conductivities are taken from the
literature [5] and they result from very few conductivity measurements
which, most of the time, were performed on isolated samples of tissue. These
values vary over a wide range and there might be a factor of 7 between
the minimum and maximum conductivity values reported for a certain
tissue [132]. This wide range of values might be due to several factors. The
tissues are inhomogeneous and anisotropic and therefore differences in the
measured conductivity coupled to variations in the orientation of the cells
in the tissue, are to be expected. This is the case in e.g. brain tissue in which
the measured conductivity is different if transversal or longitudinal fibres
are considered. Also, the resistivity of the tissues depends on factors such as
the water content, which might generate a change in the conductivity during
measurement [133]. Physiological processes might also induce changes in the
electrical conductivity of tissues. Finally, true inter-subject variations in the
measured conductivity are to be expected due to the natural variation of the
tissues from individual to individual.
The quantitative values of the electrical conductivity of the brain and the
skull remain a very important parameter that attract a lot of debates in the
EEG source analysis research field, see e.g. [5], [6]. A large number of methods
to estimate the electrical conductivities of the head exist but uncertainties
on the real values of conductivity of individuals are still an unresolved
problem, thus introducing inaccuracies into forward model computations.
This variability in results is in part caused by different approaches chosen in
these various studies. Such situation leads to two options: the conductivity of
the skull has to be either accurately measured by a reliable technique, or the
uncertainties in the conductivity values should be reflected in uncertainty in
the source location estimates.
Taking any average value of the conductivity as a basis for the forward model
will obviously lead to unaccounted differences from subject to subject. In vivo
measurements of individuals can partially solve the problem by providing
subject-dependent data but measurement errors associatedwith this approach
introduce uncertainty and such studies are difficult to conduct on a routine
basis with existing EEG equipment [134]. It is important to understand this
uncertainty and its propagation on results of forward models and inverse so-
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lutions in order to have some confidence bounds on the solution and to have
results that are consistent with the underlying source.
3.5. Results of traditional method
3.5.1 Introduction
In our numerical evaluation of the forward model, a standard configuration
of 27 electrodes is used to compute the potential distribution given an actual
value of conductivity ratio X as described in the expression of the solution of
the Poisson’s equation in equation (2.14). Conductivity values in this section,
are taken from the standard references despite of the large variability in the
available data. In the present case, the skull to soft tissue conductivity ratio is
assumed to be in the interval [1/40, 1/9]. The reconstructed dipole positions
r∗d are then computed using the traditional method, i.e. solution of (3.1) using
(3.4). The accuracy of the method is determined by the dipole localization
error defined in (3.5) for different values of the conductivity ratio X in the
chosen interval.
Results of the Monte Carlo simulations for various dipole locations using
the previous set of conductivities and different dipole orientations are given
in the next figures. The locations of the dipole rd used in the computations
are given in the table 2.2 of the previous chapter, and the orientations of the
dipole are in the ex, ey and ez directions.
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Figure 3.3: Results of inverse problem for dipole located at the edge of the
head model CS4 with orientation ey.
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Figure 3.4: Results of inverse problem for dipole located inside the spherical
head model CS3 orientation ey.
When the assumed conductivity ratio is equal to the actual one i.e. X˜= X̂, then
the reconstructed dipole is equal to the actual dipole position that is r˜d = r
∗
d
(DPE = 0). When the value of the assumed conductivity ratio X̂ is very low
for the case we are considering here, the error in dipole localization that could
be made can be above 9 millimeters in the entire spherical head model. It was
observed during the computations that this value remains high for any value
of the actual conductivity value no matter of the regions in which the dipole is
positioned in the head model. In the figures below, X˜ denotes the actual value
of the conductivity, while X̂ denotes the assumed value of the conductivity
ratio.
We should remind here that the choice of the conductivity set is not unique.
A large set of conductivities ranging from 1/80 to 1/5 can also be taken
for evaluations. In such a case, the choice of a different value of the actual
conductivity value X˜ leads to the same structure of results. From the results of
figures (3.3-3.5), we can conclude that the dipole localization error increases
as we moved from the center to the edge of the spherical head model. This
remark is true in general no matter of the orientation of the dipole and the
chosen brain-skull conductivity ratio. There is a correlation between low
conductivity ratio and high value in dipole localization error as explained
above. The main remark coming out from various Monte Carlo simulations
made when solving the EEG inverse problem is that the accuracy in the
recovering of the neural dipole, depends on the conductivity and the dipole
orientation in the brain. In the next section, sensitivity analysis is conducted
and the impact of the results in the inverse problem for different models for
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Figure 3.5: Results of inverse problem for dipole located at the edge of the
head model for dipole CS4 with orientation ex.
the source is discussed
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Figure 3.6: Dipole Localization error for dipole CS4 when X˜ = 1/16 with ori-
entation d =
[
0.5, 0.4, 0.7
]
.
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3.5.2 Influence of the conductivity on dipole localization error
As said already when solving the inverse problem, we assume a conductivity
ratio X̂, that may differ from the actual value X˜. The choice of X̂ may lead to a
very significant value of the error as we can see below. For example, the error
of 12 mm generated by the use of the conductivity ratio 0.025 instead of the
actual conductivity ratio X˜= 0.06, is bigger than the error generated by 50% of
noise in the measurements (≃ 5 mm) as observed in figures 3.6 and 3.7. White
Gaussian noise with standard deviation Σ was incorporated using (2.17), see
also figure 3.2. The noise values are uncorrelated between the scalp electrodes
and are therefore called spatially white. We define the noise level as follows:
nl=
Σ
VRMS
(3.12)
where VRMS is known as the root mean square value of electric potential
VRMS =
√√√√ 1
N
N
∑
i=1
V2i (3.13)
with N the number of sensors.
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Figure 3.7: Error in the presence of noise for dipole CS4 when X˜ = X̂ = 1/16
with orientation d =
[
0.5, 0.4, 0.7
]
.
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3.6. Conclusion
The accuracy of the EEG inverse problem highly depends on the conductivity
ratio X as observed in the simulations. We even observed that the influence
of the conductivity ratio X can even exceed the influence due to noise for
cases with a large discrepancy between the assumed and actual X. Results
indicate that the source location error generally increases as the dipole moves
away from the center of the head toward the boundary. In the case of the
traditional method, the influence of the conductivity ratio uncertainty on the
inverse solution is quite high and can be of the order of centimeters.
Results of sensitivity analysis in all the dipole positions have shown very high
sensitivity values for low skull conductivity ratios. We can conclude from this
study that potentials in the EEG forward problem are highly sensitive to the
conductivity ratio X and influence the reconstruction accuracy of the neural
source.
CHAPTER4
EEG Single Dipole Analysis
using Reduced Conductivity
Dependence Method
4.1. Introduction
The estimated source locations starting from the EEG signals are highly
sensitive to the electrical conductivity of the head tissue as observed in
the results section of the previous chapter. We observed using numerical
experiments that the uncertainty in the skull to soft tissue conductivity ratio
may lead to high dipole localization errors. This chapter introduces a new
approach − the Reduced Conductivity Dependence (RCD) method − for
obtaining solutions of the inverse problem that are more accurate in the
sense that the results are less degraded by the uncertain conductivity ratio.
In order to obtain this improvement of the spatial accuracy of the EEG source
localization, the fundamentals of the proposed method are the use of the
sensitivity of the potentials at the various electrodes and the formulation of
novel cost functions.
As explained in section 3.4, the solution of the EEG inverse problem mainly
depends, next to the measurement noise, on three factors: the geometry
of the head, the accuracy of the electrode placements, the accuracy of the
conductivity values. The uncertainty of the conductivity values has been
reported to be the most dominant uncertain factor in EEG source analysis
e.g. [22, 24, 28, 39, 40, 96]. The geometry of the head can be modeled very
accurately using segmented T1 Magnetic Resonance images and can be
included in the forward numerical method, see also section 2.6.3. Moreover,
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the electrodes can be placed nowadays very accurately and the introduced
dipole localization errors are relatively smaller compared to the errors due
to the use of wrong conductivity values [135]. In [20, 46, 86, 136] it is also
shown that the inclusion of the anisotropic conductivity of the several tissues
improves the dipole localization by a few centimeters. However, the solution
still suffers from the uncertainty of the conductivity values and leads to high
errors in the dipole locations.
From a clinical point of view, it is important to recall that values of the
conductivity of the human tissues are not fixed for patients. Usually these
values are located within a certain interval (see [30,32,34]). In addition to this,
it is stated in [25] that in clinical practice, the skull conductivity value varies
highly among subjects. See also section 2.1.2 for more details.
Increasing the localization accuracy of source localization is one of the main
concerns in EEG: accurate electrode positioning systems, anisotropic realistic
patient-specific head models, etc. The approach developed in this dissertation
does not introduce alternative modeling of the forward model but uses
alternative cost function formulations. Information available in the existing
forward head models is used for obtaining more accurate dipole localization.
In contrast to most previous works, we construct an algorithm that takes
into account the sensitivity of the potentials in the inverse procedure. The
proposed RCD method relies on the computation of the sensitivity values
at the several electrodes (see section 2.8), at the opposite of the traditional
method where this is not taken into account. In section 4.2 we describe the
RCD method. Section 4.3 elaborates on the cost functions used in the RCD
method. Section 4.4 shows the effect of the sensitivity on source localization
and section 4.5 gives some computational aspects of the RCDmethod. Results
and discussions are provided in sections 4.6 and 4.7.
4.2. Description of the RCD method
4.2.1 Introduction
The traditional EEG minimization method for the recovery of a single dipole
has the drawback to have high errors in recovered dipole sources, see section
3.5, when using conductivity values which are different from the actual
conductivity values. The results of the numerical experiments showed that
this error depends on the location of the active region in the brain and the
orientation of the electrical dipole. In clinical application, the epileptogenic
zone should be located and identified with the best possible accuracy before
4.2 Description of the RCD method 69
treatment and surgery. A high value of error is not in the interest of the patient
suffering from epileptic seizures or refractory epilepsy.
This section explains the basic ideas of the RCD method, the used forward
model and the iterative procedure of the RCD method.
4.2.2 Taylor expansion of the forward model
In order to handle the variability of the conductivity ratio, we use a Taylor
expansion of the forward model that includes the derivative terms of the po-
tentials to the conductivity. Hence for a given position rd and orientation d of
the dipole, we have:
Vm(X˜,rd,d) =Vm(X̂,rd,d)+ (X˜− X̂)
∂Vm
∂X
∣∣∣
X=X̂
+
(X˜− X̂)2
2
∂2Vm
∂X2
∣∣∣
X=X̂
+O(h3)
(4.1)
which relates the potentials of the actual conductivity ratio X˜ with the
potentials for the assumed conductivity ratio X̂. O(h3) denotes the error term
with h= (X˜− X̂). When using a concentric three shell spherical head model,
(2.14) can be used for the calculation of Vm. This solution, involving the first
and the second order derivatives, can be seen respectively as a linear and
quadratic model of the potential distribution. This Taylor expanded model
will be used in our subsequent evaluations instead of Vm(X̂,rd,d) that is used
in the traditional inverse method, see equation (3.2).
When evaluating the sensitivity distribution of the potential ∂Vm/∂X and
the second order derivative ∂2Vm/∂X
2 in the forward problem, we are using
a truncated Legendre series. See appendix B for an explicit formulation in
equations (B.9) and (B.10). Due to the fast and quadratic convergence of the
infinite series of the solution defined in (2.14) observed in the case of the
potential V, 40 terms are used during the computations of these derivatives to
ensure convergence. The solution of the EEG forward problem given in (2.14)
is iteratively used during the minimization of the cost function, see further
section 4.2.4.
4.2.3 Effect of the sensitivity on source localization
As observed in section 2.8, the EEG forward potentials are highly sensitive
to the conductivity ratio X. This was reported in figures 2.17, 2.18 and 2.19,
especially for low conductivity ratios. Results of the EEG inverse problem
have shown that this forward propagation leads to dipole position errors
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(see section 3.5). These results can be explained by the high sensitivity values
∂Vm/∂X that lead to a high difference between the potentials with the
actual conductivity ratio Vm(X˜,rd,d) and the potentials with the assumed
conductivity ratio Vm(X̂,rd,d), see the above equation (4.1). It becomes clear
that a strategy must be set out to make good use of the sensitivity information
when trying to accurately localize the neural electrical dipoles.
The question to obtain more accuracy in the inverse solution with uncertainty
of X arises at this point and needs to be addressed. The goal here is not
to determine which regions of the brain are very sensitive, but to set out a
strategy that provides better accuracy when taking into account the local
sensitivity of the potentials. A first answer is to limit the propagation of the
uncertainty of the conductivity X to the inverse solution. This is the aim of
the RCD method, and this involves a reformulation of the inputs of the cost
function as described in section 4.3 and the proposition of a new iterative
procedure in the next section 4.2.4.
4.2.4 Iterative procedure of the RCD method
The RCD method proposes an alternative cost function that needs to be mini-
mized for EEG source analysis. Themain idea lies in the selection of electrodes
that provide useful information in the sense that the electrodes which are se-
lected, are minimally affected by the unknown conductivity in the forward
model. Indeed, depending on the location of the electrical dipole and its ori-
entation, some potentials are highly affected by the conductivity ratio X and
others are not. This is seen in the results provided by the traditional meth-
ods in Figures 3.4 and 3.5. Such behavior of the potentials suggests to select
only potentials that are less influenced by the sensitivity as a new approach in
order to solve the inverse problem. The selection procedure needs to be per-
formed in each iteration k of the minimization scheme, which is in this case
the Nelder-Mead simplex method.
In the following, we present explicitly all iterative steps of the RCD method.
Step 1: Start value r
(0)
d is evaluated in the forward model, yielding the lead
field matrix L(r
(0)
d ), and simulated potential values
Vm(r
(0)
d ) = L(r
(0)
d )L(r
(0)
d )
†Vmeas. (4.2)
Initialize k = 0.
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Step 2: Calculate the sensitivity W of the simulated electrode potentials to
the conductivity for an assumed conductivity ratio X̂:
W =
∂Vm(r
(k)
d )
∂X
|X=X̂ (4.3)
For the spherical headmodel, the computation of the sensitivity W is provided
by the analytical solution described in section 2.2.1 of Appendix B. For realistic
head models, this sensitivity can be computed using finite differencing.
Step 3: Selection of least sensitive electrodes, based on (4.3). Sensors with
the largest sensitivity values are not considered in the EEG inverse problem,
since their potential values are much influenced by the assumed value for
the conductivity and may lead to large errors in the inverse problem. Here, a
ranking of electrodes is carried out with respect to the sensitivity.
In order to compare simulated and measured EEG potentials, the same selec-
tion is carried out on the measured potentials Vmeas. A limited set of potential
values are obtained:
Sm = sel(Vm) ∈ IR
Ns×1, (4.4)
and the corresponding set of measured EEG potentials
Smeas = sel(Vmeas) ∈ IR
Ns×1 (4.5)
where Ns is the number of selected potentials. A selection is also carried out
on the lead field matrix:
M(r
(k)
d ) = sel(L(r
(k)
d )) ∈ IR
Ns×3. (4.6)
The selection operator sel(·) reduces an N × 1 vector or N × 3 matrix to a
Ns × 1 vector or Ns × 3 matrix respectively. The selection operator is defined
by the ranking of the electrodes with respect to the sensitivity (4.3), i.e. Ns
potentials with lowest sensitivity are selected.
Step 4 Calculation of updated value of dipole orientation which is less af-
fected by the uncertainty of the conductivity ratio:
d
(k)
opt = M
†(r
(k)
d )Smeas (4.7)
The optimal dipole orientations in a least squares sense are not computed any-
more using (3.3) but using the selected measured potentials and computed
lead field matrix M.
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Step 5: Calculation of RCD cost function c(k) ≡ RCD(r
(k)
d ) defined by (4.15)
for the first order and (4.16) for the second order. For further details, see sec-
tion 4.3.
Step 6: Based on the value of the cost function, the next iterate r
(k+1)
d can be
computed. If the termination criteria of the minimization procedure are met,
i.e. c(k) ≡ RCD(r
(k)
d ) reaches tolerance ε, then stop the algorithm. Otherwise,
update k = k+ 1 and go to step 2.
The selection procedure needs to be performed in each iteration k of the mini-
mization scheme, which is in this case the Nelder-Mead simplex method. Dif-
ferent subsets of electrodes can be selected through this procedure.
It is also possible to set a certain threshold γ for sensitivity values where a
subset of potentials is formed and used in the inverse procedure. In this case,
we impose the following condition:
∂Vm(r
(k)
d )
∂X
∣∣∣
X=X̂
≤ γ, (4.8)
where γ is a threshold set by the user in the procedure. The start value of the
minimization procedure is commonly provided by the user. A flowchart giv-
ing a clear description of this proposed RCDmethod step by step, is presented
in figure 4.1.
4.3. Cost function of the RCD method
4.3.1 Incorporation of sensitivity in cost function formulations
Based on the conclusions drawn in 3.6 where the sensitivity of the sensors
to the uncertain conductivity ratio are formulated and equation (4.1) that
formulates an approximate relationship between the potentials of the actual
conductivity ratio and the potentials of the assumed conductivity ratio, we
derive here a novel cost function for solving the EEG inverse problem.
In the ideal case (no noise, no electrode mislocations, correct geometry and
isotropic conductivities) we can theoretically state that the measured poten-
tials equal the simulated potentials for the actual conductivity ratio X˜ at the
actual dipole position and orientation {r˜d, d˜}:
Vmeas ≡ Vm(X˜, r˜d, d˜) (4.9)
≡ L(X˜, r˜d)d˜ (4.10)
≡ L(X˜, r˜d)L(X˜, r˜d)
†Vmeas (4.11)
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Figure 4.1: Flowchart of RCD method
When using however an assumed conductivity ratio X̂ 6= X˜, then a dipole
location r∗d 6= r˜d corresponds with the measurement vector:
Vmeas ≃ Vm(X̂,r
∗
d ,d
∗) (4.12)
where ≃ is a symbolic notation for the closest Vm to Vmeas, meaning that
‖Vmeas − Vm(X̂,r∗d ,d
∗)‖ is minimal for r∗d . The term on the right in (4.9) can
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be approximated by the Taylor expansion (4.1):
Vmeas ≃Vm(X̂, r˜d, d˜) + (X˜− X̂)
∂Vm(X, r˜d, d˜)
∂X
∣∣∣
X=X̂
(4.13)
where the second right hand side term depends on the propagation of the
uncertainty to the forward problem. If one uses a certain assumed conductiv-
ity ratio X̂, then (4.13) would be a sufficient forward model, but the Taylor
coefficient X˜ is however unknown. We refer to the next section 4.3.2 for ap-
proximating the Taylor coefficient
α= X˜− X̂ (4.14)
The traditional RRE cost function (3.2) for EEG single dipole reconstruction
is now reformulated using the above ideas. We formulate the first order RCD
cost function as follows:
RCD1(rd,d) =
‖Vmeas −Vm(X̂,rd,d)− α
∂Vm
∂X
|X=X̂‖
‖Vmeas‖
(4.15)
and for the second order RCD cost function:
RCD2(rd,d) =
‖Vmeas −Vm(X̂,rd,d)− α
∂Vm
∂X
|X=X̂ −
α2
2
∂2Vm
∂X2
|X=X̂‖
‖Vmeas‖
(4.16)
(4.15) and (4.16) can be formulated in a least squares sense using the optimal
dipole components (3.3) in the same way that RRE(rd,d) in (3.2) can be for-
mulated as RRE(rd) in (3.4). We have thus for (4.15), that RCD1(rd) equals:
‖Vmeas − L(X̂,rd)L(X̂,rd)
†Vmeas − α
∂[L(X,rd)L(X,rd)
†Vmeas]
∂X
|X=X̂‖
‖Vmeas‖
(4.17)
with measured potentials Vmeas. The second order RCD cost function can be
derived in a similar way. Remark that the basic difference between the tradi-
tional RRE and the (first order) RCD cost function is the following:
RRE(rd) =
‖∆V‖
‖Vmeas‖
, RCD(rd) =
‖∆V− α
∂Vm
∂X
|X=X̂‖
‖Vmeas‖
(4.18)
with
∆V = Vmeas −Vm(X̂,rd,d) (4.19)
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In steps 3 and 5 of the iterative RCD algorithm given in section 4.2.4, selection
is carried out on the potentials, so that the RCD cost function in (4.18) becomes:
RCDs1(rd) =
‖∆S− α
∂Sm
∂X
|X=X̂‖
‖Smeas‖
(4.20)
with definitions (4.4), (4.5), (4.6) and
∆S = Smeas − Sm (4.21)
As in the case of the traditional method (3.1), the electrical dipole coordinates
r∗d need to be determined using
r∗d = argminrd
RCD(rd) (4.22)
with the adaptive cost function RCD(rd) elaborated above. The dipole loca-
tions are iteratively updated (see step 6 in section 4.2.4) in the minimization
(4.22) using the Nelder-Mead simplex method.
4.3.2 Fitting procedure in the RCD method
The kth iterate r
(k)
d in the minimization (4.22) and for given set of measured
EEG potentials yields the following data set:
∆V(k) = Vmeas − L(X̂,r
(k)
d )L(X̂,r
(k)
d )
†Vmeas (4.23)
and the sensitivity data set:
W(k) =
∂[L(X,r
(k)
d )L(X,r
(k)
d )
†Vmeas]
∂X
|X=X̂ (4.24)
We aim at fitting the above N-dimensional data sets (4.23) and (4.24) that
yields the fitting constant α. Since in the iterative minimization, r
(k)
d 6= r˜d, this
fitting is not linear so that errors are made with respect to the approximation
of α. This is observed in figure 4.2, where we relate the absolute values of
∆V(k) with W(k). The iterate r
(k)
d is here approximately 2 mm away from r˜d.
In the case of real measured potentials with noise, this difference can become
larger and that the residual of the linear fit becomes also larger. When r
(k)
d
approaches r˜d the Taylor coefficient (4.14) is approximated in a more accurate
way. This is illustrated in figure 4.3.
The figures 4.2 and 4.3 illustrate the correlation between the potential dif-
ference and the sensitivity. The measured potentials correspond here with X˜
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Figure 4.2: Fitting procedure of first order for the dipole position CS3 along
the 27 electrodes with an orientation in the ey direction with X̂ = 1/9 and
X˜ = 1/16. r
(k)
d and r˜d are located far from each other.
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Figure 4.3: Fitting procedure of first order for the dipole position CS3 along
the 27 electrodes with an orientation in the ey direction with X̂ = 1/9 and
X˜ = 1/16. r
(k)
d and r˜d are located close to each other.
(Vmeas = Vm(X˜, r˜d)), while the forward model is computed with X̂ 6= X˜. The
Taylor coefficients can be determined by performing a linear fitting.
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When using the RCDmethod with the Taylor expansion as a second order ex-
pansion (see equation (4.16)), then α needs to be determined by the following:
α = argmin
α
‖∆V(k) − αW(k) − α2H(k)‖ (4.25)
with
H(k) =
1
2
∂2[L(X,r
(k)
d )L(X,r
(k)
d )
†Vmeas]
∂2X
∣∣∣
X=X̂
. (4.26)
This is illustrated by figures 4.4 and 4.5. A fitting is here performed within
a plane. Higher order fittings are possible by fitting the data within a hyper-
plane which can become necessary when the influence of the uncertainty is
highly nonlinear upon the output, which is not the case for conductivity in
EEG source analysis.
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Figure 4.4: Fitting procedure of second order for the dipole position CS3 with
orientation ey. r
(k)
d and r˜d are located far from each other.
We note that when X̂ → X˜ the RCD method converges to the RRE method,
see (4.18). The fitted line is then close to the W(k)-axis in figures 4.2 and 4.3,
while in the second order fitting procedure the fitted plane corresponds with
the (W(k),H(k))-plane in figures 4.4 and 4.5.
4.3.3 Selection procedure of the RCD method
The RCD method offers the possibility to choose a certain number of elec-
trodes out of the given electrode configuration setup, in order to solve the
inverse problem. The selection is based on the ranking of the electrodes with
78 EEG SINGLE DIPOLE ANALYSIS USING RCD METHOD
0
2
4
6
0
50
100
150
200
0
0.1
0.2
0.3
0.4
 
W
(k)H
(k)
 
∆
V
(k
)
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with orientation ey. r
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respect to the sensitivity, see step 2 in 4.2.4 with the selection operator sel(·).
Here, the number of selected potentials Ns out of the total set of N electrodes
is taken fixed. In section 4.5.3.4 we investigate the influence of the number of
selected potentials upon the solution of the inverse problem.
Through the use of a suitable selected set of potentials, the dipole orientation
(4.7) can be determined in amore accurateway compared to using (3.3). This is
because the lead field components andmeasured signals that aremost affected
by the uncertain conductivity value are not included in the determination of
the dipole orientation.
In a more general way it is possible to formulate the selection procedure as a
weighting of the simulated potentials and measured signals so that (4.4) and
(4.5) become:
Sm = KVm (4.27)
Smeas = KVmeas (4.28)
with weighting matrix K. A choice for the i-th diagonal element Ki,i could be
reciprocal to the sensitivity of the i-th potential.
Here, we use Ki,i = 1 if the i-th potential is among the Ns least sensitive poten-
tials with (Ns < N). Otherwise, Ki,i = 0. The RCD cost function (4.17) becomes
then
RCDw(rd) =
‖KVmeas −KVm(X̂,rd)−KW(X̂,rd)‖
‖KVmeas‖
. (4.29)
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When using the approach Ki,i = 1 or 0 has an advantage: the dipole orienta-
tion (4.7) can de determined in a better way, while this is not possible when
using continuous Ki,i varying values. Furthermore, a more correct comparison
between measured and simulated potentials can be performed.
The selected potential subset Sm is minimally influenced by the skull to
soft tissue conductivity ratio. Such choice based on the sensitivity value of
the potentials W provides a more suitable approach in the use of the data
during the computations when trying to reconstruct the source. The use of
this approach is a direct consequence of the sensitivity analysis, see section
2.8. The advantage of this choice is to limit the effect of the sensitivity of the
potentials with respect to the conductivity ratio in the solution of the inverse
procedure, since it is known in EEG source analysis that some electrodes are
very sensitive to the conductivity ratio X as was observed e.g. in figure 2.13.
The RCD method offers the possibility to choose a minimum of 8 electrodes
out of a standard configuration of 27 electrodes actually used, to solve the
inverse problem. Below this number, the problem becomes ill-posed since
the number of parameters of the dipole i.e. 6 (position rd and orientation d)
to be recovered should be inferior to the number of sensors N in the inverse
procedure. Also, the dipole orientations (4.7) can not be computed accurately.
The selection of potentials is chosen to limit the influence of sensitivity on the
dipole localization error. And with this option, we can expect a more accurate
solution of the EEG inverse problem.
4.3.4 Computation of the sensitivity in spherical head model
In section 4.3.1 we showed that the cost function can be formulated by
equation (4.15) where the sensitivity is computed using ∂Vm∂X . In appendix B
section 2.1 we give an analytical derivation for the calculation of this term
in the cost function for the concentric three-shell spherical head model. An
alternative cost function formulation uses
∂[L(X,rd)L(X,rd)
†Vmeas]
∂X
|X=X̂,
see equation (4.17). We refer to section 2.2 in the appendix B for a direct
formulation for the calculation of the derivatives. Both approaches presented
in that appendix have been validated by finite differencing.
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4.4. Results and discussion for EEG single dipole analysis
4.4.1 Introduction
Numerical experiments using Monte Carlo simulations are performed here
so to investigate the performance and accuracy of the traditional and RCD
method. The simulation setup shown in figure 3.2 is carried out. The dipole
localization error (3.5) is a measure for the accuracy of the inverse methods.
The RCD algorithm is performed in the same conditions as the traditional
method. This includes the same starting point, the same stopping criteria ε
and the same maximum number of iterations in the Nelder-Mead simplex
method.
In the computations, we use a certain synthetic measured EEG set that is
generated for an actual dipole position r˜d, orientation d˜ and actual conduc-
tivity ratio X˜: Vmeas = Vm(X˜, r˜d). When solving the inverse problem, we use
a forward model with certain assumed conductivity ratio X̂. The lead fields
computed in that forward model are L(X̂,r
(k)
d ) with r
(k)
d the kth iterate in
the minimization procedure. We solve different inverse problems, each time
with a varied assumed conductivity ratio X̂. We consider the interval [1/40,
1/9] for the assumed conductivity ratio as the numerical experiments carried
out in 3.5. See also section 2.1.2 for further details. Moreover, these Monte
Carlo simulations are carried out for different r˜d that correspond with various
regions that are active within the spherical head model. See table 2.2 for the
different case studies.
We perform experiments in the case of no noise in the data, see section 4.4.2
and in the case of noise in the data, see section 4.4.3, each time without
selection and with selection of the electrodes. In section 4.4.4 we define the
efficiency of the method. Finally in 4.4.5 we provide a convergence history of
the results.
Results obtained in this section when using the spherical head model can be
extended to realistic head models with isotropic and anisotropic conductiv-
ities. We refer to Appendix C for the results when using a realistic headmodel.
4.4.2 Results in the no noise case
4.4.2.1 No selection of the electrodes
Figures 4.6-4.9 show the results for the four different case studies when
using the RCD cost function. We are using here no selection of the potentials
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(Ns ≡ N in step 3 of the RCD method with N = 27 the total number of
electrodes). The numerical experiments are carried out here for dipoles with a
random orientation d˜ = [0.5; 0.4; 0.7]. We observe an improvement in the
accuracy of 7 mm for dipoles located near the edge of the brain in the case of
assuming low conductivity ratios X̂. For other dipole positions, an accuracy of
1 mm to 6mmwas recorded.Notice here that when the assumed conductivity
X̂ is close or equal to the actual conductivity X˜, the error becomes zero due to
the fact that the RCD method converges to the traditional method.
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Figure 4.6: Dipole position error for CS1 using the traditional least squares
minimization of the RRE and the RCD method (N = Ns = 27). The actual con-
ductivity ratio of the simulated Vmeas is chosen as X˜ = 1/16.
The results show that the influence of the uncertain conductivity towards
the inverse solutions is reduced, even when selection is not carried out. This
is because we are including in the RCD cost function the sensitivity and the
fitting procedure. The altered forward model is in this way representing more
accurately the system where the measurements are carried out. However,
we are observing that the reduction is not always very drastic. Therefore we
include in the following, selection of the electrodes Ns < N.
4.4.2.2 Selection of the electrodes
The RCD method gives the possibility to select a certain number of poten-
tials that are less affected by the conductivity ratio X when solving the inverse
problem. The minimum in our case is Ns = 8, otherwise the problem becomes
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Figure 4.7: Dipole position error for CS2 using the traditional least squares
minimization of the RRE and the RCDmethod (N = Ns = 27). The actual con-
ductivity ratio of the simulated Vmeas is chosen as X˜ = 1/16.
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Figure 4.8: Dipole position error for CS3 using the traditional least squares
minimization of the RRE and the RCDmethod (N = Ns = 27). The actual con-
ductivity ratio of the simulated Vmeas is chosen as X˜ = 1/16.
ill-posed. It should be noted that the selection criterion is here based on fix-
ing the number of selected potentials Ns in each iteration. It is also possible
to consider another selection criterion by using e.g. W(k) ≤ γ with selection
threshold γ. Since W(k) contains measurements that can contain noise, this
criterion is not universally valid. The number of selected electrodes will in
this case be dynamic in each iteration (i.e. Ns may change in each kth iteration
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Figure 4.9: Dipole position error for CS4 using the traditional least squares
minimization of the RRE and the RCD method (N = Ns = 27). The actual con-
ductivity ratio of the simulated Vmeas is chosen as X˜ = 1/16.
of the minimization). In order to investigate the influence of the selection of
the electrodes, we fix the number of selected potentials in each iteration of the
RCD method.
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Figure 4.10: Results of RCD Method using selection of electrodes for case
study CS1 and CS2 with X̂ = 1/9 X˜ = 1/16.
In figure 4.10 we show the results of the RCD method for the two case studies
CS1 and CS2 when varying Ns < N. The inverse problem is solved with
assumed conductivity ratio X̂ = 1/9 starting from a no noise data set that
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was generated with the actual conductivity ratio X˜ = 1/16. We observe that a
better accuracy is achieved when incorporating the selection of the potentials.
The results are not monotonically decreasing for decreasing Ns because of
numerical instability caused by the fitting procedure within the RCDmethod.
But the general trend is a decreasing error. We show in figure 4.11 the same
trend, but then for a dipole CS4 and for a different X̂. The traditional method
gives an error of 11.8 mm for this same simulation setup and a decrease in
error is again observed.
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Figure 4.11: Results of RCD Method using selection of electrodes for case
study CS4 (with X˜ = 1/16). The inverse problem is solved with assumed
X̂ = 1/40.
Simulations were performed over a uniform distributed grid of dipoles. We
placed dipoles in each voxel (voxel discretization of ≈ 4.6mm) and solved
the inverse problem for the EEG potential corresponding with that dipole.
The EEG cap consisted of N = 27 electrodes. The inverse problem was solved
using the RCD methodology with number of selected electrodes Ns = 10
electrodes. Figures 4.12 - 4.14 show the dipole position errors in mm when
using the traditional methodology and when using the RCD methodology
for dipoles located in a transversal plane that are ex, ey and ez directed.
Figures 4.15 - 4.17 show the dipole position errors for dipoles located in a
sagittal plane (y=1cm). We observe that overall the dipole position errors are
decreased when using the RCD methodology compared to the traditional
methodology.
In order to quantify the ratio of increase in accuracy when using the RCD
methodology compared to the traditional methodology, we carried out
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Figure 4.12: Dipole position errors (mm) when using the traditional method-
ology (left) andwhen using the RCDmethodology (right). ex-oriented dipoles
are placed in each voxel and starting from corresponding EEG potentials, the
corresponding inverse problem is solved. The considered slice is transversal,
i.e. in the z≈1cm-plane. Ns = 14 out of N = 27.
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Figure 4.13: Dipole position errors (mm) when using the traditional method-
ology (left) and when using the RCDmethodology (right). ey-oriented dipoles
are placed in each voxel and starting from corresponding EEG potentials, the
corresponding inverse problem is solved. The considered slice is transversal,
i.e. in the z≈1cm-plane. Ns = 14 out of N = 27.
numerical experiments with test dipoles located in a three-dimensional grid.
This ratio was defined as the ratio of dipole position errors when using
the traditional method to the dipole position errors when using the RCD
methodology. Again, starting from each dipole location forward EEG signals
were simulated and the corresponding inverse problem was solved. In total,
21060 inverse problems were solved. Figure 4.18 shows the histogram of the
ratio of increase, i.e. the number of counts (here expressed in percentage) that
lie within a certain interval of ratio of increase. We can observe that the ratio
of increase in accuracy has a maximal value at about 1.6 and can rise to a
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Figure 4.14: Dipole position errors (mm) when using the traditional method-
ology (left) and when using the RCDmethodology (right). ez-oriented dipoles
are placed in each voxel and starting from corresponding EEG potentials, the
corresponding inverse problem is solved. The considered slice is transversal,
i.e. in the z≈1cm-plane. Ns = 14 out of N = 27.
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Figure 4.15: Dipole position errors (mm) when using the traditional method-
ology (left) and when using the RCDmethodology (right). ex-oriented dipoles
are placed in each voxel and starting from corresponding EEG potentials, the
corresponding inverse problem is solved. The considered slice is sagittal, i.e.
in the y≈1cm-plane. Ns = 14 out of N = 27.
factor of about 5.
4.4.3 Results in the noise case
4.4.3.1 No selection of electrodes
Real measured EEG signals contain noise, environmental noise and the back-
ground noise of the brain activity. As pointed out in section 3.4.1, noise limits
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Figure 4.16: Dipole position errors (mm) when using the traditional method-
ology (left) and when using the RCDmethodology (right). ey-oriented dipoles
are placed in each voxel and starting from corresponding EEG potentials, the
corresponding inverse problem is solved. The considered slice is sagittal, i.e.
in the y≈1cm-plane. Ns = 14 out of N = 27.
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Figure 4.17: Dipole position errors (mm) when using the traditional method-
ology (left) and when using the RCDmethodology (right). ez-oriented dipoles
are placed in each voxel and starting from corresponding EEG potentials, the
corresponding inverse problem is solved. The considered slice is sagittal, i.e.
in the y≈1cm-plane. Ns = 14 out of N = 27.
the resolution of EEG source analysis. In this section we assume the noise to
be white Gaussian noise, i.e. zero mean with certain standard deviation. See
equation (2.17) and figure 3.2. In figure 3.7 we showed the influence of noise
upon the accuracy when using the traditional method. The noise level of the
Gaussian noise is defined by (3.12). The so-called measured potentials that are
simulated here is given by
Vmeas = Vm(X˜, r˜d, d˜) + N (4.30)
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Figure 4.18: Histogram depicting the ratio of increase in accuracy when us-
ing the RCD methodology compared to the traditional methodology. Starting
from each dipole location, forward EEG signals were simulated and the corre-
sponding inverse problem was solved. In total, 21060 inverse problems were
solved. Ns = 14 out of N = 27 in the RCD method.
with noise vector N. In order to have a correct representation of the influence
of noise upon the solution, multiple (about 50) data sets are generatedwith the
same noise level. Seven degrees of noise levels (nl) expressed by a percentage
will be used in the numerical experiments: nl= [0 0.025 0.05 0.1 0.2 0.3 0.4].
The dipole position errors shown here are averaged over the 50 inverse prob-
lems that were solved. In the results below, no selection of the potentials is car-
ried out of the standard configuration (Ns ≡ N) when using the RCDmethod.
The case nl= 0 corresponds to the situation where there is no noise in the po-
tentials, while 0.4 means 40% of noise in the measurements. We will perform
our evaluations for the dipole localization error using assumed conductivity
ratios in the interval [1/40, 1/9] as illustrated in figure 4.19. We observe a
reduction in dipole localization error when using the RCD method in the
noise case. For the different assumed conductivity ratios, the RCD method
improves the accuracy. As observed here, the best accuracy is recorded in the
RCD method for low conductivity ratios X̂.
The next simulation corresponds with the estimation of the average dipole
position errors for varying noise levels. The results are shown in figures 4.20
and 4.21 for different locations of the active electrical dipole. It is important to
mention here that the residual of the linear fitting procedure becomes larger
compared to the case where potentials are without noise. Due to these errors
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Figure 4.19: Results of RCD Method for noise level nl=0.025 for several con-
ductivities for the dipole located in CS4 with actual conductivity X˜ = 0.06.
N = Ns = 27.
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Figure 4.20: Results of RCD Method for various noise levels for Case study
CS3,with X̂ = 1/9 and X˜ = 1/25. N = Ns = 27.
in fitting, the relative increase in accuracy is less for high noise levels than for
low noise levels, as we can observe in the provided figures. We refer to section
4.4.4 for defining the efficiency of the RCD method. We provide solutions to
increase the accuracy of the RCD method in the case of noise in chapter 5.
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Figure 4.21: Results of RCD Method for various noise levels for Case study
CS4, with X̂ = 1/9 and X˜ = 1/40. N = Ns = 27.
4.4.3.2 Selection of electrodes
We implement now selection of electrodes Ns < N in the case of noisy
data sets. Figure 4.22 shows the improvement of the RCD method when
incorporating selection. Notice that when using the traditional method, the
average dipole localization error is 14.7 mm. When incorporating selection,
the resolution is improved by few millimeters as observed in the figure. The
reason for this small decrease in dipole localization error is again due to the
use of the fitting procedure within the RCD methodology. The total number
of electrodes where selection can be performed upon is limited (N = 27)
here. We refer to section 4.5 of this chapter for increasing the accuracy using
selectionwith a high number of electrodes. Also, chapter 5 shows how the effi-
ciency of the RCDmethodology can be increased in the case of noisy data sets.
A numerical instability is observed between Ns = 15 and Ns = 20, resulting
in a decrease in the value of the error. The reason behind this is that the
minimization of the RCD cost function does not always result in a global
optimum, especially because of the efficiency of the fitting procedure. This
is the main drawback of the RCD method: global minimization techniques
are needed and the accuracy of the fitting procedure needs to be increased.
For the global minimization, the use of multiple start values is an alternative.
More generally, we observed that the selection in the noise case provides an
improvement of 3 mm for high level of noise to 7.5 mm for small amount of
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Figure 4.22: Dipole position error for CS3 with noise level nl = 0.2. Assumed
conductivity ratio X̂ = 1/30 and actual conductivity ratio X˜ = 1/16.
noise compared to the traditional solution.
4.4.4 Efficiency of the RCD method
We observed in the previous section that the value of the error for a dipole
with location r˜d and orientation d˜ depends on the conductivity ratio X and
the amount of noise in the measurements. Taking the error as a function of
these two parameters, we define the efficiency of the RCD method as follows:
η(nl,X) =
‖ETRAD(nl,X)− ERCD(nl,X)‖
‖ETRAD(nl,X)‖
× 100% (4.31)
where nl is the noise level defined in equation (3.12). ETRAD and ERCD are the
dipole localization errors when using the traditional method and the RCD
method respectively.
In the tables 4.1 and 4.2 we give the results of this efficiency for two regions of
the active dipole. The first table is for a dipole located at the edge of the brain
with no noise in the potentials. The efficiency is given for several assumed
conductivity ratios X̂. The second table is the efficiency for a dipole located
inside the brain for several noise levels. Results are here displayed for only
one assumed conductivity ratio X̂.
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X̂ X̂1 = 0.025 X̂2 = 0.03361 X̂3 = 0.0422 X̂4 = 0.05083
η 59.64 % 64.63% 71.49% 82.63%
X̂ X̂5 = 0.306 X̂6 = 0.08528 X̂7 = 0.09389 X̂8 = 0.10250
η 85.65% 65.79% 51.52% 39.78%
Table 4.1: Efficiency of the RCD method when X˜ = 1/16 and many assumed
conductivity ratios X̂ for dipole CS4.
Noise Level 5% 10% 20% 30% 40%
η 78.48% 62.89% 38.16% 26.41% 20.44%
Table 4.2: Efficiency of the RCD method when X̂ = 1/9 and X˜ = 1/40 for
dipole CS3.
When nl= 0, the RCD method has an efficiency going from 12% to 81.5%, de-
pending on the number of electrodes that is used to solve the inverse problem.
When themeasured potentials contain noise, an efficiency of 10%up to 80.00%
was recorded in the entire spherical head model depending on the noise level
and the location of the dipole. Using measure (4.31) it becomes clear that it is
necessary to increase the efficiency of the RCD method in the noise case but
that the high efficiency in the no noise case is sufficient.
4.4.5 Convergence history
For recovering the location of the electrical dipole, a common starting point
is used each time: r
(0)
d = [0 0 0.1]
T that is located close to the center of the
spherical head model. As mentioned in the description of the RCD method
4.2.4, the iterates r
(k)
d are updated using the RCD cost function. See also figure
4.1.
The selection procedure is dynamic along all the sensors of the given con-
figuration within the minimization process as illustrated in figure 4.23. This
figure shows that in each iteration, a different subset of electrodes are selected
within the minimization procedure of the RCD cost function. The number of
selected electrodes in the figure is here Ns = 10. Note that in the beginning of
the minimization procedure the labels of selected potentials are varying to a
large extend. When reaching the optimum, the selection is not varying much
because the locations r
(k)
d are not varying much anymore.
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Figure 4.23: Indices of selected potentials during minimization of RCD cost
function with X˜ = 1/20, X̂ = 1/16. Recovery of dipole CS2 with Ns = 10 elec-
trodes during the minimization of the RCD cost function.
A maximum number of 500 iterations was fixed in the recovering of the
dipole when solving the inverse problem using the traditional and the
RCD method. The iterative procedure needs approximately 50-100 forward
function evaluations in order to minimize the RCD cost function. Since the
selection of potentials leads to the use of a subset whose number is always
less than the number of measurements in the initial configuration, the norm
of the RCD cost function is always less than the one of the traditional case.
However, these norms are equal when the assumed conductivity X̂ is equal
to the conductivity X˜. They also require the same number of iterations in
this case to converge towards the same optimal solution. Remark that other
minimization procedures can be implemented. The RCD method can be
implemented in any possible iterative minimization procedure.
Figure 4.24 shows us the convergence history of both methods for dipole CS3
with the assumed conductivity ratio X̂ = 1/40 starting with potentials that
are generated with the actual conductivity ratio X˜ = 1/25. The dipole loca-
tion that corresponds with the minimum of the RCD method gives a better
solution since its error is lower, compared to the one of the RRE cost func-
tion. We deduce from this figure that the RRE value is large when we are close
to the accurate solution. As illustrated in figure 4.10, an improvement of the
spatial resolution is also obtained with the selection of potentials. Moreover,
the minimal value of the RCD method does not correspond with the minimal
value of the RRE method. This shows that for the traditional RRE method a
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Figure 4.24: Convergence history of both methods.
solution closer to the actual dipole has a higher cost and thus recovers dipoles
further away from the actual dipole. In general, the minimal value of the RCD
method does not correspond with the one of the traditional method when the
stopping criteria ε is reached.
It is essential to mention that the RCD method requires more computational
time than the traditional method in order to reach the global minimum. The
main reason is that the RCD method needs various evaluations of the deriva-
tives associated to the RCD cost function.
4.5. Applications of RCD method to a higher number of electrodes
4.5.1 Introduction
A first step towards increasing the spatial accuracy of the EEG inverse prob-
lem has been made in the previous sections. We observed that an increase
is observed but that the selection procedure is suboptimal when using a
limited number of measurement electrodes, see section 4.4.3.2. Indeed, the
RCD method, improves the source localization accuracy approximately
two to three times, depending on the location of the dipole, for a standard
configuration of 27 electrodes when using a three-shell spherical head model.
In this section, results of the RCD method are presented for a higher number
of electrodes configurations. The RCD cost function remains the same, and
the number of electrodes initially set at 27 electrodes increases up to 148
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electrodes. The coordinates of the various systems of electrodes are given in
Appendix A.
We will apply the RCD methodology to a higher set of electrodes than the
set of 27 electrodes previously used. We will compare the improvement of
the spatial accuracy when using the RCD method onto different EEG caps.
Numerical experiments using Monte Carlo simulations will be performed in
the same conditions as previously defined.
4.5.2 Sensitivity analysis
When increasing the number of electrodes, the inter-electrode distance is
reduced compared to the 10-20 international system as observed in figure
2.4. In our simulations, the potential distribution V on the spherical head
model is computed for several electrode configurations. For each electrode
configuration we investigate the impact on the EEG source localization
accuracy.
All configuration systems follow the widely used International standard
10–20 system. Computations of the EEG potentials over the head are done for
56, 64, 74, 112 and 148 electrodes. As an example we show the potentials for
the setup with 56 and 74 electrodes in figures 4.25, 4.26 for dipole position
CS2. It is clear that a better sampling is made on the scalp of the electrical
activity within the brain when using a higher number of electrodes.
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Figure 4.25: EEG Potential for 56 electrodes with actual conductivity ratio X˜=
1/40 for dipole position CS2 with orientation ey.
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Figure 4.26: EEG Potential for 74 electrodes with actual conductivity X˜= 1/40
for dipole position CS2 with orientation ey.
Figures 4.27 and 4.28 display the potential values Vm when using 56 and 112
electrodes. Computations are performed for 32 conductivities in the interval
[1/40, 1/9]. We can observe that more electrodes can have a smaller sensi-
tivity when using 112 electrodes instead of 56 electrodes. From these figures,
we can conclude that the potential values of various electrodes fall in the same
range of values. In terms of L∞-norm of the potential value V, the difference
between different subsets is very small. This difference does not exceed ±1.5
µ volt.
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Figure 4.27: EEG Potential distribution using 56 electrodes for dipole position
CS3 with orientation ex.
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Figure 4.28: EEGPotential distribution using 112 electrodes for dipole position
CS3 with orientation ex.
When introducing a high number of channels in the EEG inverse problem,
it is important to make a comparison between the sensitivity analysis of the
standard configuration of 27 electrodes and the new configuration for the
same spherical head model. We therefore give in figure 4.29 the distribution
of sensitivity values for four subsets of electrodes for a small conductivity
ratio (X = 1/20). The number of electrodes whose sensitivity values are close
to zero increases with the number of electrodes in the configuration.
From a numerical point of view, it becomes clear that the use of configurations
containing a higher number of electrodes can be useful for the selection proce-
dure in the RCD method. The main reason is that the number of sensors with
low sensitivity values is high and increases with the number of electrodes
used in the configuration. This is true for every conductivity ratio X used.
This was observed for all locations in the head model.
From figure 4.29 it is clear that more electrodes have a low sensitivity in con-
figurations with N > 27. A selection procedure with a higher number of elec-
trodes less affected by the conductivity ratio X, in comparison to the standard
configuration of 27 electrodes, becomes with such approach a good option for
solving the inverse problem. Moreover, higher degrees of freedom are possi-
ble in selecting the potentials with lowest sensitivity in each iteration of the
RCD method.
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Figure 4.29: Sensitivity Distribution for assumed skull to soft tissue conduc-
tivity ratio X˜= 1/20 for dipole position CS1 for several configurations of elec-
trodes.
4.5.3 Results and Discussion
4.5.3.1 Simulation setup
We carry out numerical experiments following figure 4.30. In the numeri-
cal experiments we can vary the number of electrodes N in the EEG cap
(N = 27,56,64,74,112,148). For the various configurations of electrodes used
here, the disposition on the head follows the 10-20 international system, with
three electrodes on each of the interior temporal regions. The number of elec-
trodes in these configurations are uniformly distributed on the spherical head
model, as described in [137]. The inverse problem is solved using the tradi-
tional method and using the RCDmethod. We investigate here in detail the in-
fluence of the number of selected electrodes Ns on the accuracy of the inverse
problem. Moreover, the influence of the used EEG cap with certain number of
electrodes N on the accuracy is investigated. The same numerical experiments
are carried out as in section 4.4.
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Figure 4.30: Numerical experiments with multiple electrodes.
4.5.3.2 Fitting parameters for large electrode configurations
Here we examine the fitting procedure for approximating the first order
Taylor coefficient α (4.14) in the fitting of data sets (4.23) and (4.24). We will
compare the residuals of the fitting procedure and perform this for 2 different
regions in the spherical head model.
Tables 4.3 and 4.4 give the Taylor coefficient for the first order derivative when
using six electrode configurations for a dipole located respectively inside and
at the edge of the brain.
Inputs X˜ X̂ Linear Fit Residual
27 Electrodes 1/16 1/40 0.0157 8.985× 10−9
56 Electrodes 1/16 1/40 0.01569 2.244× 10−8
64 Electrodes 1/16 1/40 0.0157 4.118× 10−14
74 Electrodes 1/16 1/40 0.0157 2.3×10−14
112 Electrodes 1/16 1/40 0.01571 2.789× 10−13
148 Electrodes 1/16 1/40 0.0157 9.53× 10−13
Table 4.3: Taylor coefficient used in the RCDMethod for the dipole CS1 located
inside the brain.
These tables show that, the residual of the fitting goes to zero when the
number of electrodes increases. Similar results were obtained for all the
dipole locations where numerical experiments were conducted.
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Inputs X˜ X̂ Linear Fit Residual
27 Electrodes 1/25 1/9 0.1632 6.528× 10−2
56 Electrodes 1/25 1/9 0.1782 3.42× 10−2
64 Electrodes 1/25 1/9 0.1731 5.001× 10−2
74 Electrodes 1/25 1/9 0.1666 5.347×10−2
112 Electrodes 1/25 1/9 0.165 5.144× 10−2
148 Electrodes 1/25 1/9 0.1645 5.402× 10−2
Table 4.4: Taylor coefficient used in the RCDMethod for the dipole CS3 located
near the edge of the brain.
4.5.3.3 Effect of the number of electrodes on source localization
An important question concerns the number of electrodes that are required
for performing accurate EEG source reconstruction. The sensitivity analysis
presented in figure 4.29 show that higher electrode configurations may pro-
vide useful data for the inputs of the RCD algorithm. We perform numerical
experiments in the case Vmeas contains no noise and in the case the set does
contain noise.
No noise case:
Figure 4.31 illustrates the reduction of the source localization error when
increasing the number of electrodes N in the EEG inverse problem when
performing Monte Carlo simulations. For clarity, the dipole localization
error of the RCD method is depicted in percents relatively to the traditional
method. The assumed skull to soft tissue conductivity value ratio is X̂ = 1/9,
while the actual conductivity value ratio is X˜ = 1/25.
Figure 4.32 shows the source localization error for different assumed con-
ductivity ratio values when using the traditional minimization method with
N = 112 electrodes. Moreover, the error is given when selecting a different
number of electrodes Ns of the total of N electrodes. In the Monte Carlo
simulations, the assumed value of the conductivity X̂ is taken in the interval
[1/40, 1/9]. As observed here, small values of conductivity introduce a
large error in the RCD method as with the traditional method.
The introduction of multi-channel electrodes when using traditional method
when solving the inverse problem, does not improve the accuracy of the
localization of the dipole as we can see in figure 4.31. This figure illustrates
the reduction of the source localization error when increasing the number
of electrodes N in the EEG cap for the implemented selection procedure.
The reason for this decrease in error is because the fitting parameter α can
be determined in a better way. Moreover, a larger set Ns of electrodes can be
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Figure 4.31: Source localization error when using the traditional minimization
method and the selectionmethod with actual X˜= 1/25 and assumed X̂= 1/9.
The dipole CS2 is situated inside the brain.
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Figure 4.32: Source localization error for different assumed conductivity ratios
X̂ with actual X˜ = 1/16. A dipole near the middle of the brain needs to be
recovered. N = 112 and the number of electrodes that are selected in each
iteration are varied, no noise case.
found which have a lower sensitivity of potentials to the conductivity, i.e.
W(k) contains relatively lower values when using higher N. It is important to
mention here, that a different choice of the actual value of the conductivity
ratio X˜ will produce a similar behavior of the dipole localization error.
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Figure 4.33: Source localization error for actual conductivity X˜ = 1/20 and as-
sumed conductivity X̂= 1/16 for dipole location CS2 using various electrodes
configurations.
As observed during the sensitivity analysis and illustrated in the various
histograms, the number of sensors whose sensitivity values are close to
zero increases with the number of electrodes in the EEG cap. Figure 4.33
shows the improvement made in the recovering of the dipole position for
different subsets of electrodes for a dipole located near the center of the brain.
The small value of error recorded in figure 4.33 is due to the fact that the
actual conductivity value is so close to the assumed conductivity value when
solving the inverse problem. When the difference between the actual and
the assumed conductivity ratio is high, a great dipole localization error is
observed either in the traditional and the RCD method.
A better accuracy is always recorded whenever a selection procedure is
carried out in any configuration of electrodes. The non-linearity of the be-
havior of the error due to selection observed on the picture can be due to the
minimization procedure that does not always result into a global minimum.
The use of a minimization procedure that starts from different start values
could tackle this problem.
Noise case:
The performance of the RCD method is evaluated under different noise levels
using different subsets of electrodes. When using noisy data, that is nl > 0
in the numerical experiments as in figure 4.34, we observe an increase of
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the dipole position error with both methods when noise increases in the
measurements. When increasing the number of electrodes in the EEG cap, the
RCD method yields lower dipole position errors compared to the traditional
method as illustrated in this figure. The number of selected potentials is
Ns = 20.
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Figure 4.34: Source localization error using the RCD method for assumed
conductivity X̂ = 1/40 and actual conductivity X˜ = 1/13 for dipole location
CS1 using various electrode configurations (N = 27,112,148) and noise levels.
Number of selected electrodes is Ns = 20.
The RCD method offers for a large set of electrodes and for a large set of con-
ductivity ratios, a better spatial resolution as observed in figure 4.35. Compu-
tations are done here for a noise level of 10% in the measurements. It should be
noted here that the result displayed in figure 4.35 is obtained without selection
of the potentials, i.e. when all the electrodes are used in the RCD method.
4.5.3.4 Influence of the selection of potentials Ns on the solution
One of the internal parameters of the RCD method which influences the
spatial resolution is the number of selected potentials Ns. It was observed
in the case of a standard configuration of 27 electrodes that a better spatial
resolution is achieved when performing a selection Ns on the number of
electrodes less influenced by the conductivity ratio.
In this section, we will analyze how the spatial resolution of the EEG inverse
problem could be increased by altering Ns when using a large set of elec-
trodes. Numerical experiments are first carried out in the no noise case.
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Figure 4.35: Source localization error of dipole CS3 for different assumed con-
ductivity ratios X̂ with actual conductivity X˜ = 1/16, using a fixed number
of electrodes with noise level 0.1. The traditional and RCD method are solved
using an EEG cap with 112 electrodes. The number of selected electrodes is
Ns = N.
Figure 4.32 shows the source localization error for different assumed skull
to soft tissue conductivity values when using the traditional minimization
method with N = 112 electrodes. Moreover, the error is given when selecting
with a different number of electrodes Ns from the total number N in the RCD
method. This figure illustrates that decreasing Ns yields lower dipole position
error for all assumed conductivity ratio values.
The effect of electrode configuration was assessed by comparing the source
localization accuracy produced by various electrode configurations as seen in
figure 4.36 and 4.37 respectively. The localization error when using a mini-
mum of 8 selected electrodes for each configuration has shown an increase of
the accuracy of the spatial resolution for different conductivity values. These
simulations revealed an influence of the number of selected electrodes on
source localization that could be completely linear if some instabilities due to
the minimization method were not observed for certain values of Ns.
Figure 4.36 shows that both increasing the number of electrodes in the EEG
cap and decreasing the number of selected potentials Ns, result in an increase
of spatial resolution. For N = 27, the error decreases from ≈4.1 mm to ≈2.1
mm while for N = 148 the error decreases from ≈4.1 mm to ≈1 mm. A global
decrease of the dipole position error is observed for decreasing Ns. However,
in some cases a small relative increase of error is observed. This is because the
minimization of the RCD cost function does not always result in the global op-
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timum. The implementation of amulti start (start values randomly distributed
in the head) minimization method can provide a solution to this problem.
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Figure 4.36: Source localization error for assumed conductivity X̂ = 1/25 and
actual conductivity X˜ = 1/9 for dipole location r˜d = CS3 using various elec-
trodes configurations in the no noise case.
For some cases (i.e. higher number of electrodes) as illustrated in figure 4.34
where a difference of 3.7 mm for N = 112 electrodes and 4.8 mm for N = 148
electrodes is recorded for a noise level of n = 0.2 in comparison to the error
generated for N = 27 electrodes, the efficiency can be much higher. It should
be noticed here that the difference between the actual and the assumed
conductivity ratio is significant.
When using noisy data in the numerical experiments, a global decrease of
the dipole position error is also observed, see figure 4.37. We observe in this
figure that an increase of spatial resolution of factor 2 can be attained for this
specific data set. In the noise case the improvement of accuracy is much more
limited than in the no noise case.
Additional simulations were performed over a uniform distributed grid of
dipoles. We placed dipoles in each voxel (voxel discretization of ≈ 4.6mm)
and solved the inverse problem for the EEG potential corresponding with
that dipole. The EEG cap consisted of N = 27 electrodes. The inverse problem
was solved using the RCD methodology with number of selected electrodes
Ns = 27 and Ns = 10. In figure 4.38 a histogram of the factor in increase in
spatial resolution, i.e. the ratio of the dipole position error when using RCD
method using Ns = 27 and when using Ns = 27, is shown where approxi-
mately 1700 inverse problems were solved. This figure shows that an overall
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increase in accuracy is attained when using a smaller number of selected
electrodes (i.e. 10 instead of 27 out of the total of 27 electrodes). Notice that
for a small number of test dipoles the ratio was less than 1. This is because the
minimization methodology (with Ns = 10) was trapped in a local minimum
and was not converging towards the global minimum.
However, the above results show that when using the RCD method, the man-
ufacturers of EEG hardware should aim at EEG caps with the number of elec-
trodes as high as possible. In the numerical RCD algorithm, the internal pa-
rameter Ns should be taken as low as possible. In this way, more accurate EEG
source analysis can be carried out for the analysis of EEG samples. Note that
the above conclusions can be extended when using spatio-temporal data, i.e.
Vmeas ∈RN×p with p time samples [109].
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Figure 4.37: Source localization error for assumed conductivity X˜ = 1/30
while actual X̂ = 1/16 using selection for dipole r˜d = CS4 for N = 112 elec-
trodes configuration and noise level 0.2.
The non-linear behavior of the error observed in figure 4.37 in the presence of
noise when a selection procedure Ns is carried out, is similar to the case when
the potentials do not contain noise in the measurements. The value of the er-
ror recorded for Ns = 80 and Ns = 90 is linked to numerical instabilities of the
minimization procedure. But in general for noise case, a selection of Ns elec-
trodes, minimally influenced by the conductivity, leads to a better accuracy in
the reconstruction of the source.
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Figure 4.38: Histogram depicting the factor of increase when using the RCD
with Ns = 10 compared to the RCDwith Ns = 27 electrodes. 1700 inverse prob-
lems were solved. N = 27.
4.5.3.5 Efficiency of the RCD method with high number of measurement chan-
nels
The number of EEG electrodes in the EEG cap has no significant influence
when using the traditional method as observed in figure 4.34 where no im-
provement of the accuracy in dipole position error was recorded. Given that
numerical experiments are carried out for a specific position of the dipole, a
local efficiency of the RCD inverse methodology can be presented for several
electrode configurations. Different results at this level, could be obtained
depending on the choice of the actual value X˜ and assumed conductivity
ratio X̂ used to solve the inverse problem.
As seen during the computations all over the spherical head model, a large set
of electrodes always provides the best spatial resolution for the EEG inverse
problem compared to the traditional set of 27 electrodes. The efficiency η as
defined in equation (4.31), varies from 30% to 75% and an average efficiency
of 30% is obtained in the case of noise in the measurements. More generally,
using a higher number of electrodes with the RCDmethod gives better results
compared to the traditional configuration of 27 electrodes.
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4.5.4 Conclusion for configurations high number of electrode configu-
rations
It was assumed that a high number of electrodes in an EEG cap does not in-
crease the spatial resolution for the traditional approach. However, a larger
number of electrodes together with the selection strategy increases sufficiently
the spatial resolution in the EEG dipole localization. Solving the inverse prob-
lem by selecting the electrodes which are less sensitive to the conductivity ra-
tio lead to an improvement of the spatial resolution. Numerical results show
that we can even improve the spatial resolution by choosing a high number of
electrodes in the EEG measurement hardware and by selecting a lower num-
ber of electrodes in the inverse problem. The results show that the EEG inverse
problem can be solved with considerably improved quality.
4.6. Conclusions
We presented in this chapter the novel Reduced Conductivity Dependence
method. We formulated the RCD cost function that, contrary to state of the
art techniques, incorporates the sensitivity of the sensors to the uncertain
skull to soft tissue conductivity ratio. Moreover, we proposed a selection
procedure that removes the sensors that are highly influenced by the uncer-
tain conductivity ratio. Numerical experiments were performed for different
active electrical dipoles, different actual and assumed conductivity ratios.
The results show that a reduction in dipole localization error is obtained up
to 60-80% in the case that no noise is available in the measured data sets.
However, when the data sets contain noise, then the efficiency of the RCD
method is only 20-60%, depending on the noise level in the data sets used for
solving the inverse problem. The reason for the less efficiency in the noise
case is because the fitting procedure, needed within the RCD method for
approximating the Taylor coefficients, is not performing well when noise is to
a large extend available in the data sets.
We also investigated the use of the RCD method in the case of using a higher
number of electrodes within the EEG cap. Contrary to the traditional method,
a reduction in dipole localization error is observed when increasing the
number of electrodes within the EEG cap. We state that the RCD method
has an important advantage compared to state of the art methods when the
EEG cap contains dense sensing electrodes. This is due to the fact that a
higher variety of sensors can be selected within the RCD method. Moreover,
the fitting procedurewithin the RCD procedureworks in a more accurate way.
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The RCD method developed is innovative in the sense that for a given
configuration of 27 electrodes, spatial resolution can be improved not by
increasing the number of electrodes as often suggested but instead by making
a selection of potentials less affected by the sensitivity. With such approach,
it becomes important to test the efficiency of the RCD method by including
when solving the inverse problem, other configurations of the electrodes and
compare results to those of the standard 27 electrodes actually used for the
numerical experiments on the spherical head model.
A general conclusion that can be drawn is that the methodology mentioned
in this chapter can be used for other (bio-)electromagnetic applications where
a numerical uncertain inverse problem needs to be solved starting from a cer-
tain set of sensors.
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CHAPTER5
EEG Multiple Dipole Analysis
using RCD RAP-MUSIC Method
5.1. Introduction
A current dipole model may be used to represent well-localized activated
neural sources for events like epileptic spikes or early stages of an epileptic
seizure [9]. A simple and in many cases valid model of brain electrical activity
assumes a focal source. The single current dipole is then adequate to model
the location in space, as well as the magnitude and orientation of the neural
activity (see section 2.1.1). However, several simultaneously active sources
are better modeled by multiple dipoles. Two cases are possible: a limited
number of dipoles in the sense that the number of these dipoles are smaller
than the number of sensors (p < N) and distributed source models (p>> N).
For details concerning the solution of the corresponding inverse problems,
see sections 3.3.2 and 3.3.3 respectively.
Multiple equivalent current dipoles are often sufficient to accurately represent
sources of the measured scalp potential data in epilepsy patients with focal
origin in comparison to distributed source models [138]. Moreover, most
spikes and seizures are well modeled by equivalent dipoles, see e.g. [139]. As
pointed out in [140], one of the major problems in clinical neurophysiology
has been the investigation of physiological as well as pathological processes
involving multiple simultaneously active brain regions when using electrical
measurements.
The above is the main reason for extending the applicability of the RCD
method as elaborated in previous chapter (for single dipole reconstruction)
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towards the reconstruction of a limited number of multiple dipoles. In this
way, a more approximate reconstruction of the neural activity can be made.
The least squares cost function, as defined in (3.4) for single dipole local-
ization, is not suitable for multiple dipole localization [12]. Subspace-based
methods are able to locate multiple sources in an accurate way [12]. The aim
of this chapter is to incorporate the RCDmethodology within subspace-based
methods, more specifically within the Recursively Applied and Projected
(RAP) - Multiple Signal Classification (MUSIC) algorithm. We alter the tradi-
tionally known RAP-MUSIC subspace-based cost function and incorporate
selection of sensors based on the sensitivity. Numerical experiments in the
no noise and noise case are performed so to establish the performance of the
proposed RCD RAP-MUSIC method. Contrary to previous chapter where
spatial-only data sets (EEG potentials at a single time instant) were used
for solving the inverse problem (potentials of the form (2.17)), we examine
the performance of the proposed algorithm using spatio-temporal data sets
(window of multiple EEG data sets that vary in time) of the form (2.21).
In section 5.2 we shortly review the traditional RAP-MUSIC algorithm while
in section 5.3 we propose the RCD RAP-MUSIC methodology. Finally, results
and discussion are given in section 5.4.
5.2. Traditional RAP-MUSIC
5.2.1 Introduction
The estimation of multiple dipole parameters is known as a difficult nonlinear
minimization problem because the cost functional contains many local min-
ima. A least squares cost function can be constructed in a similar way as cost
function (3.4):
RRE(rd) =
‖Vmeas − LallL
†
allVmeas‖
‖Vmeas‖
. (5.1)
when using the spatio-temporal formulation (2.18)
Lall =
[
L(rd,1),L(rd,2), ........L(rd,p)
]
(5.2)
for p dipoles. In the case p< N, the inverse problemwith (5.1) is not ill-posed.
For the minimization of these cost functions many strategies have been
developed such as the use of simulated annealing [141]. These methods
however, can not accurately locate several dipole soures, contrary to the
subspace-based methods introduced in EEG source localization [142]. The
so-called MUltiple Signal Classification (MUSIC) algorithm was adopted
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from radar and sonar applications for the localization of multiple dipoles.
In [11, 12], it is illustrated that the Recursively Applied and Projected (RAP)-
MUSIC algorithm has better source localization properties due to the use
of sequential cost functions that are adapted for the localization of each dipole.
MUSIC employs a scanning technique instead of solving the difficult mul-
tidimensional nonlinear minimization problem of (5.1) [143]. Scanning is
necessary for finding the p peaks in the MUSIC cost function. Each of these
peaks corresponds then with the sources to be estimated. MUSIC partitions
the N-dimensional measurement space into a signal subspace and a noise
subspace.
When using the spatio-temporal dipole model in equation (2.21), the singular
value decomposition (SVD) of the spatial correlation matrix RV can be consid-
ered:
RV = E{VmeasV
T
meas}
= [ΦSΦN ]
[
ΛS 0
0 ΛN
]
[ΦSΦN ]
T (5.3)
where ΛS and ΛN are diagonal matrices with the singular value of Vmeas as-
sociated with the signal subspace ΦS and the noise subspace ΦN , respectively.
MUSIC searches throughout the brain volume for source locations that satisfy
the condition that the topography of the dipoles lie in the signal subspace.
This can be carried out by projecting the topographies onto the signal sub-
space with projection matrix PS = ΦSΦ
T
S onto the signal subspace. The dipole
source locations with the largest projections on the signal subspace are the
active sources [12] using the following cost function:
‖PSL(r)e‖
‖L(r)e‖
(5.4)
where e = d
‖d‖
is determined by two parameters (the magnitude of the dipole
orientation does not need to be given). When the dipole positions and orien-
tations are determined, i.e. the parameters of matrix A, by the minimization
of (5.4), then the dipole time series can be determined by
STopt = A
†Vmeas (5.5)
with spatio-temporal model (2.21).
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5.2.2 Recursively Applied and Projected MUSIC
The RAP-MUSIC algorithm was proposed in [12] and is based on a modifi-
cation of the MUSIC algorithm. In MUSIC, the array manifold is projected
onto an estimate of the signal subspace. The MUSIC algorithm however has
difficulty finding several local minima as the dimension p of the number of
sources increases. RAP-MUSIC overcomes the problems MUSIC has to deal
with by employing a recursive procedure in which each source r∗d,l (l= 1, . . . , p)
is found as the global maximizer of a different objective function:
r∗d,l = argmaxrd
(subcorr(Π⊥Al−1 L(rd),Π
⊥
Al−1
ΦS)1) (5.6)
with
Π⊥Al−1
= (I−Al−1A
†
l−1) (5.7)
the projection matrix constructed by Al−1, a matrix containing in each column
the topographies of the already found l − 1 sources [12], and ΦS is the signal
subspace. The RAP-MUSICmethod is an improvement to the original MUSIC
scanning method because it refines the MUSIC cost function after each
source is found by projecting the signal subspace and the lead field matrix
L(rd) away from the topographies of the already found sources, i.e. Π
⊥
Al−1
[12].
The subspace correlation method subcorr(·)1 computes the correlation be-
tween the subspaces spanned by the columns of L(rd) and ΦS. As stated
in [144], the subspace source localization approach scans the entire possible
source space and calculates the subspace correlation of two subspaces. Con-
trary to the MUSIC scanning search approach, the sources can be estimated
using p maximization procedures (5.6). Remark that minimization is possi-
ble of −(subcorr(Π⊥Al−1 L(rd),Π
⊥
Al−1
ΦS)1) where the Nelder-Mead simplex
methodology can be employed for the minimization of the cost function.
5.3. Description of the RCD RAP-MUSIC algorithm
5.3.1 Introduction
In previous chapter we showed that it is possible to redefine the traditional
cost function, see (4.18), so that the minimization is more robust to the
uncertain conductivity value. Using the Taylor expansion of the simulated
potentials, we include in the cost function the sensitivity of the potentials
to the conductivity in the cost function. Moreover, selection of sensors was
carried out in each iteration of the minimization procedure. We aim here to
include the RCD methodology within the RAP-MUSIC cost function (5.6) so
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to have an accurate multiple dipole reconstruction procedure. In this section
we alter the traditionally known RAP-MUSIC cost function and define the
RCD RAP-MUSIC scheme.
5.3.2 RCD RAP-MUSIC cost function
The RCD RAP-MUSIC cost function that we propose is elaborated for the re-
construction of the lth dipole, and in the kth iteration of the minimization of
the cost function. Based on the analysis performed in section 4.3 we alter the
following cost function
subcorr(Π⊥Al−1 L(r
(k)
d,l ),Π
⊥
Al−1
ΦS)1 (5.8)
and perform the following transformation:
L(rd)→ L(rd) + αW(rd) (5.9)
with W(rd) ∈ IR
N×3 defined here as the sensitivity of the lead field matrix to
the conductivity ratio:
W(rd) =
∂L(rd)
∂X
|X=X̂ (5.10)
evaluated for the assumed conductivity ratio X̂. Contrary to the vector (4.3)
for RCD single dipole reconstruction, the sensitivity is now a N × 3 matrix.
α is again the Taylor coefficient (4.14) that is again approximated through a
fitting procedure. We have the following basic cost function:
subcorr(Π⊥Al−1 (L(r
(k)
d,l ) + αW(rd)),Π
⊥
Al−1
ΦS)1 (5.11)
that needs to be minimized within the RCD RAP-MUSIC methodology. In
(5.11), no selection of sensitive sensors is yet performed.
5.3.3 Iterative scheme of the RCD RAP-MUSIC algorithm
We reformulate the basic principles for RCD single dipole analysis as elab-
orated in section 4.3.1 to multiple dipole localization. Figure 5.1 shows the
iterative scheme of the proposed RCD RAP-MUSIC scheme. When incorpo-
rating the RCD methodology within the RAP-MUSIC framework, the steps
1-6 given in section 4.2 in chapter 4 can be executed in a similar way.
The sensitivity of the simulated potential values to the conductivity in step 2,
needs to be altered. We consider a different measure for the sensitivity to the
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Figure 5.1: Iterative scheme of the RCD RAP-MUSIC methodology.
conductivity ratio, namely the sensitivity to the conductivity ratio of the prin-
cipal vector U ∈Rm×1 that is associated to the principal angle of the subspace
correlation function. This principal vector can be computed following [145]
and depends in the k-th iteration of the minimization procedure upon Φs and
L(r
(k)
d,l ) (and consequently also upon the conductivity ratio X). So, instead of
using (4.3), the following sensitivity to conductivity ratio is computed in each
iteration
Y(r
(k)
d,l ) =
∂U(r
(k)
d,l )
∂X
|X=X̂. (5.12)
This can be computed in a finite difference way.
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Selection of Ns electrodes with selection operator sel(·) is carried out on the
basis of (5.12), similar to step 3 in section 4.2. By ranking Y(r
(k)
d,l ), i.e. ordering
the values from lowest to the highest values, it is possible to select those sen-
sors with lowest sensitivity and in each kth iteration for the recovery of the lth
dipole, the selection operator sel(·) is defined. In this way the cost function
(5.11) becomes:
subcorr(sel(Π⊥Al−1 (L(r
(k)
d,l ) + αW(rd)) ), sel(Π
⊥
Al−1
ΦS ))1 (5.13)
Remark that in (5.13) the first order derivative (5.10) is used and not the sen-
sitivity (5.12) because we use the first order expanded Taylor approximation.
5.4. Results and Discussion
5.4.1 Simulation set up
The performance of the proposed RCD RAP-MUSIC methodology is inves-
tigated using numerical experiments. Spatio-temporal EEG data is used as
input to solve the inverse problem. These time varying potentials are repre-
sented by (2.21). The simulation setup for the recovery of multiple dipoles
consists in the recovery of p = 2, p = 3 and p = 5 different dipoles. For the
location of the dipoles used in the simulation study, see table 5.1.
In the case of p = 2, we assume that the first dipole is located at DL1 which
represents an epileptic spike of 0.2s with onset at 0.4s (defines waveform s1),
and that the second dipole is located at DL2 with rhythmic activity (sinusoidal
waveform s2 at 10Hz). For the case p = 3, the third dipole is located at DL3
with rhythmic activity (cosinusoidal waveform s3 at 10 Hz). For p= 5, a dipole
at DL4 (sinusoidal waveform s4 at 5Hz) and a dipole located at DL5 (cosi-
nusoidal waveform s5 at 5Hz) is added. Using the forward model, a spatio-
temporal matrix was generated with a certain conductivity ratio value X˜:
Vmeas =
[
L(X˜, r˜d,1),L(X˜, r˜d,2), . . . ,L(X˜, r˜d,p)
][
d˜1, d˜2, . . . , d˜p
]T
(5.14)
with
di = u˜is˜i (5.15)
where si is the waveform of the dipole strength of nt time samples as defined
above for each dipole. To the matrix (5.14) white Gaussian noise N was added
with varying noise levels. Figure 5.2 shows an example of the EEG data (1
second) used during the simulation experiments. The total number of EEG
electrodes is here also N = 27 (see section 2.7).
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Dipole Location (DL) rx (mm) ry (mm) rz (mm)
DL1 17.2 34.4 25.8
DL2 25.8 43.0 8.6
DL3 8.6 17.2 17.2
DL4 17.2 25.8 17.2
DL5 25.8 25.8 8.6
Table 5.1: Dipole locations at different regions in the case of multiple dipole
localization. The center of the head model is referenced as r = [0,0,0].
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Figure 5.2: Sample of average referenced EEG data. These EEG data results
from p = 3 dipoles (located at DL1, DL2, and DL3).
The dipole position error (DPEi) for the ith (i = 1, . . . , p) dipole is the absolute
difference in the L2 norm between the actual dipole location r˜d,i and the recon-
structed dipole location r∗d,i provided by the solution of the inverse problem:
DPEi = ‖r˜d,i − r
∗
d,i‖ (5.16)
5.4.2 Accuracy of the RCD-RAP MUSIC
5.4.2.1 Results in the no noise case
The RCD RAP-MUSICmethodology explained in previous section 5.3 is used
as inverse algorithm and compared to the traditional RAP-MUSIC algorithm.
In the inverse algorithm, the forward calculations use the assumed conduc-
tivity ratio X̂ that may differ from the actual conductivity ratio X˜ = 1/24 that
5.4 Results and Discussion 119
is used for generating the measured spatio-temporal data set (5.14). No noise
was added here to the data set.
Figures 5.3 and 5.4 depict the dipole position errors defined in (5.16) for
respectively p = 2 and p = 3 dipoles when using the traditional RAP-MUSIC
cost function (denoted as ‘Traditional’) and when using the RCD method-
ology during the maximization of cost function (5.13) in the no noise case.
Results are displayed here for conductivity ratios in the interval [1/60, 1/25]
where more small conductivity ratios are used in the computations. The RCD
RAP-MUSIC can improve the source localization with 5 mm for both dipoles.
The results here show that it is possible to reduce the dipole position errors
introduced by the use of the wrong conductivity ratio (X̂ 6= X˜) in the forward
model. It is thus possible to extend the traditional RAP-MUSIC algorithm to
the RCD RAP-MUSIC with reduction of DPEi. The reduction is of the same
order as the RCD algorithm for single dipole localization for the no noise
case.
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Figure 5.3: Dipole position errors for dipoles located at DL1 and DL2 when
assuming different conductivity ratios. The number of selected electrodes is
here Ns = 12. EEG cap has N = 27 electrodes.
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Figure 5.4: Dipole position errors for dipoles located at DL1, DL2 and DL3
when assuming different conductivity ratios. The number of selected elec-
trodes is here Ns = 12. EEG cap has N = 27 electrodes.
5.4.2.2 Results in the noise case
In the simulations carried out here, noise N was added to (5.14) with varying
noise levels. Figure 5.5 shows the total dipole localization error, i.e.
p
∑
i=1
DPEi (5.17)
versus the noise level in the case of p = 3. DPEi is here the average of
100 EEG samples with certain noise level. The same results were obtained
when recovering p = 5 different dipoles, see figure 5.6. We observe here an
important trend: the dipole position errors of the RCD RAP-MUSIC follow
the same trend as the traditional RAP-MUSIC method. This is different to the
results shown in section 4.4.3 for RCD single dipole localization.
In figures 4.20 and 4.21, we observed that the efficiency of the RCD method
with the cost function defined in equation (4.20) was drastically reduced
compared to the no noise case in the recovery of a single dipole. However,
when we compare these results for single dipole reconstruction with figures
5.10 and 5.6 for multiple dipole reconstructions, we observe that the RCD
with cost function (5.13) is more robust to noise. The underlying reason for
this is that the fitting constant α is much better approximated when using as
data U and Y. The principal vectors and corresponding sensitivity in equation
(5.12) are less affected by noise. Figure 5.7 shows the average dipole position
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Figure 5.5: Total dipole position error when recovering p = 3 dipoles (DL1,
DL2, DL3) with X˜ = 1/24, X̂ = 1/60 and Ns = 12 with several noise levels.
EEG cap has N = 27 electrodes.
errors for the three different dipoles separately when using the traditional
methodology and the RCD methodology. An overall decrease in dipole
position errors of the different dipoles can be observed.
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Figure 5.6: Total dipole position error when recovering p = 5 dipoles (DL1,
DL2, DL3,DL4,DL5) with X˜ = 1/24, X̂ = 1/60 and Ns = 12 with several noise
levels. EEG cap has N = 27 electrodes.
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Figure 5.7: Average dipole position errorswhen recovering p= 3 dipoles (DL1,
DL2, DL3) with X˜ = 1/24, X̂ = 1/60 and Ns = 12 with several noise levels.
EEG cap has N = 27 electrodes.
Indeed, we applied the RCD RAP-MUSIC cost function (5.13) onto the
localization of a single dipole CS4 and added several levels of noise (same
data as in figure 4.20). The used data is here spatial-only, i.e. the data used for
solving the inverse problem is recorded at a single time instant. When using
the RCD RAP-MUSIC cost function, we used as input for the signal subspace:
ΦS ≡ Vmeas with Vmeas the potentials at a single time instant. The results of
the reconstruction of the source are better than those observed in the case
of RCD method in the previous chapter. Figure 5.8 shows indeed a more
robust behavior of the RCD method towards noise when using the subspace
correlation function (5.13).
In figure 5.8 no singular value decomposition or principal component
analysis (PCA) was applied. We also applied the RAP-MUSIC and the RCD
RAP-MUSIC methodology upon spatiotemporal dataset where the same
dipole CS4 is a spike. When using these methodologies, PCA is carried out
beforehand for determining the signal subspace. Figure 5.9 shows the average
dipole position errors when using RAP-MUSIC (denoted as Subcorr) and the
RCD RAP-MUSIC method (denoted as RCD-Subcorr). We observe here the
denoising effect of PCA.
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Figure 5.8: Dipole position error for p = 1 dipole located at CS4 using spatial
only EEG data of figure 4.20.
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Figure 5.9: Dipole position error for p = 1 dipole located at CS4 using spatial-
only EEG data of figure 4.20 and when using spatiotemporal EEG data of the
same dipole with the time signal being a spike.
5.4.3 Influence of selected number of potentials
Figure 5.10 shows the decrease in Total Dipole Position Error when decreasing
the number of selected electrodes Ns. EEG data (figure 5.2) was generated for
p = 3 dipoles (DL1, DL2, DL3) with noise level n = 0.3. Each data point is
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computed as the average of 100 EEG samples.
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Figure 5.10: Total dipole position error with assumed conductivity ratio 1/60
and actual conductivity ratio of about 1/24 with noise level n = 0.3 for three
dipoles (DL1, DL2, DL3). Ns = 12.
In the case of using the RCD methodology for the recovery of multiple
dipoles, the same conclusion as in the case of single dipole can be drawn
with respect to the influence of Ns on the accuracy. The selection leads also in
this case to an improvement in the dipole localization error. Remark that for
a certain number of selected electrodes the improvement is marginal when
decreasing the number of selected electrodes. When decreasing the number of
selected electrodes we observed that the computation time for recovering the
dipole was also increasing because the cost function is fluctuating much more.
Accurate results are obtained in the case of noise in the measurements, even
at a high level. From figure 5.6, an efficiency of almost 60% is recorded in the
presence of noise and indeed such accuracy is satisfactory.
5.4.4 Convergence history
In figure 5.11, the cost function of both methods is displayed for dipoles lo-
cated at DL2, DL3 (See table 5.1). As in the case of a single dipole, the cost
function of the RCD method is lower than the cost of the traditional method
in the L2 norm. It should be noted that the RCD method with a single dipole
is not globally minimizing the cost function. It was observed during the com-
putations that the starting location used can influence the solution found. In
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the case of multiple dipoles, this remains true.
The dipole location that corresponds with the minimum of the RCD-RAPMU-
SIC method gives a better solution, compared to the minimum of the tradi-
tional approach. The minimal value of the RCD method does not correspond
with the minimal value of the traditional method as observed in the figure.
Figure 5.11 shows the convergence history for a starting value of the dipole
close to the actual dipole position, while for figure 5.12 the starting value is
near the center of the spherical head model (See table 5.1).
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Figure 5.11: Convergence history when recovering the dipole located at DL3
with X̂= 1/60 and X˜= 1/24. The difference between the first point (e.g. -0.99)
and the last point (close to -1) is very small because of the use of a start value
close to the actual dipole.
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Figure 5.12: Convergence history when recovering dipole located at DL2 with
X̂ = 1/50 and X˜ = 1/30. The difference between the first point (e.g. -0.86) and
the last point (close to -1) is relatively high because the start value is located
at the center of the head model.
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5.5. Conclusions
In this chapter we extended the traditional RAP-MUSIC with the RCD
methodology. We altered the subspace correlation cost function and incor-
porated selection of the electrodes within the methodology. Results of the
numerical experiments with no noise data sets showed similar results as in
the case of the RCD methodology elaborated in chapter 4 for the localization
of a single dipole. The RCD RAP-MUSIC is more robust to the uncertain con-
ductivity ratio compared to the widely used RAP-MUSIC method. However,
in the case of the presence of noise in the data sets, the performance of the
RCD RAP-MUSIC is relatively similar to the performance of the traditional
RAP-MUSIC methodology and contrary to the RCD methodology for single
dipole localization, the RCD RAP-MUSICmethod is robust to noise. This was
proven by comparing the results of the RCD RAP-MUSIC method for the
recovery of a single dipole with the results of the RCD method elaborated
in chapter 4. The robustness to noise is mainly because a robust fitting is
performed here by using the principal vectors of the subspace correlation cost
function.
The methodology presented in this chapter is able to localize a limited
number of dipoles (p < N) in a noise robust way and is more robust to the
uncertain conductivity ratio compared to state of the art methodologies.
CHAPTER6
EEG Source Analysis with
Multiple Uncertainties
6.1. Introduction
In chapter 4, we developed the novel RCD methodology for the recovery
of a single dipole where the spatial accuracy was increased by limiting
the propagation of the uncertain skull to soft tissue conductivity ratio to the
inverse problem solution. In chapter 5, we showed that the RCDmethodology
can be used for the recovery of multiple dipoles with decrease of localization
errors and with robustness to the noise in the measurements. In both previous
chapters, only a single uncertainty was considered: the skull to soft tissue
conductivity ratio X = σskull/σsoft tissue, (σbrain = σscalp = σsoft tissue).
Next to the three shell spherical head model elaborated in 2.6.2.1, it is possible
to implement a multilayered spherical head model, see section 2.6.2.2. It is
possible to assign to each layer different conductivities which may differ
from each other and which are uncertain. In this chapter, we focus on the
formulation of a RCD methodology for the reduction of the propagation of
multiple (≥ 2) uncertainties towards the EEG inverse solutions. We employ a
five shell spherical head model for performing the analysis of the proposed
methodology. The analysis is performed for a single dipole and extension is
possible using the methodologies developed in previous chapter.
In section 6.2 we define the used forward model and the simulation setup.
Section 6.3 illustrates the sensitivities of the forward solutions to the multiple
uncertainties. In section 6.4 we propose the RCD methodology for dealing
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with multiple conductivity uncertainties and the results and discussion of the
numerical experiments are given in section 6.5.
6.2. Forward model and simulation setup
6.2.1 Introduction
In the previous chapters, a simplified model consisting of three layers -
the scalp, the skull and the brain, (σbrain = σscalp = σsoft tissue) - was used
in the computations. With this simplified model, we have shown that the
reconstruction of the source mainly depends on the sensitivity of the sensor
potentials to the conductivity ratio of the skull X= σskull/σsoft tissue. Moreover,
the source is better estimated with the inclusion of sensitivity to the single
uncertainty X in the cost function. However, the head contains in reality
several tissues with different conductivity values. In order to improve the
quality of the forward model solutions, multiple layers have been proposed
among which, the four and the five shell spherical head models. Here, we
implemented a five layered spherical head model, see [146].
6.2.2 Geometry
The five layer spherical head model of [146] takes into account the scalp, the
skull, the cerebro-spinal fluid (CSF) layer, the gray and the white matter, see
figure 6.1.
The geometrical parameters in the implemented head model are the follow-
ing: scalp (radius=96mm), skull(radius=86mm) and CSF(radius=80mm), gray
matter (GM)(radius=70mm) and white matter (WM)(radius=20mm).
6.2.3 Conductivity values of the tissues
In the present study, we assume the conductivity to be isotropic within the
five layered spherical head model depicted in figure 6.1. We denote σscalp as
the conductivity of the scalp, σskull as the conductivity of the skull, σcs f as the
conductivity of the cerebro-spinal fluid (CSF), σgray as the conductivity of the
gray matter (GM), and σwhite as the conductivity of the white matter. In order
to validate the RCD method for multiple uncertainties, we set
σgray = σsoft tissue = 0.33S/m (6.1)
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Figure 6.1: Human head approximated by 5 layer spherical head model. The
volume model consists of the following layers: the scalp, the skull, the CSF,
the white matter and the gray matter.
and we define the conductivity ratio of the scalp (Xc,1), skull (Xc,2), CSF (Xc,3)
and white matter (Xc,4) as:
Xc,1 = σscalp/σsoft tissue, Xc,2 = σskull/σsoft tissue,
Xc,3 = σCSF/σsoft tissue, Xc,4 = σwhite/σsoft tissue (6.2)
We assume that these conductivity ratios are uncertain and that they can
be taken in the respective intervals: Xc,1 ∈ [0.6, 1.4], Xc,2 ∈ [1/60, 1/8],
Xc,3 ∈ [0.6, 1.4] and Xc,4 ∈ [0.6, 1.4].
6.2.4 Solution of Poisson’s equation
In this chapter, we will make use of the widely used De Munck approxima-
tion [147] to compute the potentials using the spherical head model described
above. Hence, the solution to the Poisson’s equation (2.11)is given by [147]:
V =
1
4π
∞
∑
n=0
(2n+ 1)Rn(r0, re,Xc,1,Xc,2,Xc,3,Xc,4)Pn cosw0e (6.3)
re is the electrode position and r0 is the source position. Pn are the Legendre
polynomials, and w0e is the angular distance between the electrode and
source point. The explicit value of the coefficient Rn(r0, re,Xc,1,Xc,2,Xc,3,Xc,4)
containing the conductivity ratio terms, is given in detail in [147].
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Notice that the solution provided by the De Munck’s model (equation (6.3))
and the one provided by Sarvas model (equation (2.14)), give the same results
for the sensor potentials when Xc,1 = Xc,3 = Xc,4 = 1 in the former model.
In the computations of the forward model, we are using 256 electrodes with
cartesian coordinates given in Appendix A.
6.2.5 Numerical experiments
Starting from the actual position of the dipole r˜d and actual values of the
conductivity ratios X˜c,1, X˜c,2, X˜c,3, and X˜c,4, we compute the forward solution
using the five layered spherical head model (6.3). When solving the inverse
problem, we vary the assumed conductivity ratios X̂c,1, X̂c,2, X̂c,3 and X̂c,4.
We investigate the performance of the proposed RCD for multiple uncertain-
ties by comparing the reconstructed r∗d with the a priori chosen actual position
r˜d. The dipole position error is again defined as the difference in the L2-norm
of these dipole positions, see equation (3.5). The numerical experiments are
performed similar to figure 3.2 but with inverse solutions solved for different
X̂c,i (i = 1, . . . ,4).
6.3. Sensitivity to the conductivity tissues
6.3.1 Introduction
We showed in section 2.8 that the potential values computed using the three
shell spherical head model are very sensitive to the skull to soft tissue con-
ductivity ratio. In this section, we investigate the forward propagation of the
uncertain conductivity ratios Xc,1, Xc,2, Xc,3, and Xc,4 to the forward solution
in the five shell spherical head model. Previous studies in this direction were
done in [148] using a statistical approach with a finite element method as
forward model. The study of the derivatives of the sensor potentials to the
conductivity ratios Xc,1, Xc,2, Xc,3 and Xc,4 will be investigated here, similar to
the study in section 2.8. We employ a finite difference approach for calculating
the derivatives.
6.3.2 Sensitivity
Sensitivity to variations of the scalp’s conductivity ratio Xc,1: Figure 6.2 gives the
values of the sensitivity evaluated for a conductivity ratio Xc,1 = 1. As ob-
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served here, most of the sensors have an absolute sensitivity value close to
0.5 except for a limited number of sensors whose absolute sensitivity values
are between 0.5 and 1.5 µ volt. Here, we see that for the considered case, the
sensor potential values will not change considerably when changing the scalp
conductivity ratio Xc,1.
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Figure 6.2: Sensitivity of the potentials with respect to the scalp conductivity
ratio Xc,1, for Xc,1 = 1, Xc,2 = 0.06, Xc,3 = 1, Xc,4 = 1 for dipole rd=[52.5, 15.5,
7.7]mmwith orientation ex.
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Figure 6.3: Sensitivity of the potentials with respect to the skull conductivity
ratio Xc,2, for Xc,1 = 1, Xc,2 = 0.06, Xc,3 = 1, Xc,4 = 1 for dipole rd=[52.5, 15.5,
7.7]mmwith orientation ex.
Sensitivity to variations in the Skull’s conductivity ratio Xc,2: Figure 6.3 gives the
sensitivity of the potentials to the skull conductivity ratio Xc,2 for the same
dipole position as previously. Much higher values for the sensitivities are
recorded here, compared to the sensitivity values for the scalp conductivity
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ratio Xc,1. Consequently, as observed in the case of the three-shell spherical
head model in previous chapters, the potential values in the five shell spher-
ical head model are also very sensitive to the skull conductivity ratio Xc,2. A
similar behavior is observed for other dipole positions in the head model.
Sensitivity to variations in the CSF’s conductivity ratio Xc,3: the importance to
model the cerebro-spinal fluid (CSF) in the forward EEG models has been un-
derlined in [149, 150]. Following the same strategy as for the scalp and skull
conductivity ratio sensitivity, we investigate the CSF conductivity ratio sen-
sitivity values within the five shell spherical head. As observed in figure 6.4,
some sensors have a relatively high sensitivity value even if the majority of
the sensors have a sensitivity value close to zero.
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Figure 6.4: Sensitivity of the potentials to the cerebro-spinal fluid conductivity
ratio Xc,3, for Xc,1 = 1, Xc,2 = 0.06, Xc,3 = 1, Xc,4 = 1 for dipole rd=[52.5, 15.5,
7.7]mmwith orientation ex.
Sensitivity to variations in the White matter’s conductivity ratio Xc,4: this layer like
the skull has an anisotropic structure. In [151], the authors studied the effect of
white matter anisotropy for the forward EEG computations. In the five layer
model used here, we assume an isotropic conductivity of this layer. Figure 6.5
shows the sensitivity value to the white matter conductivity ratio X4 for the
same dipole position as in the case of the previous layers. Some sensors (less
than 15) also have a relatively high sensitivity value.
Such behavior of the sensor sensitivities related to the conductivity of the
skull, the CSF and the white matter layers suggests to take into account other
sensitivities than those associated to Xc,2 when solving the inverse problem.
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Figure 6.5: Sensitivity of the potentials to the White matter conductivity ratio
Xc,4 for Xc,1 = 1, Xc,2 = 0.06, Xc,3 = 1, Xc,4 = 1 for dipole rd=[52.5, 15.5, 7.7]mm
with orientation ex.
6.3.3 Discussion
Results show that for the considered numerical experiments the sensor
potential values are almost not sensitive to the scalp conductivity ratio. For
the CSF and white matter conductivity ratio, relatively high values of the
sensitivities were recorded for a limited number of sensors, while the highest
values were recorded for the skull. Here, different dipole positions were
considered in the gray and white matter region.
The fact that the highest values of the sensitivity is related to skull conduc-
tivity ratio, suggests for solving the EEG inverse problem, an extension of the
RCD method taking into account multiple uncertainties. Here we may con-
sider for the extended RCD method different combinations, such as combin-
ing respectively skull and CSF, skull and white matter.
6.4. RCD methodology for multiple conductivity uncertainties
6.4.1 Introduction
In this section, we propose an extension of the RCD method for solving
the EEG inverse problem by extending the cost function towards multiple
uncertainties. We introduce modifications with respect to the original RCD
formulations in chapter 4. We start with the iterative procedure in section
6.4.2, propose the RCD cost function in section 6.4.3 and present the selection
procedure in section 6.4.4. We formulate the methodology in an as general as
possible way for limiting the propagation of Nu uncertainties. We denote the
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Nu uncertain conductivity ratios as X̂i, i = 1, . . . ,Nu.
6.4.2 Iterative procedure of the RCD method for multiple uncertainties
The original iterative procedure given in section 4.2.4 can be adapted for
dealing with multiple uncertainties. In the following, we present explicitly all
iterative steps of the RCD method.
Step 1: Start value r
(0)
d is evaluated in the forward model, yielding
the lead field matrix L(r
(0)
d ), and simulated potential values Vm(r
(0)
d ) =
L(r
(0)
d )L(r
(0)
d )
†Vmeas. Initialize k = 0.
Step 2: Calculate the sensitivities Wi, i = 1, . . . ,Nu of the potentials to the
conductivity ratios X˜i:
W
(k)
i =
∂Vm(r
(k)
d )
∂Xi
|Xi=X̂i
(6.4)
When using the spherical head model, (6.4) can be computed using the
analytical solution described in equation (6.3). For the case considered here,
the sensitivity to conductivity ratio may concern the skull, the CSF or the
white matter associated conductivity ratio. For realistic head models, this
sensitivity can be computed through finite differentiation.
Step 3: Selection of least sensitive electrodes based on (6.4). For further
details concerning the definition of the selection operator sel(·), see section
6.4.4. In order to compare simulated and measured EEG potentials, the same
selection is carried out on the measured potentials Vmeas. A limited set of
potential values are obtained: Sm = sel(Vm) ∈ RNs×1, and the corresponding
set of measured EEG potentials Smeas = sel(Vmeas) ∈ RNs×1 where N is the
number of selected potentials. A selection is also carried out on the lead field
matrix M(r
(k)
d ) = sel(L(r
(k)
d )) ∈R
Ns×3.
Step 4 Calculation of updated value of dipole orientation which is less af-
fected by the uncertainty of the conductivity ratio.
d
(k)
opt = M
†(r
(k)
d )Smeas (6.5)
Step 5: Calculation of RCD cost function, see next section 6.4.3.
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Step 6: Based on the value of the cost function, the next iterate r
(k+1)
d can
be computed. If the termination criteria of the minimization procedure are
met, i.e. c(k) reaches tolerance ε, then stop the algorithm. Otherwise, update
k = k+ 1 and go to step 2.
The selection procedure needs to be performed in each iteration k of the
minimization scheme, which is in this case the Nelder-Mead simplex method.
6.4.3 Cost function of the RCD method
In this section we elaborate how to redefine the RCD cost function that
needs to be evaluated in step 5 of the iterative RCD scheme. In the general
case of a spherical head model with multiple layers, the potential values Vk,
k = 1, . . . ,N recorded at a certain electrode is a function of Nu uncertain vari-
ables (X1,X2, . . . ,XNu ):
Vm(X1,X2, . . . ,XNu ,rd,d) = L(X1,X2, . . . ,XNu ,rd)d (6.6)
Using optimal dipole components in a least squares sense (3.3), (6.6) becomes
Vm(X1,X2, . . . ,XNu ,rd) = L(X1,X2, . . . ,XNu ,rd)L
†(X1,X2, . . . ,XNu ,rd)Vmeas
(6.7)
We formulate the first order RCD cost function for multiple uncertainties, de-
noted here as mRCD, as follows:
mRCD(rd,d) =
‖Vmeas −Vm(X̂1, X̂2, . . . , X̂Nu ,rd,d)−
Nu
∑
i=1
αi
∂Vm
∂Xi
|Xi=X̂i
‖
‖Vmeas‖
(6.8)
where in the cost function a certain value for the conductivity ratios are as-
sumed. αi in (6.8) are the Taylor coefficients:
αi = X˜i − X̂i, i = 1, . . . ,Nu (6.9)
which are approximated using a fitting procedure, see further equation (6.17).
Using (6.7), the mRCD cost function in (6.8) can be formulated to be depen-
dent on rd. The above cost function is obtained by expressing the simulated
potential value with actual conductivity ratios X˜i, i = 1, . . . ,Nu as a Taylor ex-
pansion around the assumed conductivity ratios X̂i, i= 1, . . . ,Nu, i.e. equation
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(4.1) becomes:
Vm(X˜1, . . . , X˜Nu ,rd,d) = Vm(X̂1, . . . , X̂Nu ,rd,d) +
Nu
∑
i=1
(X˜i − X̂i)
∂Vm
∂Xi
∣∣∣
Xi=X̂i
(6.10)
up to the first order.
When considering the five shell spherical head model for solving the EEG
inverse problem with multiple uncertainties, three possibilities exist, see the
discussion in 6.3.3. The first two possibilities require only two conductivity
ratio uncertainties that is skull and CSF, skull and white matter; and the last
possibility includes the three conductivity ratio uncertainties.
When considering the uncertainties of skull and CSF, the simulated potentials
will contain the two derivative terms with respect to the conductivity ratios
Xc,2 and Xc,3 defined in (6.2). And the cost function in this case, denoted by
mRCD23(rd) is given by:
‖Vmeas −Vm − (X˜c,2 − X̂c,2)
∂Vm
∂Xc,2
|Xc,2=X̂c,2
− (X˜c,3− X̂c,3)
∂Vm
∂X3
|Xc,3=X̂c,3
‖
‖Vmeas‖
(6.11)
where Vm is given by equation (6.7) for the assumed conductivity ratios. For
the skull and the white matter case, the cost function denoted by mRCD24(rd)
is
‖Vmeas −Vm − (X˜c,2 − X̂c,2)
∂Vm
∂Xc,2
|Xc,2=X̂c,2 − (X˜c,4− X̂c,4)
∂Vm
∂Xc,4
|Xc,4=X̂c,4‖
‖Vmeas‖
(6.12)
Including the selection of the potentials in these relations as described in
Step 3 and 5 of the algorithm, the previous relations become respectively for
mRCDs23(rd):
‖∆S− (X˜c,2 − X̂c,2)
∂Sm
∂X2
|Xc,2=X̂c,2 − (X˜3 − X̂3)
∂Sm
∂Xc,3
|Xc,3=X̂c,3‖
‖Vmeas‖
(6.13)
and mRCDs24(rd):
‖∆S− (X˜c,2− X̂c,2)
∂Sm
∂Xc,2
|Xc,2=X̂c,2 − (X˜c,4 − X̂c,4)
∂Sm
∂Xc,4
|Xc,4=X̂c,4
‖
‖Vmeas‖
(6.14)
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with
∆S = Smeas − Sm (6.15)
The neural dipole is determined by the minimization of the above mRCD cost
function:
r∗d = argminrd
mRCD(rd) (6.16)
with given measured potentials.
Since the Taylor coefficients (6.9) are not known beforehand, we perform in
each kth iteration of the mRCD scheme, a fitting procedure that fits the poten-
tial difference
∆V(k) = Vmeas − L(X1,X2, . . . ,XNu ,rd)L
†(X1,X2, . . . ,XNu ,rd)Vmeas (6.17)
to the sensitivities W
(k)
i given in (6.4). In the case of Nu = 2 uncertainties, this
is a fitting in a plane and for Nu > 2 in a hyperplane.
At the opposite of the classical scheme of the RCD method, when using only
one uncertainty in the inverse problem, the new approach introduces a selec-
tion procedure on two different sensitivity values (the first order derivatives).
Several possibilities therefore exist for the selection of the potentials to solve
the inverse problem with the goal to improve the accuracy.
6.4.4 Selection procedure for multiple uncertainties
Introducing multiple uncertainties in the cost function of the RCD method as
in equation (6.8), needs some particular attention in the selecting process of
the sensors during the minimization procedure. It is possible to set certain
thresholds γi, i = 1, . . . ,Nu for sensitivity values where a subset of potentials
is formed and used in the inverse procedure. In this case, we impose the fol-
lowing condition:
∂Vm(r
(k)
d )
∂Xi
∣∣∣
Xi=X̂i
≤ γi (6.18)
More specifically, two selection strategies are possible. The first strategy con-
sists to apply the selection on the first derivative
∂V
∂Xc,2
and to use the obtained
indexes during the selection as the selected potentials of the second derivative
∂V
∂Xc,i
(i = 3,4). It is important to use the same indexes for the two derivatives
for all the inputs during the minimization procedure, otherwise this leads to
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irregularity of the solution. Note here that during the minimization procedure,
we impose for each derivative to be less or equal to the same threshold.
This means that the subset of the derivative
∂V
∂Xc,i
that is used in the cost func-
tion may contain data which is not necessarily minimally influence by the
conductivity ratio. The second approach consists to perform the selection si-
multaneously on
∂V
∂Xc,2
and
∂V
∂Xc,i
and to compare the indexes. If the indexes
are the same, this means that the data used are both minimally influenced by
the conductivities Xc,2 and Xc,i and can be used simultaneously in the proce-
dure. This suggests that a very limited subset could be at the end necessary
for the case of multiple uncertainties in the simulated potentials. From sensi-
tivity analysis results, this second option is hard to achieve since it is difficult
to obtain sensors that are the same time less sensitive to the three conductiv-
ity ratios. We will then, focus on the first approach which seems possible to
realize.
6.5. Results and discussion
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Figure 6.6: Results of the EEG inverse problem with uncertainties of skull and
CSF with the RCD method for dipole rd=[52.5, 15.5, 7.7]mm with orientation
ex.
In this section, results of the EEG inverse problem are presented when using
the RCD methodology elaborated in section 6.4. We compare in a first stage
the reduction in recovery errors when using the RCDmethod compared to the
results of the traditional methodology. In figure 6.6 results of the traditional
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Figure 6.7: Results of the EEG inverse problem with uncertainties of the skull
and the white matter with the RCD method for dipole rd=[52.5, 15.5, 7.7]mm
with orientation ex.
method with the relative residual energy (RRE) as cost function (see section
3.2 in chapter 3) and the RCD method with cost function mRCDs23 are dis-
played on the same figure. Figure 6.7 compares the traditional methodology
with the RCD method (cost function mRCDs24). The same trend in reduction
is observed. When considering respectively the uncertainties of skull and
white matter as observed in figure 6.7 , an improvement of 0.5 to 6 mm was
recorded in the reconstruction of the source, while this improvement was
limited to 5 mm when the uncertainties of the skull and CSF were considered
(see figure 6.6).
As observed in previous chapters with a three shell spherical head model,
the skull layer largely influences the reconstruction of the source in a simple
spherical head model. The new approach in this chapter shows that incor-
porating multiple uncertainties when using a five shell spherical head model
leads to an improvement of the accuracy. We also compare the efficiency of
the mRCD methodology compared to the RCD methodology that deals with
a single uncertainty. We observe a marginal increase in accuracy meaning that
reduction is mainly carried out for the most dominant uncertainty, i.e. uncer-
tainty that has a high impact upon the forward model. This is in this case the
conducivity ratio associated to the skull.
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Figure 6.8: Results of the EEG inverse problem with uncertainties of the skull
and the white matter with the single RCD method and the multiple RCD
method for dipole rd=[52.5, 35.0, 7.0]mmwith orientation ex.
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Figure 6.9: Results of the EEG inverse problem with uncertainties of the skull
and the white matter with the single RCD method and the multiple RCD
method for dipole rd=[61.6, 42.0, 10.5]mmwith orientation ex.
6.6. Conclusions
In this chapter, we extended the RCDmethodology to be applicable for multi-
ple uncertainties, i.e. the mRCD method. A five layered spherical head model
was used as forward model. We observed that the potential values do not
6.6 Conclusions 141
have the same sensitivity values to the conductivity ratios: the potentials val-
ues are less sensitive to a change of value in the conductivity ratio of the scalp
and gray matter, and sensitive to the rest of the layers with a different order
of magnitude. From the sensitivity analysis, one can confirm that the skull is
the most sensitive layers when considering spherical head models in general.
We also observed that the best results for the different combinations for multi-
ple uncertainties, were obtained for low conductivity ratios as it was the case
with a three shell spherical headmodel. We performed numerical experiments
and showed a decrease in dipole position error when using the mRCD com-
pared to the traditional methodology. We performed numerical experiments
for the reduction of two uncertainties: the skull to grey matter and the CSF
to grey matter ratios. We also performed reduction of two other uncertainties:
the skull to greymatter and the white matter to greymatter ratios. We showed
that the decrease in recovery errors is mainly achieved in the most dominant
conductivity, i.e. the skull to grey matter conductivity ratio. We also showed
that the mRCD is more optimal than the original RCDmethodology that deals
with a single uncertainty.
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CHAPTER7
General Conclusion
and Future Work
7.1. Conclusions
In this thesis, techniques for the reduction of reconstruction errors in
electromagnetic inverse problems were introduced. Indeed, noise in the
measurements and uncertainties in the forward model give rise to errors in
the reconstructed parameters when solving the inverse problem. A reduction
technique was developed and applied onto electroencephalography (EEG)
source analysis.
Electroencephalography (EEG) is the recording of the electrical activity aris-
ing from the neurons within the brain. The resulting signals of the electrical
activity of the brain over a short period of time, are recorded by a set of
electrodes placed at the surface of the head. The results of these measure-
ments may be used to detect abnormalities related to electrical activity of
the brain. Starting from Maxwell‘s equations in their quasi-static formulation
and from a physical model of the head, the forward EEG problem predicts
the measurements that would be obtained for a given electrical activity
of the brain. In this thesis, the electrical activity of the brain is described
by a configuration of current sources, i.e. electrical dipole sources, and the
used head models are multi-layered concentric spherical head models. The
so-called inverse EEG problem starts from measured EEG data and recovers
the locations and orientations of the current sources. A loss in accuracy of the
recovered neural sources may occur because of uncertainties in the forward
model.
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It has been shown that the EEG forward problem solution highly depends on
the electrical conductivity values of the different tissues present in the head.
In particular, for the three shell spherical head model, this is the case for the
skull to soft tissue conductivity ratio. In practice, it is difficult to measure
the real value of the conductivity ratio. In order to quantify this dependence,
we defined and analyzed the sensitivity of the sensor to this conductivity
ratio. It is possible using sensitivity analysis to determine which sensors are
highly affected by the conductivity and those who are not when considering
a dipole source in a specific region. In the numerical simulations carried out,
it was observed that the sensitivity of the sensor potentials is characterized
by the position and orientation of the dipole in the brain and the specified
value of the conductivity ratio. Consequently, sensitivity analysis is thus a
tool to determine the propagation of the uncertain conductivity onto the EEG
forward problem. Therefore, it became important to study in the three shell
spherical head model the effect of the skull to soft tissue conductivity ratio
on the simulated potentials which need to be as accurate as possible, and to
develop a strategy that improves the accuracy of the solution of the inverse
problem.
Indeed, it is shown that the accuracy of the EEG inverse problem also highly
depends on the conductivity ratio as observed from the simulations. We even
observed that the influence of the conductivity ratio can exceed the influence
due to measurement noise in some cases (when large discrepancy exists
between assumed and actual conductivity ratio) when recovering the EEG
inverse solution. In the case of the traditional source reconstruction methods,
the influence of the conductivity ratio uncertainty on the EEG inverse problem
solution is quite high and can be of the order of centimeters. Finally, results of
the sensitivity analysis for all considered dipole positions have shown very
high sensitivity values for low skull to soft tissue conductivity ratios.
As a next step we introduced a new approach which we called the ’Reduced
Conductivity Dependence (RCD) method’ for obtaining solutions for the
inverse problem that are more accurate in the sense that the results are less
degraded by the uncertain conductivity ratio. In order to obtain this improve-
ment of the spatial accuracy of the EEG source localization, the fundamentals
of the proposed method are the use of the sensitivity of the potentials at the
various electrodes and the formulation of novel cost functions.
Indeed, we formulated the RCD cost function in such a way that, contrary
to state of the art techniques, the sensitivity of the sensors to the uncertain
skull to soft tissue conductivity ratio is included. Moreover, we proposed
a selection procedure that removes the sensors that are highly influenced
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by the uncertain conductivity ratio. In a first stage, the RCD method was
developed for reconstructing a single electrical dipole where the forward
model contains a single uncertainty, i.e. the skull to soft tissue conductivity
ratio. Numerical experiments were performed for different active electrical
dipoles and for different actual conductivity ratios, i.e. unknown conductivity
ratio values that correspond with reality, and assumed conductivity ratios,
i.e. conductivity ratio values that are used in the forward model for solving
the inverse problem. The results show that a reduction in dipole localization
errors is obtained to 60-80% in the case that no noise is available in the
measured data sets. However, when the data sets contain noise, then the
efficiency of the RCD method is only 20-60%, depending on the noise level
in the data sets used for solving the inverse problem. The reason for the less
efficiency in the noise case is because the fitting procedure, needed within
the RCD method for approximating the Taylor coefficients, is not performing
well when noise is available in the data sets.
We also investigated the use of the RCD method in the case of using a higher
number of electrodes within the EEG cap. Contrary to the traditional method,
a reduction in dipole localization errors is observed when increasing the
number of electrodes within the EEG cap. We state that the RCD method has
an important advantage compared to state of the art methods when the EEG
cap contains dense sensing electrodes. This is due to the fact that a higher
variety of sensors can be selected within the RCD method. Moreover, the
fitting procedure within the RCD procedure works in a more accurate way.
The developed RCDmethod is innovative in the sense that for a given config-
uration of electrodes, spatial resolution can be improved, not by increasing the
number of electrodes as often suggested, but instead by making a selection of
potentials less affected by the sensitivity. It was assumed that a high number
of electrodes in an EEG cap does not increase the spatial resolution for the
traditional approach. However, a larger number of electrodes together with
the selection strategy increases sufficiently the spatial resolution in the EEG
dipole localization. This is an important conclusion within this doctoral work.
A single current dipole model may be used to represent well-localized active
neural sources for events like epileptic spikes or early stages of an epileptic
seizure. Indeed, a simple and in many cases valid model of brain electrical
activity assumes a focal source in a spherical shaped head. The single current
dipole is then adequate to model the location in space, as well as the magni-
tude and orientation of current flow. However, several simultaneously active
sources are better modeled by multiple dipoles, i.e. the electrical activity
must be approximated by multiple dipoles to achieve a more realistic analysis
study. For that reason we extended the RCD method to the robust recovery
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of a limited number of multiple sources when using the Recursively Applied
and Projected Multiple Signal Classification (RAP-MUSIC) algorithm. This
comprises the second stage of this doctoral thesis.
We introduced the so-called RCD RAP-MUSIC methodology where the
subspace correlation cost function is altered and where selection of electrodes
is carried out in each iteration of the minimization procedure. Results of
the numerical experiments showed that the sensitivity analysis remains an
important factor for the improvement of the accuracy in the reconstruction of
the multiple sources. The selection method provides to the combined RCD
RAP-MUSIC method, data with relevant information for a better reconstruc-
tion of the source. A total difference of more than 15 millimeters was even
recorded in the noise case, for high level of noise when using a total of 5
dipoles.
The new method has proved to be robust to noise at the opposite of the single
dipole case when it has been observed that for high level of noise in the
measurements, the RCD method solution converges towards the traditional
solution. The simulations have also shown that the efficiency recorded when
the measurements do not contain noise, can also be observed in the case
of noise in the case of multiple dipoles. The developed RCD RAP-MUSIC
method is useful for the localization of a limited number of dipoles in the
brain with results displaying a good improvement of the spatial accuracy.
In reality, the uncertainty may concern multiple conductivities and were
studied in a third stage. Improved forms of spherical head models have
led to the design of four, five and multiple layers in spherical head models.
These advanced forms of the spherical model consist of multiple number of
spheres to represent layers of different tissues, like the scalp, the skull, the
cerebro-spinal fluid layer, the gray and the white matter. The use of these
five layers models has led to better forward model evaluations. The RCD
methodology was extended so that it is applicable when the forward model
contains multiple uncertainties.
Results from numerical experiments showed that when using spherical head
models with multiple layers, the potential values do not have the same
sensitivity values to the conductivity ratio to each layer. It was observed
that the sensor potential values are less sensitive to a change of value in the
conductivity ratio of the scalp to gray matter, while a higher sensitivity for
the sensor potentials was observed for the other layers. From the sensitivity
analysis, one can confirm that the skull conductivity corresponds with the
highest sensor potential sensitivity when considering spherical head models
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in general. We also observed that the best results for the different combina-
tions for multiple uncertainties, were obtained for low conductivity ratios as
it was the case with a three shell spherical head model.
The various sensitivities were included in the RCD cost function and the
influence of two uncertainties was investigated. Results of the simulations
show that incorporating two uncertainties in the cost function lead to a better
reconstruction of the dipole parameters in comparison to the traditional
methodology. Moreover, the results of the RCD method when including
multiple uncertainties has a better functioning than the RCD method that
was originally developed in the first stage where a single uncertainty can be
incorporated.
7.2. Future research
It was observed during the computations that the minimization of the
RCD cost function, even for a single dipole, does not always result into a
global minimum. Such situation may lead to numerical instabilities. Some
mathematical work (i.e. numerical analysis, optimization) needs to be done to
improve the usedminimization method or to provide a more stable minimiza-
tion method. The multistart simplex technique can be an option to overcome
the problem of local minima, often encountered during the selection of the
sensors. Another possibility is to formulate the RCD methodology within a
trust region framework so to stabilize the algorithm.
In the presented work, the RCD cost function only includes the first order
derivatives of the sensor potentials to the uncertain conductivity ratio. More
mathematical work should lead to a more elaborate framework in which
one could decide up to what order of derivative is needed to be included in
the RCD cost function in order to reduce the uncertainty propagation of the
conductivity ratio. Here, we should focus not only on EEG inverse problems
but also on other uncertain inverse problems.
Different subsets of sensors are used during the iterative procedure for
solving the inverse problem where a fixed number of selected sensors is
defined beforehand. We foresee that during the iterative procedure, it is
possible that the selected information is not optimal for each iterative step.
Indeed, it may happen that due to fixing the number of selected sensors for
some steps important information is excluded or in the opposite case that ir-
relevant sensor information is included in the computation while not needed.
Therefore, for each iteration an algorithm needs to be developed for determin-
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ing the relevant contributions of the sensors according to criteria to be defined.
Other topics of future research are the following:
Clinical validation using real measured data: The RCD methodology was vali-
dated in this thesis using numerical experiments. In order to validate the RCD
methodology in a more thorough way, EEG signals measured in a clinical
setup upon several patients should be used as input to the inverse problem.
These patients need to have suffered from epileptic seizures (at the time of
the EEG measurements) and need to be rendered seizure free after surgery.
Validation can be carried out by comparing the region indicated by the RCD
methodology and the region that was surgically removed. Another possi-
bility is to use data originating from depth electrodes that were invasively
monitored and which pinpoints the epileptogenic zone. Comparison with
the source location recovered using the RCD solution methodology can also
be a validation strategy. When carrying out the above validation strategies,
comparisions can be made with the source locations recovered using the
traditional inverse methodology. Moreover, a realistic head model needs to
be used and the sensor locations need to be accurately known so to eliminate
as much as possible other sources of errors.
Conductivity uncertainty distribution: The model of conductivity ratio values
used in this thesis is not stochastic, it is a uniform distribution resulting
from values often found in the literature. Future work should be done with a
stochastic distribution of the conductivity ratios.
Anisotropic conductivity and realistic head models: Results of the RCD method in
this thesis were limited to isotropic conductivities and constitutes a relevant
work towards improvement of EEG source analysis. Future work can consist
in using the RCD in realistic head models where the potentials are calculated
using numerical techniques. A first step was made in Appendix C. Investiga-
tions can be carried out in a first stage by using isotropic conductivities. Next,
anisotropic conductivities based on diffusion tensor magnetic resonance
images can be incorporated in the realistic head model where the uncertainty
to the conductivity can be reduced in the inverse problem. Moreover, the
RCD method can then be evaluated using clinical EEG data.
Selection for noise: A future work should investigate if the selection of sensors
for solving the inverse problem could be extended by not only considering
the sensitivity to the conductivity ratio but also to the sensitivity to stochastic
noise. In that case the increase of the localization error due to the presence
of noise in the measurements could be reduced by selecting the appropriate
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sensors.
Validation of the new methodology: Initial results of the RCDmethod using a sim-
ple spherical head model have shown a decrease in the dipole position error.
Improvement on dipole position was equally recorded on all the geometries
used in this thesis, and these results are promising and a validation of the de-
velopedmethod for real data should be considered in the future. Using several
sets of real measurements in the RCDmethod will surely give a real efficiency
of the proposed methodology.
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APPENDICES

APPENDIXA
EEG Electrode Coordinates
Several electrode configurations are used in this dissertation. The cartesian
coordinates of the electrode configuration are obtained using the relation:
x = Rcosθsinφ
y = Rsinθsinφ
z = Rcosφ (A.1)
where R =9.2 cm, which is the radius of the scalp. This relation is useful in
the computation of the angle θ between the position of the dipole and the
electrodes as described in the expression of the potential V, see (2.14), and the
value of the sensitivity
∂V
∂X
.
It is important to notice that the inter-electrode distance is reduced for higher
number of electrodes. In this thesis, we are using electrode configurations
with 27, 56, 74, 112, 148 and 256 electrodes. In order to get a particular configu-
ration of electrodes, one needs to change the value of radius (See 5th line of the
code). For example if radius=40, we have a configuration of 56 electrodes.
More configurations are built up on the variation of the value taken by radius.
As an example, figure A.1 shows the electrode configuration of 256 electrodes,
as used in the computations of chapter 6.
% electrode position generator
% initialization
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theta = (0:15:120) .*pi/180 ;
radiussphere=9.2;
radius=30;
%radius=8.52(261 electrodes), radius=8.6(257 electrodes),
% radius=15(148 electrodes), radius=30(74 electrodes)
%radius=40(56 electrodes), radius=35(64 electrodes)
distbetweenelectr = radius*pi/180*9.2;
% Number of electrodes
totallength = 2*pi*radiussphere.*sqrt(1-(cos(theta)).ˆ2);
Nelectr = round(totallength./distbetweenelectr);
% Phi calculation
for k=1:length(theta);
Angles.theta{k} = theta(k) ;
if Nelectr(k)==0
DeltaPhi(k) = 2*pi;
Phi{k} = 0;
Angles.phi{k} = Phi{k};
else
DeltaPhi(k) = 2*pi/Nelectr(k);
Phi{k} = 0: DeltaPhi(k) : ((2*pi) - DeltaPhi(k));
Angles.phi{k} = Phi{k};
end
end
TotalNumberElectr=sum(Nelectr)+1
Angles
% Final Generation of Elpos
el=[];
for k=1:length(theta)
for kk=1:length(Angles.phi{k})
el = [el ; Angles.theta{k} Angles.phi{k}(kk)];
end
end
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Figure A.1: Geometry of the head with EEG cap: 256 electrodes are used for
computations in chapter 6. The EEG recording electrode positions are indi-
cated by the small points.
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APPENDIXB
Analytical computation of the
Derivatives
In this appendix, we will construct the analytical expressions for the deriva-
tives of the potentials to the conductivity ratio X and the the electrode position
θ in the spherical headmodel. In the first part, we describe the first and second
order derivatives of the potentials to the conductivity ratio X. Two approaches
are used: first the direct computation of the derivatives starting from the ana-
lytical solution of Poisson’s equation described in chapter 2 with
V(X,rd,d) = L(X,rd)d (B.1)
and second, the use of the optimal dipole orientation in least squares sense
that involves the measured signals Vmeas:
V(X,rd) = L(X,rd)L(X,rd)
†Vmeas (B.2)
2.1. Computation of the first and second order derivatives
2.1.1 Computation of the first order derivative V′
The RCD method is mainly based on the sensitivity of the potentials. A direct
differentiation of the potential distribution validated by a numerical method is
given in this section. The potential distribution as the semi-analytical solution
of the poisson equation (2.10) is :
V=
1
4πσso f tR
2
∞
∑
i=1
X(2i+ 1)3
gi(i+ 1)i
li−1[idrPi(cosθ) + dtP
1
i (cosθ)] (B.3)
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where
gi= [(i+ 1)X+ i]
[ iX
i+ 1
+ 1
]
+(1−X)
[
(i+ 1)X+ i
]
(fi11 − f
i1
2 )− i(1−X)
2(f1/f2)
i1
Defining G(θ) = [idrPi(cosθ) + dtP
1
i (cosθ)] and gi = fi(X), and taking into ac-
count that the infinite series in (B.3) is often truncated when we are computing
the potential distribution on the spherical headmodel (only the first Nmax= 40
terms are used), the previous relation becomes:
V=
1
4πσso f tR
2
Nmax
∑
i=1
X(2i+ 1)3
fi(X)(i+ 1)i
li−1G(θ) (B.4)
Partial derivation of this new relation with respect to X only gives:
∂V
∂X
=
1
4πσso f tR
2
Nmax
∑
i=1
∂
∂X
( X
fi(X)
) (2i+ 1)3
(i+ 1)i
li−1G(θ) (B.5)
which becomes:
∂V
∂X
=
1
4πσso f tR
2
Nmax
∑
i
( fi(X)− Xf’i(X)
fi(X)
2
) (2i+ 1)3
(i+ 1)i
bi−1G(θ) (B.6)
where f′i(X) is given by the relation:
f’i(X)=
∂fi(X)
∂X
= (i+ 1)
[ iX
i+ 1
+ 1
]
+
(
(i+ 1)X+ i
)[ i
i+ 1
]
(B.7)
−[(i+ 1)X+ i](fi11 − f
i1
2 ) + (1− X)(i+ 1)(f
i1
1 − f
i1
2 ) + 2i(1− X)(f1/f2)
i1
Amore simple expression of f′i is:
∂fi(X)
∂X
=
(i+ 1)[iX+ (i+ 1)] + i[(i+ 1)X+ i]
i+ 1
(B.8)
+
[
(1− X)(i+ 1)− [(i+ 1)X+ i]
](
f
i1
1 − f
i1
2
)
+ 2i(1− X)(f1/f2)
i1
Setting Hi(X) =
( fi(X)− Xf′i(X)
fi(X)
2
)
with the inputs fi(X) and f’i(X) already
known, the derivative of the potential to the conductivity ratio becomes:
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∂V
∂X
=
1
4πσso f tR
2
Nmax
∑
i=1
Hi(X)
(2i+ 1)3
(i+ 1)i
li−1G(θ) (B.9)
2.1.2 Computation of the second order derivative V′′
Using previous result i.e. (B.9), the second order derivative can be written as
∂2V
∂X2
=
1
4πσso f tR
2
Nmax
∑
i
∂Hi(X)
∂X
(2i+ 1)3
(i+ 1)i
li−1G(θ) (B.10)
where
∂Hi(X)
∂X
=
f’i(X)f
2
i (X)− [f’i(X)+ Xf”i(X)]f
2
i (X)− 2fi(X)f’i(X)[fi(X)− Xf’i(X)]
f4i (X)
which becomes after simplifications:
∂Hi(X)
∂X
=
−[Xf”i(X)]fi(X)− 2f’i(X)[fi(X)− Xf’i(X)]
f3i (X)
Using previous result as seen in (B.8) we can compute f”i(X). So
f”(X)=
[i(i+ 1) + i(i+ 1)]
(i+ 1)
− [2(i+ 1)]
(
fi11 − f
i1
2
)
− 2i(f1/f2)
i1
Gathering all the terms, a more simple expression becomes:
f”i(X)= 2i− 2(i+ 1)
(
f
i1
1 − f
i1
2
)
− 2i(f1/f2)
i1
and finally,
∂Hi(X)
∂X
=
−
(
2i− 2(i+ 1)
(
fi11 − f
i1
2
)
− 2i(f1/f2)
i1
)
Xfi(X)− 2f’i(X)
[
fi(X)− Xf’i(X)
]
f3i (X)
Where the inputs, fi(X) and f’i(X) are already given in the previous section.
2.2. Alternative computations of the derivatives
While implementing the RCD method, a new approach for computing the
derivatives of the potentials to the conductivity ratio X, was introduced. This
takes into account the optimal dipole dopt.
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2.2.1 Alternative first order derivative V’
As explained in chapter 2, the simulated potentials Vi, i= 1, . . . ,N can be writ-
ten as V(X,rd,d) = L(X,rd)d. It is also known that the dipole orientation can
be approximated in a least squares sense using (3.3): dopt = L
†(X,rd)Vmeas.
Taking this into account, the simulated potential becomes:
V(X,rd,d) = L(X,rd)L
†(X,rd)Vmeas (B.11)
So a simple derivation with respect to X gives:
∂V
∂X
(X,rd,d) =
∂L
∂X
L†(X,rd).Vmeas + L(X,rd)
∂L†
∂X
.Vmeas (B.12)
=
[ ∂L
∂X
L†(X,rd) + L(X,rd)
∂L†
∂X
]
.Vmeas
Due to the fact that L†(X,rd) =
(
LT(X,rd)L(X,rd)
)−1
.LT(X,rd), equation
(B.12) could be written as:
∂V
∂X
(X,rd,d) =
∂L(X,rd)
∂X
L†Vmeas + L(X,rd)
∂(LTL)−1
∂X
LTVmeas
+ L(X,rd)(L
TL)−1
∂LT
∂X
Vmeas (B.13)
Note that L, LT have a rd and X dependence; but for simplicity of the notation,
this will not be mentioned explicitly in the equations below.
Using the fact that the derivative of the inverse of a matrix A with respect to a
variable t is given by
∂A−1
∂t
=−A−1
∂A
∂t
A−1, the previous expression becomes:
∂V
∂X
(X,rd,d) =
∂L
∂X
L†Vmeas − L
[
(LTL)−1
∂(LTL)
∂X
(LTL)−1LT
]
Vmeas
+L(LTL)−1
∂LT
∂X
Vmeas
And finally, we have:
∂V
∂X
(X,rd,d) =
∂L
∂X
L†Vmeas − L
[
(LTL)−1
( ∂LT
∂X
L + LT
∂L
∂X
)
(LTL)−1LT
]
Vmeas
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+ L(LTL)−1
∂LT
∂X
Vmeas (B.14)
2.2.2 Alternative second order derivative V”
Using the previous result, we can compute the second term of the derivative.
Thus, from (B.11)
∂2V
∂X2
(X,rd,d) =
∂
∂X
[∂V
∂X
(X,rd,d)
]
=
∂
∂X
[ ∂L
∂X
L† + L
∂L†
∂X
]
.Vmeas (B.15)
=
[ ∂2L
∂X2
L† +
∂L
∂X
∂L†
∂X
+
∂L
∂X
∂L†
∂X
+ L
∂2L†
∂X2
]
Vmeas
Gathering all the terms, we finally have:
∂2V
∂X2
(X,rd,d) =
∂2L
∂X2
L†Vmeas︸ ︷︷ ︸
1
+L
∂2L†
∂X2
Vmeas︸ ︷︷ ︸
2
+2
∂L
∂X
∂L†
∂X
Vmeas︸ ︷︷ ︸
3
In order to get a full expression of the second order derivative, each term
should be expressed entirely.
We already know that L† =
(
LTL
)−1
.LT and that
∂L†
∂X
=
∂(LTL)−1
∂X
LT +
(
LTL
)−1 ∂LT
∂X
= −
(
LTL
)−1 ∂(LTL)
∂X
(
LTL
)−1
.LT +
(
LTL
)−1 ∂LT
∂X
(B.16)
So the first (1) and the third (3) relation become respectively:
∂2L
∂X2
L†Vmeas︸ ︷︷ ︸
1
=
∂2L
∂X2
(
LTL
)−1
.LTVmeas (B.17)
2
∂L
∂X
∂L†
∂X
Vmeas︸ ︷︷ ︸
3
= 2
∂L
∂X
[
− (LTL)−1
∂(LTL)
∂X
(LTL)−1.LT + (LTL)−1
∂LT
∂X
]
Vmeas
(B.18)
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For the second term, using relation (B.16) above we have
L
∂2L†
∂X2
Vmeas︸ ︷︷ ︸
2
= L
∂
∂X
[∂L†
∂X
]
Vmeas
= L
∂
∂X
[
−
(
LTL
)−1 ∂(LTL)
∂X
(
LTL
)−1
LT + (LTL)−1
∂LT
∂X
]
Vmeas (B.19)
which becomes:
= L
∂
∂X
[
−
(
LTL
)−1
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT + (LTL)−1
∂LT
∂X
]
Vmeas
(B.20)
Differentiating the expression into large brackets, we have:
= −L
∂
(
LTL
)−1
∂X
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
−L
(
LTL
)−1 ∂
∂X
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
+ L
∂
∂X
[
(LTL)−1
]∂LT
∂X
Vmeas + L(L
TL)−1
∂
∂X
[∂LT
∂X
]
Vmeas (B.21)
= L(LTL)−1
∂
(
LTL
)
∂X
(LTL)−1
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
−L
(
LTL
)−1 ∂
∂X
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
+ L(LTL)−1
[∂2LT
∂X2
]
Vmeas − L(L
TL)−1
∂
∂X
[
(LTL)
]
(LTL)−1
∂LT
∂X
Vmeas (B.22)
= L(LTL)−1
[∂LT
∂X
L + LT
∂L
∂X
]
(LTL)−1
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
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−L
(
LTL
)−1 ∂
∂X
[
[
∂LT
∂X
L + LT
∂L
∂X
]
](
LTL
)−1
LTVmeas
−L
(
LTL
)−1[
[
∂LT
∂X
L + LT
∂L
∂X
]
][ ∂((LTL)−1)
∂X
LT +
(
LTL
)−1 ∂LT
∂X
]
Vmeas
+ L(LTL)−1
∂2LT
∂X2
Vmeas − L(L
TL)−1
∂
∂X
[
(LTL)
]
(LTL)−1
∂LT
∂X
Vmeas (B.23)
And by differentiating all the terms, we have:
= L(LTL)−1
[ ∂LT
∂X
L + LT
∂L
∂X
]
(LTL)−1
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
−L
(
LTL
)−1[
[
∂2LT
∂X2
L + LT
∂2L
∂X2
+ 2
∂LT
∂X
∂L
∂X
]
](
LTL
)−1
LTVmeas
−L
(
LTL
)−1[
[
∂LT
∂X
L + LT
∂L
∂X
]
]
·
[
−
(
(LTL)−1
)
[
∂LT
∂X
L + LT
∂L
∂X
]
(
(LTL)−1
)
LT +
(
LTL
)−1 ∂LT
∂X
]
Vmeas
+ L(LTL)−1
[∂2LT
∂X2
]
Vmeas − L(L
TL)−1
∂
∂X
[
(LTL)
]
(LTL)−1
∂LT
∂X
Vmeas (B.24)
So from what precedes, it follows that
L
∂2L†
∂X2
Vmeas︸ ︷︷ ︸
2
=
164 ANALYTICAL COMPUTATION OF THE DERIVATIVES
L(LTL)−1
[∂LT
∂X
L + LT
∂L
∂X
]
(LTL)−1
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
−L
(
LTL
)−1[
[
∂2LT
∂X2
L + LT
∂2L
∂X2
+ 2
∂LT
∂X
∂L
∂X
]
](
LTL
)−1
LTVmeas
−L
(
LTL
)−1[
[
∂LT
∂X
L + LT
∂L
∂X
]
]
·
[
−
(
(LTL)−1
)
[
∂LT
∂X
L + LT
∂L
∂X
]
(
(LTL)−1
)
LT +
(
LTL
)−1 ∂LT
∂X
]
Vmeas
+ L(LTL)−1
∂2LT
∂X2
Vmeas − L(L
TL)−1
[∂LT
∂X
L + LT
∂L
∂X
]
(LTL)−1
∂LT
∂X
Vmeas
(B.25)
Gathering all the terms (1), (2) and (3) respectively we finally have
∂2V
∂X2
(X,rd,d) =
∂2L
∂X2
(
LTL
)−1
.LTVmeas
+L(LTL)−1
[∂LT
∂X
L + LT
∂L
∂X
]
(LTL)−1
[
[
∂LT
∂X
L + LT
∂L
∂X
]
(
LTL
)−1
LT
]
Vmeas
−L
(
LTL
)−1[
[
∂2LT
∂X2
L + LT
∂2L
∂X2
+ 2
∂LT
∂X
∂L
∂X
]
](
LTL
)−1
LTVmeas
−L
(
LTL
)−1[
[
∂LT
∂X
L + LT
∂L
∂X
]
]
·
[
−
(
(LTL)−1
)
[
∂LT
∂X
L + LT
∂L
∂X
]
(
(LTL)−1
)
LT +
(
LTL
)−1 ∂LT
∂X
]
Vmeas
+L(LTL)−1
∂2LT
∂X2
Vmeas − L(L
TL)−1
[∂LT
∂X
L + LT
∂L
∂X
]
(LTL)−1
∂LT
∂X
Vmeas
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+ 2
∂L
∂X
[
− (LTL)−1[
∂LT
∂X
L + LT
∂L
∂X
](LTL)−1.LT + (LTL)−1.
∂LT
∂X
]
Vmeas (B.26)
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APPENDIXC
RCD methodology using
realistic head models
The Reduced Conductivity Dependence method was extensively applied onto
a realistic head model where input to this work was provided by this doctoral
work and which was submitted to [152].
3.1. Materials and Methods
We use in this study a realistic head model so to eliminate the geometrical
modeling errors and we use EEG electrodes with accurate placement. More-
over, we assume that the number of sources is known. The used head model
is patient-specific and is based on MR image data. The used head model in
the presented simulation study consists of isotropic conductivities where we
want to assess the influence of the absolute conductivity values on the recov-
ered neural source locations. More correct simulations could be performed
using a realistic head model with the incorporation of anisotropic conductivi-
ties. However, we focus here on providing a proof of concept of the presented
SES procedure in a realistic head model with respect to the uncertain skull to
soft tissue conductivity ratio.
In the following we outline the steps taken for constructing the forwardmodel
and then we present the inverse techniques for recovering the neural sources.
3.1.1 Forward realistic model
3.1.1.1 Volume conductor head model: registration and segmentation
In order to calculate the potentials at the electrodes due to a current dipole
source, a volume conductor model is needed. The volume conductor model
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describes the geometry and the different tissue types. Each tissue type is as-
signed a label, which is then used to assign a conductivity. In our study we
used a realistic head model that was derived from segmented T1 weighted
MRI images. The MRI images were obtained by a 3 Tesla MRI scanner
(Siemens Trio, Erlangen, Germany) using a 3 dimensional MP RAGE se-
quence with a repetition time (TR) of 1550ms and a echo time (TE) of
2.48 ms. The result was a 256 × 256 × 176 matrix of isotropic voxels of
0.9mm×0.9mm×0.9mm. To construct the brain compartment, SPM8was used
to segment the white matter, greymatter and cerebro-spinal fluid ( [153]). This
resulted in probability values for each voxel, indicating its probability of be-
longing to white matter, gray matter or cerebro-spinal fluid (CSF). The voxels
are then assigned to the compartment for which the voxel had the highest
probability. The skull compartment was constructed by a dilation operation
of the brain compartment and was on average 6 mm thick. The scalp compart-
ment was obtained by using opening, closing and hole filling operation the
thresholded MR image. This way we could make a distinction between head
and air. The skull and brain compartments were then added to the whole head
model. Figure C.1 shows an axial, sagittal and coronal plane of the used vol-
ume conductor head model.
3.1.1.2 Finite difference method for the forward EEG problem
After defining the head model, the electrode positions have to be determined.
We used a 10-10 standard electrode setup, consisting of 81 electrodes. The elec-
trodes were projected on to the scalp.
The forward problem relates the electrode potentials to a dipole source in
a specified geometry. This relation can be expressed by solving the Poisson
equation:
∇ · (σ(x,y,z) · ∇φ(x,y,z)) = Iδ(r− r1)− Iδ(r− r2) (C.1)
with φ(x,y,z) the potential distribution inside the head model. σ(x,y,z) de-
notes the conductivity value which is position (r = [x,y,z]) dependent. r1, r2
are the location coordinates of the monopoles of the dipole: the current source
and current sink, respectively. I is the amplitude of the dipole. The numerical
method that is used here for solving (C.1), is based on the Finite Difference
Method (FDM), elaborated in ( [154, 155]). The method results in the solution
of a large sparse linear system of equations which can be solved using the
so-called successive overrelaxation method ( [156]). Due to the fact that the
computation time becomes too expensive when using successive overrelax-
ation for the solution of the forward problem, the reciprocity theorem is used
( [157]). For an extensive validation and further details of the used isotropic
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Figure C.1: The coronal, sagital and axial plane of the head model. The test
dipoles were placed in each voxel of the gray and white matter. The different
compartments are indicated: scalp, skull, cerebro-spinal fluid, graymatter and
white matter.
forward model, see ( [154]). Figure C.2 shows a schematic outline of the steps
taken for generating the lead fields using the realistic head model.
The so-called lead field matrix L ∈ Rq×3 links the dipole location, denoted by
rd, with the EEG potentials Vm,i, i = 1, . . . ,q at the given q electrode positions.
We denote the EEG potentials by the q-dimensional vector Vm and is linear
with the dipole orientation d:
Vm = L(rd)d. (C.2)
3.1.1.3 Influence of conductivity on EEG forward problem
The lead fields L(rd) depend upon the skull to soft tissue conductivity ratio
ξ =
σskull
σso f t
(C.3)
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EEG forward model 
Conductivity 
values  
Figure C.2: Outline of the forward model: from Magnetic Resonance Images,
the geometry of the head is deduced and for given conductivity values and
electrode positions the lead field is computed.
since the computed potentials φ in the Poisson equation (C.1) depend upon
σ(x,y,z). We denote this dependence by L(rd,ξ), Vm(rd,d,ξ). We assume here
the soft tissue to be the brain and the scalp tissue. The forward propagation
of ξ to the potential values is shown in figure C.3 for a certain fixed dipole
location and orientation. When assuming a conductivity ratio (e.g. ξ˜ = 1/10)
which is significantly different from the actual conductivity ratio (ξ∗ = 1/50)
of the patient under study, then a large misfit in the EEG dipole localization
can occur because of the propagation of ξ to Vm.
In figure C.3 we can also observe that some potentials are very sensitive to ξ
while other potentials are less sensitive. Indeed, when computing the sensi-
tivity of the potentials to the conductivity ratio
S(rd,d, ξ˜) =
∂Vm(rd,d,ξ)
∂ξ
∣∣∣
ξ=ξ˜
(C.4)
for a fixed source position and orientation, then different Si (i= 1, . . . ,q) values
are found. The sensitivity of the potential at every electrode is depicted in fig-
ure C.4. Figure C.5 shows the absolute difference in computed potentials due
to the use of different ξ. More elaborated studies of the influence of conduc-
tivity on the EEG forward potentials have been carried out by e.g. ( [22, 23]).
3.1.2 Traditional EEG inverse problem
The EEG inverse problem aims at recovering the neural source locations and
orientations that correspond with a certain set of measured EEG potentials
Vmeas. Several source localization approaches exist, depending on the as-
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Figure C.3: Dependence of computed EEG potential values to ξ for a fixed
position (rd near the center of the brain) and orientation (d = [0.6,0.6,0.6]) of
dipole source.
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Figure C.4: Sensitivity of EEG potentials to ξ for a fixed position and orienta-
tion of dipole source at all electrodes. The dipole position is positioned near
the center of the brain with orientation d = [0.6,0.6,0.6].
sumed sourcemodel: single dipole localization based on the minimization of a
least squares cost function ( [10]), limited number of multiple dipoles (< q) re-
covered using multiple signal classification algorithms ( [12]), and distributed
source models where a highly underdetermined system of linear equations
needs to be solve ( [158]). In this paper we use inverse problem formulations
which are well-posed.
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Figure C.5: Absolute values of EEG potentials for different ξ at all electrodes.
The dipole position is positioned near the center of the brain with orientation
d = [0.6,0.6,0.6].
The inverse problem for a single dipole is nonlinearly solved by iteratively
minimizing a cost function Y :
r∗d = argminrd
Y(rd) (C.5)
which yields recovered dipole location r∗d. The orientation can be recovered
by calculating d∗ = L(r∗d)
†Vmeas with L
† the pseudo inverse of the lead field
matrix. Y is the following least squares cost function:
Y(rd) =
‖Vmeas − L(rd)L(rd)
†Vmeas‖
‖Vmeas‖
(C.6)
with ||.|| the L2 norm. The dipole orientation is not included in Y by consider-
ing the optimal dipole orientation components dopt = L(rd)
†Vmeas. For solving
(C.5) the widely-used Nelder-Mead simplex is used here as in ( [112, 159]).
The above inverse problem is formulated to solve the EEG inverse problem
at a single time instant and can be extended (for multiple time instances) in a
spatio-temporal way.
The solution of the EEG inverse problem for multiple dipoles (with number of
dipoles less than the number of channel measurements) can be obtained using
the Recursively Applied and Projected-MUltiple SIgnal Classification (RAP-
MUSIC) methodology ( [12]). We denote here the so-called spatio-temporal
data matrix as
Fm = [L(rd,1), . . . ,L(rd,p)][d
T
1 , . . . ,d
T
p ]
T (C.7)
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for p dipoles (with locations rd,i, i = 1, . . . , p). The 3× n-matrix di (i = 1, . . . , p)
represents the time course of the ith dipole moment. n is the number of sam-
ples registered by the EEG. The following cost function needs to bemaximized
for each dipole:
r∗d,k = argmaxrd
(subcorr(Π⊥Ak−1 L(rd),Π
⊥
Ak−1
Φsig)1) (C.8)
with Π⊥Ak−1 = (I − Ak−1A
†
k−1) the projection matrix constructed by Ak−1, a
matrix containing in each column the topographies of the already found k− 1
sources ( [12]). Φsig is the signal subspace of the spatio-temporal measurement
matrix.
The propagation of the uncertain brain tissue conductivity values onto the in-
verse solutions can be quantified e.g. using Monte Carlo simulations ( [28]),
stochastic Crame´r Rao Bound technique ( [27]), polynomial chaos decompo-
sition ( [160]). We can theoretically express this propagation to the inverse
solution by redefining (C.5):
r∗d(ξ) = argminrd
Y(rd,ξ) (C.9)
where the cost function depends on ξ because L(rd,ξ). The correspond-
ing propagation to the dipole orientation can be determined by d∗ =
L(r∗d(ξ),ξ)
†Vmeas. For the case of recovering a limited number of dipoles, (C.9)
can be iteratively used:
r∗d,k(ξ) = argminrd
Yk(rd,ξ) (C.10)
Yk(rd,ξ) = −subcorr(Π
⊥
Ak−1
L(rd,ξ),Π
⊥
Ak−1
Φsig)1 (C.11)
for the recovery of the k = 1, . . . , p dipoles.
3.1.3 Subspace Electrode Selection methodology
The aim of the SES methodology is to reduce the propagation of the uncer-
tain ξ values to the inverse solutions, i.e. bringing the recovered r∗d(ξ˜) with
assumed conductivity ratio ξ˜ closer to the actual dipole location r∗d for a pa-
tient with actual conductivity ratio ξ∗ and EEG measurements Vmeas. The SES
methodology is based on two major ideas: (i) redefinition of the traditional
cost function, (ii) selection of potentials in each iteration of the minimization
procedure.
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3.1.3.1 Redefinition of the traditional cost functions
In the ideal case (no noise, no electrode mislocations, correct geometry and
isotropic conductivities) we can theoretically state that the measured poten-
tials equal the simulated potentials for the actual conductivity ratio ξ∗ at the
actual dipole position and orientation {rd,act,dact}:
Vmeas ≡ Vm(rd,act,dact,ξ
∗) (C.12)
≡ L(rd,act,ξ
∗)dact (C.13)
≡ L(rd,act,ξ
∗)L(rd,act,ξ
∗)†Vmeas (C.14)
When using however an assumed conductivity ratio ξ˜ 6= ξ∗, then a dipole
location r∗d 6= rd,act corresponds with the measurement vector:
Vmeas ≃ Vm(r
∗
d,d
∗, ξ˜) (C.15)
where ≃ is a symbolic notation for the closest Vm to Vmeas, meaning that
‖Vmeas−Vm(r∗d ,d
∗, ξ˜)‖ is minimal for r∗d .
The term on the right in (C.12) can be written as a first order expansion (up
to orderO(‖ξ∗ − ξ˜‖2)):
Vmeas = Vm(rd,act,dact, ξ˜) + (ξ
∗ − ξ˜)
∂Vm(rd,act,dact,ξ)
∂ξ
∣∣∣
ξ=ξ˜
(C.16)
where the second right hand side term depends on the propagation of the un-
certainty to the forward problem, see equation (C.4). If one uses a certain as-
sumed conductivity ratio ξ˜, then (C.16) would be a sufficient forward model,
but the Taylor coefficient ξ∗ is however unknown.
The Taylor coefficient α = ξ∗ − ξ˜ can be approximated by fitting the data set
Y = Vmeas−Vm(rd,act,dact, ξ˜)with S =
∂Vm(rd,act,dact,ξ)
∂ξ
∣∣∣
ξ=ξ˜
. But since in the iter-
ative minimization, rd 6= rd,act, this fitting is not linear so that errors are made
with respect to α but when rd approaches dact this Taylor coefficient is bet-
ter determined. Figure C.6 illustrates equation (C.16) with potential values for
actual ξ∗ = 0.0422 and potential values using the linear model with assumed
ξ˜ = 0.025. The Taylor coefficient was determined using the above mentioned
fitting procedure. We can observe a closer approximation of the actual poten-
tials when comparing this with the potentials Vm(rd,act,dact, ξ˜) in figure C.5.
It is also possible to write (C.12) as a second order expansion:
Vmeas = Vm(rd,act,dact, ξ˜) + (ξ
∗ − ξ˜)
∂Vm(rd,act,dact,ξ)
∂ξ
∣∣∣
ξ=ξ˜
+
(ξ∗ − ξ˜)2
2
∂2Vm(rd,act,dact,ξ)
∂2ξ
∣∣∣
ξ=ξ˜
(C.17)
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Figure C.6: computed EEG potentials for ξ = 0.0422 using L(rd,ξ)d and com-
puted potentials using linear model (C.16) for assumed conductivity ratio
ξ = 0.0250.
α can here be determined by performing the following:
α∗ = argmin
α
‖Y− αS− α2H‖ (C.18)
with H = 12
∂2Vm(rd,act,dact,ξ)
∂2ξ
∣∣∣
ξ=ξ˜
.
A different fitting procedure needs to be performedwhen a limited number of
multiple dipoles need to be recovered. Indeed, the cost function (C.11) has no
longer an m-dimensional measurement vector as input but an m × r dimen-
sional signal subspace matrix with r the number of topographies in the signal
subspace. A different sensitivity than (C.4) needs to be defined. We consider
in the spatio-temporal case the use of the principal vector U that is associated
with the principal angle of the subspace correlation function. This principal
vector can be computed following ( [145]) and depends in the l-th iteration
of the minimization procedure (C.10) of the k-th dipole upon Φsig and the
conductivity dependent L(rd,ξ). Therefore, the following sensitivity to con-
ductivity ratio is computed in each iteration:
Ssub =
∂U
∂ξ
∣∣∣
ξ˜
(C.19)
and can be approximated by finite differentiation. α is now approximated by
fitting U with Ssub.
Using the above, we are able to adapt the traditional cost functions for single
dipole localization (C.6) and for multiple dipole localization (C.11):Y →YSES.
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The following basic operation needs to be performed in these traditional cost
functions:
L(rd, ξ˜)→ L(rd, ξ˜) + αT (C.20)
for the first order case with the above mentioned fitting procedures. T is the
sensitivity of the lead field matrix to ξ, similar to S: Tij =
∂Lij
∂ξ . Cost function
(C.6) becomes:
YSES(rd,ξ) =
‖Vmeas − (L(rd,ξ) + αT)(L(rd,ξ) + αT)
†Vmeas‖
‖Vmeas‖
(C.21)
and (C.11) becomes:
YSESk (rd,ξ) = −subcorr(Π
⊥
Ak−1
L(rd,ξ) + αT,Π
⊥
Ak−1
Φsig)1 (C.22)
3.1.3.2 Selection of Electrodes
Figure C.7: Schematic overview of the iterative SES methodology.
During the minimization (C.9) or (C.10), iterates r
(l)
d are evaluated in the for-
ward model and due to the uncertain conductivity values, the minimization
path is affected by the uncertainty. Therefore, we select in the l-th iteration
those potentials with lowest sensitivity to conductivity. Potentials with high-
est sensitivity are eliminated in that iteration since they carry information that
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is affected by the uncertain conductivity. There are two possibilities to select
the potentials: either select the potentials on the basis of a threshold: Si < ǫ
with ǫ a predefined threshold value or select each time a fixed limited number
of potentials. At each evaluation of the forwardmodel, the following selection
operation is carried out upon the data sets:
Vmeas ∈ R
m → VSmeas ∈ R
s (C.23)
Φsig ∈ R
m×r → ΦSsig ∈ R
s×r (C.24)
Vm ∈ R
m → VSm ∈ R
s (C.25)
L ∈ Rm×3 → LS ∈ Rs×3 (C.26)
T ∈ Rm×3 → TS ∈ Rs×3 (C.27)
with s < q the number of selected electrodes out of the total of q electrodes.
Since the sensitivity is taken into account in the cost function, selection is also
carried out on the sensitivity matrices. Taking the operations (C.23) and (C.20)
into account, the SES cost functions YSES(rd,ξ) in (C.21), (C.22) become:
‖VSmeas − (L
S(rd,ξ) + αT
S)(LS(rd,ξ) + αT
S)†VSmeas‖
‖VSmeas‖
(C.28)
and
− subcorr(Π⊥Ak−1 L
S(rd,ξ) + αT
S,Π⊥Ak−1 Φ
S
sig)1 (C.29)
respectively. The above can be extended to a second order SES cost function.
Figure C.7 outlines the SES methodology: in a first stage the potentials and
sensitivities are computed. In a second stage, selection is carried out on the
computed and measured EEG data set with the internal fitting procedure.
Thirdly, using this data set, the SES cost function (C.28) and (C.29) is com-
puted leading to an update of the dipole parameters. The update can be car-
ried out using a given minimization procedure. Here, the Nelder-Mead sim-
plex method is used.
3.2. Results and Discussion
3.2.1 Single dipole localization
3.2.1.1 No noise case
In order to investigate the influence of assuming a wrong conductivity, we
first solve the forward problem using actual dipole specifications rd,act,dact
for a certain actual conductivity ratio ξ∗. Starting from these potentials
Vm(rd,act,dact,ξ
∗) (without adding noise), we solve the inverse problem using
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a forward model with assumed conductivity ratio ξ˜. We evaluate the dipole
position error using the Euclidean distance between the original dipole loca-
tion rd,act and the estimated dipole location r
∗
d : ‖r
∗
d − rd,act‖. Since we are using
a numerical realistic head model, the lead field are not a continuous function
of ξ but need to be computed for different discrete conductivity ratio values.
The sensitivity S and second order term H are approximated using finite dif-
ferentiation of these lead fields to the conductivity ratio. Lead field matrices
were computed for the following values of ξ: 0.0164+ n0.0086 for n= 0, . . . ,8.
In this way, we cover the interval 1/60 until 1/10. The values in this interval
are usually used as possible values for the conductivity ratio.
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Figure C.8: Dipole position error of a single dipole when using traditional
method and selection methodology (s = 20) of the first and second order. The
dipole is located in the hippocampus.
Figure C.8 shows the single dipole localization error where the actual conduc-
tivity ratio is assumed to be around ξ∗ = 1/20. We observe from this figure
that the SES methodology decreases the dipole position error. Indeed, when
assuming a conductivity value ξ˜ = 1/60, then the error is decreased from 8
mm to 1.5 mm when using the first order SES methodology. The dipole posi-
tion error is even more decreasedwhen using the second order SES, especially
for assumed conductivity ratios far from the actual conductivity ratio. This can
be explained by the fact that the validity region of the linear first order model
is smaller than the second order model. Figure C.9 shows the fit of the data
to the constant α for the second order case when using (C.18). The number of
selected electrodes in the performed simulation studies in this paper is s = 20
out of the total of q = 81 electrodes.
In a next stage, we investigated the global efficiency of the methodology. We
placed in each voxel of the grey matter a certain dipole and computed its cor-
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Figure C.9: Determining α in the plane: Y ≈ αS + α2H using (C.18).
responding EEG potential for ξ∗ = 1/20. The inverse problemwas then solved
using an assumed conductivity ratio of ξ˜ = 1/40. The dipole position errors in
the axial plane are shown in figures C.10, C.11, C.12 for dipoles oriented in the
x, y and z direction respectively. We observe an overall decrease in dipole po-
sition error where errors of up to 1 cm are decreased to less than 4mm. Figures
C.10, C.11, C.12 illustrate the corresponding dipole orientation errors. The an-
gle between the vector components of the original dipole dact and estimated
dipole orientation d∗ is computed using the cosine rule:
∠(d∗,dact) = arccos
( d∗dact
‖d∗‖ ‖dact‖
)
(C.30)
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Figure C.10: Dipole position errors (mm) of dipoles oriented in the x-direction
when using traditional method (left) and when using Subspace Electrode Se-
lection (right).
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Figure C.11: Dipole position errors (mm) of dipoles oriented in the y-direction
when using traditional method (left) and when using Subspace Electrode Se-
lection (right).
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Figure C.12: Dipole position errors (mm) of dipoles oriented in the z-direction
when using traditional method (left) and when using Subspace Electrode Se-
lection (right).
3.2.1.2 Noise case
Contrary to the previous simulation study, we added noise n to the previously
computed potentials: Vm(rd,act,dact,ξ
∗) + n. The noise is white Gaussian with
a certain standard deviation σn. The noise level in the data set is determined
by σnVm,RMS
with Vm,RMS the root mean square value of the no noise simulated
potentials Vm(rd,act,dact,ξ
∗). In order to determine in an average way the in-
fluence of noise at a certain noise level, the inverse problem is solved 50 times
with random noise added to the potentials.
Figure C.13 shows the average dipole position error for various noise levels
when using the traditional methodology and when using the SES methodol-
ogy with fitting procedure based on S and Y, as mentioned in section 3.1.3.1. It
is clear that the advantage of SES is counteracted by the noise. The reason for
the bad noise robustness of this procedure is because the residual of the fitting
becomes very high when noise is available in the measurements, i.e. the cost
function is no longer correct. For very high noise levels, the SES methodology
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Figure C.13: Dipole Position Error using traditional methodology and SES
methodology to the first and second order with incorporation of noise in sim-
ulation study. The fitting procedure in SES consists in fitting the data sets Y to
S. The used data sets were generated for actual conductivity ratio ξ∗ = 1/20
and the inverse problem is solved for each data point 50 times using a forward
model with assumed conductivity ratio ξ˜ = 1/60.
is even worse than the traditional methodology. Therefore, we used instead
the fitting procedure based on the principal vector of the subspace correlation
function:
subcorr(L(rd,ξ),Vmeas)1 (C.31)
A more accurate fit was performed since the principal vector is much less
affected by the noise than the absolute values of the computed potentials.
Indeed, figure C.14 shows the average dipole position error when using the
traditional cost function and when using the SES methodology with fitting of
data sets U and Ssub. We can observe that the SES of second order has little
advantage compared to the SES first order when noise is included in the mea-
surements. This result shows that it is possible to use the SES methodology
in the realistic noise case, provided that a correct internal fitting procedure is
used that is based on the principal vectors of the lead field and measured EEG
potentials.
3.2.2 Multiple dipole localization
We also investigated the errors made by a limited number of multiple dipoles.
For given p test dipoles, which are simultaneously active, with certain posi-
tions rd,act,k and time varying dipole orientations dact,k (k = 1, . . . , p), the for-
ward problem was solved for the actual conductivity ratio in the realistic
head model, yielding a spatio-temporal EEG potential set. We assumed the
time courses of the multiple dipoles as epileptic spikes or as sinusoidal time
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Figure C.14: Dipole Position Error using traditional methodology and SES
methodology to the first and second order with incorporation of noise in sim-
ulation study. The fitting procedure in SES uses data sets Ssub and U. The used
data sets were generated for actual conductivity ratio ξ∗ = 1/20 and the in-
verse problem is solved for each data point 50 times using a forward model
with assumed conductivity ratio ξ˜ = 1/60.
courses (with frequency 10, 12 or 15 Hz). n = 200 time steps were considered,
which corresponds with 1s of EEG data. The inverse problem is then solved
using a certain assumed conductivity ratio value.
Figures C.15 and C.16 show the errors made when recovering two dipoles us-
ing the traditional, SES first order and SES second order. We observe again
a decrease in dipole position error and the advantage of using the second
order versus the first order is relatively negligible. The results for resolving
more than 2 dipoles are shown in table C.1 for clarity. We depict here the per-
centual decrease in dipole position error which is computed as 100 ETrad−ESESETrad
with ETrad the average dipole position errors of the p used dipoles. ESES is
computed in the same way. The added noise set is again white Gaussian noise.
From this table we can observe that the decrease in error is smaller for a larger
number of dipoles but remains stable. The reason for this stability is because
the RAP-MUSIC based SES methodology uses in each maximization of the
RAP-MUSIC cost function the whole set of electrodes where selection is then
carried upon. The noise robustness of the methodology is shown in the third
column where the percentual decrease stays stable. The inverse problem was
solved starting from 20 noisy data sets with same noise level of 0.2.
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Table C.1: Dipole position error with the number of dipoles p varying from 2
till 5. The percentual decrease in dipole position error of the used first order
SES compared to the traditional methodology is depicted in the case of no
noise and noise of level 0.2 in the data set.
p % decrease (no noise) % decrease (0.2 noise level)
2 68.49 63.32
3 64.28 59.63
4 61.30 57.10
5 62.51 55.98
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Figure C.15: Dipole Position Errors for two dipoles using traditional RAP-
MUSIC algorithm and using the first order SES methodology.
3.2.3 Cost function surface and minimization path
Due to the use of the SES cost functions (C.28), (C.29) the landscape is different
than the traditional cost functions. Figure C.17 and C.18 show the cost func-
tion surface of the traditional least squares cost function and of the SES cost
function surface respectively. This measured EEG potentials Vm(rd,act,dact,ξ
∗)
were generated for dipole location rd,act = [68,118,130], dipole orientation
dact = [0.5,0.4,0.7] with actual conductivity ratio ξ∗ = 1/20. The traditional
cost function Y(rd, ξ˜) and the first order SES cost function Y
SES(rd, ξ˜) were
computed for every voxel in the neighborhood of rd,actwith assumed ξ˜= 1/40.
When comparing these figures, we can observe that the landscape of the cost
function is altered. Moreover, the minimum of the cost function is located in
the SES case closer to the actual dipole location.
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Figure C.16: Dipole Position Errors for two dipoles using traditional RAP-
MUSIC algorithm and using the second order SES methodology.
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Figure C.17: Traditional RRE cost function surface near actual dipole rd,act =
[68,118,130] (arrow) with EEG sample generated by actual ξ∗ = 1/20 and
solved using assumed ξ˜ = 1/40.
Moreover, figure C.19 shows the path of the iterates r
(l)
d during the minimiza-
tion of the traditional and SES cost function. SES follows a certain minimum
path of uncertainty, i.e. the iterates are least affected by the uncertainty. A
video shows the dynamic behavior of the selection procedure during thatmin-
imization, i.e. the operations (C.23)-(C.27) that affect the minimization of the
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Figure C.18: SES cost function surface near actual dipole rd,act = [68,118,130]
(arrow) with EEG sample generated by actual ξ∗ = 1/20 and solved using
assumed ξ˜ = 1/40.
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Figure C.19: Path followed by the minimization procedure when minimiza-
tion the traditional and SES cost function.
SES cost function. The positions of dipoles herein are scaled to the electrode
positions.
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3.2.4 Drawbacks of SES
The major drawback of the proposed methodology is that the minimization is
highly sensitive upon the start value of the dipole. A minimization procedure
with multiple start values is needed. The SES cost function contains many
local minima and further theoretical work is needed for stabilizing this mini-
mization. A possible means is the use of trust region methodologies. A second
drawback of the SES methodology is that it is much more time demanding
compared to the traditional approach. The needed computational time for the
minimization procedure is on average approximately 44% larger. This is due
to the internal fitting procedure and the calculation of the sensitivities in each
iteration. For the second order SES, the time is even more time demanding.
Thirdly, the SES procedure needs more memory because the sensitivity calcu-
lations are based on the finite differentiation of lead fields that are computed
for different conductivity ratios in the neighborhood of the assumed conduc-
tivity ratio.
3.3. Conclusion
When solving the EEG inverse problem, a cost function needs to be mini-
mized. For EEG dipole source reconstruction this is the widely used tradi-
tional least squares cost function of the measured EEG potentials versus the
computed EEG potentials. Because the computed EEG potentials are sensitive
to the conductivity values, a propagation of the uncertain conductivity values
occurs towards the recovered source estimates. In this paper, we introduced
the Subspace Electrode Selection (SES) methodology for the reduction of the
propagation of the uncertain conductivity values to the inverse solutions. SES
uses the following basic operations: (a) redefinition of the cost function with
inclusion of the sensitivity of the forward model to the uncertain conductivity
ratio and (b) the selection of electrodes that are least affected by the conduc-
tivity ratio. The results show that the method enhances the source localization
depending on the position of the dipoles, noise inmeasurements and the devi-
ation of the assumed conductivity ratio value to the actual conductivity ratio.
Special care is needed with respect to the internal fitting procedure within the
redefined cost function, but fitting the principal vector to their sensitivities of
the subspace correlation function of the measured EEG potentials and the lead
field matrix.
Further research can be concentrated on decreasing the propagation of mul-
tiple uncertainties in EEG dipole analysis and on incorporating other uncer-
tainties such as electrode misplacements, geometrical and source modeling
errors. However, the uncertainty of the conductivity has the largest impact
onto EEG source analysis. More correct research can be done when incorpo-
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rating anisotropic conductivities in the head model with uncertain absolute
conductivity values. The methodology has the potential to be applied onto
other imagingmodalities where themeasurements need to be interpretedwith
a numerical model where uncertainties are included. The presented method
can be valuable for brain research where as accurate as possible neural source
specifications need to be recovered starting from EEG.
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