Reflectance imaging of biological tissues with visible and near-infrared light has the significant potential to provide a noninvasive and safe imaging modality for diagnosis of dysplastic and malignant lesions in the superficial tissue layers. The difficulty in the extraction of optical and structural parameters lies in the lack of efficient methods for accurate modeling of light scattering in biological tissues of turbid nature. We present a parallel Monte Carlo method for accurate and efficient modeling of reflectance images from turbid tissue phantoms. A parallel Monte Carlo code has been developed with the message passing interface and evaluated on a computing cluster with 16 processing elements. The code was validated against the solutions of the radiative transfer equation on the bidirectional reflection and transmission functions. With this code we investigated numerically the dependence of reflectance image on the imaging system and phantom parameters. The contrasts of reflectance images were found to be nearly independent of the numerical aperture ͑NA͒ of the imaging camera despite the fact that reflectance depends on the NA. This enables efficient simulations of the reflectance images using an NA at 1.00. Using heterogeneous tissue phantoms with an embedded region simulating a lesion, we investigated the correlation between the reflectance image profile or contrast and the phantom parameters. It has been shown that the image contrast approaches 0 when the single-scattering albedos of the two regions in the heterogeneous phantoms become matched. Furthermore, a zone of detection has been demonstrated for determination of the thickness of the embedded region and optical parameters from the reflectance image profile and contrast. Therefore, the utility of the reflectance imaging method with visible and near-infrared light has been firmly established. We conclude from these results that the optical parameters of the embedded region can be determined inversely from reflectance images acquired with full-field illumination at multiple incident angles or multiple wavelengths.
I. INTRODUCTION
It has long been recognized that penetration of visible and near-infrared light into biological tissues such as the human skin renders us the ability to develop noninvasive methods for diagnosis of embedded lesions from the reflected light signals.
1-3 Therefore, quantitative determination of optical parameters of these embedded lesions from reflectance images is highly desirable for revealing pathological abnormalities as the optical imaging systems of large dynamic ranges and extended spectral sensitivity become readily available. Compared to the conventional imaging modalities such as x-ray computed tomorgraphy, magnetic-resonance imaging, and ultrasound imaging, the reflectance imaging method's benefits include safety with nonionizing radiation, high spatial resolution and low instrumentation costs. An existing barrier to achieve the above goal, however, relates to the lack of accurate and fast modeling tools for quantitative understanding of reflectance image data from biological tissues of high turbidity. The strong and volumetric light scattering in most biological tissues causes the conventional methods of image reconstruction, such as the Radon transformation in conventional tomography, useless since the signals are assumed to propagate between sources and detectors along straight lines in these methods. In the spectral regions of the visible and near-infrared, signals consist mainly of the photons scattered away from the incident direction and the light scattering has to be accounted for accurately for tomographic reconstruction of optical parameters.
On the macroscopic scales of 0.1 mm or larger, it has been widely accepted that the radiative transfer theory provides a sufficiently accurate model to understand light transportation in turbid medium 4 which can be further simplified with diffusion approximations if multiple scattering dominates light distribution. Except for a few problems of simple geometry, closed-form solutions of boundary-value problems consisting of the radiative transfer equation ͑RTE͒ and the Fresnel's equations are not available. Other methods have been developed to model reflectance image data including diffusion approximations and the statistical sampling method of Monte Carlo ͑MC͒ simulations. The diffusion approximations have attracted intense interests because of their potential to yield closed-form solutions for rapid modeling of reflected light signals from a turbid medium. 5, 6 For heterogeneous tissue phantoms with embedded structures, numerical methods are still required to solve the diffusion equations. 7 In either case of homogeneous or heterogeneous phantoms, diffusion approximations could lead to significant errors in calculating light distributions near interfaces of modest or large index mismatch and at small source-detector distances such as the case with full-field illumination and a large anisotropy factor of scattering.
By contrast, the method of MC simulations provides an accurate tool to solve boundary-value problems that do not have to have probabilistic contents, if the output variance is reduced sufficiently by adequate sampling. The simplicity of the MC algorithm enables rapid adaptation to problems with irregularly shaped structures and boundaries, including those of tissue optics based on the RTE and Fresnel equations. [8] [9] [10] [11] [12] In addition, the MC algorithm yields robust performance in comparison with the direct solutions of RTE or diffusion equations, i.e., the performance of the MC algorithm does not depend on the detailed forms of the problems such as the temporal or spatial profiles of the excitation sources. The MC methods and variants such as the perturbation MC method have been be used for forward calculations of signals to reconstruct optical or other system parameter distributions from the measured signals using gradient based inverse algorithm 13 or simulated annealing algorithm. 14 The obstacle to wide application of the MC method lies in the high computational cost for reducing the output variance. This drawback is particularly augmented in modeling of reflectance images of high spatial resolutions from heterogeneous tissue phantoms where variance reduction techniques, such as sampling size increase and correlated sampling, 15 cannot be applied. Nevertheless, the rapid increase of performance-to-price ratio of computers over the last two decades has reduced this difficulty drastically. Consequently, it becomes possible now to develop an accurate and fast method of MC simulations for modeling imaging data by algorithm optimization and code parallelization.
MC methods have been recently applied to study the reflectance images from turbid media. 16, 17 As a prelude of our long-term research plan for developing MC based inverse algorithms to extract tissue optical parameters from image data, we present here a parallel MC method for rapid modeling of reflectance image data on a computing cluster. The parallel MC code has been validated and evaluated. We applied this code to investigate numerically the dependence of reflectance image data on the optical and structural parameters of heterogeneous tissue phantoms under the condition of full-field illumination. The implications of these results on experimental and clinical studies are discussed.
II. MODELING METHODS

A. The Monte Carlo algorithm of photon tracking and counting
A MC method has been developed previously to calculate the light distribution in terms of a photon density within the framework of RTE and Fresnel's equations with the details published elsewhere. 11, 12 The light propagation in a tissue phantom is characterized by an absorption coefficient a , a scattering coefficient s , a single-scattering phase function p͑s , sЈ͒ and a real refractive index n, where s , sЈ are unit vectors indicating the light propagation directions. A oneparameter function proposed by Henyey and Greenstein, p͑cos ⌰͒, is used as the phase function in all simulations reported here with cos ⌰ = s · sЈ. 4 The function p͑cos ⌰͒ is characterized by an anisotropy factor g defined as the first moment of p͑cos ⌰͒, i.e., g = ͐ 4 p͑cos ⌰͒cos ⌰d⍀. With p͑cos ⌰͒ as the phase function, the optical properties of a turbid medium can be represented by a group of four scalar parameters as ͑ a , s , g , n͒ or ͑ t , a , g , n͒ within the framework of RTE, where t = a + s is the attenuation coefficient and a = s / t is the single-scattering albedo. Different versions of our MC code built on the same kernel have been validated extensively. 11, 12, [18] [19] [20] [21] The relevant features of the current version for calculations of reflectance images are presented briefly here.
To simulate the light distribution reflected from a heterogeneous tissue phantom, different regions in the phantom are assigned with different sets of ͑ a , s , g , n͒. In this paper we focus our efforts on either a homogeneous phantom or a heterogeneous phantom in air with one embedded region of optical parameters different from its semi-infinite host. An incident light beam of uniform circular profile is represented by N 0 incident photons distributed uniformly over the illuminated region at the phantom surface. Of these photons, N = N 0 ͓1−R f ͑ 0 ͔͒ photons enter the phantom at a refraction angle determined from the incident angle 0 by Snell's law and R f ͑ 0 ͒ is the unpolarized Fresnel reflection coefficient of the phantom surface.
Each photon entered into the phantom is tracked along its trajectory in the MC code. The coordinate system and book keeping scheme of the tracked photon's trajectory are adopted from those described in Refs 9 and 10. Different from the MC algorithm employed there, we first determine a life pathlength L ai of the tracked photon in the ith region of ͑ ai , si , g i , n i ͒ in the phantom by a random number ͑RN͒ according to an exponential distribution with a mean value, among all tracked photons, ͗L ai ͘ =1/ ai before tracking starts. 11 The free path length L si,␤ of the photon before the next scattering event, i.e., the size of ␤th step with ␤ =1,2,3,..., is determined similarly by a RN with ͗L si,␤ ͘ =1/ si while the direction of scattered photon is determined by two RNs mapped for the polar angle ⌰ according to the phase function p͑cos ⌰͒ of parameter g and uniformly for the azimuth angle ⌽. The tracking of the photon stops when either it exits the turbid phantom or the accumulated pathlength ͚ ␤ L si,␤ Ͼ L ai . If a tracked photon is incident on an interface with another ͑jth͒ region of different optical parameters ͑ aj , sj , g j , n j ͒, the unpolarized Fresnel reflectivity is calculated according to the incident angle and index mismatch, which is then used to determine if the photon reflects from or transmits through the interface by comparing to a RN. 12 If a photon travels inside the ith region over a pathlength l Ͻ L si,␥ before the ␥th step is completed and enters into the jth region, its residual free path length L si,␥ − l and residual life pathlength
renormalized to produce L sj,1 and L aj as the updated first free path length and life path length in the jth region by
The above renormalization scheme is established on the fact that RTE depends only on the path length n t dL ͑see Ch. 3 of Refs. 22 and 23͒ and similar formulas have been previously used by others. 10 The simulated reflectance images register only those exiting photons collected by the imaging system within the numerical aperture NA. After all photons entering into the phantom have been tracked, the density of the registered photons at the surface of the phantom is obtained as the output images.
The independent tracking of photons makes MC simulations ideal for parallel computing on a cluster with multiple processing elements ͑PEs͒. We employed a message passing interface ͑MPI͒ model for parallization of our sequential MC code, which includes the following steps. A MPI header file is included in the code to call subroutines from the MPI libraries for tasks such as initialization of MPI environment and passing messages among the PEs. A function is added in the photon tracking module to divide N tracked photons into groups for distribution among different PEs and another in the input/output module to collect tracking results from all PEs for the code output. In addition, two data files ͑"mpd.hosts" and ".mpd.conf"͒ are loaded at the cluster server, which are used by the startup script files to provide the IP addresses of the PEs used for parallel computing and login credentials.
The RNs used in the MC simulations need to be generated independently and uniformly between 0 and 1 for describing the random events of light scattering and absorption. Many RNs, 100 or more per tracked photon in most cases here, are required in a simulation and an appropriate random number generator ͑RNG͒ with a long sequence period is essential to ensure the accuracy of the simulation results. The random events in the photon tracking process can be sorted into different types according to the nature of the light-tissue interaction such as the scattering, absorption, and reflection from or refraction through an interface. To ensure the randomness for accurate MC modeling on the basis of ergodic hypothesis it is necessary to assign each type of random events a unique sequence of RNs. This means that several independent RN sequences co-exist in a MC simulation.
A high-performance parallel code executed on a cluster of PEs requires minimization of data communication and PE idle time. It is thus preferable to have the RNs generated locally at each PE during photon tracking. The key in the parallization of our MC code is to develop a special RNG that can maintain the coexisting RN sequences on each PE with minimal correlations during a parallel computation. A good RNG for parallel computing should therefore yield results that are reproducible and independent of the PE numbers. To fulfill these requirements, we adapted a RNG by modifying an existing one ͑Ran4͒. 24 The original Ran4, based on a simple parameterization scheme, 25 accepts one integer argument as the seed and uses 32 bit operations on two 32 bit integers. It was first modified to extend to 64 bit integers to accommodate the requirement of long period in RN sequences in our case. Then an index number, as one of the two integers for the bit operations, was added to the argument to control the entry point of the sequence. These steps led to a new RNG ͑64 bit-Ran4͒ of two arguments consisting a seed and an index, where a uniqueness sequence is started by the seed and random or sequential access of a particular RN in a given sequence is governed by the index. 16 We have tested the 64 bit-Ran4 extensively with an online test suite with results satisfying all statistical criteria for a high quality parallel RNG. 26 The new RNG has a very long sequence period and is also suitable for sequential calculations. At the start of a parallel MC simulation, a unique group of RNG seeds is passed to each PE and the PE establishes its own set of RN sequences through 64 bit-Ran4 for tracking the assigned package of photons.
B. Tissue phantoms and modeling of reflected light
In the simulation results reported here, we considered both homogeneous and heterogeneous tissue phantoms illuminated by an incident beam of diameter 2w at an incident angle of 0 , as shown in Fig. 1 . For homogeneous slab phantoms of finite thickness T along the z axis, the optical parameters are given by ͑ a1 , s1 , g 1 , n 1 ͒. To imitate embedded lesions in normal tissues, 27 we employed a heterogeneous tissue phantom with a region 2 of ͑ a2 , s2 , g 2 , n 2 ͒ embedded in a semi-infinite host medium, the region 1, of
For this study, we tested both cuboidal or cylindrical shapes for the embedded region 2 and found the results were identical in their main features. The cylindrical shape was adopted for region 2 with a diameter B in the x-y plane and a thickness D. The optical parameters of the heterogeneous phantoms were chosen mainly on the basis of our previously measured bulk values of the porcine and human skin tissues from 300 to 1600 nm in wavelength 20, 28 and those of melanin 2 and other pigments. 29 The parameter ranges of the two regions are listed in Table I . The reflected light from a turbid phantom illuminated by an incident beam consists of two components, one due to the Fresnel or specular reflection at the interfaces between media of mismatched refractive indices 30 and another due to the remitted light from the bulk of the phantom. Even though the two components cannot be fully separated experimentally in all cases, they are distinctive in MC simulations. In all results presented in this paper, we intentionally removed the component of the specular reflection from the reflected light signals even for zero-lens-phantom distances ͑h = 0 or NA =1͒ since it contains no quantitative information on the optical parameters of a , s , g of the phantom. Experimentally, this can be achieved by either an index-matching method 3 or placing the detector away from the specularly reflected light for phantoms with optically smooth and flat surfaces.
The reflected light signals can be analyzed in forms of either spatially resolved distributions on a surface with angle-integrated signals or angle-resolved distributions. The former is natural, because human eyes and most cameras acquire such distributions as images, and can be applied to any type of phantoms while the latter is used in analysis of ideal cases of infinitely large homogeneous phantoms illuminated by a plane wave in which the reflected light distributes uniformly at the phantom surface.
For semi-infinite homogeneous slab phantoms with plane parallel surfaces, the response to a plane-wave beam of radiance L in at the incident angles of ͑ 0 , 0 ͒ can be expressed in terms of a bidirectional reflection function R b and a bidirectional transmission function T b that yield, respectively, the outgoing radiances at exit angles of ͑ , ͒ as
for reflected light with = ͉cos ͉, 0 = ͉cos 0 ͉ and d⍀ 0 = d 0 d 0 , and
for the transmitted light. It is easy to show with a unidirectional incident beam that the above definition of reflection function R b leads to the conventional diffuse reflectance R d for homogeneous media satisfying the Lambert cosine law.
The functions R b and T b are used later in validation of our MC code with the homogeneous slab phantoms. In MC simulations of spatially resolved reflected light distributions, or reflectance images, we first obtain the density distributions of remitted photons, ͑x , y ,0 − ͒, at the air side of phantom surface of z =0 − from the MC code with a 201 ϫ 201 grid. Only those photons that can be collected through the aperture of the imaging lens are registered toward ͑x , y ,0 − ͒ to simulate the reflectance images by an ideal imaging lens with no aberrations and an numerical aperture NA= sin ␣ and a camera sensor aligned along the z axis to eliminate specularly reflected light from the air-phantom interface, as shown in Fig. 1 . Without losing generality, we assume that the transmittance of the imaging lens remains 100% over the field of view ͑FOV͒ since only the relative distribution of photons in a reflectance image is concerned. From the output of the MC code, the reflectance image R͑x , y͒ is then calculated from the following R͑x,y͒ = ͑x,y,0 − ͒/ 0 , ͑5͒ where 0 = N 0 / A is the surface density of N 0 incident photons distributed uniformly over the illuminated area A = w 2 / cos 0 at the phantom surface ͑z =0͒. For semi-infinite heterogeneous phantoms, we used the following parameters: w = 12.5 mm, maximum FOV = 41.2 mmϫ 41.2 mm covered with a 201ϫ 201 grid and d = 25 mm. To reduce the variance in the outputs of MC simulations, we averaged ͑x , y ,0 − ͒ either along the y axis or within a region selected according to the system symmetry. We investigated the dependence of R on different combinations of optical parameters in the two regions of the phantoms to study the information content of the reflectance image data. The values of optical parameters adopted in this study are based on those of porcine skin dermis with index of refraction n 1 = n 2 = 1.40 unless noted otherwise. 20 For validation purpose, we employed a configuration of homogeneous slab phantoms of small thickness T with the photons of incident beam uniformly distributed at the phantom surface with a direction of ͑ 0 ,0͒ in the MC code. The reflectance R͑x , y͒ defined in Eq. ͑5͒ was converted into an angle-resolved bidirectional form of R b ͑ , 0 ͒ by averaging R͑x , y͒ over the FOV, ͓0,2͔, and i ͓͑i −1/2͒⌬ , ͑i +1/2͒⌬͔, with ⌬ = /2M and i =0, 1, ... , M, and then multiplying the averaged R by ͑ / cos ⌬⍀͒, where ⌬⍀ =2 sin ⌬ is an element of the solid angle. The function R b ͑ , 0 ͒ can then be compared directly to the RTE calculated values according to the bidirectional reflection function R b ͑ , 0 ͒ defined in Eq. ͑3͒. Similar procedures were also used for comparison of the bidirectional transmission functions T b .
III. RESULTS
A. Code validation and performance
The parallel MC code used for imaging simulations has been developed using the kernel of the early versions that has been tested extensively. 11, 12, 19, 21 We further validated this code by comparison of the bidirectional reflection and transmission functions calculated by the MC code using semiinfinite homogeneous slab phantoms with M = 30 to those by a doubling method and compiled in the Table 35 of Ref. 4 . The results for two sets of optical parameters of ͑ a , s , g͒ and thickness T with index-matched phantoms are presented in Fig. 2 . With N 0 = 1.26ϫ 10 7 for each MC simulation of the reflection and transmission functions, the averaged fluctuation was found to be less than 2% based on ten different runs ͑defined below͒. In addition, we obtained the ratio of unscattered photons in the transmitted portion of incident light to N 0 as a function of the optical thickness = t d which agrees well with the predicted values from the Beer-Lambert law ͑data not shown͒.
We evaluated the performance of the parallel MC code in simulating the reflectance images on a computing cluster of eight nodes ͑Poweredge 1750, Dell͒ with a total of 16 PEs ͑Xeon 3.06 GHz CPU, Intel͒ using a semi-infinite homogeneous phantom and the 201ϫ 201 surface grid. Two different sets of a were used for the evaluations with s = 6.00 mm −1 , g = 0.80, and n = 1.50 and the collection angle ␣ = 90°͓see . To achieve a 2% value for ͗ / m͘, we found that the tracked photon number needs to be N = 1.09ϫ 10 9 , and t = 313 s in the case of a = 1.20 mm 
B. Effect of numerical aperture on reflectance images
We used cylindrical shaped region 2 with different optical parameters and a surface center position at ͑x c ,0,0͒ in the heterogeneous tissue phantoms to imitate an embedded lesion in the illuminated area. For most of the numerical results, region 2 was set to be symmetric with respect to the incident beam with x c = 0. Three examples of the reflectance image R͑x , y͒ are presented in Fig. 3 as observed with a camera on top of the phantoms. It should be noted that different shapes of the illuminated area between Figs. 3͑a͒ and 3͑b͒ is due to the effect of NA as the lens-phantom distance h decreases from 17.9 mm to 0. In Figs. 3͑b͒ and 3͑c͒ , only the photons exiting from the phantom surface within the circular lens aperture can contribute to the images and thus make the acquired images appear circular. The images in Fig.  3 reveal two different regions in the illuminated area in which stronger light absorption in the central region leads to smaller R and vice versa. Furthermore, the R value depends not only on the optical parameters but also on the collection angle ␣ or NA of the imaging system. These can be quantitatively analyzed by plotting the image profile R͑x , y͒ along the x axis for different NA, as shown in Fig. 4͑a͒ . Because of the symmetry, we averaged the photon density along the y axis over three rows of pixels on each side of the x axis for variance reduction. To study the effect of the symmetry of region 2, we also obtained the same set of image profiles with x c = 2.00 mm and only one off-center profile data is shown in Fig. 4͑a͒ .
From Fig. 4͑a͒ , one can see that the reflectance R increases with NA but the relative change between the two regions remains similar, indicating that the change is independent of the imaging system parameters. Based on these results, we define an image contrast C to characterize the relative change in reflectance R as
where R c is the reflectance averaged over a circle of 6 mm diameter centered at the origin and R p is the reflectance av- eraged over a concentric ring in the peripheral region of illuminated area with 10 and 22 mm as the inner and outer diameters, respectively. With these definitions, we first investigated the effect of numerical aperture NA= sin ␣ of the imaging system by obtaining C as a function of NA for three different heterogeneous phantoms. The results obtained with region 2 placed at the center and off-center are presented in Fig. 4͑b͒ , which shows that C has a very weak dependence on ␣ and is independent of the region 2 location. In fact, the relative difference between the values of C at NA= 1.00 and 0.087 is 0.50%, 1.8% and 4.8% for the cases of a2 = 0.15, 1.2, 2.0 mm −1 , respectively in Fig. 4͑b͒ . For this reason we adopted ␣ = 90°or NA= 1.00 in the following results for fast simulations with reduced variance.
C. Dependence of the image contrast on phantom parameters
MC simulations with different sets of optical parameters ͑ a , s , g , n͒ between the two regions of heterogeneous phantoms have been carried out to find the relations between the image contrast C and phantom parameters. An analysis of these numerical image data demonstrated an interesting relation in that C depends mainly on the single-scattering albedo a 2 = s2 / ͑ a2 + s2 ͒ in the central region relative to the albedo a 1 in the peripheral region when a 1 ϳ a 2 and g 1 = g 2 . These results are presented in Fig. 5 with the thickness of embedded region D = 0.75 mm.
The effects of the embedded region thickness D and incident angle 0 were determined on the contrast and image profiles. The contrast C is plotted in Fig. 6͑a͒ as a function of D at a fixed value of 0 = 30°for different sets of a2 and s2 in the embedded region. The results show that the contrast of reflectance image is sensitive to D as long as D is comparable to the photon transportation depth l tr defined as 1/͓ a + s ͑1−g͔͒. We also obtained C as a function of 0 at fixed values of D and found that C exhibits almost no changes with 0 varied from 0°to 90°. However, a close examination of the reflectance images indicated that the linear image profile R͑x ,0͒ display a strong dependence on 0 , as shown in Fig. 6͑b͒ . Finally, we investigated the dependence of image contrast on the anisotropy factor g 2 and refractive index n 2 of the central region in the heterogeneous phantoms and typical data are presented in Fig. 7 . These results show that the image contrast C is quite sensitive to the value of g 2 of the embedded region but nearly independent of n 2 . The sensitivity of C on g 2 can be attributed to the fact that about 20% of remitted photons experience less than five-scattering events in the MC simulations and the spatial distribution of these nondiffusive photons is affected by the scattering phase function or anisotropy factor. 
IV. DISCUSSION
The simplicity and flexibility of the MC methods have been well documented for solving various boundary-value and other problems accurately. 15 In fact, the MC methods for RTE-based problems have often been used as the standard against which other methods such as the diffusion approximations are evaluated. For a long time, MC simulations have been regarded as a time-consuming method for image modeling because of the need to track large number of photons to reduce variance in the image signals with small sampling sizes. In this paper, we demonstrated that with algorithm optimization and code parallelization the MC method can generate reflectance images with a large number of pixels ͑ϳ4 ϫ 10 4 ͒ and negligible variance ͑2% or less͒ within minutes on a 16 PE cluster. By comparison, our test runs on a single PE of the same cluster indicated that it took about 10 hours using an existing and widely used MC code 9,10 to generate similar reflectance images of the same variance. One should note that further improvement of MC code performance from what we described here is possible with prestored RNs, increase of data communication speed using the new generation of computers with 64 bit bus and larger computing clusters. As the performance-to-price ratio of computers continues to increase, one may anticipate the use of MC method as a fast and accurate tool for forward modeling of imaging data in many types of application, including optical tomography of turbid media, over the coming years.
Several results presented in this paper on reflectance images are significant. First, we proved that the NA of the imaging system or the light collection angle ␣ does not affect the contrast C of the reflectance images from turbid tissue phantoms even though the reflectance exhibits a sensitive dependence. Therefore, an analysis of image contrast through simulation of reflectance images can be conducted with large NA or ␣ for reduced variance or shortened computing time. Increasing NA in the measurement of the reflected light signals could also enhance signal-to-noise ratio of the acquired images, without affecting image contrast, because the dark-current and readout noises of a typical imager are independent of NA. We have also shown in Fig. 5 that the contrast converges to 0 for the heterogeneous phantoms in which the two regions of different absorption and scattering coefficients have matched single-scattering albedos ͑a 1 = a 2 ͒. This is clearly a consequence of the renormalization scheme we defined in Eqs. ͑1͒ and ͑2͒. Despite the fact that the above equations are based on geometric optics and the radiative transfer theory, their correctness remains to be checked against experimental results using heterogeneous turbid phantoms of accurately known optical parameters and carefully matched albedos. This task is currently underway in our lab.
The thickness of lesions embedded in normal tissue is, among others, an important parameter in the diagnosis and staging of dysplastic and malignant lesion in early stages. The simulation results in Fig. 6͑a͒ show that the contrast of the reflectance images from a two-region heterogeneous phantom increase with D and reaches a saturation level when D exceeds about 3l tr in the central region. These data demonstrated that the average penetration depth of the reflected photons from the phantom bulk is about 3l tr , and thus reflectance image signals cannot be used to determine lesion thickness when D Ͼ 3l tr . Combined with the results displayed in Figs. 5 and 7, it is concluded that both optical and geometric parameters affect the reflectance image contrast. For most of the biological tissues in the visible and near-infrared regions, such as the skin and pigmented lesion tissues, the values of the bulk absorption and scattering coefficient ranging from 0.1 to 10 mm −1 and g from 0.4 to 0.9. 2, 20 This yields the values of 3l tr to be in a range from 0.1 to 5 mm as a zone of detection for optical reflectance imaging where the existing imaging modalities are not very effective. Furthermore, this detection zone contains the superficial tissue layers where most of the dysplastic and malignant lesions begins in their early stages. We would also like to point out that the depth of the embedded lesion can be determined by acquiring reflectance images either at multiple incident angles with a singlewavelength illumination, as demonstrated by the data in TiO 2 powders and pigments is currently underway. The optical parameters of the tissue phantoms are to be determined with another established method 21 using the thin disk copies of the identical phantom materials so that the numerical results reported here can be independently verified. It should be noted that the current MC algorithm does not account for the variation in polarization states during photon transportation. Several polarization MC algorithms have been reported, as summarized in Ref. 31 . But code implementation and experimental validations are limited only to microsphere suspension based phantoms for which the Mueller matrix elements can be accurately derived from Mie theory. In contrast, biological tissues have structures much more complex than the simple two-component systems of microsphere suspensions. Therefore the modeling of photon polarization changes in tissues, including proper implementation in MC codes, is a difficult problem, which remains open to this date. Without accurate modeling, information related to polarization change will most likely remain as a means to separate the coherent reflected light due to index mismatch from the multiply scattered light emerging from the tissue bulk, 32 which has been studied in this paper.
In summary, we demonstrated in this paper that the MC method can be implemented as an accurate and fast modeling tool to quantitatively model the reflectance image data acquired from biological tissues. The numerical aperture of an imaging system has been found to have little effect on the image contrast which was used to reduce variance for fast MC simulations with large collection angles. A numerical study of the reflectance images from heterogeneous tissue phantoms reveals that rich information on the structural and optical parameters of an embedded lesion can be extracted from the reflectance image data. Most importantly, it has been shown that each of the three optical parameters ͑ a , s , g͒ correlate with the reflectance image data, which provide a solid foundation to develop a robust inverse algorithm to inversely determine those parameters by the multispectral reflectance imaging method in the near future. These results strongly suggest that the multispectral reflectance imaging method, when combined with the parallel MC method for forward calculations and an efficient inverse algorithm, has the potential to yield a noninvasive, functional and lowcost method of submillimeter resolution for the diagnosis of dysplastic and malignant lesions in the superficial tissue layers.
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