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HOMOTOPY QUOTIENTS AND COMODULES OF
SUPERCOMMUTATIVE HOPF ALGEBRAS
THORSTEN HEIDERSDORF AND RAINER WEISSAUER
Abstract. We study induced model structures on Frobenius cate-
gories. In particular we consider the case where C is the category of
comodules of a supercommutative Hopf algebra A over a field k. Given
a graded Hopf algebra quotient A→ B satisfying some finiteness condi-
tions, the Frobenius tensor category D of graded B-comodules with its
stable model structure induces a monoidal model structure on C. We
consider the corresponding homotopy quotient γ : C → HoC and the
induced quotient T → HoT for the tensor category T of finite dimen-
sional A-comodules. Under some mild conditions we prove vanishing
and finiteness theorems for morphisms in HoT . We apply these results
in the Rep(GL(m|n))-case and study its homotopy category HoT .
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1. Introduction
1.1. Model structures for representations of supergroups. In this ar-
ticle we study a way to construct model structures on an abelian Frobenius
category C. The constructions are generalizations of a model structure natu-
rally appearing in the representation theory of the general linear supergroup
GL(m|n). In the supergroup case the model structure gives an abstract way
to think about resolutions by Kac modules. The associated homotopy cate-
gory (in the sense of Quillen) in turn is interesting since its monoidal struc-
ture can be seen as an approximation of that of Rep(GL(m|n)). So before
we wade into technical matters, let us consider the GL(m|n)-case first.
We work in this case over an algebraically closed field of characteristic 0. The
supergroup GL(m|n) contains the parabolic subgroup P (m|n)+ of upper
triangular block matrices. An irreducible representation of weight λ of the
even subgroup G0 = GL(m)×GL(n) can be trivially extended to P (m|n)
+
and then induced to GL(m|n). This parabolic induction yields the so-called
Kac modules
V (λ) = Ind
GL(m|n)
P (m|n)+
LP (λ),
the universal highest weight modules in Tm|n = Rep(GL(m|n)). They are
the standard modules in the highest weight category Tm|n. The twisted dual
V (λ)∗ (see section 13) (also called anti Kac module) is then the correspond-
ing costandard module. The full subcategory T+ of representations with a
filtration by Kac modules (simply called Kac objects) and the full subcate-
gory T− of representations with a filtration by anti Kac modules (called anti
Kac objects) are orthogonal in the sense that
Ext1(T+,T−) = 0
Furthermore T+ ∩ T− = Proj (every tilting module is projective).
It can easily be shown that a module M is in T− if and only if its re-
striction to P (m|n)+ is projective, i.e. zero in the stable category of
Rep(P (m|n)+) (or equivalently injective, since projectives and injectives
coincide in Rep(P (m|n)+) and also Rep(GL(m|n))). The stable category it-
self can be realized as the homotopy category of a model category. Roughly
speaking a model category is a category with three classes L (the cofibra-
tions), R (the fibrations) and W (the weak equivalences) of morphisms en-
joying various lifting properties. Its homotopy category is then the local-
ization by the class of weak equivalences. The categories Rep(P (m|n)+)
and Rep(GL(m|n)) are related by the faithful restriction functor Res, its
left adjoint Coind and its right adjoint Ind. It can be easily seen that
Coind ∼= Ind and hence both are exact. This situation remains true if
we allow all algebraic representations of GL(m|n) (those corresponding to
arbitrary comodules of k[GL(m|n)]), not just the finite dimensional ones.
Indeed every algebraic representation is an inductive limit of finite dimen-
sional ones, and hence the algebraic representations can simply be identified
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with the ind-category Rep(GL(m|n))∞. By the functorial construction of
the ind-category, the functors Res,Coind and Ind extend with the same
properties.
We are now in the following setting: Two abelian categories
C = Rep(GL(m|n))∞,D = Rep(P (m|n)+)∞
which are related by two exact functors U = Res and F = Coind
HomC(FX, Y ) ∼= HomD(X,UY ).
A standard construction in model category allows to transfer a model
structure on a model category D to a model structure on a category C pro-
vided there is a Quillen adjunction between them: An adjunction (F,U)
such that F maps cofibrations to cofibrations and U maps fibrations to fi-
brations. In the case the model structure on D is cofibrantly generated, these
conditions simplify, but in our specific situation we will have to sacrifice the
finite dimensionality and pass to the ind categories in order to satisfy the
requirements.
Hence the stable model structure on Rep(P (m|n)+)∞ defines a model struc-
ture on Rep(GL(m|n))∞. Every model category comes with two distin-
guished classes of objects, the fibrant objects, namely the objects X such
that 0→ X (where 0 is the initial object) is in L, and the cofibrant objects
X where X → ∗ (where ∗ is the terminal object) is in R. In our model cat-
egory every object is fibrant, so we also consider the trivially fibrant objects
X where X → ∗ is in R∩W. The cofibrant objects define the full subcate-
gory C+ and the trivially fibrant objects the full subcategory C−. Then C−
is the ind-category of the anti Kac objects T− and C+ is the ind-category of
the Kac objects T+. These two categories satisfy
Ext1(C+, C−) = 0
and form a cotorsion pair on T ∞m|n.
Every model category C can be localized by the weak equivalences W. The
localization is called the homotopy category HoC of C. By definition of our
model structure on T ∞m|n, a morphism f is in W if and only if Res(f) is
a weak equivalence for the stable model structure on Rep(P (m|n)+)∞. It
follows that the kernel of the functor T ∞m|n → HoT
∞
m|n to the homotopy
category consists of the trivially fibrant objects C−, the inductive limits of
objects in Tm|n with an anti Kac filtration. If we take instead the parabolic
subgroup P (m|n)− of lower triangular block matrices for the definition of
our model structure, the roles of C+, T+, C− and T− switch.
One of the most important features of a model category is that every object
X has a cofibrant replacement QX → X with QX ∈ C+ and kernel in C−.
While these cofibrant replacements may seem to be a bit abstract on first
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sight, note that in the GL(m|n)-case a cofibrant replacement, say of L(λ),
is given by an exact sequence
0→ A→ QL(λ)→ L(λ)→ 0
with QL(λ) ∈ T ∞+ and A ∈ T
∞
− . The minimal cofibrant replacements
(called the minimal model of L(λ)), if they exist, have a rather special form.
We show in lemma 10.6 that atypical irreducible objects have a minimal
model. To capture this we define a canonical degree filtration 14.1 (analog
to the weight filtration in algebraic geometry) for each object with a Kac
filtration. By lemma 14.1 each objectM ∈ T+ has a filtration by submodules
Fi(M) ∈ T+ such that
. . . ⊆ Fi−1(M) ⊆ Fi(M) ⊆ Fi+1(M) ⊆ . . .
and
Fi(M)/Fi−1(M) =
⊕
λ
V (λ)
holds for certain Kac modules V (λ) ∈ T+ of degree deg(λ) = i. This degree
filtration extends to C+ and in particular to the minimal model of L(λ). The
minimal model lies in the exact subcategory Cpol+ : objects M with a degree
filtration F such that Fk(M) = 0 for some k ∈ N and dim gr
F
i (M) < C ·P (i)
for all i where C = C(M) is a constant and P = P (M) a polynomial. To a
Kac module V (λ) we assign the power series
q−deg(λ)[V (λ)] ∈ K0(T )[[q
−1]]
and extend this to sequential inductive limits of Kac-modules of polynomial
growth via the degree filtration. Likewise we can associate a power series
to any object in C− of polynomial growth. To link this to irreducible repre-
sentations, we assign to L(λ) the power series q−deg(λ)[L(λ)]. This extends
to the exact subcategory Cpol ⊂ C of inductive limits of polynomial growth
of finite dimensional modules. Under the ring homomorphism K0(C
pol
+ ) to
K0(C
pol) given by
q−deg(λ)[V (λ)] 7→
∑
L
q−deg(L)[L]
where L runs over the irreducible constituents of V (λ), the minimal model
0→ A→ ΩL(λ)→ L(λ)→ 0
gives via identifications in the power series ring the formula
[L(λ)] = [ΩL(λ)]− [A].
Since the class of a Kac object V is the same as the one of the anti Kac
object V ∗ for the twisted dual ()∗ on Tm|n, this can be seeing as analogous
to the resolutions of L(λ) by Kac objects used for example by Serganova
[Se96].
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A particular important feature of the GL(m|n)-case is the existence of a
monoidal structure on HoC such that C → HoC is a tensor functor. We
discuss this in more detail in section 1.6.
1.2. Induced model structures coming from Frobenius pairs. We
axiomatize the setting of the GL(m|n)-case now in the hope that the ab-
stract mechanism to operate with Kac modules of Tm|n might be useful in
other contexts. The representation categories are replaced by two abelian
Frobenius categories C,D
Rep(GL(m|n))∞  C
Rep(P (m|n)+)∞  D
and the functors Res and Coind by two functors U and F
Res U
Coind F.
We are assume now that we are given the following data - called a Frobenius
pair (C,D) - as in section 4.1:
(1) two abelian Frobenius categories C, D such that D satisfies the ad-
ditional conditions FC.1 - FC.4 (described in section 3), and
(2) an adjoint pair of functors U,F between them satisfying
HomC(FX, Y ) ∼= HomD(X,UY )
such that U and F are exact and U is faithful.
Under these conditions the cofibrantly generated stable model structure on
D induces a model structure on C. More precisely the model structure
(L,R,W) on C satisfies f ∈ W if and only if U(f) ∈ WD where the latter is
defined via stable equivalence.
If we denote by C+ the cofibrant objects and by C− the trivially fibrant
objects in this model structure, this defines a cotorsion pair in the sense of
[BR07] [Ho02] on C, and so in particular
Ext1(C+, C−) = 0.
We stress that we do not obtain just a single model structure on C in this
way. Indeed any such pair (C,D) will give rise to a different cotorsion pair,
a different model structure and a different homotopy category.
Theorem. (Theorem 5.1) The homotopy category HoC of the model cate-
gory C is equivalent as a triangulated category to the stable category C+/PC .
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1.3. Comodule categories. We apply this construction to the case where
C is the category of (graded) comodules of a supercommutative Hopf algebra
A over a field k (with char(k) 6= 2). Then C is the ind-category of the
category T of finite-dimensional comodules, and it is a Frobenius category
if T is one. If A→ B is a quotient of supercommutative Hopf algebras, then
their comodule categories C and D are related by induction and restriction
functors. These need not satisfy the strong conditions imposed above. We
call a pair (A,B) or the corresponding pair of affine supergroup schemes
(H,G) where H ⊂ G, a Frobenius pair if the comodule categories C =
Comod(A) and D = Comod(B) are Frobenius categories and G0 ⊂ H ⊂ G
where G0 is the underlying even algebraic group of G. In particular for any
Frobenius pair the functor Res : Rep(G)∞ → Rep(H)∞ has a left and right
adjoint which are isomorphic. In this situation we obtain a model structure
on C as in section 4. We point out that the same constructions also define a
model structure (and hence a cotorsion pair) on the ind-category of Rep(G)
if H ⊂ G are finite groups (considered as algebraic groups) over a field of
characteristic p 6= 2 such that |H| is not prime to p. We have not explored
this further.
1.4. Monoidal model structures. So far we have not used any monoidal
properties of our categories. Since the comodule category C is a tensor
category, we want of course that HoC is again a tensor category such that
the localization functor C → HoC is a tensor functor. This requires that the
model structure on C is compatible with the usual tensor product on C and
C carries a monoidal model structure.
Theorem. (Theorem 7.1) C is a monoidal model category and the functor
γ : C → HoC is a tensor functor.
We may pass from a supercommutative Hopf algebra to the associated
affine supergroup scheme G. Then the category T of finite dimensional co-
modules is equivalent as a tensor category to the finite-dimensional algebraic
representations of G. If G is an algebraic supergroup and has reductive even
part (e.g. G is a basic supergroup such as GL(m|n) or OSp(m|2n))), then
the algebraic representations T are a Frobenius category; and so our con-
struction yields a cotorsion pair and a model structure on C ≃ Rep(G)∞ for
any embedded subgroup G0 ⊂ H ⊂ G with reductive even part H0. The
kernel of γ : C → HoC are then simply the representations which restrict to
a projective representation on the subgroup. While the construction of the
model structure works in this generality, one needs to choose H carefully to
get an interesting theory alike to the GL(m|n)-case.
1.5. Categories with weights. Now let T be the category of finite dimen-
sional representations of a (connected) algebraic supergroup G with reduc-
tive G0 over an algebraically closed field k of characteristic char(k) = 0 and
let C be its ind-category. There is a notion of weights with an ordering ≤
defined between weights. Then we can define T ≤w and C≤w to be the full
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subcategories of objects whose simple subquotients L(λ) all satisfy λ ≤ w.
We axiomatize this situation and assume from section 9 onwards that our
categories C,D are categories with weights, a weaker notion than that of a
highest weight category. We then show
Theorem. (Theorem 9.3) Every object in C≤w has a cofibrant replacement
Z where Z is a direct sum of an injective object and an object in C≤w.
This theorem is important because it gives of some control on the mor-
phism spaces in HoC since
HomHoC(X,Y ) ≃ HomC(QX,Y )/ ∼
by theorem 5.1. As an application we deduce the following important
vanishing theorem:
Theorem. (Theorem 11.2) If (C,D) are categories with weights
HomHoC(QL(µ), L(λ)) = 0 hence [L(µ), L(λ)] = 0
for any irreducible objects L(λ), L(µ) for which µ < λ.
Under some additional natural conditionsA.1 -A.4 formulated in section
11.2 we deduce from this
Corollary. (Theorem 11.5) If assumptions A.1 - A.4 hold, [L(λ), L(λ)] =
k · idL(λ).
The most important special for us occurs if C = Rep(G)∞ where G is an
algebraic supergroup with reductive even part G0, e.g.
G = GL(m|n), OSp(m|2n), P (n), Q(n)
or one of the exceptional simple supergroups. Any subgroup H with G0 ⊂
H ⊂ G defines a model structure on Rep(G)∞ (e.g. the upper triangular
block matrices in G or a maximal parabolic containing G0), but it is not even
clear in the OSp(m|2n)-case what the appropriate analogue of P (m|n)+ ⊂
GL(m|n) should be. Put T = Repk(G) and TH = Repk(H) (or a related
tensor category Repk(µ,G) etc.). Attached to the pair (H,G) we consider
the ind categories C of T and D of TH . We consider the following chain of
functors
γ : C → HoC = C+/ ∼stable
Let H = HoT be the full triangulated tensor subcategory of HoC generated
by the image of T under γ. Then there is the functor
γ : T → H = HoT
which in general is neither surjective nor injective on the set of morphisms.
Conjecture. (Conjecture 11.9) If assumptions A.1 - A.4 hold and C =
Rep(G)∞ for an algebraic supergroup with reductive even part,, dim[X,Y ] <
∞ for any X,Y ∈ T .
This conjecture is a theorem in the GL(m|n)-case.
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1.6. The GL(m|n)-case. In part II of our paper we study the aforemen-
tioned case of the Frobenius pair (P (m|n)+, GL(m|n)). Our main technical
result theorem 13.10 is that for any object X in T there exists a cofibrant
replacement qX : QX → X with particularly nice properties.
Theorem. (Theorem 13.10) For any object X in T there exists a cofibrant
replacement qX : QX → X in C with the following property: For any Y
in T there exists a subobject K ′ ∈ QX of finite codimension contained in
Kern(qX) such that K
′ ∈ C− and such that HomC(K
′, Y ) = 0.
Of course this is proven by giving an explicit construction of a cofibrant
replacement q : Ω→ 1 for the trivial representation in lemma 13.7 and then
formingQX = Ω⊗X. An immediate consequence is the finite dimensionality
of [X,Y ] for any X,Y ∈ T .
We already explained in the beginning of the introduction that these cofi-
brant replacements should be seen as an abstract version of resolutions of ob-
jects by Kac objects. Similarly the dimension of the Hom space [L(λ), L(µ)]
has a more concrete interpretation in the GL(m|n)-case. Note that
[L(λ), L(µ)] = HomC+(QL(λ), L(µ)) = HomC(QL(λ), L(µ))
if QL(λ) is clean by corollary 10.7. Using that QL(λ) ∈ Ind(T+) and that
HomC(V (λ), V (µ)
∗) = δλµk
by [Ge98, Proposition 3.6.2], one proves
dimHomC(QL(λ), V (µ)
∗) = [QL(λ) : V (µ)],
the latter being the multiplicity of V (µ) in QL(λ). Since every morphism
of QL(λ) → L(µ) extends via L(µ) →֒ V (µ)∗ to a morphism to V (µ)∗, we
obtain
dim[L(λ), L(µ)] ≤ [QL(λ) : V (µ)].
We do not know any direct representation theoretic interpretation of
dim[L(λ), L(µ)].
1.7. A second interpretation of HoT . The construction of well-behaved
cofibrant replacements of objects in T = Tm|n also enables us to give a
different interpretation of HoT :
Theorem. (Theorem 13.13) HoT is equivalent as a tensor category to the
Verdier quotient of the stable category T by the thick tensor ideal T− of anti
Kac modules.
This theorem should not be read as the statement that we should view
HoT simply as that Verdier quotient. Instead both interpretations have
their advantages. While theorem 13.13 gives a more concrete description of
HoT , the important cofibrant replacements (i.e. the infinite resolutions by
Kac objects) live naturally in the model theoretic interpretation.
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The category HoT is a k-linear rigid symmetric monoidal category with
EndHoT (1) = k, and the tensor ideal of negligible morphisms N (the largest
proper tensor ideal of HoT ) is defined (see section 16).
Theorem. (Theorem 16.4) For GL(m|n) the quotient HoT /N is the
semisimple representation category of an affine supergroup scheme.
Parts of our motivation to study HoT comes from our search of under-
standing the complicated monoidal structure of Tm|n. Recent results in
this area include the classification of thick ideals of Tm|n in [BKN17], a
semisimplicity theorem about the Duflo-Serganova functor [HW14], a struc-
tural computation of tensor products up to superdimension 0 [He15] [HW15]
and explicit tensor product decompositions for special classes of represen-
tations [He17]. One of the interesting aspects of the homotopy category is
that it is the natural habitat of the Duflo-Serganova cohomology functor
DS : Tm|n → Tm−1|n−1 and its extension DS : Cm|n → Cm−1|n−1 to the ind
completion. Indeed the DS functor factorizes over the homotopy category
and induces a tensor functor (see section 15.3)
DS :HoCm|n → HoCm−1|n−1
DS :HoTm|n → HoTm−1|n−1
which might allow us to study the homotopy categories or their semisimple
quotients inductively. Despite all these results the overall understanding of
the tensor category T is rather poor. Passing toHoT simplifies the monoidal
structure at the prize of complicating the category, as the following special
case shows.
1.8. The GL(m|1)-case. In the final sections we look at the GL(m|1)-case.
We compute morphism spaces between irreducible objects and use this to
determine the indecomposable objects in HoTm|1. In the homotopy category
HoTm|1 every indecomposable representation of non-vanishing superdimen-
sion becomes isomorphic to an irreducible representation. Hence the irre-
ducible representations inHoT /N are parametrized by the atypical weights.
Therefore HoT /N agrees with the quotient Im|1/N where Im|1 is the full
tensor subcategory of Rep(GL(m|1)) of direct summands in iterated tensor
products of irreducible representations. The latter has been determined in
[He15] and we obtain
Proposition. (Proposition 18.2) HoT /N is monoidal equivalent to the su-
per representations of GL(m|1)×GL(1).
The entire quotient Tm|1/N is tensor equivalent to the super representa-
tions of (GL(m − 1) × GL(1) × GL(1)). Hence passing to HoT simplifies
the complete quotient Tm|1/N , but retains all the information about the
tensor products of irreducible representations. This might generalize to the
GL(m|n)-case. In fact let Im|n denote the full tensor subcategory of Tm|n of
direct summands in iterated tensor products of irreducible representations
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and consider the full triangulated subcategory HoIm|n in HoTm|n generated
by the image of Im|n. Then it seems plausible that
Im|n/N ≃ HoIm|n/N .
In particular each indecomposable object of non-vanishing superdimension
in Im|n would stay indecomposable in HoC.
Part 1. Induced model structures on categories of comodules
2. Background on model categories
2.1. Model structures. For categories we assume that the morphisms be-
tween two objects form a set. A category is small if its objects define a set.
A category C has all small limits and colimits, if limits and colimits exist for
all functors from small categories to C. A category C with small limits and
colimits is a model category in the sense of [Ho99] if C has a model structure.
A model structure consists of classes W,L,R of morphisms (weak equiva-
lences, cofibrations, fibrations) such that if two of three morphisms f, g, f ◦g
are in W also the third is in W.
We require the following three axioms [Ho99, Definition 1.1.3]: the retract
axiom, the lifting axiom and the factorization axiom. The lifting axiom
postulates the existence of a lifting h for commutative diagrams
A
i

f // C
p

B
h
??
g // D
where i ∈ W ∩ L and p ∈ R, or where i ∈ L and p ∈ W ∩ R (trivial
fibrations). The factorization axiom states that every morphism f can be
(functorially) written in the form f = ψ ◦ ϕ for certain ϕ ∈ W ∩ L and
ψ ∈ R, and also for certain ϕ ∈ L and ψ ∈ W∩R. The retract axiom states
that L, R or W are stable under retracts.
2.2. Morphisms, fibrations and cofibrations. We recall the following
definitions [Ho99, Definition 2.1.7]:
Definition 2.1. Let I be a set of morphisms in C.
(1) A morphism p : C → D is called I-injective, if it has the right
lifting property (see diagram above) with respect to all morphisms
i : A→ B in I. The class of I-injective maps is denoted Iinj.
(2) A morphism i : A→ B is called I-projective, if i has the left lifting
property with respect to all morphisms p : C → D in I. The class
of I-projective maps is denoted Iproj.
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(3) A morphism is an I-cofibration if it has the left lifting property with
respect to all I-injective maps. The class of I-cofibrations is the class
(Iinj)proj and is denoted Icof .
(4) A morphism is an I-fibration if it has the left lifting property with
respect to all I-projective maps. The class of I-fibrations is the class
(Iproj)inj and is denoted Ifib.
The trivial fibrations R∩W are the L-injective morphisms and L∩W are
the R-projective morphisms ([Ho99, lemma 1.1.10]). Since f = p ◦ i with
p ∈ R ∩W and i ∈ L implies i ∈ W for f ∈ W, hence L and R determine
W = (R∩W) ◦ (L ∩W) .
L and R are closed under compositions, (trivial) cofibrations are stable un-
der pushout and (trivial) fibrations are stable under pullback [Ho99, Corol-
lary 1.1.11]. C has initial objects 0 and terminal objects ∗.
Definition 2.2. Let C+ resp. C− denote the full subcategory of objects X
in C for which 0 → X is in L resp. X → ∗ is in R ∩W. Objects in C+ are
called cofibrant and objects in C− trivially fibrant.
2.3. Cofibrant generation. Suppose C admits arbitrary small limits and
colimits. An object X ∈ C is called small, if it is κ-small for some cardinal
κ: for all κ-filtered ordinals λ and all λ-sequences Yi of morphisms in I
the canonical morphism co limi<λHom(X,Yi) → Hom(X, co limi<λ Yi) is
an isomorphism ([Ho99, p.29]). There is a similar notion for smallness with
respect to a subcollection of the morphisms of C. A model category is
cofibrantly generated, if there exist sets of morphisms J and I, such that
the domains of the morphisms in I (resp. J) are small with respect to
I-cellular (resp. J-cellular) maps and if
• The fibrations R are the J-injective morphisms Jinj
• The trivial fibrations W ∩R are the I-injective morphisms Iinj.
Then L = (Iinj)proj = Icof and L ∩W = (Jinj)proj = Jcof . Hence
L and L ∩ W are uniquely determined by I and J , such that I ⊂ L and
J ⊂ L ∩W.
2.4. Quillen adjoint functors. Quillen adjoint functors are adjoint func-
tors F : D → C and U : C → D
HomC(FX, Y ) = HomD(X,UY )
between model categories D and C such that one of the following three
equivalent conditions holds (see [DS95, p.43])
• F maps (trivial) cofibrations to (trivial) cofibrations
• U maps (trivial) fibrations to (trivial) fibrations.
• F maps cofibrations to cofibrations and U maps fibrations to fibra-
tions.
If D is cofibrantly generated by J and I this holds if FI ⊂ LC and FJ ⊂
LC ∩WC (see [Ho99, p.14 and p.36, Lemma 2.1.20]).
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2.5. Monoidal model structure. A symmetric monoidal category (C,⊗)
(see [Ho99, p.101 ff]) will be called closed monoidal, if internal Hom’s exist
with functorial isomorphisms
HomC(X ⊗ Y,Z) ∼= HomC(X,Hom(Y,Z))
and the properties of [Ho99, Definition 4.1.13]. A model structure on a
closed symmetric monoidal category C is called a symmetric monoidal model
category if it satisfies the following two conditions [Ho99, Definition 4.2.6]:
(1) The tensor functor C × C → C is a Quillen bifunctor [Ho99, Definition
4.2.1].
(2) If the unit 1C is not cofibrant, factor 0→ 1 into a cofibration and a
trivial fibration q : Q1→ 1. Then we require that q⊗ id : Q1⊗X →
1⊗X and id⊗ q : X ⊗Q1→ X ⊗ 1 are in W for all cofibrant X).
3. The stable module category of a Frobenius category
An abelian (or more generally an exact) category D is a Frobenius category
if it has enough projectives and enough injectives, and if the subcategories
PD of projective objects and the subcategory ID of injective objects coincide
PD = ID.
Attached to an exact category D with enough injective objects is its stable
category D [Ha] which is a suspended category. It has the same objects as
D. A morphism of D is an equivalence class f of a morphism f : X →
Y in D modulo the subgroup of morphisms factoring through an injective
module. Objects X,Y ∈ D are called stably equivalent if they become
isomorphic in D. The suspension SX = X[1] of X is defined via an exact
sequence (X, IX, SX), where i : X → IX is an injective resolution and
SX = IX/i(X). Any morphism f : X → Y lifts to a morphism If : IX →
IY , hence defines a suspension morphism SX → SY whose equivalence class
Sf is well defined in D, i.e. independent of the resolutions and the choice of
the lift If . Associated to an exact sequence (X,Y,Z, j, p) in D is a standard
triangle (X,Y,Z, i, p, ∂) in D, where ∂ : Z → SX is the well defined class of
the right vertical arrow
X 
 j // Y

p // // Z
∂

X 
 i // IX // // SX
in D. A triangle (A,B,C, a, b, c) in D is called distinguished, if it is isomor-
phic to a standard triangle in D. Thus D becomes a suspended category. If
the exact category D is a Frobenius category, D is a triangulated category
(see [Ch11], [Ha] or [Ke96, p.9]). This is shown by using the loop functor
defined by a projective resolution in a similar way. The following lemma is
well-known.
HOMOTOPY QUOTIENTS 13
Lemma 3.1. If D is the stable category of a Frobenius category D, then for
n ≥ 1
ExtnD(A,B)
∼= HomD(A,B[n]) .
If D has arbitrary coproducts, the stable category D has arbitrary coprod-
ucts as well since the coproduct of objects Xi, i ∈ I, in D is represented
by the coproduct
⊕
i∈I Xi in D (both categories have the same objects).
Furthermore coproducts of projective objects are projective. From [Ne01,
Proposition 1.6.8 and Lemma 3.2.10] we easily conclude
Lemma 3.2. Let D be a Frobenius category with arbitrary coproducts. Let
H be a quotient category of the triangulated stable category D of D devided by
a thick triangulated subcategory. Then H is pseudo-abelian and has arbitrary
coproducts, and the functor D → H commutes with arbitrary coproducts.
A particular example of a Frobenis category is the category of left R-
modules of a Frobenius ring as in [Ho99, 2.2]. In this setting the stable
category of R-mod carries a cofibrantly generated model structure [Ho99,
Theorem 2.2.12]. A general Frobenius category D carries a model structure
for which the associated homotopy category is the stable category [Li17].
Under mild additional conditions D is the homotopy category of a cofibrantly
generated model structure on D.
Assume the properties FC.1-FC.4.
FC.1 D has small limits and colimits
FC.2 Any object of D is small with respect to D in the sense of [Ho99,
p.29]
FC.3 There exists a set PD of projective objects in D being generators of
D in the sense that any nontrivial object X of D admits a nontrivial
morphism P → X for some P ∈ I. We call PD an admissible set of
projectives and denote by J the set of monomorphisms 0 → P for
P ∈ PD.
FC.4 There exists a set I of monomorphisms i : A → B in D containing
J such that X ∈ D is in ID if and only if i
∗ : HomD(B,X) →
HomD(A,X) is surjective for all i ∈ I. We call I an admissible set
of monomorphisms.
We ignore whether these conditions can be relaxed. The proof of the
following lemma is analog to the proofs of [Ho99] and [Li17] and will be
skipped.
Lemma 3.3. A Frobenius category D with the properties FC1-4 carries a
cofibrantly generated model structure called the stable model structure. The
fibrations are the epimorphisms, the trivial fibrations are the split epimor-
phisms with kernel in ID. The cofibrations are the monomorphisms, and the
trivial cofibrations are the split monomorphisms with cokernel in PD. Every
object is fibrant and cofibrant. The associated homotopy category HoD is the
stable category D of D. The morphisms in W consist of the morphisms for
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which Exti(X, f) and Exti(f,X) are isomorphisms for all objects X ∈ D
and all i ≥ 1. The model structure is cofibrantly generated by I and J as
above.
4. Induced model structure
4.1. Induced model structures. The following construction of D. M. Kan
can be used to lift model structures from a cofibrantly generated model
category to another [Hi03, Theorem 11.3.1, Theorem 11.3.2]. Let D be
a cofibrantly generated model category generated by JD and ID (we may
assume ID contains JD). Let C be a category with small limits and colimits
and adjoint functors
F : D → C , U : C → D
such that Hom(FX, Y ) = Hom(X,UY ). Suppose U is faithful. Put J =
F (JD) and I = F (ID) and suppose
U(Jcof) ⊂ WD
(and certain smallness conditions in C automatically fulfilled in our later
cases). Then there exists a model structure (L,R,W) on C generated by J
and I such that: f ∈ W if and only if U(f) ∈ WD. The functors (F,U)
define a Quillen adjunction.
The abelian case. We will only apply this in the case where C and D are
abelian categories. So let us always assume this in the following. Recall
that for an adjoint pair of functors F : D → C and U : C → D between
abelian categories F preserves colimits and U preserves limits (e.g.[GM96,
p.137]). Hence, if F is left exact (U is right exact), then F (resp. U) is exact
and U preserves injectives (resp. F preserves projectives). The adjunction
morphisms ad : FUX → X are epimorphisms if U is faithful U(Z) = 0 ⇔
Z = 0 ([GM96, p.61 formula II.16]). Similarly the adjunction morphisms
Y → UFY are monomorphisms if F is faithful F (Z) = 0⇔ Z = 0.
Proposition 4.1. Assume that C and D are abelian Frobenius categories,
and that D satisfies the finiteness assumptions FC.1 - FC.4. Assume
also that F and U are exact. Consider the stable model structure on D
cofribrantly generated by the set JD = {0→ X,X ∈ PD} and by a set
ID ⊃ JD of admissible monomorphisms, whereWD is defined by stable equiv-
alence.
• Then
Jcof ⊂ W ∩ {split mono}.
• There exists a model structure (L,R,W) on C generated by J and I
(as defined above) such that: f ∈ W if and only if U(f) ∈ WD. The
functors (F,U) define a Quillen adjunction.
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Definition 4.2. We call a pair of abelian Frobenius categories C and D with
an adjoint pair of functors U,F satisfying the conditions of proposition 4.1
a Frobenius pair.
We only have to prove part (1) of proposition 4.1. This claim immediately
follows from the next two lemmas, since U(PC) ⊂ PD.
Lemma 4.3. The morphisms p : C → D in R = Jinj are the epimorphisms
in C. Every object of C is fibrant.
Proof. Let Q be the kokernel of p. Notice Q = 0 if and only if UQ = 0,
since U is faithful. If UQ were not zero, choose a nontrivial morphisms u :
P → UQ for P ∈ PD by FC.3, lift it to a morphism P → UD (projectivity
of P ) and consider the adjoint morphism g : FP → D. Since 0→ FP is in
J , for p ∈ R the morphism g lifts by definition to a morphism h : FP → C.
This implies that the adjoint morphism FP → Q attached to u : P → UQ
is zero, since it factorizes over the zero morphism C → D → Q. Hence u
itself is zero. Contradiction. 
The proof of the next lemma is similar to [Ho99, Lemma 2.2.11] and will
be skipped.
Lemma 4.4. The morphisms i : A → B in Rproj = Jcof are the split
monomorphisms in C with projective kokernel.
4.2. Explicit description of the induced model structure. In fact we
now explicitly describe these model structures via [Ho99, 2.1.19]. Again let
us first ignore some important finiteness conditions that have to be imposed.
The reason is that these finiteness conditions are satisfied for categories of
comodules of supercommutative Hopf algebras A (where we apply this). We
usually call the functor U the restriction functor.
Step I. Define W as before by f ∈ W if and only if U(f) ∈ WD. Then the
two out of three property holds and W is closed under retracts
Step II. Define J = F (JD) and I = F (ID) ⊃ J as in the last section. Put
R = Jinj and L = Icof . Notice I ⊂ Icof = L. For (L,R,W) to be a
model structure it suffices by the smallness property stated above that
(1) Jcof ⊂ W (obvious by lemma 4.4),
(2) Iinj ⊂ W, and then also ⊂ W ∩R since R = Jinj ⊃ Iinj
(3) (Jinj) ∩W =: R ∩W ⊂ Iinj
The last property might be replaced by (Icof) ∩W =: L ∩W ⊂ Jcof , also
denoted property 3’. Since all four conditions necessarily hold in a model
category, this shows that conditions 1,2,3 imply 3’. Since J ⊂ I in our
situation, we also have Jcof ⊂ Icof = L and therefore by property 1
(Icof) ∩W = L ∩W = Jcof
once we have shown the properties 2 and 3.
Property 2. Iinj ⊂ W follows from the next
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Lemma 4.5. Iinj consists of the epimorphisms p ∈ R with kernel K so
that UK is injective.
Proof. Recall that I was the class of all morphisms F (i) for admissible
monomorphisms i : A→ B. Consider an I-injective morphism p : X → Y
F (A) //
F (i)

X
p

F (B)
h
==
// Y
Recall J ⊂ I, hence Iinj ⊂ Jinj, and therefore p must be an epimorphism
by lemma 4.3. Put K = kern(p) and Q = Kokern(i). We now pass to the
restriction diagram using adjunction
UK

A //
i

UX
U(p)

B
==
//

UY
Q
Hence U(p) has to be ID-injective with respect to the class ID of all ad-
missible monomorphisms in D. We have shown that this is equivalent to
U(p) is a split epimorphism with injective kernel UK. Hence K is in C− and
p : X → Y is in W. 
Property 3 is now an immediate consequence of lemma 4.3 and 4.5.
Corollary 4.6. An object K is in C− if and only if UK is injective ( if and
only if K → 0 is in R∩W = Iinj).
Obviously IC ⊂ C− and C− is closed under retracts.
Corollary 4.7. The morphisms in R∩W = Iinj are the epimorphisms p
with kernel in K ∈ C−.
Property 3’ now holds automatically, and using lemma 4.4 gives
Corollary 4.8. The morphisms in L∩W are the split monomorphisms with
projective kokernel.
We now describe the class L. We start with a technical lemma. In an
abelian category C we consider diagrams
A _
i

f // C
p

B
h
>>
g // D
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with epimorphism p (with kernel K) and monomorphism i (with kokernel
Q) and look for liftings h making the diagram commutative.
Lemma 4.9. [BR07, Chapter VIII Lemma 3.1] Under the assumption
Ext1(Q,K) = 0 the diagram above has the lifting property in the situation
above (i monomorphism and p epimorphism).
Define L− to be the class of morphisms
L− = {C− → 0}proj .
Then L = Icof ⊂ L− is a consequence of lemma 4.5. Since F and U are ex-
act, F preserves monomorphisms and projectives, and U preserves injectives
and monomorphisms (since U was supposed to be faithful). If C has enough
injectives, this implies that any morphism in L− is a monomorphism. In-
deed it suffices to observe that any A ∈ C can be embedded into an injective
object L of C. Since IC ⊂ C− the lifting property then forces any i ∈ L− to
be a monomorphism.
Lemma 4.10. L is the class of monomorphisms in C whose kokernel is in
C+.
Proof. We know L ⊂ L− and any morphism i : A→ B in L− is a monomor-
phism, since C has enough injectives. Let Q denote the kokernel of i. Since
the class of cofibrations is always closed under pushouts ([Ho99, cor.1.1.11]),
i ∈ L implies that 0→ B/i(A) = Q is in L, i.e. cofibrant
A //
i∈L

0

B // B/i(A)
Hence Q ∈ C+ is a necessary condition (any extension E of Q by K ∈ C−
gives rise to a morphisms p : E → Q in R∩W). For the converse we have to
show the lifting property for epimorphisms p with kernel in C−. The claim
follows from lemma 4.9 since Q ∈ C+ and K ∈ C− 
Corollary 4.11. C− ∩ C+ = IC.
Proof. From the description of L from above and the description of W we
conclude: i ∈ L ∩ W if and only i is monomorphisms with kokernel Q ∈
C+∩C−. On the other hand we know that L∩W are the split monomorphisms
with injective kokernel. Considering this for the monomorphisms i : 0→ Q,
the corollary follows. 
Corollary 4.12. (1) The fibrations R are the epimorphisms.
(2) The trivial fibrations R∩W are the epimorphisms with kernel in C−.
(3) The cofibrations L are the monomorphisms with kokernel in C+.
(4) The trivial cofibrations L ∩ W are the split monomorphisms with
kokernel in Ctriv+ = PC .
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4.3. Cotorsion pairs. Model categories whose morphisms satisfy certain
good properties as in corollary 4.12 give rise to cotorsion pairs as described
in [BR07] [Ho02]. Recall from [BR07, Chapter V Definition 3.1] the fol-
lowing definition: A cotorsion pair in an abelian category C is a pair of
full subcategories (X ,Y) closed under isomorphisms and direct summands
satisfying
(1) Ext1(X ,Y) = 0.
(2) For any object C ∈ C there exists a short exact sequence
0 // YC // XC // C // 0
with YC ∈ Y and XC ∈ X .
(3) For any object C ∈ C there exists a short exact sequence
0 // C // Y C // XC // 0
with Y C ∈ Y and XC ∈ X .
Furthermore [BR07, Chapter I Definition 2.1] a torsion pair in C′ (C′
triangulated with suspension Σ) is a pair of strict full subcategories (X ,Y)
satisfying
(1) Hom(X ,Y) = 0.
(2) ΣX ⊂ Y and Σ−1(Y) ⊂ Y.
(3) For any C ∈ C′ there exists a triangle
XC // C // Y
C // Σ(XC)
in C such that XC ∈ X and Y
C ∈ Y.
Theorem 4.13. S.1 Ctriv+ = Proj.
S.2 The pairs (C+, C−) and (C
triv
+ , C) are cotorsion pairs in C.
S.3 (C+, C−) and (C
triv
+ = Proj, C) define torsion pairs in the triangulated
category C. In particular any map between a cofibrant object X and
a trivially fibrant object Y factors through a projective object.
S.4 C− and C+ are closed under extensions and cokernels of monics and
kernels of epis.
S.5 C+ is a Frobenius category.
Proof. S.1: By [BR07, Chapter VIII Lemma 2.2] C+ ∩ C− = C
triv
− , therefore
Ctriv+ = Proj.
S.2 is [BR07, Chapter VIII Proposition 3.4].
S.3 follows from [BR07, Chapter VIII Corollary 3.7] and [BR07, Chapter
I Proposition 2.6] (see also [BR07, Chapter VIII Proposition 2.1]).
S.4 follows from [BR07, Chapter V Lemma 2.4] and [BR07, Chapter I
Corollary 2.9].
S.5 is [BR07, Chapter VI Theorem 2.1].

Remark 4.14. The torsion pair is hereditary (see [BR07, Chapter I Defi-
nition 2.5]) and the categories C− and C+ are resolving and coresolving.
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4.4. Permanence properties of cofibrant objects. We discuss some
easy consequences for C+ and C−.
Lemma 4.15. For a monomorphism in C+
i : N →֒ N ′
any morphism
ϕ : N →M , M ∈ C−
can be extended to a morphism ϕ′ : N ′ →M such that ϕ′ ◦ i = ϕ.
Proof. We may replace ϕ : N →M by ϕ : N → I for some injective object
by theorem 4.13. Then the assertion becomes obvious. 
Corollary 4.16. C+ is closed under sequential direct limits with monomor-
phic transition maps. Similarly C− is closed under sequential projective lim-
its with surjective transition maps.
Proof. Suppose X = co limiXi with Xi ∈ C+. Consider an extension E
with class in Ext1(X,M) and M ∈ C−. Its pullback to each Xi splits.
Let λi : Xi → E be a splitting morphism. It is unique up to a morphism
Xi → M . Since ϕ : λi+1|Xi − λi : Xi → M can be extended to Xi+1 by
the last lemma, one can choose λi+1 in such a way that ϕ = 0. Proceeding
inductively gives a compatible system of splittings which define a splitting
λ : X = co limiXi → E. Hence Ext
1(X,M) = 0. The second assertition
can be proven similarly. 
Corollary 4.17. For C ∈ C+ we have Ext
i(C,M) = 0 for all M ∈ C− and
all i ≥ 1.
Proof. Choose a monomorphism M →֒ I with I ∈ IC ⊂ C−. Then I/M ∈
C−, hence Ext
2(C,M) ∼= Ext1(C, I/M) = 0. Then proceed by induction on
i to complete the proof. 
5. The homotopy category HoC
We now discuss properties of the homotopy category of C and give a
more explicit description as the stable category of the category of cofibrant
objects. We first recall some background about cofibrant replacements and
the homotopy category.
5.1. Cofibrant replacements. Every object X ∈ C has a cofibrant re-
placement q : QX → X where QX is cofibrant and q is a trivial fibration.
We denote by Q the cofibrant replacement functor C → C+, X 7→ QX. Note
that the morphism q defines an extension
0→ K → QX → X → 0
with kernel K ∈ C−, i.e. U(K) ∈ ID.
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5.2. The homotopy category. The homotopy category of C is the local-
ization HoC = C[W−1] by the weak equivalences. The functor γ : C → HoC
is then the identity on objects and takes morphisms in W to isomorphisms.
It is universal with this property in the sense of [Ho99, Lemma 1.2.2]. For
X,Y ∈ C there are natural isomorphisms
HomHoC(γX, γY ) ≃ HomC(QX,RY )/ ∼
where ∼ denotes the homotopy equivalence [Ho99, Theorem 1.2.10]. We
often abbreviate HomHoC(X,Y ) or HomC(γX, γY ) as [X,Y ].
The category E = C+ is an exact subcategory of the abelian category C in
the sense of [Ke96] (section 4 and 5) (and similarly is C−). In particular E is
closed under extensions. E contains IC = PC . Since PC ⊂ PE and IC ⊂ IE ,
the category E has enough injectives and projectives.
Theorem 5.1. H.1 C+ is a Frobenius category. Hence C+ = E/IE is a
triangulated category.
H.2 HoC is a triangulated category and quasi-equivalent to the stable cat-
egory of C+
HoC = C+ ,
and the functor C → HoC is k-linear. In particular
[X,Y ] = Hom(QX,Y )/ ∼stable .
H.3 The functors F,U preserve distinguished triangles and the shift func-
tor.
Proof. (1) H.1 follows from [BR07, Chapter VI Theorem 2.1].
(2) H.2 follows from [BR07, Chapter VIII Theorem 4.2, Corollary 4.5].
(3) H.3 follows from H.1 and H.2.

6. Comodules and supercommutative Hopf algebras
The main example of a Frobenius pair in this paper comes from represen-
tation theory. Let π : A→ B be a surjective homomorphism of supercommu-
tative Hopf algebras. It corresponds to an embeddingH ⊂ G of supergroups.
This embeddings induces a restriction functor Res : Rep(G) → Rep(H)
which is an exact faithful tensor functor. We discuss its left and right ad-
joint (called coinduction and induction). Under suitable conditions on H
and G this will give rise to a Frobenius pair.
6.1. k-linear tensor categories with finiteness conditions. For a k-
linear abelian category T consider the following finiteness conditions
Condition (F). Every object has finite length and all morphism spaces
Hom(X,Y ) have finite k-dimension.
Condition (G). The category T is monoidal and there exists an object X
such that any object is a subquotient of some tensor power of X.
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Modules. If conditions (F) and (G) hold, then the abelian category admits a
projective generator ([Del90, Proposition 2.14]). Hence by Morita’s theorem
it is equivalent to the category of right modules of some k-algebra of finite
rank ([Del90, Corollary 2.17]). In particular there exist enough injectives
and projectives. By assumption (F) the category is nice in the sense of
[Ge98, p.371]: Indecomposable objects in T have unique simple quotients
(and by duality unique simple submodules) and have local endomorphism
rings. Any object satisfies the Krull-Schmidt theorem, i.e. is isomorphic to
a finite direct sum of indecomposable objects. The isomorphism classes in
T of these indecomposable objects (up to permutation of the summands) do
not depend on the decomposition. Up to isomorphism objects have unique
projective covers resp. injective hulls. For any object X there are only
finitely many indecomposable objects Y with Hom(Y,X) 6= 0.
Comodules. By [Si02, Theorem 2.13] a k-linear abelian category T is k-linear
equivalent to the category of of k-finite dimensional comodules over some
k-coalgebra A if and only the finiteness conditions (F) hold. By [B77, p.141
-146] in the category C of all comodules of a fixed k-coalgebra A an injective
comodule L in C′ is a direct sum L =
⊕
µ Jµ of indecomposable injective
subcomodules Jµ, and each Jµ contains a unique simple subcomodule Xµ.
All simple A-comodules are finite dimensional, and the comodules Jµ are
injective hulls in T and hence are k-finite dimensional. Hence injective
objects L ∈ C are direct sums of k-finite dimensional injective objects. In
particular C has enough injectives.
6.2. Supercommutative Hopf algebras. For a supercommutative Hopf
algebra A [Ma13] [We09] over an arbitrary field k let now
• T the category of k-finite dimensional graded A-comodules, and
• C = T ∞ be the abelian category of all graded A-comodules.
These k-linear tensor categories T always satisfy the finiteness condition
(F). Condition (G) holds if A is finitely generated over k and char(k) 6= 2.
Condition (G) follows from the fact that every faithful representation of an
algebraic supergroup is a tensor generator as in the algebraic group case
[DM82, Proposition 2.20] [Wa79, Section 3.5], and its proof is virtually the
same as in the classical case [Del82, Proposition 3.1] using [Wes09, Proposi-
tion 9.3.1] that every finite-dimensional representation V of G is a submod-
ule of k[G]dim V (See [CH17, Section 7]). We list some general important
properties of these categories
(1) C has all small limits and colimits ([Ho99, Corollary 2.5.6]).
(2) All objects in C are small ([Ho99, cor 2.5.7]).
(3) Any X ∈ C is an inductive union X = co limiXi of Xi ∈ T ([Ho99,
Lemma 2.5.1]). It is easy to see that C = T ∞ is the ind-category of
T in the sense of [Del02].
(4) C is a closed symmetric monoidal category ([Ho99, p. 63] and [Ho99,
2.5.1]).
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(5) The abelian category C only depends on the coalgebra structure of
A.
(6) An A-module L ∈ C is injective if and only if L has the lifting
property for all monomorphisms i : A→ B in T ([Ho99, Proposition
2.5.8]). The isomorphism classes of monomorphisms in T are a set
([Ho99, Definition 2.5.12]).
(7) IC is a tensor ideal ([Ho99, Proposition 2.5.8]).
(8) A is injective ([Ho99, Proposition 2.5.8]).
(9) The isomorphism classes of indecomposable injective modules are a
set of generators. Each of them is a direct summand of A
(10) Coproducts of injectives are injective ([Ho99, Proposition 2.5.8]). C
has enough injectives.
(11) Any injective comodule is a direct sum of finite dimensional inde-
composable injective comodules.
(12) Every comodule M has a nontrivial socle soc(M), the sum of the
simple subcomodules of M . The socle can be described by a wedge
construction, and defines a left exact functor soc : C → C [B77,
p.142].
(13) Indecomposable injective comodules have irreducible socle.
(14) Properties FC.1-FC.4 hold for the category C.
Let C′ be a full subcategory of C containing T closed under direct summands.
Then an injective module L ∈ IC′ is injective in the category of all A-
comodules.
Remark 6.1. We point out that all direct limits (colimits) in the comodule
category are sequential direct limits. In particular direct limits are exact.
We will use this frequently without further justification.
6.3. Frobenius categories. From now on we also make the crucial
Assumption. T is a Frobenius category.
Example 6.2. The category of finite dimensional representations Rep(G, ǫ)
of an algebraic supergroup in the sense of Deligne [Del02] over a field of
characteristic 0 is equivalent as a tensor category to a category of graded
A-comodules of a supercommutative Hopf algebra A finitely generated over
k. If the even subgroup G0 is reductive over k, Rep(G, ǫ) is a Frobenius
category.
Lemma 6.3. PT ⊂ PC. Projective objectives in C = T
∞ are injective
PC ⊂ IC, and there are enough projectives in C. P is projective in C if and
only if P is a retract of a direct sum of projectives in T .
Proof. 1) Projectives P in T are projective in C. Simply check the lifting
property for g : P → Y with respect to an epimorphism p : X → Y in C.
For this replace Y by g(P ) and X by p−1(g(P )). Since g(P ) ∈ T , there
exists a subobject X ′ ∈ T of X such that p : X ′ → Y ′ is an epimorphism.
So the lifting property in C reduces to the lifting property in T .
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2) Given X = co limiXi in C (for objects Xi ∈ T ) with injective transition
maps fi : Xi → Xj choose Pi ∈ PT together with surjections πi : Pi → Xi
P˜i+1 = Pi+1 ⊕ Pi // // Pi+1
pii+1 // // Xi+1
Pi
3 S
gi⊕id
ee▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
gi
OO <<③③③③③③③③③③③③③③③ pii // // Xi
?
fi
OO
The transition morphisms fi can be lifted to morphisms gi : Pi → Pi+1.
[fi ◦ πi : Pi → Xi+1 can be lifted to a morphism gi : Pi → Pi+1 such
that πi+1 ◦ gi = fi ◦ πi, since Pi is projective.] Now replace Pi+1 by P˜i+1 =
Pi+1⊕Pi and πi+1 by π˜i+1 = πi+1◦proj1 and gi by g˜i = gi⊕idPi . Repeating
this inductively all g˜i become monomorphisms between finite dimensional
projective modules. Its limit P = co limi P˜i is isomorphic to a direct sum of
finite dimensional projective modules. Choose a well ordering. The image of
P˜i in P˜i+1 is isomorphic to P˜i, hence injective. Therefore it has a complement
P ′i+1, again finite dimensional projective and injective. If P0 = 0, then
P =
⊕
P ′i ; and we have constructed a surjection P → X. Direct sums of
projective objects are projective, hence P is projective and C has enough
projectives.
3) Now all P ′i are projective and in T , hence also injective. A direct sum
of injective objects in the category of A-comodules is injective. This proves
that P is also injective. Now suppose X was a projective object. Then X
is a summand of P , since P surjects onto X by our construction. Hence X
is a summand of an injective object, hence itself injective. 
Since any I ∈ IC is a direct sum of finite dimensional injective objects (and
each of them is in IT = PT ), any injective object is a direct sum of projective
objects. A direct sum of projectives is projective. Hence IT ⊂ PT . Together
with the previous lemma this gives
Corollary 6.4. If T is a Frobenius category, then C is a Frobenius category.
6.4. The stable model structure. The assumption for the existence of
the stable model structure are satisfied (see lemma 3.3): Let J be the set
of isomorphism classes of indecomposable injective A-comodules (these are
all finite dimensional) (or better the morphisms 0→ Inj). Let I be the set
of isomorphism classes of monomorphisms i : A→ B between finite dimen-
sional A-comodules. Then I and J define the cofibrantly generated stable
model structure. We will later show (in a slightly more general context)
that this stable model structure is a monoidal model structure.
6.5. Induced model structure. We now specialize the construction of the
induced model structure of subsection 4.1 to the comodule category C = T ∞.
We assume in this section that the comodule categories are Frobenius cate-
gories. Let π : A→ B be a surjective homomorphism of supercommutative
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Hopf algebras. It corresponds to an embedding H ⊂ G of supergroups. This
embeddings induces a restriction functor Res : Rep(G)→ Rep(H) which is
an exact faithful tensor functor. We discuss its left and right adjoint (called
coinduction and induction) and their extensions to the ind-category.
6.6. Frobenius extensions and adjunctions. We review some facts
about Frobenius extensions following [BF93]. Let S ⊂ R be a subring and α
an automorphism of S. If M is an S-module, let αM denote the S-module
with action s ∗m = α(s)m. Then HomS(R,α S) is the set of additive maps
f : R → S such that f(rs) = α(s)f(r) for all s ∈ S, r ∈ R. It is an
(R,S)-bimodule via (r · f · s) = f(xr)s.
Definition 6.5. R is an α-Frobenius extension of S if
(1) R is a finitely generatedd S-module and
(2) there exists an isomorphism ϕ : R → HomS(R,α S) of (R,S)-
bimodules.
The Frobenius extenions is said to be free if R is a free S-module.
Now let g = g0 ⊕ g1 be a finite dimensional Lie superalgebra over a field
k of characteristic 6= 2 and let h = h0⊕ h1 be a subalgebra with g0 ⊂ h (and
hence g0 = h0).
The map f : h0 → gl(g/h) defined by f(a)(y+h) = [a, y]+h for a ∈ h, y ∈ g is
a homomorphism of Lie superalgebras. We also define the linear functional
λ(a) = −str(f(a))
which vanishes on [h, h] + h1. There is a unique automorphism α of U(h)
such that
α(a) =
{
a+ λ(a)1 for a ∈ h0
(−1)na for a ∈ h1
where n is the codimension of h in g.
Theorem 6.6. ([BF93, Theorem 2.2]) Let h ⊂ g be a sub Lie superalgebra
of codimension n that contains g0. Then the extension U(g) : U(h) is a free
α-Frobenius extension.
Theorem 6.7. ([NT60, Page 96]) For any α-Frobenius extension there is a
natural equivalence
R⊗S V ∼= HomS(R, αV ).
In particular the left and right adjoint of Res : Rep(g) → Rep(h) are
isomorphic and therefore exact. For the special case of induction and coin-
duction in the gl(m|n)-case see [Ge98, Proposition 2.1.1] where also the
automorphism α is described explicitely.
IfG is an affine supergroup and g its Lie superalgebra, we have a fully faithful
tensor functor Rep(G) → Rep(g) (note that Rep(G) = Rep(G0, g), the g-
representations such that the restriction to g0 is an algebraic representation
of G0). Consider an embedding G0 ⊂ H ⊂ G of affine supergroups. Then
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U(h) ⊂ U(g) is a Frobenius extension by theorem 6.6. For V ∈ Rep(H) ⊂
Rep(h), its induction and coinduction is again algebraic, i.e. in Rep(G).
Corollary 6.8. Let H be an affine supergroup such that G0 ⊂ H ⊂ G.
Then Res has a left and right adjoint and Coind ∼= Ind. Both adjoints are
exact.
6.7. Limit to the ind-category and the induced model structure.
We recall from [KS06, Proposition 6.1.9] that the passage from a category
C to Ind(C) is functorial in the sense that there is a unique extension of a
functor F : C → C′ to the ind-category
C

F // C′

Ind(C)
IF // Ind(C′).
On objects X = (Xi)i in Ind(C) the extension IF of F is defined by
IF (X) = lim−→
i
F (Xi).
Recall that the morphism spaces in Ind(C) are given by
HomInd(C)(X,Y ) = lim←−
i
lim−→
j
HomC(Xi, Yj).
Then the map
IF : HomInd(C)(X,Y )→ HomInd(C′)(IF (X), IF (Y ))
is given by
lim
←−
i
lim
−→
j
HomC(Xi, Yj)→ lim←−
i
lim
−→
j
HomC(FXi, FYj).
Therefore the functors Res and Ind ∼= Coind extend to the ind-category of
Rep(G) with the same adjunction properties. Since lim−→ is an exact functor,
the extended functors are exact as well. Using the equivalence between
Rep(G) and Comod(A) for A = k[G] we get the same adjunction properties
for the Hopf algebra quotient A→ B corresponding to H ⊂ G. We use the
notation
U = IRes : Rep(G)∞ → Rep(H)∞,
F = ICoind : Rep(H)∞ → Rep(G)∞
and likewise for the corresponding functors on the comodule categories.
Corollary 6.9. Let H be an affine supergroup such that G0 ⊂ H ⊂ G
and the associated Hopf algebra quotient A → B. For C = Comod(A) and
D = Comod(B) we have
HomC(FX, Y ) = HomD(X,UY )
where U and F are exact and U is faithful.
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Now let H ⊂ G be the pair of affine supergroups with Hopf algebra quotient
A→ B.
Definition 6.10. We call (H,G) as well as the pair of corresponding super-
commutative Hopf algebras (A,B) a Frobenius pair if G0 ⊂ H ⊂ G and the
categories C = Comod(A) and D = Comod(B) are Frobenius categories.
In particular for any Frobenius pair the functor Res : Rep(G)∞ →
Rep(H)∞ has a left and right adjoint which are isomorphic. By defini-
tion any Frobenius pair (H,G) defines a pair of comodule categories (C,D)
which is a Frobenius pair in the sense of section 4. In particular the homo-
topy category of (H,G) is defined.
Example 6.11. Our main example of a Frobenius pair (H,G) in part 2 is
the following: Let H = P be the parabolic subgroup of upper triangular
block matrices in the general linear supergroup G = GL(m|n).
Remark 6.12. If H ⊂ G are finite groups over a field of characteristic
p > 0 such that |H| is not prime to p, we may consider H and G as finite
algebraic groups. The finite dimensional representations of these algebraic
groups coincide with the modules of the group algebras k[H] and k[G]. Both
categories are Frobenius categories, and induction is exact and is isomorphic
to the coinduction functor [J03, Chapter 3, Chapter 8]. The formal extension
to the ind-category shows that for each subgroup H ⊂ G there exists an
associated model structure on the ind-category of Rep(G), an associated
cotorsion pair and an associated homotopy quotient. This model structure
is however uninteresting unless p|[G : H]. We have not verified that this
model structure is closed monoidal.
Definition 6.13. The induced model structure. Let A be a supercom-
mutative Hopfalgebra A over a field k with a quotient A → B such that
(A,B) is a Frobenius pair. Let C be the category of all graded comodules
over A endowed with the induced model category structure via the quotient
A→ B where we use the stable model structure on Comod(B). We call this
model structure on C the induced model structure attached to (A,B).
6.8. Setup and further conventions. In the following sections 8 - 12.2
the reader is invited to assume that we are in the setting of definition 6.13,
i.e. C = T ∞ is the category of comodules of a supercommutative Hopf
algebra. However many results hold if we just assume that T is a k-linear
abelian Frobenius category satisfying conditions (F) and (G). Then T is
equivalent to the category of finite dimensional comodules of some coalgebra
A (see section 6.1) and we denote by C its ind completion. We assume then
that C carries a model structure induced by the stable model structure from
a Frobenius pair (C,D) in the sense of definition 4.2. An exception are the
results of section 7: We have not verified that the model structure on C is a
monoidal model structure in the more general situation.
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For a k-linear abelian Frobenius category T satisfying conditions (F) and
(G) we put
T− = C− ∩ T , T+ = C+ ∩ T .
We denote the full triangulated subcategory generated by the image of T in
HoC by HoT .
7. The monoidal model structure
7.1. Monoidal model structures. We assume in this section that we are
in the setting of definition 6.13.
Theorem 7.1. The induced model structure 6.13 is a monoidal model struc-
ture.
In order to prove this theorem we have to verify that the model struc-
ture on C satisfies the pushout-product axiom and the unit axiom [Ho99,
Definition 4.2.6] as in section 2.5. The unit axiom - a condition on the
cofibrant replacement q : Q1 → 1 of the unit object - is easily verified:
Indeed f ⊗ idZ ∈ W if and only if U(f ⊗ idZ) = U(f)⊗ idU(Z) ∈ WD. The
latter is obvious, since stable equivalence is preserved by tensor products
with idK (for any K ∈ D). So it remains to show that the pushout-product
axiom [Ho99, Definition 4.2.6.1] holds. For this it is very convenient ([Ho99,
Cor.4.2.5]) that the model structure is cofibrantly generated by J and I,
where J is the set of morphisms 0→ Z for Z ∈ F (ID) and I ⊂ L+ defined
in section 4.1.
We start with a technical lemma.
Lemma 7.2. We have natural isomorphisms ϕ : F (A ⊗ UB) ∼= F (A) ⊗ B
in C.
Proof. We construct ϕ by adjunction. For this it suffices to construct a
homomorphism in HomD(A ⊗ UB,UFA ⊗ UB), namely ad(A → UFA) ⊗
idUB . It is enough to show that U(ϕ) is an isomorphism. Alternatively use
twice adjunction
Hom(F (A⊗B), C) = Hom(A,Hom(UB,UC))
and similarly
Hom(F (A)⊗B,C) = Hom(A,UHom(B,C)) ,
so it suffices to give an isomorphism
UHom(B,C) ∼= Hom(UB,UC) .
The proof is now basically an unravelling of the definition of the comodule
structure of Hom(B,C) as in [Ho99, p. 63]. First notice that B∗ →֒ A∗
becomes a subalgebra where A∗, B∗ are the duals of A, B [Ho99, 2.5.1]. Co-
modules V of A define tame A∗-modules V ∗, and this defines an equivalence
of categories (see [Ho99, Proposition 2.5.5]). The functor U corresponds to
the restricting the tame A∗-module to the corresponding tame B∗-module.
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The internal Hom-module is constructed in loc. cit. as a tame A∗-module
Homk(M,N) attached to tame A
∗-modules M,N . From the definition of
the A∗-action it can be verified that the defining action commutes with the
restriction to the subalgebra B∗ (the restriction functor U). The formula
involves a basis bi of B with dual basis b
∗
i of B
∗ and
• χ∗ : B∗ → B∗ (dual of the antipode χ : B → B)
• ∆∗ : B∗ → Homk(B,B
∗) (dual of comultiplication)
• f :M → N k-linear
• u ∈ B∗, so that bui := χ ∗ (δ
∗(u)(bi)) ∈ B
∗
with uf ∈ Homk(M,N) defined by
(uf)(x) =
∑
i
b∗i (f(b
u
i x))
for x ∈M . The similar formula for the action of A∗ reduces to this formula
defining the action of B∗, if there is a k-basis ai of A, such that the dual
basis a∗i contains the dual basis b
∗
i as a subset. This is possible provided
there exists a splitting A = B⊗k V for a finite dimensional k-algebra V (see
[We09]) such that the quotient map A→ B is induced from an algebra map
V → k. This is the situation we are considering. Indeed by [We09, Page
16] A can be written as the tensor product of two supercommutative Hopf
algebras
A = A0 ⊗ Λ
•(θ1, . . . θs)
where A0 = k[G0] = A/J and the {θi} are an A0-basis of J/J
2. 
We now prove theorem 7.1
Proof. We use [Ho99, Corollary 4.2.5]. For the definition of fg (the
pushout-product) we refer to [Ho99, Definition 4.2.1].
1) We first verify fg ⊂ L ∩ W for f ∈ I and g ∈ J or vice versa: For
g : 0→ Z and f : X → Y we have
fg = f ⊗ idZ : X ⊗ Z → Y ⊗ Z .
Now Z ∈ PC = IC , since F maps projectives to projectives. Hence X ⊗ Z
and Y ⊗Z are in ID. Since any f ∈ I is a monomorphism, also the morphism
f ⊗ idZ is a monomorphism. This shows f ⊗ idZ is a split monomorphims
with projective kokernel. Hence it is in L ∩W.
2) Next we show fg ∈ L for f, g ∈ I. For this we use the previous lemma
7.2. For f = X → Y ∈ I and f ′ = F (i) : F (A) → F (B) in I we find that
ff ′
X ⊗ F (B)
⊕
X⊗F (A)
Y ⊗ F (A)→ Y ⊗ F (B)
can be identified with the morphism
F (UX ⊗B)
⊕
F (UX⊗A)
F (UY ⊗A)→ F (UY ⊗B)
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using lemma 7.2. But this last morphism is F (U(f)i) for the pushout
product U(f)i of U(f) : UX → UY and i : A → B. Since the pushout
square uv of two monomorphisms u, v is a monomorphism, U(f)i is a
monomorphism. Hence we see that F (U(f)i) ∈ I ⊂ L. 
Corollary 7.3. C ∈ C− implies Hom(B,C) ∈ C−.
Proof. Since UC ∈ ID also Hom(UB,UC) ∈ ID using that Hom is right
adjoint to the tensor functor. Hence UHom(B,C) ∈ ID by the isomorphism
established in the proof of lemma 7.2. 
Corollary 7.4. B ∈ C− implies Hom(B,C) ∈ C−. In particular, T− =
C− ∩ T is closed under duality.
Proof. UB ∈ ID = PD implies also Hom(UB,UC) ∈ ID by adjunction,
since PD is a tensor ideal. Hence UHom(B,C) ∈ ID. 
7.2. Monoidal model categories and homotopy quotients. For a sym-
metric monoidal model category the homotopy functor
γ : C → HoC
is a tensor functor [Ho99, Page 116, Theorem 4.3.2]. If C is a pointed
symmetric monoidal model category, then HoC is a closed monoidal pre-
triangulated category ([Ho99, Page 174, Theorem 6.6.3]).
We recall some basic facts about rigid categories. If X∨ is a left-dual object
to an object X in a monoidal category in the sense of [EGNO15, Definition
2.10.1], there exist morphisms evX : X
∨ ⊗ X → 1 (the evaluation) and
coevX : 1→ X⊗X
∨ (the coevaluation) and similarly for right dual objects.
A left or right-dual object is unique up to isomorphism. If X,Y admit left
or right duals, the dual morphism f∨ : Y ∨ → X∨ is defined. An object in a
monoidal category is called rigid if it has left and right duals. A monoidal
category C is called rigid if every object is rigid. For C = Comod(A) the
notions of left and right dual coincice.
Lemma 7.5. The homotopy category HoT is rigid.
Proof. If X is rigid and F a tensor functor, then it is easy to see that
F (X∨) is dual to F (X). Suppose X is rigid. If X = X1 ⊕ X2 we obtain
idX = e + (1 − e) for e
2 = e where e is the idempotent projecting to X1.
Then (e∨)2 = e∨ where e∨ : X∨1 → X
∨. Furthermore
idX∨ = (idX )
∨ = e∨ + (idX∨ − e
∨).
Since X is rigid, we have natural adjunction morphisms [EGNO15, Propo-
sition 2.10.8]
Hom(A⊗X,B) ∼= Hom(A,X∨ ⊗B).
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We then obtain the commutative diagram
Hom(A⊗X,B)
∼= // Hom(A,X∨ ⊗B)
Hom(A⊗X1, B)
OO
∼= // Hom(A,X∨1 ⊗B)
OO
where the left vertical map is induced by e and the right vertical map by
e∨. This implies that eX = X1 and (1− e)X = X2 are rigid. 
Lemma 7.6. For objects Y in T and X,Z ∈ C one has
[X ⊗ Y,Z] = [X,Y ∨ ⊗ Z] .
7.3. Some monoidal properties of C±. The injective A-comodules IC
define a tensor ideal: A ∈ IC and B ∈ C implies A⊗B ∈ IC . Therefore the
tensor product functor − ⊗ Y is an exact functor and preserves injectives.
By the Frobenius property it also preserves projectives.
Lemma 7.7.
Z ∈ IC =⇒ Hom(Y,Z) ∈ IC
and
Hom(Y,Z) ∈ PC
for Y ∈ PC
Proof. Since the functors HomC(X ⊗ Y,Z) and HomC(X,Hom(Y,Z)) are
right exact in X, using projective resolutions of X in C, we obtain
ExtiC(X ⊗ Y,Z)
∼= ExtiC(X,Hom(Y,Z)) .
Now Z ∈ IC is equivalent to Ext
1(C, Z) = 0. By the last formula this implies
Z ∈ IC =⇒ Hom(Y,Z) ∈ IC .
An analogous argument gives the second statement. 
Lemma 7.8. Hom(C+, C−) ⊂ IC.
Proof. For X ∈ C and fixed X± ∈ C± we have Ext
1(X,Hom(X−,X+)) =
Ext1C(X ⊗X−,X+) ⊂ Ext
1(C+, C−) = 0. 
Lemma 7.9. C± are tensor ideals
X ∈ C±, Y ∈ C =⇒ X ⊗ Y ∈ C±.
Proof. For X ∈ C− this follows from U(X⊗Y ) = UX⊗UY ∈ ID⊗D ⊂ ID.
The statement about C+ follows from X ∈ C− ⇒ Hom(Z,X) ∈ C− and
Ext1C(Y ⊗ Z, C−) = Ext
1(Y,Hom(Z, C−)) = 0. 
Lemma 7.10. Suppose a full subcategory C′ ⊂ C is a tensor ideal, closed
under retracts such that C′ is not quasi-equivalent to C. Then for rigid objects
X ∈ C′ the dimension dim(X) vanishes.
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Proof. dim(X) 6= 0 implies that the maps coev and χ(X)−1ev defines a split
summand 1 ⊂ X ⊗X∨. If X ∈ C′, then also X ⊗X∨ ∈ C′, hence also any
direct summand is in C′. But 1 ∈ C′ would imply X = 1 ⊗X ∈ C′ for all
X ∈ C. This proves the claim. 
Lemma 7.11. Morphisms from C− to T+ are stably equivalent to zero if
T+
∨ = T+.
Proof. For X+ ∈ T+ suppose X
∨
+ = Hom(X+,1) ∈ T+. For X+ ∈ C+ and
ϕ : X− → X+
the associated morphism Φ = ev ◦ (ϕ⊗X∨−)
Φ : X− ⊗X
∨
+ → 1
factorizes uniquely over the projective hull p : P (1)→ 1, since X− ⊗X
∨
+ ⊂
IC = PC . Notice that here we use that 1 (the class of the trivial comodule)
is simple. Hence ϕ, which is the composite X− → X+ ⊗ X
∨
+ ⊗ X+ →
P (1)⊗X+ → X+, factorizes over the projective object P (1)⊗X+. 
8. Clean decompositions
Suppose T is an abelian k-linear Frobenius category satisfying (F) and
(G) as in section 6.8.
Definition 8.1. An object X of C is clean if it does not contain an injective
subobject.
The next lemma follows easily from a Krull-Schmidt decomposition.
Lemma 8.2. Suppose N,M are clean objects. Then M ⊕N is clean.
Lemma 8.3. Any object M ∈ C decomposes into a direct sum M = I ⊕
N , where I is injective and N is clean, i.e. does not contain an injective
subobject. For two such decompositions M = I⊕N = I ′⊕N ′ the morphisms
β, γ are isomorphisms
0
I ′
OO
0 // I
β
∼
>>⑦⑦⑦⑦⑦⑦⑦⑦
// M
OO
// N // 0
N ′
OO
γ
∼
>>⑤⑤⑤⑤⑤⑤⑤
0
OO
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Finally, M = I ⊕N and M ′ = I ′⊕N ′ in C are stably equivalent if and only
if their clean components N and N ′ are isomorphic in C.
Proof. Existence. Any M ∈ T decomposes by Krull-Schmidt into a finite
direct sum of indecomposable objects and the claim follows easily. In gen-
eral M = co limMi for Mi ∈ T with monomorphic transition morphisms.
Since injectives are projective, the argument above shows that clean decom-
positions Mi = Ii ⊕ Ni can be chosen such that the transition morphism
map the injective subobjects Ii into the chosen injective subobject using
transfinite induction. Hence I = co lim Ii is a subobject of M with quotient
M/I ∼= N = co limNi. Since I is injective, we get M ∼= I ⊕ N and N is
clean. If N contains a nontrivial injective object, then in particular an inde-
composable injective object. Therefore it suffices that N does not contain
an injective object I from T . But this is obvious, since such an object I
must be contained in some Ni. This is impossible, since all Ni are clean.
Suppose I⊕N =M = I ′⊕N ′ are two decompositions. Let the projections
from M to N ′ and I ′ denote α and β. Any injective object decompses as
I =
⊕
ν Iν for indecomposable injectives Iν ∈ T . The socle of each Iν
is a simple object Lν ∈ T . Hence if α(soc(Iν)) 6= 0, this implies that
α : Iν → N
′ is injective. But this is impossible, since N ′ is clean, and implies
α(soc(Iν)) = 0. Since this holds for all summands Iν , it implies α(soc(I
′)) =
0. Therefore β must be injective on soc(I), and hence β : I → I ′ is injective,
since otherwise 0 6= soc(Kern(β)) ⊂ soc(I) would be annihilated by β. On
the other hand R′ = Kern(β) which forces R′ ∩ β(I) = 0. By the snake
lemma we get an exact kokernel sequence
0→ R′ →M/I → I ′/β(I)→ 0 .
SinceM/I = R and since I ′/β(I) is injective, this implies R ∼= R′⊕(I ′/β(I)).
Accordingly R′ is clean and we obtain R ∼= R′ and I ′/β(I) = 0. Therefore
β : I ∼= I ′ must be an isomorphism. The last assertion is obvious. 
9. Construction of cofibrant replacements
Suppose T is an abelian k-linear Frobenius category satisfying (F) and
(G) as in section 6.8 and C = T ∞. Recall that C is equipped with an induced
model structure coming from a Frobenius pair. In particular we have two
abelian model categories C and D with a Quillen adjuntion given by F and
U . Let C be cofibrantly generated by J = F (FD) and I = F (ID).
Definition 9.1. Let C≤w and D≤w be full subcategories of C and D which
are closed under limits and colimits, hence in particular under pushouts.
Assume the following two conditions:
(1) The restriction functor U : C → D satisfies U : C≤w → D≤w.
(2) The induction functor F : D → C satisfies F : D≤w → C≤w.
Then we say that C and D are categories with weights.
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Remark 9.2. Consider the category T of finite dimensional representa-
tions of a (connected) algebraic supergroup G with reductive G0 over an
algebraically closed field k of characteristic char(k) = 0. Let C be its ind-
category. There is a notion of weights with an ordering ≤ defined between
weights. Then we can define T ≤w and C≤w to be the full subcategories of
objects whose simple subquotients L(λ) all satisfy λ ≤ w. This ordering
need not be the usual weight ordering, but could be quite arbitrary.
Weight truncation. GivenM ∈ C there exist objectsM≤w andM
≤w in T ≤w,
such that M≤w is the maximal subobject of M in T
≤w and M≤w is the
maximal quotient object in T ≤w. There exists an obvious morphism can :
M≤w → M
≤w functorial in M . These constructions are functorial in the
following sense: For a morphism f :M → N the composed morphism M →
N → N≤w uniquely factorizes over M → M≤w. The induced morphism
M≤w → N≤w will again be denoted f≤w by abuse of notation
M≤w
f

  // M
f

// //M≤w
f≤w

N≤w
  // N // // N≤w
If i is a monomorphism, i≤w need not be a monomorphism.
Theorem 9.3. Any morphism p in C≤w can be factorized into a morphism
in ϕ ∈ L and a morphism in ψ ∈ R∩W, such that ϕ : X → Z where Z is a
direct sum of an injective object and an object in C≤w. Every object in C≤w
has a cofibrant replacement Z of this form.
Proof. Step 1). Recall that C is cofibrantly generated by J = F (JD) and
I = F (ID). For a morphism p : X → Y between objects in C
≤w we will
construct a factorization p = ψ◦ϕ with ϕ ∈ L and ψ ∈ R∩W for ϕ : X → Z
such that
Z ∈ C≤w .
Fix p : G0 = X → Y . To each i ∈ I corresponds a morphism
i : Ai →֒ Bi
in D. Let νi : Ai →֒ I(Ai) denote the injective hull. Let I
≤w ⊂ I be the
subset of all monomorphisms i : Ai → Bi in D, where Ai ∈ D
≤w. For i
consider the set S(i) of all morphisms f, g in C, such that (f, g) makes the
following diagram commutative
F (Ai) _
F (νi⊕i≤w)

f // G0 ⊕Ai
p,0

F (I(Ai)⊕B
≤w
i )
g // Y
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for F (i≤w) : F (A≤wi )→ F (B
≤w
i ) and p : G
0 = X → Y . Every f = (fX , fAi)
has two components, where fAi can be chosen unconditionally, for example
fAi = idAi or fAi = 0.
Step 2). Put
L =
⊕
i∈I≤w
⊕
(f,g)∈S(i)
F (Ai)
and
I =
⊕
i∈I≤w
⊕
(f,g)∈S(i)
F (I(Ai)).
We extend the map p : X → Y to a map X ⊕L→ Y which is zero on L. It
factorizes over the the pushout G1 ∈ C≤w as indicated in the next diagram
⊕
i∈I≤w
⊕
(f,g)∈S(i) F (Ai) _
⊕
I≤w,S(i)
F (νi⊕i≤w)

 
⊕
(f)
// G0 ⊕ L _
i1
⊕
i∈I≤w
⊕
(f,g)∈S(i) F (I(Ai)⊕B
≤w
i )
⊕
g
// G1
p1

Y
Since F (νi) is a monomorphism, the left vertical map (abbreviated F (M)→
F (N) in the following) is in L, and therefore also its pushout i1 ∈ L. From
the injectivity of i1 we get an exact sequence
0→ (G0 ⊕ L)→ G1 → F (N)/F (M) → 0 .
Hence G1/(X ⊕ L), and then also G1/X, is in C+.
On the other hand
0→ I → G1 → ((X ⊕ L)⊕ (
⊕
B≤wi ))/F (M)→ 0
since the upper horizontal map is injective. The right hand side R is in C≤w
by our assumptions. Thus by a clean decomposition of R we get
G1 ∼= N1 ⊕ I1 , (N1 ∈ C≤w clean , I1 ∈ IC) .
Step 3). Now iterate the construction by replacing p : G0 = X → Y by
p1 : G
1 → Y , and so on. This gives a chain of diagrams with ik ∈ L and
Gk ∈ C≤w
Gk
pk

  ik // Gk+1
pk+1

Y Y
Put G∞ = co limkGk. Then there exists a canonical factorization of p
X = G0 →֒ · · ·Gk →֒ Gk+1 →֒ ...G∞ → Y .
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The morphism X → G∞ is in L: It is a monomorphism. Its cokernel is a
sequential colimit of objects in C+ with injective transition maps. Hence its
cokernel is in C+.
Step 4). We claim G∞ ∼= N ⊕ I with clean N ∈ C≤w and injective I. To see
this we write the transition monomorphism Gk → Gk+1 as a matrix. Then
the matrix entry
γ : Ik → Nk+1
is not a monomorphism. Indeed, since Ik is a direct sum of irreducible
injective objects with irreducible socle and since Nk+1 is clean, γ(soc(Ik)) =
0. Thus the matrix entry
α : Ik → Ik+1
must satisfy α : soc(Ik) →֒ Ik+1. This forces
α : Ik →֒ Ik+1 .
Hence we may write Ik+1 = α(Ik)⊕ I ′. Define
γ˜ : Ik+1 → α(Ik) ∼= Ik → Nk+1
and the isomorphism
ρ =
(
idIk+1 −γ˜
0 idNk+1
)
.
Then ρ◦ik maps I
k into Ik+1. Replacing ik+1 by ik+1◦ρ
−1, we may therefore
assume
ik : I
k →֒ Ik+1 .
In the limit we obtain an exact sequence
0→ co lim
k
Ik → co lim
k
Gk → co lim
k
Nk → 0 .
Since I = co limk I
k is injective, and since N = co limkN
k is clean and in
C≤w, our claim follows.
Step 5). We want to show that p∞ : G
∞ → Y is in R∩W . For this consider
a possible diagram for some j ∈ I (i.e. a monomorphism j : Aj → Bj in D)
Diagram 1:
F (Aj)
F (j)

f // G∞
p∞

F (Bj)
?
<<
g // Y
We have to show that there exists a lifting h in order to prove p∞ ∈ R∩W .
Since each F (Aj) is finite dimensional, the morphism f : F (Aj) → G
∞
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factorizes in the form f = pk ◦ f
′ over some Gk. This gives the left square
of the next diagram
F (Aj)
F (j)

f ′ // Gk
pk

ik // Gk+1
pk+1

F (Bj)
66
g // Y Y
To find the desired lift to G∞, it would suffice to find a lifting h : F (Bj)→
Gk+1 of the outer diagram. To discuss this we switch sides to obtain the
new diagram
F (Aj)
F (j)

f ′ // Gk
ik

pk // Y
F (Bj)
g
;;
h // Gk+1
pk+1 // Y
To construct such an h, making this diagram commutative, amounts to
construct a morphism
h : F (Bj)→ G
k+1 =
(
Gk ⊕ Lk ⊕ F (Nk)
)
/F (Mk)
Step 6) (Weight factorization). Any morphism f : F (A) → X ∈ C≤w
corresponds to a morphism A → UX. Since UX ∈ D≤w, this morphism
uniquely factorizes over the quotient A → A≤w. Hence by adjunction f :
F (A)→ X canonically factorizes in the form
f : F (A) // F (A≤w) // X ,
and similar for B.
Step 7). By the weight factorization property, and since G∞ and Y are in
C≤w, diagram 1 factorizes over the following
Diagram 2:
F (A≤wj )
F (j≤w)

f // G∞
p∞

F (B≤wj )
h′
<<
g // Y
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Hence a lift h′ in diagram 2 provides us with a lift in our original diagram
1. This reduction step allows us to assume
Aj = A
≤w
j
and j by j≤w : Aj = A
≤w
j → B
≤w
j without restriction of generality. Since
this new j≤w need not be a monomorphism any longer, we now replace
diagram 2 by the more convenient
Diagram 3: h = (f, h′)
F (A≤wj )
F (νj ⊕ j≤w)

f // G∞
p∞

F (I(A≤wj )⊕B
≤w
j )
h
99
g◦pr2 // Y
Claim. Any lift h in diagram 3 gives a lift h′ of diagram 2.
Proof of the claim. The lift h = (h1, h2) is given by a pair of morphisms
h1 : F (I(Aj))→ G
∞ and h2 : F (B
≤w
j )→ G
∞ such that
• p∞ ◦ f = g ◦ F (j
≤w)
• p∞ ◦ h2 = g
• p∞ ◦ h1 = 0
• h2 ◦ F (j
≤w) = f − h1 ◦ F (νj).
The desired lift h′ should satisfy
• p∞ ◦ f = g ◦ F (j
≤w)
• p∞ ◦ h
′ = g
• h′ ◦ F (j≤w) = f .
For this we put h′ = h2 + λ, where λ : F (B
≤w
j )→ G
∞ is chosen such that
p∞ ◦ λ = 0
λ ◦ F (j≤w) = h1 ◦ F (νj) .
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To construct λ by adjunction, we construct the corresponding Λ : B≤wj →
UG∞ via λ = adj ◦F (Λ). For the definition of Λ consider the next diagram
A≤wj
j≤w
!!
νj //
 _
j

I(A≤wj )

H1 // UG∞
Bj

∃u
;;
// I(A≤wj )
≤w ∃v // UG∞
B≤wj
Λ // UG∞
where u exists, since I(Aj) is injective. The existence of the morphisms v,Λ
follows from weight factorization, if G∞ is in C≤w and then UG∞ ∈ D≤w.
Since we only know that G∞ = N∞ ⊕ I∞ with N∞ ∈ C≤w, we still have to
show that we may assume G∞ = N∞ without restriction of generality. For
this we should temporily return to the beginning of step 5) as we do in the
next step.
Step 8) (Replacing G∞ by N = N∞). Consider the lifting condition for a
diagram
F (Aj)
j

(fN ,fI) // N ⊕ I
pN+pI

F (Bj)
(hN ,hI)
;;
g // Y
Since I is injective and j is a monomorphism, we can choose once and for
all hI : Bj → I. The lifting condition then is equivalent to
hN ◦ F (j) = fN , pN ◦ hN = g − pI ◦ hI .
This allows us to replace our lifting problem for G∞ to a lifting property
with G∞ replaced by N∞ by using the new diagram
F (Aj)
j

fN // N
pN

F (Bj)
hN
==
g−pI◦hI // Y
instead of the old one.
Step 9). Now we combine the results from step 5) -step 8). We can assume
Aj = A
≤w
j and we can replace j : Aj → Bj by the redundant morphism
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(νj, j
≤w) : Aj → I(Aj) ⊕ B
≤w
j . This defines an element in j ∈ I
≤w. So it
suffices now finally to find a lift for very special morphisms in I≤w as in the
next
Diagram 4:
F (Aj)
F (νj⊕j
≤w)

f // G∞
p∞

F (I(Aj)⊕B
≤w
j )
?
99
g // Y
, j ∈ I≤w .
instead of diagram 1. As explained in step 5) the morphism f factorizes
over some f ′ : F (Aj) → G
k, and it suffices to find the desired lift h :
F (I(Aj)⊕B
≤w
j )→ G
k+1 on the next level k+1 of the construction of G∞.
The data from diagram 4 give a triple (j, f, g) defining one of the summands
that appear in the construction of the pushout Gk+1. Notice j ∈ I≤w
and choose f = (f ′, 0) : F (Aj) → G
k ⊕ Lk. This being said, we map
F (I(Aj) ⊕ B
≤w
j ) into the summand corresponding to the index (j, f, g) by
the identity map, and we map it into all other summands by zero. Thus we
obtain a commutative diagram
F (Aj)
f
((
F (j)

(j,f,g) //
⊕
i∈I≤w
⊕
(f,g)∈S(i) F (Ai)
⊕
I≤w,S(i)
F (νi⊕i≤w)

⊕
f // Gk ⊕ Lk
ik

F (I(Aj)⊕B
≤w
j )
h
77
(j,f ′,g) //
⊕
i∈I≤w
⊕
(f,g)∈S(i) F (I(Ai)⊕B
≤w
i )
⊕
g // Gk+1
pk

Y
Then ik ◦ f = h ◦ F (j) and pk+1 ◦ h = g. Composing h with the morphism
Gk+1 → G∞ defines the lift we were looking for. 
10. Minimal models
Suppose T is an abelian k-linear Frobenius category satisfying (F) and
(G) as in section 6.8.
10.1. Minimal cofibrant replacements. Let C be an abelian model cat-
egory in which every object is fibrant.
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Definition 10.1. Let C be an abelian model category in which every object
is fibrant. A cofibrant replacement q : QX → X of X ∈ C is called minimal
(orminimal model) if an element ϕ ∈ EndC(QX) is a unit, i.e. in AutC(QX),
if and only if ϕ is in W.
Lemma 10.2. Suppose q : QX → X is minimal. Then any cofibrant re-
placement q′ : Q′X → X is of the following form: there exists a projective
object P and an isomorphism τ : Q′X ∼= P ⊕QX such that q′ = q ◦prQX ◦τ .
Proof. Suppose q : QX → X is minimal. Suppose q′ : Q′X → X is another
cofibrant replacement. Then by the lifting property there exist morphisms
α ∈ W and β ∈ W (not uniquely) such that q = q′ ◦α and q′ = q ◦β. Hence
q = q ◦ (β ◦α). Notice that ϕ = β ◦α ∈ EndC(QX) is in W. If q : QX → X
is minimal, the ϕ is an isomorphism of QX. Then
α : QX → Q′X , s ◦ α = idQX
is a retract of Q′X for s = ϕ−1 ◦ β. Hence α is a monomorphism in W, and
QX is a direct summand of Q′X
Q′X = QX ⊕ P
where P is in C−. But P is in C+, hence in PC . Then P = Kern(s) is also
in the kernel of q′ : Q′X → X, since q′ = q ◦ β = q ◦ ϕ ◦ s. Hence
Kern(q′) = Kern(q)⊕ P , P ∈ PC .

Remark 10.3. Suppose QX = A ⊕ P for some projective P 6= 0. Then
QX → A → QX is in EndC(QX) ∩W, but not in AutC(QX). Hence QX
is not minimal. Hence minimal models are unique up to isomorphism.
Remark 10.4. Not every indecomposable object has a minimal model, see
example 17.8 for an example in the GL(m|1)-case.
Lemma 10.5. A cofibrant replacement q : QX → X is minimal if and
only if QX is clean (i.e. without injective subobject). A minimal model
q : QX → X is unique up to isomorphism.
Proof. If QX is minimal, then X is clean by remark 10.3. If QX is clean,
let γ : QX → QX to be an endomorphism, and assume γ ∈ W. It can be
factorized γ = u ◦ v, where u ∈ R∩W and v ∈ L ∩W. Hence v : QX →M
is a monomorphism with injective kokernel I ′, and u : M → QX is an
epimorphism with kernel I ∈ C−. Then M ∈ C+, since QX and I
′ are in C+,
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This implies I ∈ C− ∩ C+, hence I is injective too.
0
I ′
OO
0 // I
β
>>⑤⑤⑤⑤⑤⑤⑤
// M
OO
u // QX // 0
QX
v
OO
γ
<<②②②②②②②
0
OO
Since QX is clean, the morphisms β and γ are isomorphisms. This proves
γ ∈ AutC(QX). 
Consider an arbitrary cofibrant replacement
0→ K → QX → X → 0
with QX ∈ C+ and K ∈ C−. We decompose QX = I ⊕N into an injective
I and a clean summand N . Notice N, I ∈ C+. Then there are the following
exact sequences
0 // Q1 // X // Q2 // 0
0 // N
OOOO
// N ⊕ I
OOOO
// I //
OOOO
0
0 // K ∩N
?
OO
// K
?
OO
// im(K)
?
OO
// 0
Lemma 10.6. Every simple object X ∈ T not in C− has a minimal model
in C. If C and D are categories with weights and if the simple object X has
weight ≤ w, then the minimal model QX of X is in the subcategory C≤w.
Proof. For the first assertion assume that X is a simple object in C in the
diagram above. Then the top horizontal exact sequence implies that either
Q1 = 0, Q2 ∼= X or Q1 ∼= X,Q2 = 0:
a) In the case Q1 = 0 we have N = K ∩N , hence K = (K ∩N)⊕ (K ∩ I).
Thus K ∩N ∈ C− is a summand of K ∈ C−. Hence K ∩N and im(K) are
both in C−. Secondly q factorizes N ⊕ I → (N ⊕ I)/K ∼= I/im(K) ∼= X.
Since I and im(K) are in C−, this would imply
X ∈ C− .
Then QX ∈ C−, hence QX ∈ C− ∩ C+ = IC. Thus
X ∼= 0 , in HoC .
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b) In the other case Q2 = 0 we have Im(K) = I, hence Im(K) is projective.
The projection K → im(K) therefore splits by a morphism s : im(K)→ K.
Then K ∼= s(im(K))⊕ (K ∩N) ∈ C− again implies (K ∩N) ∈ C−. On the
other hand there is the exact sequence
0→ (K ∩N)→ N → N/(N ∩K) ∼= X → 0 .
Since N ∈ C+ and (K ∩ N) ∈ C−, this implies that N → X is a cofibrant
replacement. Since N is clean, this proves the first statement. On the
other hand there exist a cofibrant replacement q : QX → X with QX ∼=
N ⊕ I, where I is injective and N is of weight ≤ w as shown for arbitrary
objects in C≤w in section 9. Since we know that X admits a minimal model,
then q(I) = 0 and (QX = N, q|N ) defines a minimal model, where QX ∈
C≤w. 
10.2. More on morphisms in HoT . By theorem H.2 [X,Y ] =
Hom(QX,Y )/ ∼stable. Two maps f : QX → Y, g : QX → Y are equivalent
if and only if their difference factors over a projective module P
f − g : QX //
%%❑
❑❑
❑❑
❑❑
❑❑
❑
Y
P
OO
Suppose Y ∈ T . It suffices to consider any projective cover πY : P (Y )→ Y
instead of arbitrary P . Indeed, assume QX → Y factorizes over π : P → Y
as above. Then π factorizes over the surjection πY : P (Y )→ Y (since P is
projective). If λ : QX → P (Y ) is surjective, then P (Y ) splits and becomes
a summand of QX. Suppose QX is clean and Y is simple, then the image
of λ is contained in the radical of P (Y ) and hence f = g.
Corollary 10.7. If QX is clean and Y ∈ T is simple, then
[X,Y ] = HomC(QX,Y ) .
In particular
[V, Y ] = HomC(V, Y )
for clean V ∈ C+.
Corollary 10.8. Suppose X admits a minimal model and suppose Y is
simple. Then a morphism f : X → Y becomes zero in HoC if and only if f
is zero in C.
Remark 10.9. For categories with weights this applies if X and Y are
simple objects in C.
Proof. The category HoC is obtained as the localization of the stable cate-
gory C by R∩W . Hence f becomes zero if and only if there exists s ∈ R∩W
such that s ◦ f = 0 in the stable category. Indeed we may even assume that
s = q is the cofibrant replacement q : QX → X. In other words q ◦ f = 0 in
HomC(QX,Y ). Now suppose that X admits a minimal model, i.e. suppose
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that QX is clean, and suppose that Y is simple. Then this amounts to
q ◦ f = 0 in HomC(QX,Y ) by corollary 10.7. But QX → X is surjective.
Hence q ◦ f = 0 implies f = 0 in C. 
11. Categories with weights and vanishing theorems
11.1. Vanishing theorem. The ind-category C decomposes into blocks CΛ.
Consider a poset structure on the set Λ of isomorphism classes λ of simple
objects in a block. For λ ∈ Λ define full subcategories C≤λ ⊂ CΛ and
similarly for T to consist of all objects with simple subquotients ≤ λ. We
define C<λ ⊂ CΛ and similarly for T to consist of all objects with simple
subquotients ≤ λ but 6= λ. Then by definition
HomC(C
<λ, L(µ)) = 0
for all λ ≤ µ. The subcategories C<λ and C≤λ are closed under limits
and colimits. Suppose that the blocks ΛC of C can be identified with the
blocks ΛC of D via the functors F and U . Then it makes sense to assume
F : D≤λ → C≤λ and likewise for U . We continue with our assumption from
section 9 that C and D define categories with weights as in definition 9.1.
Example 11.1. These assumptions above and the Frobenius assumptions
for C and D hold, if C is the ind-category of representations of an algebraic
supergroup H over an algebraically closed field of characteristic zero whose
underlying even subgroup H0 is a reductive k-group, and if D is chosen to
be the ind-category of representations of an algebraic supergroup H ′ with
H0 ⊂ H
′ ⊂ H, where F and U respectively are the usual induction and
restriction functors.
Theorem 11.2. Under these assumptions
HomHoC(QL(µ), L(λ)) = 0 hence [L(µ), L(λ)] = 0
for any irreducible objects L(λ), L(µ) for which µ < λ.
Proof. For X ∈ C≤µ we choose a cofibrant replacement QX = N ⊕ I,
whose clean component N is in C≤µ as shown in section 9. Then
HomHoC(QL(µ), L(λ)) is
HomC(QL(µ), L(λ)) = HomC(I, L(λ)) ⊕HomC(N,L(λ)) = 0 ,
since I = 0 in C and since HomC(N,L(λ)) is a quotient of HomC(N,L(λ)),
which is zero by weight reasons. 
11.2. Finiteness theorems. We now discuss some finiteness theorems or
conjectures under certain additional conditions. These theorems hold in our
main example (P (m|n)+, GL(m|n)). It is plausible that they all hold for
categories with weights.
For a Frobenius pair (C,D) consider the following chain of functors
γ : C → HoC = C+/ ∼stable .
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Let H = HoT be the full triangulated tensor subcategory of HoC generated
by the image of T under γ. Then there is the functor
γ : T → H = HoT
which in general is neither surjective nor injective on the set of morphisms.
We assume now the following additional assumptions on our categories with
weights:
Assumptions I. Let C and D be Frobenius categories with an interval finite
poset Λ of weights, such that
A.1 Every simple object X has a weight λ in this poset such that X ∈
T ≤λ and HomC(X, C
≤λ′) = 0 for all λ′ < λ
A.2 C≤λ is closed under extensions.
A.3 For every simple object X = L(λ) of weight λ there exists a
monomorphism L(λ) →֒ K−(λ) in C with K−(λ) ∈ T− and cok-
ernel in C<λ. Here C<λ denotes the full subcategory generated by
the objects in C≤λ
′
for λ′ ≤ λ. Let HoC≤λ denote the full image of
C≤λ.
A.4 For every simple object X = L(λ) of weight λ there exists an epi-
morphism K+(λ)→ L(λ) in C with K+(λ) ∈ T+ and kernel in C
<λ.
Example 11.3. For the Frobenius pair (P (m|n)+, GL(m|n)) put K−(λ) =
V (λ)∗ (anti Kac module) and K+(λ) = V (λ) (Kac module).
Theorem 11.4. If assumptions A.1 - A.4 hold, then the shift functor
induces a functor
[1] : HoT ≤λ → HoT <λ .
Proof. Obviously we obtain L(λ)[1] ∼= cokern(L(λ) → K+(λ)) ∈ T
<λ′ for
simple objects X = L(λ) of weight λ′ in T ≤λ. Since λ′ ≤ λ this implies the
claim. 
Theorem 11.5. If assumptions A.1 - A.4 hold and X ∈ T is simple,
[X,X] ∼= k · idX .
Proof. We use the exact sequence
0 // K // K+(λ) // L(λ) // 0
for K ∈ C<λ. Since γ : C → HoC is exact, it induces a distinguished triangle.
We apply HomHoC(−, L(λ)) and obtain
[K[1], L(λ)] // [L(λ), L(λ)] // [K+(λ), L(λ)] // [K,L(λ)].
Since K,K[1] ∈ C<λ we obtain
HomHoC(L(λ), L(λ)) ≃ HomHoC(K−(λ), L(λ)).
Since we can suppose that K+(λ) is clean, the latter equals
HomC(K+(λ), L(λ)) which is one-dimensional. 
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11.3. Irreducible objects in HoT . We now add another assumption (the
typicality axiom):
T.1 For simple X = L(λ) let P (λ) → L(λ) denote the projective hull.
Then there exists a chain of surjections P (λ) → V (λ) → L(λ) with
V (λ) ∈ T+ such that V (λ) ∼= P (λ) implies L(λ) ∼= V (λ), hence
L(λ) ∼= P (λ) is projective.
We remark that a simple object X = L(λ) becomes zero in HoT if and
only if X ∈ T−.
Theorem 11.6. If assumption T.1 holds, a simple object X becomes zero
in HoT if and only if X is projective in T .
Proof. If X is projective, then X becomes zero in C and hence zero in HoT .
Conversely, if idX becomes zero in HoT , then the epimorphism
p : V = V (λ)→ L(λ) = X
factorizes over a projective module. This implies p = 0 in C, and hence
a contradiction if V is clean. If V is not clean, then the typicality axiom
implies P (λ) ∼= V (λ), and V (λ) is projective. The typicality axiom then
furthermore implies that L(λ) is projective in C. 
11.4. Representations of supergroups. Consider an algebraic super-
group G and a subgroup H such that (H,G) is a Frobenius pair. We assume
that the reduced groups G0 and H0 are reductive, e.g. G is a basic classical
supergroup such as GL(m|n), OSp(m|2n), P (n) or Q(n). Put T = Repk(G)
and TH = Repk(H) (or a related tensor category Repk(µ,G) etc.). Attached
to the pair (H,G) we consider the ind-categories C of T and D of TH , and
the associated tensor functors
γ : C → HoC
γ : T → H = HoT .
Recall that HoT is rigid. Hence
Corollary 11.7. The homotopy category HoT is a k-linear symmetric rigid
monoidal category satisfying End(1) = k.
Corollary 11.8. For X in T and Y ∈ T+ we have [X,Y ] ∼= HomT (X,Y ).
If Y = V (λ) and X is simple this is equal to HomT (X,Y ).
Proof. Use [X,Y ] ∼= [Y ∨,X∨] = HomT (Y
∨,X∨) ∼= HomT (X,Y ), since Y
∨
is cofibrant. If Y = V (λ), then Y ∨ ∈ C+ is clean. If X
∨ is simple, hence
[Y ∨,X∨] = HomT (Y
∨,X∨) = HomT (X,Y ). 
Conjecture 11.9. If assumptions A.1 - A.4 hold, for all objects X,Y ∈ T
dimk([X,Y ]) < ∞ .
Remark 11.10. It is enough to prove the conjecture for [L,1] for irreducible
L whose weight is neither bigger or smaller than the weight of 1. Using
[X,Y ] ≃ [X ⊗ Y ∨,1] we can assume that Y is trivial. We claim that it
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then suffices to show that dimk[X,1] is finite-dimensional for irreducible
X ≃ L(λ). We induct on the length of X and suppose dimk[X,1] < ∞ for
l(X) < n for n ≥ 2. Let l(X) = n. Then embedding of the socle gives a
distinguished triangle
soc(X) // X // X ′ // soc(X)[1]
with l(soc(X)) < n and l(X ′) < n. If we apply the functor [,1]
to this triangle, then the finite-dimensionality of [soc(X),1] and [X ′,1]
forces dimk[X,1] < ∞. Now consider [L(λ),1]. For irreducible objects
[L(λ), L(µ)] = 0 if µ > λ by theorem 11.2 and [L(λ), L(λ)] = k · id. Hence
we assume now λ > w(1). Then there are finitely many weights w′ satisfying
w(1) ≤ w′ < λ. Assume now by induction that the statement holds for all
[L(w′),1] with w(1) ≤ w′ < λ. Then the morphism K+(λ) → L(λ) gives a
distinguished triangle in HoC
K // K+(λ) // L(λ) // K[1].
We apply the functor [,1]. Now K and K[1] are in C<λ by assumption and
theorem 11.4, and therefore [K[1],1] is finite dimensional. But [K+(λ),1] is
also finite dimensional since K+λ is cofibrant and clean.
Lemma 11.11. The conjecture holds for (P (m|n)+, GL(m|n)).
Proof. Follows immediately from the explicit construction of cofibrant re-
placements in theorem 13.10. 
Since HoT is rigid, the monoidal ideal N of negligible morphisms is de-
fined (see section 16.4 for more details).
Conjecture 11.12. Assume that G is basic classical and H satisfies G0 ⊂
H ⊂ G. The quotient HoT /N is the semisimple representation category of
an affine supergroup scheme.
We prove this in the G = GL(m|n) and H = P (m|n)+-case in theorem
16.4.
Remark 11.13. An indecomposable object X ∈ HoT is in the kernel of
HoT → HoT /N if and only if sdim(X) = 0 [He15]. Suppose C± 6= C to
exclude trivial cases. Then X ∈ T± = T ∩C± implies sdim(X) = 0 by lemma
7.10.
Example 11.14. If T = Tm|n and T± are the tensor ideals of Kac and
anti Kac modules in Tm|n respectively, then it is well-known [He15] that the
superdimension is zero for every object in T±.
12. Isogenies
12.1. Isogenies I. Assume T is a k-linear abelian Frobenius category sat-
isfying properties (F) and (G) as in section 6.8. For E = C+ consider the
full triangulated subcategory F of objects stably equivalent to objects in
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T+. Its image F in E is quasi-equivalent to the image of T+ in E . Moreover,
every object in E isomorphic in E to an object in T+ is in F by definition.
Lemma 12.1. F is a thick triangulated subcategory of E.
Remark 12.2. Similarly the full image of T− defines a thick triangulated
subcategory of the stable category T of T .
Proof. F is closed under the suspension and loop functor. Thickness: We
have to show F is closed under direct summands and A,B ∈ F implies
C ∈ F for distinguished triangles (A,B,C, α, β, γ) in E . An equivalent
characterization is: For distinguished triangles (A,B,C, α, β, γ) in E such
that C ∈ F and such that α : A → B factorizes over an object in F it
follows that A,B are also in F .
Suppose U ⊕ V = C ∈ F . Then C = Cclean ⊕ I for injective I and finite
dimensional Cclean ∈ E . Using the clean decompositions U = Uclean ⊕ IU
and V = Vclean ⊕ IV we can assume U, V to be clean. We already have
shown that U, V clean implies U ⊕ V clean. Hence U ⊕ V = Cclean is finite
dimensional. Hence U and V are finite dimensional.
Suppose we are given a distinguished triangle (A′, B′, C ′, α, β, γ) in E such
that A′, B′ are in F . We have to show C ′ ∈ F . Obviously we may re-
place the triangle by an isomorphic standard triangle. So let us assume
(A,B,C, α, β, γ) is a standard triangle in E , hence there is an exact sequence
0→ A→ B → C → 0
in E defined by morphisms α : A → B and β : B → C in E such that
A,B ∈ F . We have to show C ∈ F . Using a clean decomposition Aclean⊕ I
of A, we may write B = I ⊕ B′ such that B′clean is in T+. Hence replacing
A by Aclean and B by B
′ we may assume that A ∈ T+, and B = Bclean ⊕ J
for injective J and Bclean ∈ T+. Hence there exists an exact sequence in C
0→ Bclean/(A ∩Bclean)→ C → J/im(A)→ 0 .
Since im(A) is finite dimensional and J =
⊕
ν∈X Iν , we can assume that
im(A) is contained in a finite sum
⊕
ν∈X0
Iν given by suitable finite subset
X0 of the index set X. Hence J/im(A) ∼= J
′ ⊕ J ′′ isomorphic to the direct
sum of the injective comodule J ′ =
⊕
ν /∈X0
Iν and the finite dimensional
comodule J ′′ = (
⊕
ν∈X0
Iν)/im(A). The summand J
′ is projective, hence
splits in the exact sequence above; hence C ∼= J ′′⊕C ′, where C ′ is a finite di-
mensional extension of the finite dimensional comodules Bclean/(A∩Bclean)
and J ′′. Hence Cclean is a finite dimensional. Since C is in E this implies
C ∈ F . 
12.2. Isogenies II. We now suppose additionally that we are in the situ-
ation of definition 6.10 to ensure that HoT is a monoidal category. Let Σ
denote the class of morphisms s in E , whose cone is in the subcategory F .
We call morphisms in Σ isogenies. As shown in [Ve77, p.279ff], the class of
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morphisms Σ admits a calculus of right and left fractions, since F is a thick
subcategory. This defines a triangulated localization functor
E → E [Σ−1] .
Let H denote the full subcategory of objects in E which are isomorphic to
cofibrant replacements of objects which are stably isomorphic to objects
in T . This is a full triangulated subcategory of E , i.e stable under sus-
pension and loop functor, and closed under extension meaning that for a
distinguished triangle (A,B,C) the condition A,C ∈ H implies B ∈ H.
Then
F ⊂ H ,
and H is a symmetric monoidal rigid subcategory of E such that F is a
tensor ideal in H. Indeed for X = I ⊗ N and q : QY → Y with N ∈ T+
and Y ∈ T we have X ⊗ QY → X ⊗ Y is a cofibrant replacement of
X ⊗ Y = I ⊗ Y ⊕ N ⊗ Y , which is stably equivalent to N ⊗ Y ∈ T+ and
hence is in F . This implies that the localization functor
H → H[Σ−1]
is a triangulated tensor functor.
Part 2. The homotopy category associated to GL(m|n)
We now study one particular Frobenius pair: We consider the embedding
of the parabolic subgroup of upper triangular block matrices in GL(m|n).
We construct an explicit cofibrant replacement for any X ∈ T and deduce
from this an another description of HoT . We show that the semisimplifica-
tion HoTm|n/N is the semisimple representation category of a supergroup
scheme. In the GL(m|1)-case we determine this semisimple quotient. For
more background on Tm|n = Rep(GL(m|n)) we refer to [HW14].
13. Cofibrant replacements and an explicit description of HoT
13.1. Representations of GL(m|n). Let k be an algebraically closed field
of characteristic zero. We adopt the notations of [HW14]. With GL(m|n)
we denote the general linear supergroup and by g = gl(m|n) its Lie superal-
gebra. We assume without loss of generality m ≥ n. A representation ρ of
GL(m|n) is a representation of g such that its restriction to g0 comes from an
algebraic representation of G0 = GL(m) ×GL(n). We denote by T = Tm|n
the category of all finite dimensional representations with parity preserving
morphisms. The irreducible representations in Tm|n are parametrized by
their highest weight with respect to the Borel subalgebra of upper triangu-
lar matrices. A weight λ = (λ1, ..., λm | λm+1, · · · , λm+n) of an irreducible
representation in Rn satisfies λ1 ≥ . . . λm, λm+1 ≥ . . . λm+n with integer
entries. The Berezin determinant of the supergroup G defines a one dimen-
sional representation Ber. Its weight is is given by λi = 1 and λm+i = −1
HOMOTOPY QUOTIENTS 49
for i = 1, .., n. For each weight λ we also have the parity shifted irreducible
representation ΠL(λ). Both ∨ and ∗ (the twisted dual) define contravariant
functors on Tm|n. We denote by T+ the tensor ideal of modules with a fil-
tration by Kac modules in T and by T− the tensor ideal of modules with a
filtration by anti Kac modules. We abbreviate Tn|n = Tn.
13.2. Two Frobenius pairs for GL(m|n). We write P+ for the maxi-
mal parabolic subgroup of upper triangular block matrices and P− for the
maximal parabolic of lower triangular block matrices. By [Ge98, Lemma
3.3.1]
V (λ)∗ = CoindGP−LP−(λ) = Ind
G
P−LP−(λ− 2ρ1).
Lemma 13.1. ([Ge98, Proposition 3.6.2]
(1) For M ∈ Tm|n the following are equivalent:
• M has a filtration by Kac modules.
• Ext1(M,V ∗(µ)) = 0 for all µ ∈ X+.
• ResP−M is projective in Rep(P
−).
(2) For M ∈ Tm|n the following are equivalent:
• M has a filtration by anti Kac modules.
• Ext1(M,V (µ)) = 0 for all µ ∈ X+.
• ResP+M is projective in Rep(P
−).
Corollary 13.2. For the Frobenius pair (P+, G) the subcategory C− ∩ Tm|n
equals the tensor ideal of modules with an anti Kac filtration and C+ ∩ Tm|n
equals the tensor ideals of modules with a Kac filtration.
Remark 13.3. Note that our notation for modules with Kac resp. anti
Kac filtrations shows that we always consider the case H = P+. If we
would exchange P+ with P−, this would switch the roles of T+ and T− and
our notation in section 13.1 for modules with a Kac or anti Kac filtration
would be inconsistent.
13.3. Axiomatic description of the highest weight structure. We fix
until the end of the article D such that T− is the category of representations
with anti Kac flags. In other words: D is the ind-category of Rep(P (m|n)+)
where P (m|n)+ is the parabolic subgroup of upper triangular block matrices
in GL(m|n)).
As an abelian category T splits into blocks TΛ, each of which is a highest
weight category with duality [CPS88]. The standard modules in this high-
est weight structure are the Kac modules V (λ). We now axiomatize the
situation of the Tm|n-case and consider an abelian category T = Rep(G) for
some supergroup G satisfying the following sets of assumptions.
First list of assumptions. As an abelian category T splits into blocks
TΛ, each of which is a highest weight category with duality [CPS88] in the
following way: Each block Λ has the structure of an interval finite poset
such that the elements λ correspond to representatives L(λ) of isomorphism
50 THORSTEN HEIDERSDORF AND RAINER WEISSAUER
classes of simple objects in the block TΛ. Each L(λ) has a projective cover
P (λ) ∈ TΛ. Furthermore for λ ∈ Λ there exist objects V (λ) ∈ T+ ∩ T Λ such
that
(1) There exists an epimorphism P (λ) → V (λ), and the kernel has a
finite filtration whose successive quotients are of the form V (ν) for
certain ν ∈ Λ such that ν > λ,
(2) There exists an epimorphism V (λ) → L(λ) such that L(λ) is the
cosocle of V (λ), so that the kernel (radical) has a finite filtration
whose successive quotients are of the form L(µ) for certain µ ∈ Λ
such that µ < λ.
Second list of assumptions. Let V = V (1) in T+ be the standard module
corresponding to the trivial object and P = P (1) the projective hull of 1.
These objects are defined for a highest weight category. We abbreviate
V (L) = V ⊗ L. We now assume that the following additional assumptions
hold:
(1) There exists an antiinvolutive ⊗-functor ∗ inducing an equivalence of
the tensor categories ∗ : T → T op, which permutes the subcategories
T− and T+ so that Y
∗ ∼= Y , if Y is simple or if Y is an indecomposable
projective object.
(2) There exists an invertible simple object L in T , such that
(3) there exists an injection i : V (L)→ P ,
(4) and there exists a surjection π : P → V (L)∗.
(5) V (hence V (L)) is rigid with a Loewy filtration of length r with r
pairwise non-isomorphic simple constituents Li.
(6) The kernel of π ◦ i : V (L)→ V (L)∗ is the radical of V (L), i.e. V (L)
divided by the kernel is isomorphic to L.
(7) The Jordan-Ho¨lder constituent L is the highest weight representation
in P and has multiplicity one.
Property 5 is of auxiliary nature. It will not be used in the following except
that it allows to verify the other properties in the case where T = Tm|n.
Lemma 13.4. Under the assumption 1. above the subcategories T− and T+
are stable under the Tannaka duality functor ∨.
Proof. Assumption 1) implies that as a tensor functor ∗ commutes with the
Tannaka duality ∨. Since T− is preserved by
∨, therefore 1) implies that
also T+ is preserved by
∨. Indeed, for X ∈ T+ we get X
∗ ∈ T− and hence
(X∨)∗ ∼= (X∗)∨ ∈ T−. Therefore X
∨ = (X∨)∗∗ ∈ T+. 
Lemma 13.5. Axioms 1.-7. are satisfied in the case GL(m|n).
Proof. For Tm|n these conditions hold for L = Ber
n. Then L is the dual of
the socle of the Kac module V of the trivial representation
0 // I
a // V
b // 1 // 0 ,
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hence L−1 is the cosocle of V ∗, and 1 is the cosocle
0 // J // V ∗(L) // 1 // 0 ,
of V ∗(L) = V ∗ ⊗ L. The rigidity assertion 5) has been shown in
[BS12],[BS11],[BS10]. Notice also V ∨ ∼= L⊗V . In particular by property 5)
the constituents Li of the Loewy filtration of V satisfy
L∨i
∼= Lr−i ⊗ L .
Property 7) follows from the fact that L is the highest weight constituent
of P and also follows from loc. cit. The Loewy length is r = n by [SZ12,
Theorem 3.2]. Property 3) and 4) and also 7) follow for m+ n from
L ⊗ V ⊗ V ∗ = P ⊕Q ,
where Q is a projective object of atypicality < n (see lemma 14.10). If 3),
4), 5) hold for Tn|n, they hold for Tm|n by using the block equivalence to
the principal block in Tn|n. The inclusion 1 → V
∗ induces the embedding
i : L ⊗ V → P ⊂ P ⊕ Q; similarly the projection V → 1 induces the
surjection π : P ⊕Q→ L⊗ V ∗, since π is necessarily trivial on Q. 
So let us now take all these properties for granted. For simplicity we could
assume T = T m|n (for m ≥ n) in order to ensure that these conditions hold.
Then we obtain
Lemma 13.6. The restriction of V ∗⊗L under U : C → D is projective and
the restriction of V to D decomposes in the following way
U(V ) ∼= U(I) ⊕ 1 .
Proof. Since V ∈ T+ the first property 1) implies V
∗ ∈ T−, hence V
∗ ⊗ L ∈
T−. Concerning the second assertion this implies that U(V
∗⊗L) is projective
and that U(π) : U(P )→ U(V (L)∗) = U(V ∗ ⊗ L) splits
U(P ) ∼= U(Kern(π)) ⊕ U(V (L)∗) .
Now D = U(i(V (L))) ∩ U(V (L)∗) 6= 0, since by the properties 6) and 7)
the Jordan-Ho¨lder constituent U(L) of U(P ) is obtained from U(i(V (L))) ⊂
U(P ) but not obtained from U(Kern(π)). To proof our second assertion it
would suffice to show D ∼= U(L). Indeed, since Kern(π) contains the radical
of i(V (L)) by property 6), the splitting of U(π) then induces a splitting of
U(i(V (L)))
U(i(V (L))) ∼= U(Kern(π) ∩ i(V (L))) ⊕ U(L) .
Tensoring with L−1 gives the required isomorphism U(V ) ∼= U(I)⊕ 1. 
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13.4. Construction of cofibrant replacements. Recall that V = V (1)
and I = V (1)/1. Now consider in the category C the objects P =
⊕∞
i=0 Pi,
Q =
⊕∞
i=0Qi and R =
⊕∞
i=0Ri for
Ri = (I ⊗ I
∗)⊗(i+1)
Qi = (I ⊗ V
∗)⊗ (I ⊗ I∗)⊗i
⊕
V ⊗ (I ⊗ I∗)⊗i
Pi = I ⊗ (I ⊗ I
∗)⊗i.
We define morphisms αi : Pi → Qi by α⊗ id(I⊗I∗)⊗i for
α : I →֒ (I ⊗ V ∗)
⊕
V ,
where α is the diagonal map obtained from the two morphisms idI⊗b
∗ : I =
I ⊗ 1 →֒ I ⊗ V ∗ and a : I →֒ V . Similarly define morphisms βi : Qi → Ri
by β ⊗ id(I⊗I∗)⊗i for the epimorphism
β : (I ⊗ V ∗)
⊕
V −→ I ⊗ I∗ ,
where β is of projection onto (I⊗V ∗) followed by the epimorphism idI⊗a
∗ :
I ⊗ V ∗ = I ⊗ I∗. Finally define for i ≥ 1 morphisms γi : Qi → Ri−1 by
γ ⊗ id(I⊗I∗)⊗i for the epimorphism
γ : (I ⊗ V ∗)
⊕
V −→ V → 1 ,
where γ is of projection onto V followed by the epimorphism b : V → 1.
Put γ0 = 0. The maps (αi)i≥0 and (γi)i≥1 − (βi)i≥0 define a complex in C
0→ P → Q→ R→ 0 .
Let Ω = Kern(β)/Im(α) be its cohomology. The composition of epimor-
phisms Ω→ Ω0 → V → 1 defines an epimorphism q : Ω −→ 1.
Lemma 13.7. Ω is cofibrant in C. There exists an epimorphism
q : Ω→ 1
with kernel in C−. Hence Ω is a cofibrant replacement of 1.
Proof. The inclusion V → Q0 on the second summand of Q0 induces a
complex map, which defines a monomorphism on cohomology V →֒ Ω with
quotient Ω/V ∼= Ω ⊗ (I ⊗ I∗). Similarly V ⊗ (I ⊗ I∗) →֒ Ω ⊗ (I ⊗ I∗)
has quotient isomorphic to Ω ⊗ (I ⊗ I∗)⊗2. Iterating this gives short exact
sequences
0→ Ωi → Ω→ Ω⊗ (I ⊗ I
∗)⊗i → 0 .
The kernels Ωi define an increasing sequence of sub-comodules of Ω
V = Ω0 ⊂ Ω1 ⊂ Ω2 ⊂ ...
such that Ω = co limΩi. Since
Ωi+1/Ωi ∼= V ⊗ (I ⊗ I
∗)⊗i
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is in T+, all the comodules Ωi are in T+. Hence Ω ∈ C+. This shows that Ω
is cofibrant. The kernel K of q : Ω→ 1 is the cohomology of the complex
P → Q′ → R ,
for Q′ = Kern(Q → 1). Since U is an exact functor and commutes with
direct sums, we can compute U(R) from the complex U(P ) → U(Q′) →
U(R). Since U(V ) ∼= U(I)⊕ 1 splits, U(Q) simplifies
U(Qi) ∼= U(V
∗)⊗ U(I ⊗ I∗)⊗i
⊕
(U(I) ⊕ 1)⊗ U(I ⊗ I∗)⊗i
Thus we obtain
U(Q′)/U(P ) ∼=
∞⊕
i=0
U(V ∗)⊗ U(I ⊗ I∗)⊗i ⊕
∞⊕
i=1
U(I ⊗ I∗)⊗i
so that the kernel of U(Q′)/U(P )→ U(R) becomes
U(R) ∼=
∞⊕
i=0
U(V ∗)⊗ U(I ⊗ I∗)⊗i .
Since U(V ∗) is projective by the last lemma, U(V ∗)⊗U(I⊗I∗)⊗i is projective
as well. Hence U(R) is a direct sum of projectives objects in D, hence
projective in D. Thus R ∈ C−. 
Example 13.8. In the GL(1|1)-case V (1) has the composition factors 1
and Ber−1. Therefore I ⊗ I∗ ∼= Ber−2. Accordingly Ωi+1/Ωi equals
V ⊗ (I ⊗ I∗)⊗i ∼= V ⊗ (Ber−2)⊗i ∼= V (Ber−2i).
We can find embeddings K ⊗ (I ⊗ I∗) →֒ K with kokernel isomorphic to
V ∗ ⊗ I. Indeed Pi+1 = Pi ⊗ (I ⊗ I
∗), Qi+1 = Qi ⊗ (I ⊗ I
∗) and Ri+1 =
Ri⊗(I⊗I
∗), and similarly for the complex maps. This defines a short exact
sequences of complexes
0 // P ⊗ (I ⊗ I∗)
 _

// Q′ ⊗ (I ⊗ I∗) //
 _

R⊗ (I ⊗ I∗)
 _

// 0
0 // P //

Q′ //

R

// 0
0 // P0 // P0 ⊕ (I ⊗ V
∗)⊕R0 // R0 // 0
whose cohomology sequence gives the short exact sequence in C
0→ K ⊗ (I ⊗ I∗)→ K → I ⊗ V ∗ → 0 .
By i-fold iteration this gives short exact sequences
0→ K(i) → K → Ki → 0
K(i) ∼= K ⊗ (I ⊗ I∗)⊗i
Hence the objects K(i) and Ki are in C−.
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Hence K has a descending chain of subcomodules K(i) in C
K = K(0) ⊃ K(1) ⊃ K(2) ⊃ K(3) · · ·
whose successive quotients Ki are in T−. By the construction the weights of
all irreducible constituents of K and of I ⊗ I∗ are < 0. Hence we get from
simple weight reasons
Theorem 13.9. For any Y in T there exists an integer n such that
HomC(K
(n), Y ) = 0.
Theorem 13.10. For any object X in T there exists a cofibrant replacement
qX : QX → X in C with the following property. For any Y in T there exists
a subobject K ′ ∈ QX of finite codimension contained in Kern(qX) such that
K ′ ∈ C− and such that HomC(K
′, Y ) = 0.
Proof. Consider QX = Ω ⊗ X for qX = q ⊗ X and K
′ = K(n) ⊗ X for n
large enough, such that HomC(K
(n),X∨ ⊗ Y ) = 0. 
Since [X,Y ] = HomHoC(QX,Y )/ ∼, the two theorems imply immediately
the following important corollary.
Corollary 13.11. For X,Y ∈ T we have dim[X,Y ] <∞.
Remark 13.12. For a way to see the cofibrant replacement as a Kac res-
olution see section 1.1. An estimate for the dimension of [L(λ), L(µ)] can
be found in section 1.6. We do not know a direct representation theoretic
meaning of this dimension.
13.5. A second interpretation of HoT . The full image category of T−
in T is a triangulated subcategory. It is thick, since X ∼= A⊕B for X ∈ T−
implies P ⊕ X ∼= P ′ ⊕ A ⊕ B in T , hence X ′ ∼= A′ ⊕ B′ for the clean
components X ′, A′, B′ of X,A,B. Let hoT be the quotient category of the
triangulated stable category T by the thick subcategory T −. There is a
natural tensor functor
hoT → HoT .
Fix objects X and Y in T . Then morphisms X → Y in hoT are (certain
equivalence classes of diagrams) of the form (see [Ne01])
Z
s
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ f
❅
❅❅
❅❅
❅❅
❅
X Y
for morphisms s : Z → X and f : Z → X in T with Z ∈ T (hence s and
f are classes of morphisms in T that are still denoted s and f by abuse of
notation) such that the cone of s is in T−. Since T − maps to zero under the
functor γ : T → HoT , defined as a full subcategory of HoC, the morphism
s : Z → X in T becomes an isomorphism γ(s) in HoT . In the manner
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diagrams are composed and the equivalence classes are defined, it is easy to
see that we obtain an induced functor
γ : hoT → HoT ,
which maps the equivalence class of the diagram X ← Z → Y to γ(f) ◦
γ(s)−1. Let us show
Theorem 13.13. The functor γ induces a k-linear equivalence of tensor
categories
T /T − =: hoT ∼= HoT
between the quotient of the stable category by the thick ideal of anti Kac
modules and the homotopy category HoT .
Proof. We have to show that the induced map
γ : HomhoT (X,Y )→ HomHoT (X,Y )
is an isomorphism.
X ← Z → Y for f : Z → Y is equivalent to zero if and only if there
exists a morphism s′ in T with cone in T − such that f ◦ s
′ = 0 in T (see
[Ne01]). On the other hand recall HomHoT (X,Y ) = HomC(QX,Y ). Since
γ(s) : Z → X is an isomorphism, there exists a commutative diagram in
HoT
QX
qX

q
!!
Z
s
}}④④
④④
④④
④④ f
❅
❅❅
❅❅
❅❅
❅
X Y
such that γ(s)∗ : [X,Y ] ∼= [Z, Y ] and [Z, Y ] = HomC(QX,Z), since QX
is cofibrant and Z is fibrant. Hence γ(f) ◦ γ(s)−1 is equivalent to zero in
HoT if and only if f ◦ q = 0. This is where the last theorem comes in.
Since Z ∈ T it implies that q is trivial on a subobject K ′ of QX such that
Z ′ = QX/K ′ ∈ T . Hence s′ : Z ′ → Z is well defined in T , such that
f ◦ s′ = 0. But there also exists a distinguished triangle
Cq → CqX → Cs → Cq[1] .
Since CqX = K[1] ∈ C− and Cs ∈ C− this implies Cq ∈ C−. Hence Cq ∈ T−.
Therefore K ′ ∈ C− and
K ′ → Cq → Cs′ → K
′[1]
implies Cs′ ∈ C−. But then already Cs′ ∈ T−. Therefore f ◦ s
′ = 0 implies
that the class of X ← Z → Y is the zero morphism X → Y in hoT . This
shows that γ is faithful. The fullness of γ is shown similarly. Any morphism
in [X,Y ] is represented by a morphism q : QX → Y similarly as in the
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diagram above. Since qX ⊕ q is trivial on some K
′ ⊂ Kern(qX) with finite
quotient Z ′ = QX/K ′ we obtain a diagram in T
Z ′
s′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ f ′
  ❆
❆❆
❆❆
❆❆
❆
X Y
(s′ is induced by qX and f is induced by q) such that γ(s
′)−1 ◦γ(f) ∈ [X,Y ]
represents the morphism we started from. 
Accordingly we will identify the categories hoT and HoT in the following.
Note however that it is important for us to have both interpretations of
HoT . While the interpretation of HoT as a Verdier quotient looks more
down to earth, the cofibrant replacements are only visible when we use the
model structure on Ind(T ).
13.6. Remarks on the Balmer spectrum. Balmer [Ba05] defined for a
tensor triangulated category the notion of its spectrum by equipping the set
of all prime ideals (proper thick tensor ideals such that a ⊗ b ∈ P implies
a ∈ P or b ∈ P) with a Zariski topology. The category HoT is a trian-
gulated tensor category in the sense of Balmer [Ba05]. Hence its spectrum
Spc(HoT ) is defined. By [BKN17] the spectrum of the stable category T is
homeomorphic
Spc(T ) ≃ Proj(N − Spec(S•(f∗1)))
where N = NormG0(f1) and the detecting subalgebra f. Formation of the
spectrum is a contravariant functor, and if F : K → L is an essentially
surjective tensor triangulated functor, the induced map Spc(F ) : Spc(L)→
Spc(K) of locally ringed spaces is injective. More specifically, let q : K →
L = K/J be the localization functor where J is a thick tensor ideal. Then
the associated map Spc(q) : Spc(L) → Spc(K) induces a homeomorphism
between Spc(L) and the subspace
{P ∈ Spc(K) | J ⊂ P} ⊂ Spc(K)
of those thick prime ideals containing J . In our case this applies to
HoT ∼= T/T −, but doesn’t give a concrete description of Spc(HoT ) in this
way. Note that by [BKN17] the thick tensor ideals of T are in bijection with
specialization closed (union of closed sets) subsets of N − Proj(S•(f∗1))) by
assigning to a thick tensor ideal the union of the support varieties of its ele-
ments. However the support varieties of anti Kac modules (or modules with
a filtration by anti Kac modules) don’t seem to have a known description.
14. The degree filtration and cofibrant replacements
14.1. Degree filtration of Kac objects. We show that every Kac object
has a canonical degree filtration. By using the cofibrant replacement of an
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arbitrary X we can also endow X with such a filtration in the ind-category.
This filtration could be seen as an analogue of Deligne’s weight filtration.
To λ = (λ1, . . . , λm | λm+1, . . . , λm+n) we associate the bidegree
(d, d′) = (
m∑
i=0
λi,
n∑
i=1
λm+i).
By the description of the blocks [BS12] d− d′ only depends on the block of
L(λ). If we fix the block, we can therefore think of d as the relevant degree
and we define therefore
deg(λ) =
n∑
i
λi.
Recall that T+ denotes the tensor ideal of modules with a filtration by Kac
modules in Tm|n and T− the tensor ideal of modules with a filtration by anti
Kac modules in Tm|n.
Lemma 14.1. Each M ∈ T+ has a canonical degree filtration, i.e. a filtra-
tion by submodules Fi(M) ∈ T+ such that
. . . ⊆ Fi−1(M) ⊆ Fi(M) ⊆ Fi+1(M) ⊆ . . .
and
Fi(M)/Fi−1(M) =
⊕
λ
V (λ)
holds for certain Kac modules V (λ) ∈ T+ of degree deg(λ) = i. This fil-
tration is inherited to retracts N of M so that Fi(N) = N ∩ Fi(M). The
filtration is functorial with respect to morphisms.
Proof. Every M in T+ admits a filtration by objects in T+ whose graded
pieces are Kac modules. To show the existence as in our claim it suffices
to show that Ext1(V (ρ1), V (ρ2)) = 0 holds for deg(ρ1) ≤ deg(ρ2). Since all
Jordan-Hoelder constituents L(τ) of V (ρ1) have degree deg(τ) ≤ deg(ρ1), it
suffices to show Ext1(V (ρ1), L(τ)) = 0 for deg(ρ1) ≤ deg(τ). The dimension
of Ext1(V (ρ), L(τ)) can be expressed as the coefficient p
(1)
ρ,τ of the linear
term of the Kazhdan-Lusztig polynomial pρ,τ [BS10]. By [MS11, Lemma
6.10] and [BS10, Lemma 5.2] p
(1)
ρ,τ 6= 0 if and only if τ is obtained from
ρ by interchanging the labels at the ends of one of the cups in the cup
diagram of ρ. Since this operation increases the degree of ρ, we must have
deg(τ) > deg(ρ) to get a nonvanishing p
(1)
ρ,τ . Hence the coefficient must be
zero for deg(ρ) ≥ deg(τ). The uniqueness is proved by induction on the
length of such filtrations. The minimal nontrivial filtration submodule N
is uniquely characterized by the maximal degree highest weight vectors in
M . Then consider M/N and proceed by induction. Concerning retracts it
suffices that T+ is closed under retracts, and hence so is T+. 
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Lemma 14.2. Every object M ∈ C+ is isomorphic to an inductive limit of
finite dimensional Kac objects. In particular the degree filtration extends to
C+.
Proof. The given object M ∈ C+ is stably isomorphic to Ω ⊗M , hence we
may replace M by Ω⊗M . Hence we may suppose
M ∼=
⋃
i
Ω⊗Mi ∼=
⋃
i,j
Ωj ⊗Mi
for Ω =
⋃
j Ωj. Since the Ωj are finite dimensional Kac objects Ωj, Ωj ⊗Mi
is a Kac object as well. 
Given an object M ∈ C−, we can dualize it via ()
∗ (the extension of
the twisted dual to the ind completion) to obtain an object in C+ with its
canonical degree filtration. Dualizing the filtration steps, equips M ∈ C−
with a dual degree filtration.
Corollary 14.3. Every object M ∈ C− is a sequential projective limit of
finite dimensional anti Kac objects. It carries a descending degree filtration
whose graded pieces are direct sums of finite dimensional anti Kac modules.
Example 14.4. (Degree filtration of projective objects) The degree filtration
of a maximal atypical projective cover P (τ) is as follows using the known
filtration of P (τ) by Kac modules as in [BS11, Theorem 5.1]. Let L(ρ) de-
note the constituent of highest weight in P (τ). Then there are 2n weights
µ1, . . . , µ2n whose weight diagrams are obtained from the labeled cup dia-
gram of τ by interchanging the labels at the ends of the n cups in all possible
ways. Enumerate these 2n distinct weights as µ1, . . . , µ2n so that µi > µj in
the Bruhat order implies i < j. Then ρ = µ1 and µ2n = τ . The projective
cover has then a filtration by submodules M(i)
{0} =M(0) ⊂M(1) ⊂ . . . ⊂M(2n) = P (τ)
such that
M(i)/M(i − 1) ∼= V (µi)
for each i = 1, . . . , 2n. Note that the enumeration in the Bruhat order
also implies that µi > µj implies i < j in the degree ordering. The
quotient Fi(P (τ))/Fi−1(P (τ)) =
⊕
λ V (λ) is the direct sum of the V (µj)
with deg(µj) = i. If deg(ρ) = k, then M(2
n)/M(2n − 1) = V (τ) and
M(1)/M(0) =M(1) = V (ρ).
Example 14.5. (Degree filtration of V (ν) ⊗ L(µ)) (see [Se96, Corollary
5.2] for a variant) For maximal atypical L(λ) ∈ Tn we write L0(λ) for
the irreducible Gl(n) × Gl(n)-module with highest weight (λ1, . . . , λn) ×
(λn+1, . . . , λ2n). We denote the restriction of L(λ) to G0 = Gl(n) × Gl(n)
by ResG0(L(λ)) = LG0(λ). The restriction decomposes into a direct sum of
irreducible representations, and the representation L0(λ) is the irreducible
representation in this decomposition of largest degree.
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For maximal atypical L(ν), L(µ) we determine the canonical degree fil-
tration of the maximal atypical summand V of V (ν)⊗L(µ). The restriction
LG0(ν) = ResG0(L(ν)) of L(ν) to the subgroup G0 decomposes into a di-
rect sum of irreducible representations and we denote the direct sum of the
irreducible G0 representations with weight of degree i by LG0(ν)
i. Then
i ≤ deg(ν). Since
⊕
j≥iLG0(ν)
i is stable under the super parabolic P ⊂ G
and since IndGP is an exact functor we obtain from Frobenius reciprocity
V˜ := L(ν)⊗ V (µ) = L(ν)⊗ IndGPL0(µ) ≃ Ind
G
P (LG0(ν)⊗ L0(µ)).
Then the degree filtration of V˜ has the form
Fi(V˜ ) = Ind
G
P (
⊕
j≤i
LG0(ν)
j−deg(µ) ⊗ L0(µ)).
The associated graded modules are the Kac objects
gri(V˜ ) =
⊕
V (LG0(ν)
i−deg(µ) ⊗ L0(µ))
in C+. The projection V of V˜ onto the principal block Γ has the same struc-
ture except that only those irreducible G0-representations in LG0(ν)
i−deg(µ)
contribute which give Kac modules in Γ.
14.2. Polynomial growth and power series. We now define two sub-
categories
T+ ⊂ C
pol
+ ⊂ C
fin
+ ⊂ C+.
Definition 14.6. Let Cpol+ , C
fin
+ be the full subcategories of C+ with the
following objects:
• Cfin+ : objects M with a degree filtration F such that Fk(M) = 0 for
some k ∈ N and dim grFi (M) <∞ for all i.
• Cpol+ : objects M with a degree filtration F such that Fk(M) = 0 for
some k ∈ N and dim grFi (M) < C · P (i) for all i where C = C(M)
is a constant and P = P (M) a polynomial.
Lemma 14.7. The subcategories Cpol+ , C
fin
+ are exact subcategories in C+
and closed under tensor products. Their images in the homotopy category
are triangulated monoidal categories.
Both statements are obvious (closure under tensor product follows from
the classical behaviour of weigths in tensor products over GL(m)×GL(n)).
In particular the Grothendieck group K0 of C
pol
+ , C
fin
+ is defined.
We consider formal power series of the form∑
i<k
[Mi]q
i
for [Mi] ∈ K0(T ). Then we have a homomorphism
K0(C
fin
+ )→ K0(T )[[q
−1]], [M ] 7→ [grFi (M)]q
i.
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Any M ∈ T is isomorphic in HoT to M ⊗ Ω and lies in the image of Cfin+ .
Therefore we can assign to M a formal power series as above. If M is
irreducible, or more generally, if M has a minimal model, then we obtain
a canonical power series in K0(T )[[q
−1]] associated to M . We remark that
the minimal model lies in Cpol+ . Indeed this is already true for M ⊗ Ω by
the description of Ωi+1/Ωi in section 13. By lemma 10.2 the minimal model
for M is obtained from M ⊗ Ω by projecting to the clean component. As
for Kac objects we can define analogs of Cfin+ and C
pol
+ for anti Kac objects
using corollary 14.3 and then define an associated power series
Example 14.8. We compute the minimal model Ω(L(a)) of an irreducible
representation L(a) = L(a| − a) in the principal block of GL(1|1) in section
17.3. The Kac modules in Ω(L(a)) are V (a), V (a− 2), V (a− 4), . . . and the
anti Kac modules in A are V (a − 1)∗, V (a − 3)∗, V (a − 5)∗, . . .. Therefore
the power series associated to Ω(L(a)) is
[V (a)]qa + [V (a− 2)]qa−2 + [V (a− 4)qa−4 + . . .
= ([L(a)] + [L(a− 1)])qa + ([L(a− 2)] + [L(a− 3)])qa−2 + . . .
The power series associated to A is similar, but involveses only odd powers
of q.
A variant. We would like to read the exact sequence associated to a cofibrant
replacement as an equality between power series. As example 14.8 shows, the
power series of Ω(L(a)) and A might not have any cancellations. We identify
Cpol+ , C
fin
+ and C
pol
− , C
fin
− with their image in the ring of formal power series.
We also use q−deg(λ) to obtain a formal power series with finite principal
part. Then we have three different non-unital rings of formal power series:
• The Cpol+ version: Here we give V (λ) degree deg(λ) and assign to
V (λ) the power series q−deg(λ)[V (λ)]. This construction extends to
sequential inductive limits of Kac-modules of polynomial growth.
• The Cpol− version: Here we give V (λ)
∗ degree deg(λ) and assign to
V (λ)∗ the power series q−deg(λ)[V (λ)∗]. This extends to sequential
projective limits of anti Kac-modules of polynomial growth.
• The Cpol version: Here we give L(λ) degree deg(λ) and assign to
L(λ) the power series q−d(λ)[L(λ)]. This extends to inductive limits
of polynomial growth of finite dimensional modules.
There is a natural ring isomorphism between K0(C
pol
+ ) and the K0(C
pol
− )
induced by ()∗. There is a natural ring homomorphism from K0(C
pol
+ ) to
K0(C
pol) given by
q−deg(λ)[V (λ)] 7→
∑
L
q−deg(L)[L]
where L runs over the irreducible constituents of V (λ). Now 0 → A →
Ω(M) → M → 0 for finite dimensional M and its cofibrant replacement of
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polynomial growth Ω(M) with A ∈ C− gives via identifications in the power
series ring Cpol the formula
[M ] = [Ω(M)]− [A].
14.3. The tensor product V (1)⊗ V (1)∗. We give some estimates on the
weights appearing in the cofibrament replacement Ω of 1. Recall that Ω has
an increasing sequence of sub-comodules of Ω
V = Ω0 ⊂ Ω1 ⊂ Ω2 ⊂ ...
such that
Ωi+1/Ωi ∼= V ⊗ (I ⊗ I
∗)⊗i.
We analyse now the filtration step Ωi+1/Ωi. For simplicity we specialize in
this section to the m = n (and assume m = n ≥ 2) since many calculations
in a maximal atypical block can be reduced to calculations in the principal
block of Tn|n. In order to understand the tensor product I ⊗ I
∗ better, we
first analyze the V ⊗V ∗ tensor product. We recall from [HW14, Proposition
27.4]:
Proposition 14.9. [BSch17, Theorem B.17] The space of matrices Mnn(k)
is a GL(n, k)×GL(n, k)-module in a natural way by left and right multiplica-
tion, hence also the Graßmann algebra Λ := Λ•(Mn(k)). As a representation
of GL(n, k) ×GL(n, k) we have
Λ•(Mnn(k)) ∼=
⊕
ρ
ρ∨ ⊠ ρ∗
where ρ = ρλ runs over all partitions in
P (n, n) = {λ ∈ Zn | n ≥ λ1 ≥ λ2 ≥ ... ≥ λn ≥ 0} .
We also note that there exist 2n symmetric Young diagrams with λ =
(λ1, ..., λn) and λ1 ≤ n.
We also recall from [HW14] that V (1) has a decreasing filtration (the rad-
ical filtration) of GL(n|n)-subrepresentations with n+ 1 irreducible graded
pieces Li such that L0 = k is the maximal irreducible quotient representa-
tion. The highest weights of the Li can be computed from [BS11, Theorem
5.2] to be the duals
λ∨(i) = (0, · · · , 0,−i, ...,−i) , for i = 0, ..., n
of the basic selftransposed weights λi in P (n, n). In particular the cosocle
of V ∗ consists of Ber−n.
Lemma 14.10. The tensor product V ⊗ V ∗ decomposes as
V ⊗ V ∗ ∼= P (Ber−n)⊕Q
where Q is of atypicality less than n.
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Proof. First note that
V ⊗ V ∗ ∈ C+ ⊗ C− ⊂ PC
is projective in T since C+ ∩ C− = Proj and C± are tensor ideals. From
V = F (1) and F (X)∗ ∼= IndGP−(X
∗ ⊗ Ber−n) [Ge98, Proposition 2.1.1] we
obtain as a P -module
W ∗ = F (1)∗ = Λ•(G/P−)⊗Ber
−n ∼= Λ•(P+)⊗Ber
−n = Ind
P+
G0
(Ber−n).
In other words
F (U(V ∗)) ∼= F (Ind
P+
G0
(Ber−n)) ∼= F0(Ber
−n)
where F0 denotes induction from the group G0. Hence we get
V ⊗ V ∗ ∼= F (1)⊗ V ∗ ∼= F (U(V ∗)) = F0(Ber
−n) .
Any filtration of U(V ∗) by irreducible P -modules, for instance the one by
the Grassmann degree, has as irreducible graded pieces the
(2n
n
)
modules
ρα ⊠ ρα∗ of the quotient group G0 of P for α ∈ P (n, n) (considered as
representations of P ). It induces a filtration of
V ⊗ V ∗ = F (U(V ∗))
by the
(2n
n
)
Kac-modules corresponding to the representations ρα ⊠ ρα∗ of
G for α ∈ P (n, n). Hence V ⊗ V ∗ inherits a Kac filtration whose maximal
atypical graded pieces correspond to the 2n self transposed α = α∗ weights.
Since the degree of atypicality is a block invariant we can decompose V ⊗V ∗
in the form
V ⊗ V ∗ = P ⊕Q
where P ∈ T n has atypicality n and Q ∈ T <n is in the direct sum of blocks
of atypicality < n.
Therefore P is projective with a filtration containing as graded pieces the
2n maximal atypical Kac-modules defined by the 2n highest weights α =
α∗ ∈ P (n, n) (each with multiplicity one). Obviously P (Ber−n) must be a
summand of P , since Ber−n is in the cosocle of P . The claim now follows
since P (Ber−n) contains 2n Kac-constituents.

Since V ⊗V ∗ ∈ C+ and V ⊗V
∗ ∈ C−, by the vanishing of Ext(C+, C−)-groups
and
dimkHomT (V (λ), V (µ)
∗) = δλµ
we obtain from the fact that P has a filtration by 2n Kac modules (and
similarly a filtration by 2n anti Kac modules)
dimk EndT (P ) = dimkHomT n(V ⊗ V
∗, V ⊗ V ∗) = 2n .
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For V (λ) ∈ T n notice dimkHomT r(V ⊗ V
∗, V (λ)∗) = 0 or 1 depending
on whether λ is one of the self transposed weights α ∈ P (n, n). Hence for
maximal atypical λ we get
dimkHomT (P, V (λ)
∗) = 1 or 0 ,
depending on whether λ is one of the self transposed weights α ∈ P (n, n) or
not. On the other hand for V (λ) ∈ T n we have
HomT n(P, V (λ)
∗) = HomT n(V ⊗ V
∗, V (λ)∗) = HomT (V ⊗ V
∗, V (λ)∗)
= HomT (F0(Ber
−n), V (λ)∗) = HomG(Ber
−n, V (λ)∗)
by Frobenius reciprocity. We have deduced the following result:
Corollary 14.11. For maximal atypical irreducible weights λ the following
assertions are equivalent
(1) λ = λ∗, and hence λ ∈ P (n, n) (and there are 2n such λ).
(2) V (λ) is a Kac-constituent of the projective module P = P (Ber−n)
in the category T .
(3) The restriction of V (λ)∗ to G0 contains the representation Ber
−n.
(4) The restriction of V (λ)∗ to G0 contains the representation Ber
−n
with multiplicity one.
(5) The restriction of V (λ) to G0 contains the representation Ber
−n.
(6) V (λ) contains Ber−n as a constituent in the category T .
For the equivalence of 3. and 4. recall that V (λ) and V (λ)∗ have the
same simple constituents. For the last implication use that property 2) is
equivalent to the last property by the BGG formula [P (Ber−n) : V (λ)] =
[V (λ) : Ber−n].
14.4. Estimates for I ⊗ I∗. The i-th filtration step of Ω is given by
Ωi+1/Ωi ∼= V ⊗ (I ⊗ I
∗)⊗i.
Since I ⊂ V (1) we obtain V (1)→ I∗
0
0 // I ⊗ I∗ // V ⊗ I∗ //
OO
I∗ // 0
V ⊗ V ∗
OO
V ⊗ 1 ∼= V
OO
0
OO
where V ⊗ V ∗ ∼= P (Ber−n) up to contributions of lower atypicality by
lemma 14.10. The filtration of the module P (Ber−n) via Kac modules
V (1), . . . V (Bern) has been described in section 14.3. The Kac filtration of
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V ⊗ I∗ misses exactly the Kac module V (1) in P (Ber−n); and the module
I ⊗ I∗ lacks exactly a copy of I∗ in comparison to V ⊗ I∗.
The highest weight in a Kac module is always in the top. The maximal
atypical composition factors of I ⊗ I∗ are those of P (Ber−n) with those of
one V (1) and I missing. The constituents in I are just the constituents in
the tops of the Kac modules in P (Ber−n). Therefore the largest weights
in I come from the Kac module V (0, . . . , 0,−1): Its top [0, . . . , 0,−1] is
not in I ⊗ I∗, but the constituents [0, . . . , 0,−2] and [0, . . . , 0,−1,−1] (see
[BS11, Theorem 5.2] for the description of the Loewy layers) in the next
radical layer are. The smallest weight in P (Ber−n) and in I⊗I∗ is the socle
Ber−2n of P (Ber−n) of degree −2n2.
Corollary 14.12. Let L(λ) be a composition factor of I ⊗ I∗. Then
−2n2 ≤ deg(λ) ≤ −2.
In particular V ⊗ (I ⊗ I∗) is a Kac object with weights between −3n2 and
−2.
Example 14.13. We assumed in this section m = n ≥ 2. The GL(1|1)-case
was already treated in example 13.8. In this case Ωi+1/Ωi ∼= V (Ber
−2i).
15. Restriction and DS-cohomology
15.1. Restriction I. For m = m1+m2 and n = n1+n2 consider the super
subgroups
GL(m1|n1)×GL(m2|n2) →֒ GL(m|n)
of the supergroup GL(m|n) defined in terms of matrices by

A′ 0 B′ 0
0 A′′ 0 B′′
C ′ 0 D′ 0
0 C ′′ 0 D′′


This defines a restriction functor res
Tm|n → Tm1|n1 × Tm2|n2 .
This is an exact tensor functor. We easily see
res(Ber) ∼= Ber ⊠Ber .
Similarly we obtain a functor for the corresponding ind-categories
Cm|n → Cm1|n1 × Cm2|n2 ,
denoted res : C → C′ ×C ′′ for simplicity.
These restriction functors are exact tensor functors. Since the restrictions
of projective comodules are projective comodules, this induces a monoidal
triangulated functor between the triangulated tensor categories defined by
the stable categories
C → C
′
× C
′′
.
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Note that
P =


A′ ∗ B′ ∗
∗ A′′ ∗ B′′
0 0 D′ ∗
0 0 ∗ D′′

 ⊂ GL(m|n)
contains
P ′ × P ′′ =


A′ 0 B′ 0
0 A′′ 0 B′′
0 0 D′ 0
0 0 0 D′′

 ⊂ GL(m1|n1)×GL(m2|n2)
Therefore U(X) ∈ ID for X ∈ C implies (U
′ ×U ′′)(res(X)) = res(U(X)) ⊂
res(ID) ⊂ ID′ × ID′′ . In other words
res : C− → C
′
− × C
′′
− .
Thus we get an induced functor between the triangulated quotient categories
E → E ′ × E ′′ .
15.2. Restriction II. Similarly we may embed GL(m−k|n−k) as an outer
block matrix in Gl(m|n)
ϕn,m : GL(m− k|n− k) →֒ GL(m|n) .
Analogous to the preceeding discussion we obtain induced functors
res : HoCm|n → HoCm−k|n−k
and similarly
res : HoTm|n → HoTm−k|n−k .
15.3. The functor DS. We recall from the article [HW14] that we have
a tensor functor DS : Tm|n → Tm−1|n−1 attached to the choice of an odd
element x ∈ g1 satisfying [x, x] = 0. Since [x, x] = 0 we get
2 · ρ(x)2 = [ρ(x), ρ(x)] = ρ([x, x]) = 0
for any algebraic representation (V, ρ) of GL(m|n) in C∞m|n. We fix now
x =
(
0 y
0 0
)
for y =


0 0 . . . 0
0 0 . . . 0
. . . . . .
1 0 0 0


The cohomological tensor functor DS is defined as
DS = DSn,n−1 : Cm|n → Cm−1|n−1
via DSn,n−1(V, ρ) = Vx := Kern(ρ(x))/Im(ρ(x)).
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Lemma 15.1. The functor DS factorizes over the homotopy category and
induces tensor functors
DS : HoCm|n → HoCm−1|n−1
DS : HoTm|n → HoTm−1|n−1.
Proof. It was proven in [HW14, Theorem 4.1] that the kernel ofDS : Tm|n →
Tm−1|n−1 equals T−. A module X is in C− if and only if its restriction to
P (m|n)+ is projective and therefore injective. Since any injective module is
a direct sum of injective finite dimensional modules, we obtain
DS(X) = DS(
⊕
Xi) =
⊕
DS(Xi) = 0
where used that x ∈ P (m|n)+. So ker(DS) = C−. A cofibrant replacement
of X ∈ C defines an exact sequence
0 // K− // QX
q // X // 0
with K− ∈ C−. We apply DS to this sequence. Since DS(C−) = 0 and the
functor DS is weakly exact in the sense of [HW14, Lemma 2.1], this implies
that DS(q) : DS(QX) → DS(X) is an isomorphism. Let f ∈ [X,Y ] be an
arbitrary morphism and recall that [X,Y ] = HomC(QX,Y )/ ∼. Therefore
we obtain from f : QX → Y the commutative diagram
DS(QX)

DS(q)
// DS(X)
xxrrr
rr
rr
rr
r
DS(Y )
which shows that DS : Cm|n → Cm−1|n−1 factorizes over HoCm|n. We obtain
all in all a commutative diagram
Cm|n
DS

// HoCm|n
DS
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
Cm−1|n−1 // HoCm−1|n−1
which defines the induced functor DS : HoCm|n → HoCm−1|n−1. This func-
tor can be also simply restricted to the HoT -case.

Remark 15.2. This result extends to the more general functors
DSm−k|n−k : Tm|n → Tm−k|n−k considered in [HW14].
Remark 15.3. If we choose the other Frobenius pair (i.e. exchange P+
with P−) to define the homotopy category, we get a similar result for the
DS functor associated to the element σ(x) ∈ gl(m|n)1.
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16. Semisimple quotients
16.1. Supertannakian categories. A k-linear tensor category T over a
field k (in the sense of [Del02]) is a small abelian k-linear symmetric closed
monoidal rigid category with EndT (1) ∼= k. If T admits a super fibre functor
over an extension feld of k, it is a supertannakian category and the finiteness
condition (F) holds.
For a symmetric k-linear tensor category the symmetric group Sm acts on
X⊗m for any X ∈ T . If k is of characteristic zero, the irreducible representa-
tions σα of the group Sm define the Schur functors S = S
α : X → Sα(X) =
HomSm(σα,X
m) where α is a partition of m. Special cases are the symmet-
ric or alternating m-th powers of X. By Deligne [Del02] a k-linear tensor
category T over an algebraically closed field k of characteristic 0 is super-
tannakian if and only if every object is annihilated by some Schur functor
(Schur finiteness). Any supertannakian category over an algebraically closed
field of characteristic 0 is tensor equivalent to the representation category
Rep(G, ǫ) of an affine supergroup scheme over k.
16.2. Tensor generators. A tensor generator in the sense of [Del02, 0.1]
is an object Y ∈ T such that any other object in T is obtained by iterated
application of the operations ⊕, ⊗, ∨ and subquotients. A supertannakian
category has a tensor generator if and only if G is of finite type, i.e. an
algebraic supergroup. We also say that it is an algebraic tensor category.
By the usual comodules-representations correspondence, an algebraic tensor
category over an algebraically closed field of characteristic zero is equivalent
to the tensor category of finite dimensional graded A-comodules of a super-
commutative Hopf algebra A finitely generated over k.
If T → T ′ is a k-linear tensor functor, T is a k-linear tensor category and
T ′ is k-linear symmetric (closed) monoidal category, then the full image
subcategory is a full k-linear symmetric (closed) monoidal rigid subcategory
of T ′. Schur finiteness will be inherited from T , whereas properties (F) and
(G) might not be inherited to the full image subcategory of T in T ′.
16.3. Ideals. An ideal J of a k-category H is a collection of k-
subvectorspaces J (X,Y ) ⊂ Hom(X,Y ) for all X,Y ∈ H such that
fJ (X,Y )g ∈ J (X ′, Y ′) holds for all g ∈ Hom(X ′,X) and f ∈
Hom(Y, Y ′). This defines the k-linear quotient category H/J with mor-
phisms Hom(X,Y )/J (X,Y ) and the same objects as in H. If H is k-linear,
so is H/J .
Example 16.1. The radical rad(X,Y ) is the ideal, which is defined by:
f ∈ rad(X,Y ) if and only if idX − gf is invertible for all g ∈ Hom(Y,X).
16.4. Negligible morphisms. For a symmetric monoidal k-category H an
ideal J is called a monoidal ideal, if it is stable under tensor products with
idZ for all objects Z ∈ H [AK02, section 6]. In this case H/J inherits
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a symmetric monoidal structure and the quotient functor H → H/J is a
tensor k-functor, and rigid objects in H map to rigid objects in H/J .
Example 16.2. If H is a symmetric monoidal rigid k-linear category with
End(1) = k, then the monoidal ideal N (X,Y ) is defined by the morphisms
f ∈ Hom(X,Y ) such that tr(g ◦ f) = 0 holds for all g ∈ Hom(Y,X). This
is the ideal of negligible morphisms N = NH.
Lemma 16.3. ([AK02, 7.1.4])
(1) The ideal N is the largest monoidal ideal of H distinct from H.
(2) If I is a monoidal ideal such that H/I is semisimple, then I = N .
16.5. Semisimplicity. By [AK02, 2.1.2] a small k-linear category H is
semisimple if and only if
• The radical ideal vanishes rad(H) = 0,
• Hom(X,X) is a semi-simple Artin ring for all objects X ∈ H.
In this situation, if H is semisimple pseudo-abelian and k-linear, then H is
an abelian category [AK02].
16.6. The quotient by negligible morphisms. In the GL(m|n)-case the
vanishing and finiteness theorems of section 11 hold. Then H = HoT is a k-
linear rigid symmetric monoidal category, and we have shown EndH(1) = k.
Hence the ideal of negligible morphisms N is defined.
Theorem 16.4. For GL(m|n) over an algebraically closed field k of char-
acteristic 0 the following holds for HoT :
(1) We have the relation N ⊃ R and H/N is semisimple.
(2) The quotient HoT /N is the semisimple representation category of an
affine supergroup scheme.
For the proof we use the following criterion due to Andre´ and Kahn [AK05,
The´ore`me 1]:
Proposition 16.5. Let A be k-linear symmetric monoidal category, rigid,
with EndA(1) = k and char(k) = 0. Suppose there is an extension L/k and
a k-linear tensor functor H : A → V into an abelian L-linear symmetric
monoidal rigid category, in which the Hom-spaces are finite-dimensional
and the trace of a nilpotent endomorphism vanishes. Then R ⊂ N and
therefore A/N is semisimple.
Proof. We prove in section 18.2 by direct computations that HoTm|1/N is a
supertannakian category for the Frobenius pair (GL(m|1), P (m|1)+) where
P (m|1)+ denotes the upper parabolic in GL(m|1). For G = GL(m|n) we
then obtain an induced restriction functor
res : HoTm|n → HoTm−n+1|1
as in section 15.2. The functor
HoTm|n → HoTm−n+1|1 → HoTm−n+1|1/N
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satisfies the criterion of proposition 16.5. Therefore R ⊂ N and HoT /N
is semisimple. This implies that HoT /N is abelian. Since Schur finiteness
is inherited via tensor functors and every object in T is Schur finite, these
quotients are supertannakian categories and we can apply Deligne’s theorem.

17. The case GL(m|1): Morphisms and cofibrant replacements
Let G = GL(m|1). As before we choose A → B to correspond to the
inclusion P = G0 ⊕ G+1 →֒ G. For the corresponding model structure on
the category Ind(Tm|1) we obtain the homotopy category HoC. We now
compute the morphisms in HoC between the simple objects of T .
17.1. Representations of GL(m|1). The Kac modules in the category T
are either irreducible projective (λ typical) or have length two (λ atypical)
with two atypical composition factors. The category T decomposes into
blocks T Λ. The Ext-quiver of an atypical block has been described in [Ge98].
The irreducible representations in a given block can be parametrized by the
integers, and we denote representatives of the simple objects of such a block
T Λ by L(i) for i ∈ Z for some arbitrarily chosen simple object L(0) = L(λ)
of this block. The Kac module V = V (0) is an extension with simple cosocle
L(0) and simple socle L(−1).
By the classification of the indecomposable objects in T Λ the non-projective
indecomposable modules correspond to intervals on the numberline. More
precisely for every interval [a, b] we have two indecomposable modules with
composition factors L(a), . . . , L(b). The indecomposable module with socle
L(a), L(a + 2), . . . and cosocle L(a+ 1), L(a + 3), . . . is denoted R[a, . . . , b].
Its twisted dual is B[a, . . . , b] = R[a, . . . , b]∗ with cosocle L(a), L(a + 2), . . .
and socle L(a+ 1), L(a + 3), . . .. The Kac- and anti Kac-modules are then
given by
V (a) = R[a, a+ 1], V (a)∗ = B[a, a+ 1].
If R[a, . . . , b] has even length, it has a filtration by the Kac modules
V (a+ 1), . . . , V (b) and B[a, . . . , b] has a filtration by the anti Kac-modules
V (a)∗, . . . , V (b− 1)∗.
Remark 17.1. This notation differs from the one used in [He15]. There
we use the notation I+[a, b] for the unique indecomposable module with
L(b) ∈ top(I+[a, b]) and I−[a, b] = I+[a, b]∗ for its twisted dual.
17.2. Morphisms.
Lemma 17.2. We have [L(i), L(j)] = 0 unless i ≥ j and i ≡ j modulo 2,
where [L(i), L(j)] ∼= k.
Proof. We apply the functor HomHoC(−, L(u)) to the exact sequence
0→ L(−1)→ V → L(0)→ 0
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defined by the Kac object V . Since V ∈ C+ is cofibrant, we obtain
[V,L(u)] = k
for u = 0 and 0 for u 6= 0 since HomC(V,L(u)) = k for u = 0 and zero
otherwise. Furthermore for u = 0 this morphism can not be factorized over
a projective object, since K is clean and L(u) is simple. Now put u = 0 (for
simplicity). The long exact homotopy sequence then implies
[L(−1)[i], L(0)] ∼= [L(0)[i − 1], L(0)]
for all i ≤ −1 and all i ≥ 2. Furthermore for i = 0, 1 we have an exact
sequence
0→ [L(0)[−1], L(0)] → [L(−1), L(0)]→ k → [L(0), L(0)] → [L(−1)[1], L(0)] → 0
We already know
L(n+ 1) = L(n)[−1],
since L(n) ∼= V (n+ 1)∗/L(n+ 1) for the anti Kac module V (n+ 1)∗, which
becomes zero in HoT . Hence
[L(−1− i), L(0)] ∼= [L(1− i), L(0)]
for all i ≤ −1 and all i ≥ 2. Furthermore for i = 0, 1 we have an exact
sequence
0→ [L(1), L(0)] → [L(−1), L(0)] → k → [L(0), L(0)] → [L(−2), L(0)] → 0
Since [L(−2), L(0)] = [L(−1), L(0)] = 0 by theorem 11.2, this implies
[L(i), L(0)] = 0
for all odd i and all even i ≤ −2, and
[L(i), L(0)] ∼= k
for all even i ≥ 0. 
Hence the triangulated category H decomposes into blocks HΛ, and each
block decomposes into two subblocks
HΛ = HΛev ⊕ H
Λ
odd
such that HΛodd = H
Λ
ev[1]. The images of the simple objects in the block T
Λ
are identified with the integers. Those in HΛev are identified with the even
integers, and the morphisms in HΛev arise Hom(2j, 2i) = k · fij for a nonzero
morphism fij if j ≥ i and Hom(2j, 2i) = 0 otherwise, such that
fij ◦ fjk = fik , i ≤ j ≤ k .
Lemma 17.3. L(u) and L(v) for u 6= v atypical are isomorphic in HoC if
and only if u = v.
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Proof. Assume v 6= u and assume L(u) ≃ L(v) inHoC. Then we may assume
that the weight of u is smaller than the weight of v without restriction of
generality. Any such isomorphism is represented by a homotopy class of a
morphism f in Hom(QL(u), L(v)) ([Ho99, Theorem 1.2.10ii])
f : QL(u)→ L(v) .
Since all weights in Ω = QL(u) are ≤ u and hence < v, this implies f = 0.
Now f becomes an isomorphism in HoC if and only if f is a weak equivalence
([Ho99, Theorem 1.2.10iv]). If f = 0 is a weak equivalence, we can factor
f = ¸ψ ◦ϕ into a split monomorphism ϕ : QL(u)→ Z with projective kernel
and a surjective morphism ψ : Z → L(v) with kernel in C−. But then ψ = 0,
since f = 0. This implies L(v) = 0. Contradiction. 
Lemma 17.4. (1) If the length of B = B[a, . . . , b] is even, B becomes
isomorphic to zero in HoC.
(2) If the length of B = B[a, . . . , b] is odd, B ≃ L(b) in HoC.
(3) If the length of R = R[a, . . . , b] is even, B is indecomposable in HoC.
(4) If the length of R = R[a, . . . , b] is odd, R ≃ L(a) in HoC.
Proof. If the length of B is even, it is in T−. If the length is odd, the quotient
morphism B[a, . . . , b] → L(b) has kernel in T−. If the length of R is even,
it is in T+. Since R is cofibrant [R,R] = HomC(R,R). Since the latter is
one-dimensional, R is indecomposable. If the length of R is odd, then the
morphism L(a)→ R[a, . . . , b] has cokernel in T− and therefore L(a) ≃ R in
HoC. 
Any object in C is a direct sum of indecomposable modules. Those in C−
become isomorphic to zero in HoC. Those in C+ stay indecomposable unless
they are projective. All the remaining ones become isomorphic in HoC to
the image of some simple module L(u).
17.3. Cofibrant replacements. In this section we explicitly determine the
minimal models of the simple objects.
Cofibrant replacements. Projective simple objects X in C are cofibrant.
Atypical simple objects are not cofibrant. Objects in C+ are cofibrant. For
X ∈ C− a projective resolution q : P → X → 0 defines a cofibrant replace-
ment QX ∼= P of X. We now construct an explicit cofibrant replacement
q : QX → X for atypical simple modules X = L(u) as a sequential inductive
limit
Ω = co lim
i
Ωi
of subobjects
Ωi = R[u− 1− 2i, .., u]
with the obvious inclusion morphisms Ωi →֒ Ωi+1 (see [Ge98] for further
details). Ωi+1/Ωi ∼= R[u − 1 − 2i, u − 2i] is in F (D) ⊂ C+. This shows
Ωi ∈ C+, since C+ is closed under extensions. Ω is a union of the Ωi. Since
C+ is closed under monomorphic sequential colimits we obtain
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Lemma 17.5. Ω is cofibrant.
L(u− 4)
❍❍
❍❍
❍❍
❍❍
❍
L(u− 2)
❍❍
❍❍
❍❍
❍❍
❍
L(u)
L(u− 5)
✈✈✈✈✈✈✈✈✈
L(u− 3)
✈✈✈✈✈✈✈✈✈
L(u− 1)
③③③③③③③③
.
There exists an exact sequence
0→ R→ Ω→ L(u)→ 0 ,
where R is isomorphic to the cohomology of the complex
∞⊕
i=1
L(u−2i−1)→
∞⊕
i=1
R[u−2i−1, u−2i]⊕R[u−2i, u−2i+1]∗ →
∞⊕
i=1
L(u−2i) .
Notice that the simple module L(u− 2i) is a quotient of R[u− 2i− 1, u− 2i]
and R[u − 2i, u − 2i + 1]∗. Similarly the simple module L(u − 2i − 1) is a
submodule of R[u− 2i− 1, u− 2i] and R[u− 2i, u− 2i− 1]∗.
Lemma 17.6. The restriction UR[u− 1, u] = UL(u− 1)⊕ UL(u) splits in
D.
Proof. The projective P = P [u−2, u−1, u−1, u] contains R[u−1, u] via the
standard embedding. P has a filtration by two anti Kac modules V and V ′,
which under the restriction functor U become indecomposable projectives
in D. Therefore the anti Kac filtration splits in D, hence
UR[u− 1, u] = (UR[u− 1, u] ∩ UV )⊕ (UR[u− 1, u] ∩ UV ′) .
On the other hand the anti Kac filtration on P cuts out the standard filtra-
tion on R[u− 1, u] ⊂ P with the graded pieces L(u− 1) and L(u). 
Lemma 17.7. R is in C−. Hence Ω is a cofibrant replacement QX of the
simple module X = L(u).
Proof. The exact sequences
0→ L(u− 1)→ R[u− 1, u]→ L(u)→ 0
split in D after applying the restriction functor U by lemma 17.6. This
implies
UR ∼=
∞⊕
i=1
UR[u− 2i, u − 2i+ 1]∗) .
All UR[u− 2, u− 1]∗ are injective, hence UR is injective in D. 
Example 17.8. Consider the indecomposable module X = R[a, a+1, a+2]
and the cofibrant object Q′X = Ω(L(a)) ⊕ P [a, a + 1, a + 1, a + 2]. There
is a morphism q′ : Q′X → X with kernel K ∼= kern(q : Ω(L(a + 2) →
L(a + 2)) ∈ C−, hence Q
′X is a cofibrant replacement of X. This shows
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that both arrows, the natural inclusion and q′, are in W, and therefore the
composite morphism
Ω(L(a)) →֒ Q′X → X
is in W. This again implies
Ω(L(a)) ∼= X
in HoC. Since q′(P [a, a+1, a+1, a+2]) 6= 0, there does not exist a minimal
model for X by the last lemma.
Example 17.9. In general EndC(X) → [X,X] is not surjective. Put X =
L(0) ⊕ L(−2), then EndC(X) = k
2, but [X,X] also contains a nilpotent
radical generated by the morphism f−2,0.
18. The case GL(m|1): Semisimple quotients
18.1. Semisimplicity of HoT /N . Let us write HoT ss = HoT /N . The
indecomposable objects in T+ become isomorphic to zero in HoT . Those
in T− become zero in HoT
ss. All the remaining ones become isomorphic
in HoT , hence in HoT ss, to the image of some simple module L(u) by the
previous section. Hence HoT ss is a semisimple category.
Lemma 18.1. HoT ss is a semisimple k-linear rigid closed monoidal ten-
sor category with End(1) = k. Its simple objects are parameterized by the
atypical weights. It is of the form Rep(G′, ǫ) for some supergroup G.
18.2. The quotient Rep(GL(m|1))/N and consequences. We want to
describe Rep(G′, ǫ) explicitely. Recall from [Del02, Example 0.4 (ii)] that if
G is an affine supergroup scheme and µ2 acts on G by the parity automor-
phism, Rep(µ2 ⋉G, ǫ = (−1, e)) is the category of super representations of
G.
We recall now from [He17] results about the tensor product decomposition
of simple GL(m|1)-modules. Any irreducible module L(λ) can be written
uniquely in the form L(λ˜) ⊗ Bersλ where L(λ˜) is a direct summand in a
space of mixed tensors V ⊗r ⊗ (V ∨)⊗s for some r, s, and sλ is an explicit
shift factor that can be read off from the cup diagram of λ. The irreducible
mixed tensors generate a tensor category isomorphic to Rep(GL(m − 1))
in the quotient category Rep(GL(m|1))/N and L(λ˜) corresponds to an
irreducible GL(m − 1)-representation L(wt(λ˜)). Therefore the Tannaka
group generated by the irreducible GL(m|1)-modules in Rep(GL(m|1))/N
is GL(m|1)×GL(1), so that the Tannaka category is equivalent to the super
representations of GL(m− 1)×GL(1), i.e.
(Rep(GL(m|1))/N )irr ≃ Rep(Z/2Z ⋉ (GL(m− 1)×GL(1)), ǫ = (−1, e)),
L(λ˜)⊗Bersλ 7→ L(wt(λ˜))× detsλ .
Proposition 18.2. The quotient HoT ss ∼= Rep(G′, ǫ) is equivalent to
HoT ss ≃ Rep(Z/2Z ⋉ (GL(m− 1)×GL(1)), ǫ = (−1, e)).
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Proof. The irreducible representations in HoT ss and (Rep(GL(m|1))/N )irr
are both parametrized by the atypical weights. They obey the same tensor
product decomposition and the categories are semisimple. Therefore one can
write down an isomorphism between the Grothendieck semirings of these two
categories which lifts to an isomorphism of groups. For further details we
refer to the identical proof in [He15, Theorem 5.12]. 
18.3. Isogenies: Semisimplicity. Recall from the last section that the
triangulated category H decomposes into blocks HΛ where the images of
the simple objects in the block T Λ are identified with the integers.
Lemma 18.3. All fik from section 17.2 are isogenies, i.e. contained in Σ.
Proof. For the indecomposable modules B[2i, ..., 2j] the quotient morphism
s : B[2i, ..., 2j] → L(2j) is a weak equivalence in W. On the other hand,
the quotient morphism f : B[2i, ..., 2j] → L(2i) in T has kernel in T+, hence
induces an isogeny in H. The composition f ◦ s−1 : L(2j) → L(2i) is well
defined in H and is the morphism fij mentioned above up to a constant. 
All objects in T± become isomorphic to zero in H[Σ
−1]. By lemma 18.3
the image of a block in H[Σ−1] has up to isomorphism two indecomposable
elements (note HomH[Σ−1](X,X) = k · id ∼= k for simple atypical objects
X), namely one representative in HΛev[Σ
−1] and one in HΛodd[Σ
−1].
Lemma 18.4. H[Σ−1] is a semisimple abelian category.
Proof. The pair
(Hev[Σ
−1],Hodd[Σ
−1])
for
Hev[Σ
−1] =
⊕
Λ
HΛev[Σ
−1], Hodd[Σ
−1] =
⊕
Λ
HΛodd[Σ
−1]
is a torsion pair on H[Σ−1] in the sense of [AN12] (more precisely Hodd[Σ
−1]
is a cluster tilting subcategory [KR07]). The heart of a torsion pair is an
abelian category. Here the heart equals the quotient H[Σ−1]/Hodd[Σ
−1] ≃
Hev[Σ
−1]. The latter is therefore abelian and hence also semisimple. 
As for the quotient by the negligible morphisms this implies
Corollary 18.5. H[Σ−1] ∼= Rep(µ, G˜) for of a reductive algebraic super
groupscheme G˜ over k.
18.4. Isogenies: The reductive group G˜. The representation
Π = Ber−1 ⊗ Λm−1(V ) = L(0, 0, . . . , 0,−1|1)
is the socle of the Kac module V (1). Therefore it sits in the exact sequence
0 // 1 // V (1)∗ // Π // 0 .
Since V (1)∗ is zero in HoT this implies the isomorphism
Π ≃ 1[1]
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inHoT . The Kac module V (Ber) has constituents Ber and Λm−1(V ). Since
V (Ber) and V (Ber)∗ are both trivial in H[Σ−1], we obtain the isomorphism
Ber ≃ Λm−1(V )[1] in H[Σ−1]. Together with Ber ≃ Λm−1(V )[1] in HoT
this implies Π2 ≃ 1 in H[Σ−1] for Π ≃ 1[1].
Since H → H[Σ−1] is a full tensor functor into a semisimple tensor category,
it factorizes by [He15]
H //
!!❈
❈❈
❈❈
❈❈
❈❈
H[Σ−1].
H/N
∃φ
::
The irreducible representations in H[Σ−1] are now parametrized by the irre-
ducible representations of GL(m−1)×Z/2Z: Indeed the atypical blocks are
in bijection with the irreducible representations of GL(m− 1) (every block
contains exactly one irreducible mixed tensor [He17, Lemma 8.1]) and ev-
ery block gives two irreducible objects in H[Σ−1], represented by the mixed
tensor L(λ˜) in the given block and L(λ˜)⊗Π.
Corollary 18.6. H[Σ−1] is tensor equivalent to the super representations
of GL(m− 1)× Z/2Z.
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