In this paper we extend the theory of discrete orthogonal polynomials (on a linear lattice) to polynomials satisfying orthogonality conditions with respect to r positive discrete measures. First we recall the known results of the classical orthogonal polynomials of Charlier, Meixner, Kravchuk and Hahn [4] [6] [7] . These polynomials have a lowering and raising operator, which give rise to a Rodrigues formula, a second order difference equation, and an explicit expression from which the coefficients of the three-term recurrence relation can be obtained. Then we consider r positive discrete measures and define two types of multiple orthogonal polynomials. The continuous case (Jacobi, Laguerre, Hermite, etc.) was studied in [10] [3] . The families of multiple orthogonal polynomials (of type II) that we will study have a raising operator and hence a Rodrigues formula. This will give us an explicit formula for the polynomials. Finally there also exists a recurrence relation of order r + 1 for these multiple orthogonal polynomials of type II. We compute the coefficients of the recurrence relation explicitly when r = 2.
Classical discrete orthogonal polynomials
Orthogonal polynomials {p n (x) : n = 0, 1, 2, . . .} corresponding to a positive measure µ on the real line are such that p n has degree n and satisfies the conditions p n (x)x j dµ(x) = 0, j = 0, 1, . . . , n − 1.
This defines the polynomial up to a multiplicative factor. In the case of discrete orthogonal polynomials, we have a discrete measure µ (with finite moments)
which is a linear combination of Dirac measures on the N + 1 points x 0 , . . . , x N . The orthogonality conditions of a discrete orthogonal polynomial p n on the set {x k = k : k = 0, 1, . . . , N } (linear lattice) are more conveniently written as The classical discrete orthogonal polynomials (on a linear lattice) are those of Charlier, Meixner, Kravchuk and Hahn. In this paper we will always be considering monic polynomials, which is often different from the normalisation in the literature. In the case of the (monic) discrete orthogonal polynomials of Charlier we have
which is a Poisson distribution on N = {0, 1, 2, . . .}. We denote these monic polynomials by C n (x; a). They satisfy the conditions +∞ k=0 C n (k; a)(−k) j a k k! = 0, j = 0, 1, . . . , n − 1.
The monic discrete orthogonal polynomials of Meixner M n (x; β, c) (with β > 0 and 0 < c < 1) are those with
which is a negative binomial distribution (Pascal distribution) on N. They have the orthogonality conditions
M n (k; β, c)(−k) j (β) k k! c k = 0, j = 0, 1, . . . , n − 1.
The monic Kravchuk polynomials K n (x; p, N ) (with 0 < p < 1 and N ∈ N) are the discrete orthogonal polynomials that satisfy the conditions
Here the weights ρ k form a binomial distribution. Finally, the monic discrete orthogonal polynomials of Hahn Q n (x; α, β, N ) (with α, β > −1 and N ∈ N) have the orthogonality conditions with σ a polynomial of degree ≤ 2 and τ a polynomial of degree 1. This equation is known as Pearson's equation. Here we define ∆f (x) = f (x + 1) − f (x) as the forward difference of f in x.
The backward difference of f in x is defined as ∇f (x) = f (x) − f (x − 1). The results are in the following table:
C n (x; a) M n (x; β, c) K n (x; p, N ) Q n (x; α, β, N ) σ x x (1 − p)x x(β + N − x + 1) τ a − x (c − 1)x + βc N p − x N (α + 1) − (α + β + 2)x
When we take the forward difference of the classical discrete orthogonal polynomials, one can show that these polynomials are again orthogonal polynomials of the same family, but not monic and with a different set of parameters. As such, the ∆ operator acts as a lowering operator on these families of polynomials. The explicit expressions are ∆C n (x; a) = nC n−1 (x; a), ∆M n (x; β, c) = nM n−1 (x; β + 1, c),
One can easily prove these identities by applying summation by parts
on the orthogonality relations.
For each of the classical discrete orthogonal polynomials we also have raising operators which can also be found using summation by parts. The results are
and
When we use this raising operator several times, we get a Rodrigues formula for the polynomials. If we work out this formula, we get an explicit expression for the classical discrete orthogonal polynomials which we can link to a hypergeometric function. These expressions are
Every system of monic orthogonal polynomials p n satisfies a recurrence relation of the form
with a n > 0 or, when the orthogonality is on R + ,
with A n , C n > 0 and initial conditions p 0 = 1 and p −1 = 0. From the explicit expression of the polynomials, one can compute these recurrence coefficients by comparing coefficients in the recurrence relation, and for discrete orthogonal polynomials on a linear lattice it is most convenient to use the basis {(−x) j : j = 0, 1, 2, . . .}. For the classical monic discrete orthogonal polynomials we have the following results:
Finally we can prove (by combining the lowering and raising operator) that the classical discrete orthogonal polynomials satisfy a second order difference equation of the form
with σ and τ the same as in Pearson's equation and λ n a constant depending on n. For the Charlier polynomials we have λ n = n, for the Meixner polynomials λ n = n(1 − c), for the Kravchuk polynomials λ n = n and for the Hahn polynomials λ n = n(n + α + β + 1). Note that the Meixner, Kravchuk and Charlier polynomials are limiting cases of the Hahn polynomials. Indeed we have that
2 Discrete multiple orthogonal polynomials
Definitions
Suppose we have r positive measures µ 1 , . . . , µ r on R. For each of them we define the support as
These are closed subsets of R. We also define ∆ j = the smallest interval that contains supp(µ j ).
Finally we introduce a multi-index n = (n 1 , n 2 , . . . , n r ) ∈ N r and its length | n| = n 1 +n 2 +. Definition 2.1 (Type I) An r-vector of type I multiple orthogonal polynomials (A n,1 , . . . , A n,r ), corresponding to the multiindex n ∈ N r , is such that each A n,j is a polynomial of degree ≤ n j − 1 and the following orthogonality conditions hold:
Each A n,j has n j coefficients, so we have a linear system of | n| − 1 homogeneous relations and | n| unknowns. This system has a unique solution up to a multiplicative factor if and only if the matrix of the system has rank | n| − 1 (which means that the measures must satisfy some conditions). In that case we can determine the type I vector uniquely and we call the multi-index n a normal index for type I.
Definition 2.2 (Type II)
A type II multiple orthogonal polynomial P n , corresponding to the multi-index n ∈ N r , is a polynomial of degree ≤ | n| which satisfies the orthogonality conditions
Here we have a linear system of | n| homogeneous relations for the | n|+1 unknown coefficients of P n . Again we would like to have that the solution P n is unique up to a multiplicative factor and also that this polynomial has exactly degree | n| (then the monic multiple orthogonal polynomial exists and will be unique). When we have this, we call n a normal index for type II. Let
. . .
be the matrix of the system (2.2), with
an n j × (| n| + 1) matrix of moments of the measure µ j . Then the index n = (n 1 , . . . , n r ) is normal for type II if and only if the matrix B, which you get by omitting the last column in M , has rank | n|. We can also observe that, when the index n = (n 1 , . . . , n r ) is normal, the corresponding unique monic multiple orthogonal polynomial of type II is of the form
In this paper we will only study the type II multiple orthogonal polynomials. We also suppose that we have r positive discrete measures on R:
with all the x j,k , k = 0, . . . , N j , different and this for each j. In this case we have that supp(µ j ) is the closure of {x j,k } N j k=0 and that ∆ j is the smallest closed interval on R which contains {x j,k } N j k=0 . The corresponding polynomials are then discrete multiple orthogonal polynomials. The discrete measures in this paper will be supported on N or a subset, which is achieved by taking x j,k = k for j = 1, . . . , r. The orthogonality conditions are then more conveniently expressed in terms of the polynomials (−x) i .
Definition 2.3 (discrete Type II)
A discrete multiple orthogonal polynomial of type II on the linear lattice, corresponding to the multi-index n ∈ N r , is a polynomial P n of degree ≤ | n| that satisfies the orthogonality conditions
We now introduce a systems of measures for which every multi-index is normal, namely an AT system (Nikishin and Sorokin [8, p. 140] ). Notice that we have to tone down this a little bit. When N j is finite and n j − N j − 1 = is greater than zero, then every polynomial of the form
with R | n|−n j a polynomial of degree ≤ | n| − n j , satisfies the conditions in (2.4) corresponding to the measure µ j . Now it is easy to see that for every a 1 , . . . , a we can find a R | n|−n j so that P n also satisfies the other conditions in (2.4). So only in the cases that n j ≤ N j + 1, j = 1, . . . , r, we can have a unique solution.
AT systems
Definition 2.4 An AT system of r positive discrete measures is a system where the measures are of the form
so that supp(µ j ) is the closure of {x k } N k=0 and ∆ j = ∆ for each j = 1, . . . , r. We also assume that there exist r continuous functions w 1 , . . . , w r on ∆ with w j (x k ) = ρ j,k , k = 1, . . . , N , j = 1, . . . , r, such that the | n| functions
form a Chebyshev system on ∆ for each multi-index n with | n| < N + 1. This means that every linear combination (except the one with each coefficient equal to 0)
with Q n j −1 a polynomial of degree at most n j − 1, has at most | n| − 1 zeros on ∆.
For such a system of measures the following theorem holds.
Theorem 2.1 Suppose we have an AT system of r positive discrete measures. Then every discrete multiple orthogonal polynomial P n of type II, corresponding to the multi-index n with | n| < N + 1, has exactly | n| different zeros on ∆.
Proof: Suppose P n has m < | n| sign changes on ∆ at the points y 1 , . . . , y m . Consider a multi-index m = (m 1 , . . . , m r ) so that | m| = m, m i ≤ n i for each i = 1, . . . , r and m j < n j for some j. Then construct the function
with Q i a polynomial of degree m i − 1 whenever i = j and Q j a polynomial of degree m j , satisfying the interpolation conditions
Here Q is a linear combination of a Chebyshev system of order m + 1 on ∆, and this interpolation problem has a unique solution. We also know that Q has at most m zeros on ∆ since Q ≡ 0 (because Q(y 0 ) = 1). Hence Q has exactly m different zeros on ∆, namely y 1 , . . . , y m , and Q changes sign at these points. Now we have that P n Q does not change sign on ∆ and we also know that P n Q does not vanish at all the points {x k } N k=0 because of | n| < N + 1. So we have that
which is in contradiction with the orthogonality relations of P n (Q i is for each i a polynomial of degree less than n j ). Hence P n has at least | n| sign changes and so at least | n| different zeros on ∆. We know that P n is a polynomial of degree at most | n|, so P n has exactly | n| different zeros on ∆. Now we have in an AT system that every discrete multiple orthogonal polynomial P n of type II, corresponding to the multi-index n, with | n| < N + 1, has exactly degree | n|. Let P n,1 and P n,2 be two linearly independent discrete multiple orthogonal polynomials, corresponding to the multi-index n. Then we can find a linear combination of these polynomials which is of degree < | n|, different from zero. This polynomial also satisfies the linear system (2.4) and so this is in contradiction with the preceding theorem. Hence in an AT system every multi-index n, with | n| < N + 1, is normal. Note that only the multi-indices with | n| ≤ N + 1 can be normal. If
satisfies the conditions of a multiple orthogonal polynomial, corresponding to the multi-index n, and this for all a 1 , . . . , a . So we do not have a unique solution (and the multi-index is not normal).
is certainly a solution. Then, if the multi-index n is normal, we are dealing with a function that is zero at all the points {x k } N k=0 , so we will drop this case.
Finally we give two examples of Chebyshev systems which appear in our examples. The first example can be found in [8, Example 3 on p. 138]
with all the c i > 0, i = 1, . . . , r, different and v a continuous function which has no zeros on R + , form a Chebyshev system on R + for every n = (n 1 , . . . , n r ) ∈ N r .
Example 2.2 The functions
with β i > 0 and β i − β j / ∈ Z whenever i = j and v a continuous function with no zeros on R + , form a Chebyshev system on R + for every n = (n 1 , . . . , n r ) ∈ N r . If β i − β j / ∈ {0, 1, . . . , N − 1} whenever i = j, then this still gives a Chebyshev system for every n = (n 1 , . . . , n r ) for which n i < N + 1, i = 1, 2, . . . , r.
We refer to the appendix for a proof. Note that the indices n with | n| ≤ N are such that n i < N + 1 for i = 1, . . . , r.
Recurrence relation
Suppose that all the multi-indices are normal for the r measures µ 1 , . . . , µ r . Then there exists an interesting recurrence relation of order r+1 for the monic multiple orthogonal polynomials of type II with nearly diagonal multi-indices [10] . Here the nearly diagonal multi-index, corresponding to n, is given by
with n = kr + s, 0 ≤ s < r. If we write P n (x) = P s(n) (x), then the following recurrence relation holds:
with initial conditions P 0 = 1 and P j = 0, j = −1, −2, . . . , −r. Each zero of the polynomial P n+1 is an eigenvalue of the matrix . 0 a n,r a n,r−1 . . . a n,1 a n,0
By expanding the determinant det(A n+1 − xI n+1 ) along the last column (do this r times), one can show that (−1) n det (A n − xI n ) satisfies the same recurrence relation as the P n . So also the converse holds: each eigenvalue of A n+1 is a zero of P n+1 . Observe that when all the multi-indices n with | n| ≤ N are normal, the recursion (3.1) still holds for n < N . A more general form of this recurrence relation is given by
where e i is the ith standard unit vector in R r and v j = j−1 k=0 e r−k . In the case r = 2 the recurrence relation for the polynomials with nearly diagonal multi-indices (3.1) gives the relations
The first relation follows from the general case (
To obtain the second one we set n 1 = n and n 2 = n + 1 and interchange the measures µ 1 and µ 2 .
4 Some examples of discrete multiple orthogonal polynomials
Multiple Charlier polynomials
The discrete multiple orthogonal polynomials of Charlier are associated with the r discrete measures
where all the a i are different. For each measure the weights form a Poisson distribution on N. So we have that supp(µ 1 ) = . . . = supp(µ r ) = N and that ∆ 1 = . . . = ∆ r = R + . These r measures form an AT system. This follows from the fact that we can define r functions
. . , r, and that
is a Chebyshev system on R + for every multi-index n = (n 1 , . . . , n r ) ∈ N r . This easily follows from Example 2.1. So every multi-index is normal. The monic discrete multiple orthogonal polynomial of Charlier C a n , corresponding to the multi-index n = (n 1 , . . . , n r ) and the set of parameters a = (a 1 , . . . , a r ), is the monic polynomial of degree | n| which satisfies the orthogonality conditions
The Gamma function, defined for x > 0 by
can be continued analytically to C \ {0, −1, −2, −3, . . .} by the property Γ(z + 1) = zΓ(z). The points 0, −1, −2, . . . are simple poles and the Gamma function is never zero. Using this, we can extend each function w i to a C ∞ -function by
Summation by parts easily shows that
For the proof we check that the left hand side of the equation satisfies the orthogonality conditions of the right hand side (here we use the fact that w i (−1) = 0). Observe that on the left hand side the zeros of the denominator are cancelled by the zeros of the numerator. We call w −1 i (x)∇w i (x) a raising operator because the ith component of the multi-index is increased by 1. Repeatedly using the raising operators gives us the Rodrigues formula for the polynomials C a n , namely
Here the product of the difference operators a −x i ∇ n i a x i can be taken in any order because these operators commute. For the backward difference operator ∇ we have the property
Combining the Rodrigues formula and (4.3) we can obtain an explicit expression for the polynomials C n, a . For the case r = 2 we get
When we work this out, we find
where
is the second of Appell's hypergeometric functions of two variables [5] . Finally we use the substitution l → j − k to find the expression
If we use the basis {(−x) j } +∞ j=0 and write
then the coefficients c (j) n 1 ,n 2 can be used to compute the coefficients in the recurrence relation
where P n 1 ,n 2 (x) = C a 1 ,a 2 n 1 ,n 2 (x). Indeed, by comparing coefficients we have
From the explicit expression of C a 1 ,a 2 n 1 ,n 2 we then get, after some calculations, that
(4.5)
Multiple Meixner polynomials (first kind)
Here we consider r measures µ 1 , . . . , µ r which in each case form a negative binomial distribution. For the multiple orthogonal polynomials of Meixner I we take the same parameter β > 0, but different values for the parameter 0 < c < 1. So we have that 
Then by Example 2.1 we know that the measures µ 1 , . . . , µ r form an AT system which gives us that every multi-index n = (n 1 , . . . , n r ) is normal for these measures.
The monic discrete multiple orthogonal polynomials of Meixner I, corresponding to the multiindex n = (n 1 , . . . , n r ) and the parameters β, c = (c 1 , . . . , c r ), is the unique monic polynomial M β; c n of degree | n| which satisfies the orthogonality conditions
Using summation by parts we can again show that for these polynomials we have the following raising operations:
Observe that on the left hand side of the equation the zeros of the denominator are cancelled by the zeros of the numerator and the poles of the numerator by the poles of the denominator. A repeated application of these operators gives the Rodrigues formula, namely
To find an explicit expression of these polynomials in the case r = 2 we again use property (4.3) and after some calculations we have
Here
n is the first of Appell's hypergeometric functions of two variables [5] . From this explicit expression we can find the coefficients of the recurrence relation
and the formulas (4.4) then give us
with a 1 = 
Multiple Meixner polynomials (second kind)
In the case of multiple orthogonal polynomials of Meixner II we also have r measures µ 1 , . . . , µ 2 which form a negative binomial distribution, but here we change only the value of the parameter β > 0. So we have that
with 0 < c < 1 and all the β i different. The support of these measures is again N. It follows from Example 2.2 that every multi-index n = (n 1 , . . . , n r ) is normal for the measures µ 1 , . . . , µ r , whenever β i − β j / ∈ Z for all i = j. Define
then the monic discrete multiple orthogonal polynomials of Meixner II, corresponding to the multi-index n and the parameters β = (β 1 , . . . , β r ), β i > 0 (β i − β j / ∈ Z for all i = j) and 0 < c < 1, is the unique monic polynomial M β;c n of degree | n| that satisfies the orthogonality conditions
In the same way as in Section 4.2 we can show that the following raising operations exist for these polynomials:
After a repeated application of these raising operators we get the Rodrigues formula, namely
. (4.10)
Now we can again use property (4.3) to find an explicit expression for these polynomials. After some calculations in the case r = 2 we finally get the expression
Here α : β; γ;
. . , γ n ). These are (the generalisations of) the Kampé de Fériet's series [9] which are a generalisation of the four Appell series in two variables. To find the coefficients of the recurrence relation
, we make use of this explicit expression. If we denote
and then use property (4.4) to find
where a = 
Multiple Kravchuk polynomials
Consider r different measures µ 1 , . . . , µ r which in each case form a binomial distribution on the integers 0, 1, . . . , N . So they are of the form 
. . , r. Now from Example 2.1 it follows that µ 1 , . . . , µ r is an AT system, so that every multi-index n = (n 1 , . . . , n r ) with | n| ≤ N is normal for these measures.
The monic discrete multiple orthogonal polynomials of Kravchuk, corresponding to the multiindex n = (n 1 , . . . , n r ) with | n| ≤ N and the parameters N and p = (p 1 , . . . , p r ), is the unique monic polynomial K p;N n of degree | n| which satisfies the conditions
Using summation by parts we can show that for these polynomials there exist some raising operators, namely . (Also note that on the left hand side the simple zeros of the denominator are also zeros of the numerator.) After a repeated application of these raising operators we get the Rodrigues formula which is of the form
. (4.13)
In the case of r = 2 we can again use property (4.3) to find an explicit expression in the form
for these polynomials. After some calculations we get
These are the same expressions as in the example of Meixner I with β = −N , c 1 = 
Multiple Hahn polynomials
Take r measures µ 1 , . . . , µ r which in each case form a hypergeometric distribution on the integers 0, . . . , N . We change the value of the parameter α > −1 and keep β > −1 fixed. We write
with all the α i different. The case where we change the parameter β and keep α > −1 fixed is obtained when we substitute x → N − x. The support of these measures is {0, . . . , N } and we again have that
The monic discrete multiple orthogonal polynomial of Hahn, corresponding to the multi-index n = (n 1 , . . . , n r ) and the parameters α = (α 1 , . . . , α r ), β, and N , is the unique monic polynomial Q α;β;N n of degree | n| which satisfies the conditions
-function with simple poles at the points of X 2 . We see from Example 2.2 that every multi-index n = (n 1 , . . . , n r ) with | n| ≤ N is normal whenever α i − α j / ∈ {0, 1, . . . , N − 1} for i = j. Using summation by parts (and the fact that v α i ,β;N (−1) = v α i ,β;N (N + 1) = 0) we can find the following raising operations:
Again we apply these operators a few times to the polynomial Q α;β;N n to find a Rodrigues formula for this polynomial of the form
. (4.16)
Now property (4.3) enables us to find an explicit expression for the polynomials starting from the Rodrigues formula. After some calculations in the case r = 2 we get 
Property (4.4) now gives an expression for the coefficients of the recurrence relation
. After some calculations we find that
×C(n 2 , n 1 + 1, α 2 , α 1 , N ) + A(n 1 , n 2 , α 1 , α 2 , N )B(n 1 , n 2 , α 1 , α 2 , N ), d n 1 ,n 2 = A(n 1 , n 2 , α 1 , α 2 , N )B(n 1 , n 2 , α 1 , α 2 , N )C(n 1 , n 2 , α 1 , α 2 , N ), with A(n 1 , n 2 , α 1 , α 2 , N ) = n 1 (n 1 + n 2 + β + α 2 )(n 1 + n 2 + β)(β + n 1 + α 1 + 1 + N ) (n 1 + 2n 2 + β + α 2 )(2n 1 + n 2 + β + α 1 )(2n 1 + n 2 + β + α 1 + 1) , B(n 1 , n 2 , α 1 , α 2 , N ) = (n 1 + α 1 − α 2 )(n 1 + n 2 + β + α 1 )(n 1 + n 2 + β − 1)(N − n 1 − n 2 + 1) (n 1 + 2n 2 + β + α 2 − 1)(2n 1 + n 2 + β + α 1 )(2n 1 + n 2 + β + α 1 − 1) , C(n 1 , n 2 , α 1 , α 2 , N ) = (n 1 + α 1 )(n 1 + n 2 + β + α 1 − 1)(n 1 + n 2 + β + α 2 − 1)(N − n 1 − n 2 + 2) (n 1 + 2n 2 + β + α 2 − 2)(2n 1 + n 2 + β + α 1 − 2)(2n 1 + n 2 + β + α 1 − 1) , D(n 1 , n 2 , α 1 , α 2 ) = (β + n 1 + n 2 )n 1 n 2 (2n 1 + n 2 + α 1 + β + 1)(n 1 + 2n 2 + α 2 + β) .
Conclusions
We have studied five examples of discrete multiple orthogonal polynomials. Each system forms an AT system. As in the case of the classical orthogonal polynomials we can consider the multiple orthogonal polynomials of Charlier, Meixner I, Meixner II and Kravchuk as limiting cases of the multiple Hahn polynomials.
s, t > 0, s + t < 1 and take the limit when N tends to infinity. 
D(s, t) = (s + t)st (t + 2s)(s + 2t)
.
So it is sufficient to show that the functions (5.1) form a Chebyshev system on R + for every n = (n 1 , . . . , n r ) ∈ N r . If we take m = | n| and define the matrix Z( n, .3) has constant sign in the integration area and hence det Z( n, x 1 , . . . , x m ) is different from zero.
