I. INTRODUCTION
Calculation of the spatial impulse responses (SIR) for predicting acoustic pressure and pulse-echo responses has been a well known technique for decades. Some of the first works utilizing SIRs on planar transducers were by Tupholme and Stepanishen 1,2 and later several analytical expressions for rectangular, circular, concave circular, and array transducer have been reported [3] [4] [5] [6] [7] [8] [9] [10] [11] . Expressions for transducers with slightly in-homogenous surface movement have also been introduced 12, 13 . However, most of the reported solutions represent simple transducer geometries that are rarely found in more sophisticated acoustic applications, e.g. medical imaging applications. The simple planar solutions may be utilized to calculate SIRs of the more complicated surface geometries such as annular arrays, linear elevation focused transducers, convex transducers, and double curved transducers, i.e. rectangular transducers with a convex geometry and an elevation focused geometry. To achieve this a subdivision of the transducer surface into smaller simpler elements such as triangles or rectangles is often performed. The final response is then calculated by applying superposition of the responses from many smaller planar elements. An example where this principle is practically applied is the Field II simulation software package 14, 15 . This package utilizes the algorithms described by Jensen 8, 16, 17 .
Only a minor part of the literature within SIRs addresses the problem of finding analytical expressions of curved rectangular transducers. Within this literature the work [18] [19] [20] shows that subdivision of the elements into small stripes or rectangles is possible. The motivation for applying these assumptions is that no analytical solution has been found for these relatively complicated geometries. Theumann et al. 21 formulated a semi-analytical expression for points inside a closed cylinder. To model the response from slightly curved transducer elements, which often are found in medical imaging, simulation tools such as Ultrasim 22 , DREAM 23 , DELFI 24 , and Field II typically apply a discretization of the surface into smaller elements as mentioned above whereby they efficiently can solve the Rayleigh integral with a) Electronic address: db.mechatronic@gmail.com 
II. THEORY
The general mathematical formulation of the SIR can be extracted from the Rayleigh integral 1,2 to yield:
h(⃗ r, t) = 1 2π
The validity of this equation is subject to the assumption that the wavelength is much smaller than the curvature of the transducer so that the secondary diffraction effects are A double curved transducer as considered in this work is defined by the torus coordinates
where the angles γ and θ are the revolving angles and R and r define the outer and the inner circle radii, respectively. Figure 1 depicts the boundary limiting angles and the geometry. relative to the z-axis. The angle γ R is therefore negative. Furthermore, the θ angle definition has its zero reference from the vertical line going through the point {0, 0, R} parallel to the y-axis, hence 0 ≤ θ ≤ π. All Cartesian coordinates are relative to the {0, 0, 0} coordinate.
A point, P = {x p , y p , z p }, can be placed at any location in front of the transducer, to the left and to the right, and below or above the transducer. The only requirement for the point's location is that a spherical wave emitted from the location does not meet the back of the concave transducer before meeting the front.
To perform the integration in (1) a definition of the surface element, dS, on the torus surface S is needed
which is valid when the torus is parametrically defined as
By considering Fig. 2 and by applying cosine relations one can obtain an expression for the angle β as
where t is the time and c is the speed of sound and
The angle β is defined to rotate around the y-axis as shown in Fig. 2 .
At any time instant the surface element, dS, can be found as
By substituting (7) into (1) the integral for the SIR becomes:
The surface integral in (1) has hereby been transformed into a line integral of elliptical form that integrates along the intersection between a crossing sphere and the transducer.
The integration boundaries θ min and θ max are to be found from (6) . A general expression for the angle θ is found by isolating it in (6) for a given angle of β. This yields four solutions of which two are valid in the integration domain defined for this type of transducer. The two remaining angles are to be used if π ≤ θ ≤ 2π.
where
There are three values of β to which the integration boundaries correspond. These are for the angles at which the intersecting curve crosses the vertical tranducer edges, and for the angle at which the intersecting closed curve can be split into two arcs by a vertical plane through P and the y-axis. The values are
, and β 0 = 0, where The angle γ p is the angle at which the point P is located relative to the z-axis in the xz-plane. 
where I(θ) is the integrand found in (8).
8
It is beneficial to define two functions for the integration angles as:
Here t s defines a lower time at which the integration angle is a constant. Similarly, t e defines an upper time at which the angle is constant. In between these times the angle θ takes on a 
III. TIME OF FLIGHT DEFINITIONS
To fully describe all possible locations of a point in front of the transducer one needs to define nine time of flight values. These times are given by the distances from the point, P, to each transducer corner, the shortest distances to the side edges at γ L and γ R , the shortest distances to the upper and the lower horizontal edges at θ max and θ min , and the shortest distances to the transducer. The transducer corners are defined as c 1 , c 2 , c 3 , and c 4 . Corner coordinates are defined as c i = {x, y, z}:
Coordinates for the shortest distances to the vertical edges at γ L and γ R are geometrically differently defined according to the location of the point, P, and in this work are referred The time of flights associated with the different coordinates are hereafter defined as t c 0 ,
IV. THE DIFFERENT ZONES
The final integral expression in (1) takes on different forms depending on the location of the point, P, relative to the transducer. In this work there are ten zones in front of the transducer defined. Points located in these zones share the zone specific integral form.
Zone 9:
Zone 10:
See ZoneVideo. [Link to zoneVideo.avi]

A. Spatial impulse response for Zone 1
This zone is located directly in front of the transducer and in front of the elevation focus. A sphere emanating from within this zone may intersect the transducer as shown in 
where I(θ) is the integrand found in (8) . The factor of two is used because the integration only integrates along one of the two line segments and one has to integrate along the left and the right trajectory.
At the time instants at which the intersections crosses the vertical sides of the transducer, 
The second method relies on calculating contributions from arc lengths located outside the transducer geometry as if the transducer was violating the limitations by
One should then subtract contributions from these virtual arcs from the total response. A mathematical formulation of this can be found as
The latter principle may be considered more stable than the first principle because it has fewer small arc contributions. Throughout this work the second principle is utilized for formulating the SIR in all zones. Note, however, that the first integration principle will give exactly the same result and could just as well have been used.
The complete SIR integral for the zone in focus is:
This pulse is therefore defined from the minimum time instant, t 0 , to the maximum time instant, which is one of the times t c1 , t c2 , t c3 , t c4 , t c5 , or t c6 . Note that (24) Notice also that (15) introduces a cut off at t c 1 and t c 2 , which are the time instants at which the virtual arc length to the left of the transducer exceeds the minimum and maximum opening angles θ min and θ max .
B. Spatial impulse response for Zone 2 to Zone 10
The same analysis principle as applied for Zone 1 can be applied for all other zones. 
Zone 2
For Zone 2 the SIR formulation is dependent on the point's location being to the right or to the left of the transducer. The responses are formulated as
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Zone 3
For Zone 3 the SIR is formulated as
and for y p < 0
The determination of the sign for χ l,r is needed because the nature of the angles at the side edges of the transducer is dependent on the point being before or after the elevation focus for a translated and rotated coordinate system to these edges. This means that if the location of the z-coordinate of the point, P, is before or after the elevation focus at the edge when the coordinates x p , y p , z p are transformed to a coordinate system located at the given edge, it alters the sign of χ r,l . A reformulation of the zone definitions may avoid this problem, but for the zone definitions applied in this work it is valid.
Zone 4
For Zone 4 the equations are dependent on
and for γ p ≤ γ R the formulation becomes
Zone 5
For Zone 5 only one expression is needed for describing the SIR
Zone 6
In Zone 6 four different cases are defined. Zone 6 is located to the left and to the right of the transducer and the sign of χ is dependent on y p < 0 or y p > 0.
For y p < 0 and γ p < γ R the SIRs are formulated as
For y p > 0 and γ p < γ R the SIR is formulated as
For y p < 0 and γ p > γ R the spatial impulse response is formulated as
For y p > 0 and γ p > γ R the spatial impulse response is formulated as
Zone 7
This zone is dependent on the sign of y p For y p > 0 the SIR becomes
For y p < 0 the SIR becomes
Zone 8
Zone 8 is very similar to Zone 6, where four conditions were found and it relies on finding the sign of χ as it was seen in Zone 3.
For y p < 0 and γ p < γ R the SIR is formulated as
For y p < 0 and γ p > γ L the SIR is formulated as
For y p > 0 and γ p > γ L the SIR is formulated as
Zone 9
This zone is located at the elevation focus of the transducer. Considering (8) and setting R = |OP * | and y p = 0 yields
For the initial time step, where r 2 − c 2 t 2 i = 0, the integral is infinite, which is both a numerical problem and physically not appropriate. This has to be accounted for in a given implementation by either finding an asymptotic value using the gradient of the integration values from time t > t minimum and the following time steps, or by finding the initial step from a point located just before the elevation focus as well as one located just after the elevation focus. These initial values may give an approximate mean value of the initial samples at the elevation focus. The mean energy between these two samples may then be distributed across the samples.
The SIR takes on the following form
Notice that θ(t, 1, t c 0 , θ min , t c 0 , θ min , β 0 ) for the first integration equals θ min and θ(t, 1, t c 0 , θ max , t c 0 , θ max , β 0 ) equals θ max for all time instants.
Zone 10
This zone is similar to Zone 2 and only differs at y p = 0. All time of flight calculations are the same. Also the SIR is given by (25) and (26) as for Zone 2.
20
V. APPROXIMATING THE INTEGRAL EXPRESSION
The integral in (8) is of elliptical type and has no direct analytical solution. However, the following analysis of the integral will show that an approximation of the integrand makes the SIR analytically integrable.
Consider (8) in the following form
Example plots for the integrand at several time instant are seen in Fig. 6 . The vertical lines indicate the location of the ϕ min and ϕ max at different time steps and as indicated by the form of (57) the integrand approaches infinity for P (θ) → 1.
Because of the integrand's nature it gets difficult, (but not impossible), to perform a series expansion that can replace the integrand and reveal an analytically integrable integrand without introducing a significant error in energy conservation close to the maximum integration angles. As a consequence this method may not be the most effective one to apply.
It may be more beneficial to consider the expression in (57) and apply a second order Taylor expansion to this polynomial and achieve a second order polynomial, T (θ, θ 0 ), around a local integration angle θ 0 .
where A(θ 0 ), B(θ 0 ), and C(θ 0 ) are the coefficients found by ordering the Taylor series.
Expanding the polynomial into only a second order is beneficial in this work, contrary higher order expansions, since the indefinite integral of the SIR becomes analytically inte- ∫ cr
i c r log
An integration of (56) can be found by performing the second order Taylor expansion around a sufficient number of θ 0 angles within the interval of ϕ min and ϕ max and then one makes the corresponding sub integrations. This will, however, compromise the desired benefit of a fast computational expression in the analytical expression. at different time steps. It is seen that when a small angle interval ∆ϕ = ϕ max − ϕ min is considered, as for the T 1 example, a very close curve fit is possible.
However, Fig. 7b . shows that for bigger ∆ϕ, as for the T 2 example, the residual of the expansion becomes of more and more influence at the outer integration boundaries, which is a natural consequence of the Taylor expansion. This is an undesirable consequence that becomes very important for calculations on large transducers, since a significant amount of energy is located in the neighborhood of ϕ min and ϕ max as shown in Fig. 6 .
A strategy for capturing the energy at the outer integration boundaries could therefore be to perform Taylor expansions at ϕ min , ϕ max , and
and then subdivide the 23 integration into three intervals:
This method ensures better conservation of the energy near the outer integration angles than a single expansion around the mean integration value does. Furthermore, it captures the centered curvature. The cost of this method is however three times more calculation time for small angles.
VI. SIMULATIONS
To test the developed algorithms an adaptive Gauss-Kronrod quadrature numerical integrator from MATLAB is applied for solving the exact form of the integral in (8) . As reference to validate the pulse shape of the exact solution a high resolution transducer model in Field II is used. Furthermore, to approximate the exact integral of the SIR simulations with a three-point Taylor expansion, a single-point Taylor expansion at the mean integration angle, and a direct second order polynomial fit are used. The latter implementation uses three points to find the coefficients of a second order polynomial. These three points are P [ϕ min ],
, and P [ϕ max ]. The latter method differs from the three-point Taylor approximation, because it finds a best polynomial fit through the three points and not a local fit as the Taylor expansion does.
The error is calculated as
where h numerical is the exact solution to the SIR as represented by (8) The sampling frequency is fixed at 5 GHz. to visually identify the difference. The relative errors were found to be: E F ield = 0.40%, E 1T = 0.80 %, E 3T = 0.03 %, and E 2p = 0.18 %. A higher exactness for the 3T approximator was seen compared to the other solvers. Performing the same simulation for 200 points randomly distributed across all zones resulted in a mean error (ME) of: ME F ield = 0.45 %, ME 1T = 1.78 %, ME 3T = 0.01 %, and ME 2p = 0.45 %. Also calculating the mean of the solving time, T i , for each solver yielded: T N umerical = 73.0 s, T 1T = 8.7 s, T 3T = 9.4 s, and T 2p = 7.0 s. Clearly the numerical solver is by far the slowest, which was also expected, however, the mean times show that an improvement in the error from 1.78 % to 0.01 % can be achieved with a 8.1 % increase in simulation time by applying the three point approximator instead of the fast one point approximator or an improvement in the error from 0.45 % to 0.01 % with a 34.3 % increase in simulation time by changing the solver from the polynomial fitting to the three point expansion. This may look like a wrong edge calculation for this solver, however, the implementation of edge calculation, zones etc. are identical with all the other zones, which are seen to calculate the response more correctly. The errors were found to be E F ield = 0.49 %, E 1T = 3.58 %, E 3T = 0.006 %, E 2p = 0.83 %. Figure 10a shows the result of simulating a point at {x p , y p , z p } = {0, 0, 40} mm on a convex non-elevation focused transducer using the model presented in this work. Figure 10b shows a zoom from Fig. 10a of the horizontal line section. From the latter it can be seen that the h 1T curve is having difficulties in capturing the pulse shape. The error, E i , relative to the numerical solution is E F ield = 6.9 %, E 1T = 5.9 %, E 3T = 0.01 %, E 2p = 0.0283 %.
VII. RESULTS
This shows that the 3T and the 2p are good solvers for convex arrays, and the error have shown that the numerical integrator breaks down. However, the approximating models are still stable. Field II is therefore applied as the reference to get a measure of the error for simulations in all zones of a convex transducer. 200 points were investigated and the mean error for each solver was found to be ME 1T = 3.8 %, ME 3T = 2.5 %, ME 2p = 2.5 %, which indicate a rather identical performance of the solvers.
Changing the transducer geometry to a linear flat transducer R = 6 m and r = 6 m for the model presented here and for Field II yields a mean error of ME 1T = 3.56 %, ME 3T = 3.56 %, ME 2p = 34.86 % for 200 points and with Field II as the reference. The errors show that the model can capture the response from plane transducers as well. It also indicates that the polynomial fitting, 2p, fails to predict the response in contradiction to the 1T and the 3T analytical solvers.
Finally, a linear elevation focused array element was considered. This array element is mimicked by, R = 6 m, r = 60 mm, height = 10 mm, and γ L = 83µrad, which corresponds to a width of approximately 1 mm. The mean error relative to Field II was found to be ME 1T = 4.43 %, ME 3T = 3.46 %, and ME 2p = 33.30 % for a simulation with 200 points.
The mean solving time for the three approximating methods was found to be T 1T = 0.49 s, T 3T = 0.57 s, and T 2p = 0.33 s. This implies an error improvement of 21.9 % with a 15.4 % increase in the simulation time when using the 3T instead of the 1T and a 89 % improvement in the error when applying the 3T instead of the 2p solver. The latter improvement costs 72.7 % more calculation time.
VIII. DISCUSSION
The results have shown that accurate predictions of the exact solution to (8) could be achieved by using the three-point Taylor expansion, 3T, for all transducer configurations.
However, also good results were achieved by calculating the second order polynomial and the one point Taylor expansion for the double curved transducer. As could be seen in Fig.   9 the 1T calculations fails for steep spikes. This is because the main energy that represent the spike is found at the outer integration values ϕ min and ϕ max . The 1T solver in contrary seems to be more stable for linear arrays which the 2p showed not to be. This shows that the solvers 1T and 2p are sensitive to the curvatures of the transducer. Choosing which solver that operates the best is therefore application dependent. Clearly the 3T exhibits the best performance, but for the cost of a slight increase in the solution time relative to the other solvers. It should also be mentioned that the influence of miscalculating a spike as seen in An initial C-implementation of the algorithms has been compared to Field II in the authors' conference contribution 26 . This latest contribution also considers a narrower double curved array element with a width and height of 250 µm and 10 mm, respectively.
Yet another aspect that should be discussed in the context of a practical implementation is the sampling frequency. The sampling frequency applied in this work is relatively large, 5
GHz, which was chosen to validate the algorithm directly. A much lower sampling frequency should be applied if the algorithm and the solver should be implemented into a simulation program such as Field II, which is usually operated at a 100 MHz and with small elements.
The combination between small elements and low sampling frequency is only possible if the implementation preserves conservation of energy in the SIR. This may be achieved by performing an area integration of the pulse within the samples. This area integration is then spread out onto the different global samples. In other words a sub-integration procedure is to be performed and is a trivial task to perform. 
IX. CONCLUSION
