Let ∆ k;n be the maximum number of common neighbors of a set of k vertices in G(n, p). In this paper, we find a n and σ n such that ∆ k;n −an σn converges in distribution to a random variable having the standard Gumbel distribution.
Introduction
In 1980 [5] , B. Bollobás studied the asymptotical behavior of the maximum degree ∆ n of the binomial random graph G(n, p) ( [4, 15] ) for fixed p ∈ (0, 1). The main result of this paper is the following. Let, for n ∈ N, n ≥ 2, a n = pn + 2p(1 − p)n ln n 1 − ln ln n 4 ln n − ln(2 √ π)
Then the shifted random variable ∆n−an σn converges in distribution to a random variable having the standard Gumbel distribution. Further in his paper, Bollobás considered the m-th highest degree ∆ m n of G(n, p) (in particular, ∆ 1 n = ∆ n ) and proved a similar result: for every y ∈ R, P ∆ m n − a n σ n ≤ y → e Note that elements ξ i of a sequence of degrees of G(n, p) have the binomial distribution with the parameters n − 1, p. For sequences of series of independent binomial random variables, the asymptotical distribution of maximums was studied by S. Nadarajah and K. Mitov in 2002 [18] . Their result states that the maximum D n of n independent binomial random variables ξ 1 , . . . , ξ n with parameters N(n) = ω([ln n] 3 ) and p = const obeys the following asymptotical law: for y ∈ R, P D n ≤ pN + 2p(1 − p)N ln n 1 − ln ln n 4 ln n − ln(2 √ π) 2 ln n + y 2 ln n → e −e −y as n → ∞.
(3) It is easy to see that, for N = n−1, the result of Nadarajah and Mitov gives the same normalization functions a n and σ n and the same asymptotical distribition as the result of Bollobás (but for dependent random variables). Clearly, a simple substitution gives slightly different functionsã n andσ n . However, the convergence of P(∆ n ≤ã n + yσ n ) implies the convergence of P(∆ n ≤ a n + yσ n ) to the same limit since a n =ã n + O(1), σ n =σ n + O((n ln n) −1 ), and
Results of such kind belong to the extreme value theory. A general result of this theory, the Fisher-Tippett-Gnedenko theorem [12] (see also [8] , page 205) states the following. Let ξ 1 , ξ 2 , . . . be independent and identically-distributed random variables, ξ (n) = max{ξ 1 , . . . , ξ n }. If there exist a n ∈ R, σ n > 0 and a non degenerate distribution F such that ξ (n) −an σn converges to an η ∼ F in distribution, then F belongs to either the Gumbel, the Fréchet or the Weibull family. In this way, three extremal types of distributions of ξ i are distinguished. A comprehensive account of necessary and sufficient conditions for a distribution to belong to one of the extremal types is given in [17] . For further results of the extreme value theory and its applications see, e.g., [3, 13] . However, mentioned results can not be applied to the above case (when ξ 1 , . . . , ξ n are identically distributed but their distribution depends on n). Such triangular arrays of random variables were studied, e.g., in [2, 10, 18] .
The result of Nadarajah and Mitov easily follows from a theorem about large deviations for Binomial random variables and certain properties of the normal distribution function. But how can (3) be obtained for dependent random variables ξ 1 , . . . , ξ n ? Bollobás, in his proof, introduced the random variable X being the number of vertices having degree greater than yσ n + a n , where a n and σ n are defined in (1) and (2) respectively. The result follows from the fact that, for every k ∈ N, the k-th factorial moment of X converges to the k-th factorial moment of a Poisson random variable with the parameter e −y . Obviously, the same idea may be used to prove the result of Nadarajah and Mitov and the respective result for identically distributed (not depending on n) independent random variables under certain conditions (see [17] , Chapter 2).
Let k be an arbitrary positive integer. In our paper, we solve the problem of finding an asymptotical distribution (precisely, the normalization functions a n , σ n and an extremal type) of the maximum ∆ k;n of the number of common neighbors of k vertices in G(n, p) (the case k = 1 is already solved by Bollobás since ∆ 1;n = ∆ n ). For k ≥ 2, this problem differs a lot from both mentioned problems (the case of independent binomial random variables and degrees of the random graph). The main difference is that the variance of an analogue of the random variable X defined above may approach infinity (e.g., this happens when k = 2 and p > 1/2). In particular, this fact makes it impossible to apply the method of factorial moments directly.
More formally, let v 1 , . . . , v k ∈ {1, . . . , n} be distinct vertices of G(n, p). 
Note that ∆ k;n is the maximum over n k binomial random variables with parameters n − k, p k . Therefore, for N = n k , our result for m = 1 does not duplicate the statement (3) (in contrast with the result of Bollobás). This motivates the following question. How strong can be dependencies between the binomial random variables until (3) fails? This and other further questions are given in Section 3.
Let us illustrate the difference between dependencies of the elements of "degree sequences" by comparison the cases k = 1 and k = 2. Let ξ N,p be a binomial random variable with the parameters N, p. Let X k n be the number of k-sets of vertices having more than b k;n (y) := a k;n + yσ k;n common neighbors. It is easy to see that
(see [5, 6] ). In the same way, for p > 1/2, using the same techniques (see also Section 2.2), one can find
in contrast with the former case. While Theorem 1 is a natural extension of the result of Bollobás, it is also motivated by the study of extension properties of the binomial random graph. It is very well known that a.a.s. the random graph has the Alice's Restaurant property (see, e.g., [15, 19, 21] ). In other words, for every positive integer k, a.a.s., for every k-vertex set U and every its subset V ⊆ U, there exists a vertex z whose neighbours within U are precisely the vertices of V . This property is very useful for proving logical laws for random graphs (see [15, 19, 21] ). It is also worth mentioning that the only (up to isomorphism) countably infinite graph with the Alice's Restaurant property is the Rado graph (see, e.g., [9] ) which is isomorphic (with probability 1) to the countably infinite random graph constructed by drawing each edge independently with probability p for each pair of vertices. Other results about extension properties (in particular, a law of large numbers for the number of vertices z from the Alice's Restaurant property) were obtained by J. Spencer in the series of papers [22, 23] . It is straightforward to show that our techniques can be also applied for the problem of finding an asymptotical distribution of the maximum number of the above vertices z.
The rest of the paper is organized as follows. In Section 2, we give a proof of Theorem 1. Section 3 is devoted to some discussions of this result and further question.
Proof of Theorem 1
In Introduction, we consider the random variables X k n being the number of k-sets of vertices having more than b k;n (y) := a k;n + yσ k;n common neighbors. The reason why DX k n may approach infinity is that the major contribution to the variance is made by those k-sets that have proper subsets with large number of common neighbors. A.a.s., in G(n, p) there are no such k-sets (for details, see Section 2.2). So, we are able to exclude such k-sets from X k n (in what follows, we denote the shifted random variable byX k n ). In Section 2.2, we estimate the expectation and the second moment ofX k n .
The second problem we face is that a direct implementation of the approach of Bollobás (i.e., estimation of all the factorial moments ofX k n ) requires heavy computations. Fortunately, we have shown that it is enough to prove that EX
2 . This observation follows from the Janson-type inequality that we prove in Section 2.1. It is worth mentioning that the result of Bollobás would follow directly from the Janson inequality for general upsets ( [20] , Theorem 1, Inequality (3)), if, for distinct vertices u, v, the events A u , A v of having more than b 1;n (y) neighbors of u and having more than b 1;n (y) neighbors of v respectively were independent (indeed, for a fixed vertex v, the property A v is increasing, i.e. is the upset). If this was the case, estimating the first moment would be enough to get the asymptotics of P(X 1 n = 0). Unfortunately, any two A u , A v are dependent. Nevertheless, we prove Janson-type bounds for P(X k n = 0) for all k (Section 2.1, Lemma 1). It is easy to see that, for k = 1, an even stronger result holds true for the original (not shifted) random
n +o e EX 1 n , and it implies the result of Bollobás.
Remark 1. The Janson inequality for general up-sets is too rough for the maximum degree result of Bollobás. Indeed, the mentioned events A u , A v are "nearly" independent, and so P(X 1 n = 0) = e −e −y +o (1) . However, the upper bound from Theorem 1 in [20] gives
e −2y +o (1) . Remark 2. We even would not need to apply a Janson-type inequality if all A v were mutually independent. Indeed, if ξ 1 , . . . , ξ n are independent identically distributed random variables such that p n := P(ξ 1 > b(y)) ∼ 1 n e −y for some b(y), then the events A i := {ξ i > b(y)}, i ∈ {1, . . . , n}, are mutually independent. Therefore, the random variable X n (being the number of is such that A i holds) has the binomial distribution with the parameters n, p n . Thus, X n converges in distribution to a Poisson random variable with the parameter e −y . For pairwise independent ξ i being non-decreasing functions of a vector consisting of mutually independent random variables, the same is true, since certain correlation inequalities imply mutual independence of ξ 1 , . . . , ξ n , see, e.g., Page 2 of [20] .
In the remaining parts of the proof, we use the following notations. For every ℓ ∈ {1, . . . , k − 1}, denote
Set n := {1, . . . , n} and b := b k;n (y). LetX =X k n be the number of k-sets of vertices U k := {u 1 , . . . , u k } such that, for every ℓ ∈ {1, . . . , k − 1} and every distinct i 1 , . . . , i ℓ ∈ {1, . . . , k}, the following conditions hold:
Here, we use a consequence of the classical DeMoivre-Laplace formulae that was also used by Bollobás for the problem of maximum degrees (see relation (3) in [6] ) and the relation
e −t 2 /2 dt. Below, in the proof, we frequently use the mentioned corollary and the approximation of Φ. We also use another consequence of the DeMoivre-Laplace formulae which is also given in [6] , relation (2) (for details, see, e.g., [11] , pp. 164-179). Everywhere, we just give references to [6] without further explanations.
The Janson-type inequality
where the intersection is over all U ∈ n k and sets W, W 1 , . . . , W k ⊂ n \ U such that |W | > b and, for every ℓ ∈ {1, . . . , k −1} and every distinct i 1 , . . . , i ℓ ∈ {1, . . . , k},
where the first two summations are over the same sets as in (5), and the third summation is over (
Lemma 1 The following bounds hold:
Proof. The inequality P(X = 0) ≤ P(X = 0) follows from the definition of these random variables.
The inequality e −λ+o(1) ≤ P(X = 0) follows from the FKG inequality ([1], Chapter 6, Proposition 6.3.1) also known as Harris's Lemma [14] or Kleitman's Lemma [16] since the indicator random variables of the events ¬B U are decreasing functions of the edges of the random graph. Indeed,
From (4), we get
The proof of the remaining inequality is close to the proof of Janson's inequality proposed by Boppona and Spencer [7] . However, it is harder since we need to overcome two difficulties. First, any two of B's are not independent and, second, even after getting through the first barrier, we can not apply here the FKG inequality directly.
Let us consider an ordering B 1 , . . . , B M of the events B U,W 1 ,...,W k , then
Fix i ∈ {1, . . . , M}. Unfortunately, each event of B 1 , . . . , B i−1 is not independent of B i . Nevertheless, we may modify some of them slightly and make them independent of B i . Indeed, let U = {u 1 , . . . , u k } defines B i . Consider all the events (say B 1 , . . . , B d ) among B 1 , . . . , B i−1 that are defined by U 1 , . . . , U d respectively such that each of these sets has an empty intersection with U. Note that some of these events (say, B q+1 , . . . , B d ) may not occur conditioned on B i . Let j ∈ {1, . . . , q}, and B j is defined by U j , W 1 , . . . , W k . In what follows, for V ⊂ n, we denote byN n (V ) the set of all common neighbors of V in N := n \ U. Define
Introduce extra events C q+1 , . . . , CM in a way such that M i=1 ¬C i is the event that there are noŨ = {ũ 1 , . . . ,ũ k } ∈ N k such that |N n (Ũ)| > b − k and, for every ℓ ∈ {1, . . . , k − 1} and every distinct i 1 , . . . , i ℓ ∈ {1, . . . , k}, N n (ũ i 1 , . . . ,ũ i ℓ ) ≤ Γ ℓ − k. Finally, for everyŨ ∈ N k , let CŨ be the event that |N n (Ũ)| > b − k. By the proven lower bound (7),
= e −λ+o (1) .
The new events C 1 , . . . , C q are independent of B i . Moreover,
uniformly over all i. Indeed, for every a ∈ {b − k + 1, . . . , b} and everyŨ
Here, we use relation (2) from [6] . In the same way, for every ℓ ∈ {1, . .
Below, we use a standard tool from the proof of Janson's inequality. As
Further, we can not apply the correlation inequalities because the indicator random variables of the considered events are neither decreasing nor increasing functions of edges. Nevertheless, the lower bound (7) is enough for obtaining the necessary estimates:
, and this implies
A noteworthy detail is that
) is strictly less than∆/2, since, in the definition of∆, we remove the restrictions on the cardinalities of sets of common neighbors of all proper subsets of both k-sets but the only subset which is the intersection of k-sets. So, the upper bound in (6) can be strengthened, but, for our purpose, this bound is more convenient.
The second moment
In this section, we prove the following
Proof. Let us start from estimating λ,λ and showing thatλ = λ(1 + o (1)). From (4),
where the first two summations are over all U ∈ n k and W ⊂ n \ U such that |W | > b. In the same way as in the proof of relation (4), from relations (1 ′ ) and (3) in [6] , we get, for every constant ℓ,
(recall that ξ N,p has the binomial distribution with parameters N, p). Therefore, a.a.s., in G(n, p), there are no ℓ-sets with more than Γ ℓ common neighbors. So, P(X = 0) = P(
. Consider the event (2) and (3) in [6] , we get
where
and the function of x in the numerator achieves its minimum in
The later inequality is true since the derivative of
p is negative for p ∈ (0, 1), and g(1) = 0. Thus, after plugging in the numerator in (9) its minimum, we get that, for n large enough, f (i) > k ln n. Therefore,
From (4) and (8), we get
Now, let us estimate from above∆ and prove that it converges to 0. By the definition,
So it is sufficient to show that P(A
From relations (1 ′ ), (2) and (3) in [6] , we get
From relations (1 ′ ) and (3) in [6] ,
Let p 0 ∈ (0, 1) be the root of the equation
. Thenf p (x 0 ) > 2k − ℓ for all p < p 0 . For such p, we immediately get the required relation P(A
. Therefore,
Moreover,
, and this implies the required relation.
Final steps
From Lemma 1 and Lemma 2 we immediately get the statement of Theorem 1 for m = 1 since P(∆ 1 k;n ≤ b) = P(X n = 0). The very last step is to find the limit of P(∆
Note that the probability δ n of the existence of two distinct overlapping k-sets U 1 , U 2 ∈ n k such that |N n (U j )| > b for both j = 1 and j = 2 is at most∆ + o(1) as, for every ℓ ∈ {1, . . . , k − 1}, a.a.s. there are no ℓ-sets with more than Γ ℓ common neighbors in G(n, p). Therefore, δ n = o(1). Thus, P(X n = m − 1) is equal to h m−1 + o(1) where h m−1 is the probability that the maximum i such that there exists i disjoint k-sets U 1 , . . . , U i ∈ n k having |N n (U j )| > b for all j ∈ {1, . . . , i} equals m − 1. But this probability is much easier to estimate. Indeed, set 
Discussions and further questions
In Section 1, we have mentioned that the dependencies between degrees of G(n, p) are weak enough, and so, the result of Bollobás does not differ from the result of Nadarajah and Mitov (for independent binomial random variables). This motivates the following questions. How strong can be dependencies between the binomial random variables until (3) fails? We have shown that, even for common neighbors of k-sets, the considered sequences of random variables belong to the Gumbel extremal type. Is the same true for a certain wider class (such that (3) fails) of dependencies between abstract binomial random variables? As we have mentioned in Section 2, if ξ 1 , . . . , ξ n are pairwise independent identically distributed non-decreasing functions of a vector consisting of mutually independent random variables, then ξ 1 , . . . , ξ n are mutually independent, and then (3) is true. Can one somehow weaken the limitations on a joint distribution of pairwise independent random variables in a way such that (3) still holds but there is no mutual independence?
The Janson inequality for general up-sets is a too rough tool to get the maximum degree result of Bollobás. However, our Janson-type inequality is appropriate for this purpose, and it allows not to compute all the factorial moments. Do similar bounds (with an appropriate definition of∆) hold true in the case when ξ 1 , . . . , ξ n are arbitrary binomial (or even with another distribution) identically distributed random variables having (in some sense) weak dependencies?
It is also of interest to consider the case k = k(n) and to prove (or disprove) an analogue of Theorem 1.
