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ABSTRACT
Computing Agent Competency in First Order Markov Processes
Xuan Cao
Department of Computer Science, BYU
Master of Science
Artificial agents are usually designed to achieve specific goals. An agent’s competency
can be defined as its ability to accomplish its goals under different conditions. This thesis
restricts attention to a specific type of goal, namely reaching a desired state without exceeding
a tolerance threshold of undesirable events in a first-order Markov process. For such goals,
the state-dependent competency for an agent can be defined as the probability of reaching
the desired state without exceeding the threshold and within a time limit given an initial
state. The thesis further defines total competency as the set of state-dependent competency
relationships over all possible initial states.
The thesis uses a Monte Carlo approach to establish a baseline for estimating statedependent competency. The Monte Carlo approach (a) uses trajectories sampled from an
agent behaving in the environment, and then (b) uses nonlinear regression over the trajectory
samples to estimate the competency curve. The thesis further presents an equation demonstrating recurrent relations for total competency and an algorithm based on that equation for
computing total competency whose worst case computation time grows quadratically with
the size of the state space. Simple maze-based Markov chains show that the Monte Carlo
approach to estimating the competency agrees with the results computed by the proposed
algorithm.
Lastly, the thesis explores a special case where there are multiple sequential atomic
goals that make up a complex goal. The thesis models a set of sequential goals as a Bayesian
network and presents an equation based on the chain rule for deriving the competency for
the complex goal from the competency for atomic goals. Experiments for the canonical
taxi problem [14] with sequential goals show the correctness of the Bayesian network-based
decomposition approach.

Keywords: artificial agents, first-order Markov process, state-dependent competency, total
competency, Monte Carlo approach, Bayesian network
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Chapter 1
Introduction

Artificial agents are often designed to achieve a specific goal: master a game like Go
or chess [36], drive a vehicle [31], navigate in the world [11], etc. Some goals, like reaching a
particular configuration or achieving a specific post-condition, are achievement-oriented [38].
For such goals, it is useful to know the probability that the agent will accomplish its goal under
different conditions and as a function of time. This thesis defines agent competency as the
time-dependent probability that the agent will achieve its goal. Understanding competency
is helpful for understanding other agent properties such as autonomy [24] and resilience [29].
This thesis focuses on three conditions that affect competency: the time available to
an agent to accomplish an achievement goal, the agent’s initial state, and the number of
permissible undesirable events. The paper therefore restricts attention to goals that have
two parts: the desired end state, s∗ , and the tolerance threshold of undesirable events,
c. Competency is therefore a mapping from a goal, an initial state, and time to success
probability. The competency curve is defined as the success probability as a function of time.
While Bolch et al. [9] has shown an effective way to compute the n-step transition matrix
for a discrete time Markov chain (DTMC), their formalism does not include the concept of
negative events. The idea of characterizing a DMTC with a tolerance threshold of negative
events is novel to the author.
There are two important limitations of this thesis. First, the thesis assumes a first
order Markov process with a finite state space. Second, no more than one negative event will
occur per time step.

1

1.1

Basic Framework for Competency

The formalism is taken from a preprint [29]. This section quotes liberally from the preprint
for completeness.
Assume that an agent is operating in a first order Markov process with states denoted
by s ∈ S, actions denoted by a ∈ A, and transition probability denoted by q(st+1 |st , at ).
Suppose further that the agent has a policy, which could be either deterministic or nondeterministic, denoted by π(s). Given the policy, the transition probability can be modified
to omit explicit dependence on action, yielding a transition probability denoted p(st+1 |st ).
The t-step trajectory generated by the agent given an initial state s0 is denoted by:
ξ t (s0 ) = [s0 , s1 , ..., st−1 , st ] ∈ S t+1

(1.1)

Since the environment is Markovian, multiple trajectories can be generated by the agent.
Thus,
Trajectories(s0 ) = {ξ t (s0 ) : t > 0}

(1.2)

denotes the set of all possible trajectories generated from s0 . An agent’s behavior potential
(BP) is the collection of trajectories generated from all valid initial states:

BP =

[

Trajectories(s)

(1.3)

s∈Sinit

where Sinit = {s ∈ S|s is any valid initial state}.
Competency of an agent relies on an underlying probability space, denoted as (Ω, σ, P ),
a triple of sample space, sigma field, and probability measure, respectively. The sample space
is the set of all trajectories that can arise; thus, Ω = BP . The probability measure encodes the
probability of event sets in the sigma-field occurring, which is caused by the non-determinism
in the environment and the agent’s actions. Since this paper assumes a first-order Markov
process, the transition probabilities p(st+1 |st ) implicitly define the probability measure P .
2

The goal is encoded as a Boolean random variable G : Ω → {T,F} defined with respect
to the probability space. The derived distribution given the probability space and random
variable, PG (·), is defined as:

PG (T) = P ({ξ ∈ BP : G(ξ) = T})

1.2

(1.4)

State-dependent and Total Competency

The probability of success can be represented as a function of the number of time steps in
the trajectory. Time-dependent success probability is denoted by

PGt (T) = P ({ξ t ∈ BP : G(ξ) = T})

(1.5)

where ξ t is a trajectory with t steps. Given a goal, an agent’s state-dependent competency is
t
defined as the conditional probability of achieving the goal given starting state s, PG|S
(T|s).
0

In this thesis, the state-dependent competency is represented with a competency curve using
a more simple notation:
t
fGt (s) = PG|S
(T|s).
0

(1.6)

It is worth considering competency with trajectories starting from any valid initial
state of an agent. Total competency is defined as the set of state-dependent competency
relationships over all possible initial states:

{fGt (s) : s ∈ Sinit }

1.3

(1.7)

Characterizing Competency

It is possible for simple agents to use algorithm analysis to determine competency, but for
many AI algorithms this is not possible. This thesis establishes a baseline for estimating
state-dependent competency by using a Monte Carlo approach. The Monte Carlo approach
3

(a) uses trajectories sampled from an agent behaving in its environment modeled as a firstorder Markov process, and then (b) uses nonlinear regression over the trajectory samples to
t
estimate the competency curve. The Monte Carlo approach aims to approximate PG|S
using
0

a function fˆGt (s) and thus provides an estimate of the competency curve.
The naive approach to estimate total competency is to estimate state-dependent
competency exhaustively from every possible initial state and then compute the worst or
average case. However, for most real-world agents, that would also be too time-consuming.
Therefore, the thesis presents an equation and a derived algorithm for computing total
competency by exploiting the relationship between states in the underlying first order Markov
process.
Lastly, the thesis discusses a special case where there are multiple sequential atomic
goals that make up a complex goal. The thesis models a set of sequential goals as a Bayesian
network and presents an equation based on the chain rule for deriving the competency for
the complex goal from the competency for atomic goals.
The rest of this thesis is organized as following: Chapter 2 introduces literature
related to this thesis. Chapter 3 describes the Monte Carlo and algorithmic approach for
characterizing competency. Chapter 4 presents the Bayesian network-based approach for
competency with sequential goals. Chapter 5 summarizes this thesis and discusses future
work.

4

Chapter 2
Related Literature

2.1

Competency and Autonomy

Subjective notions of competency have long been considered either essential or closely related
to autonomy; see, for example, [10, 19, 23, 30]. The notion of competency in this thesis
is based on an explicit formalism of an agent’s goals. Many authors have considered goals
essential elements of autonomous agents; see, for example, [1, 12, 24, 28]. This thesis is
limited to a specific type of goal called an achievement goal [38], which is defined as reaching
a certain state in an underlying state space.

2.2

Competency and Resilience

Competency is also closely related to the notion of resilience [20], which is an important
concept for not only artificial agents but also various domains such as psychology [34],
engineering [21] and ecology [37]. In a generic metric for resilience built up by Béné and
Doyen [8] using viability analysis, resilience of a system is defined as the ability of remaining
“viable” in the long run after a shock. From the perspective of artificial agents, whether an
agent is viable equates to whether it is competent. Leaf et al. [29] explicitly pointed out the
relation between competency and resilience by defining resilience as the ability of an agent to
remain competent after experiencing perturbations.

5

2.3

Sigmoid Functions

A sigmoid function is a bounded differentiable real function that is defined for all real input
values and that has a positive derivative everywhere [18]. Sigmoid functions have been widely
used as nonlinear regression models in various research domains, such as physiology [13],
ecology [26, 32], medicine [3], pharmacology [17], and biochemistry [7]. In artificial neural
networks, sigmoid functions have been exploited as activation functions [5].

2.4

Measuring Autonomy

Research that has been done on measuring autonomy often presents several autonomyrelated and application-specific metrics, and then reports approaches to quantifying those
metrics [4, 6, 22]. For example, Hrabia et al. [22] presented a framework of metrics for
measuring autonomy in complex systems, where autonomy was quantified in four different
dimensions including 1) perception and acting skills, 2) belief and reasoning, 3) learning,
and 4) motivation, goals, planning and decision making. Through the framework, each metric
was assessed with a normalized score and the total autonomy of a system was then quantified
as the sum of all the normalized scores. However, to the best knowledge of the author, the
Monte Carlo approach and the computational algorithm used to compute competency for
achievement goals with a tolerance bound on negative events is novel to this thesis.

2.5

Competency in Logic-based Systems

The agent’s competency might not remain constant as the agent has a specific set of techniques
to achieve that goal based on how the goal is being specified. In particular, when the goal is
being specified with temporal logic, Kress-Gazit et al. [25] provide guarantees that the agent
can satisfy the goal given that the environment is admissible. When uncertainties are present
in the environment, these guarantees are invalid. So in the presence of uncertainties, the
environment is often modeled as Markov Decision Processes (MDPs), and a planner returns a

6

policy that maximizes goal satisfaction probability using linear optimization techniques [15, 27].
Approximation techniques are also important. For example, Fu and Topcu [16] used the
Probably Approximately Correct concept to maximize the probability of satisfying a given goal
specification in an MDP with unknown transitions probabilities. Their algorithm obtained an
approximately optimal policy with probability 1 − δ using samples, time, and space that grew
polynomially with the size of the MDP and the size of the automaton expressing the goal.

7

Chapter 3
Characterizing Agent Competency in First Order Markov Processes1

3.1

Introduction

Artificial agents are often designed to achieve a specific goal: master a game like Go or
chess [36], drive a vehicle [31], navigate in the world [11], etc.. Some goals, like reaching a
particular configuration or achieving a specific post-condition, are achievement-oriented [38].
For such goals, it is useful to know the probability that the agent will accomplish its goal
under different conditions and as a function of time. This paper defines agent competency
as the time-dependent probability of that the agent will achieve its goal. Understanding
competency is helpful for understanding other agent properties such as autonomy [24] and
resilience [29].
This paper focuses on three conditions that affect competency: the time available
to an agent to accomplish an achievement goal, the agent’s initial state, and the number of
permissible undesirable events. The paper therefore restricts attention to goals that have
two parts: the desired end state, s∗ , and the tolerance threshold of undesirable events,
c. Competency is therefore a mapping from a goal, an initial state, and time to success
probability. The competency curve is defined as the success probability as a function of time.
This paper establishes a baseline for estimating competency by using a Monte Carlo
approach given a fixed initial state. The Monte Carlo approach (a) uses trajectories sampled
from an agent behaving in its environment and then (b) uses nonlinear regression over the
trajectory samples to estimate the competency curve. The usefulness of the Monte Carlo
1

This chapter has been submitted as a paper to a conference for review. All contents, excluding the
abstract, are preserved so that this chapter is self-contained.
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approach is demonstrated using simple maze-based Markov chains. Different regression
models are compared, and the effects of different environment conditions (e.g., uncertainty,
world size) and sample sizes are evaluated.
The Monte Carlo approach can be time-consuming when it is necessary to define
competency in large worlds and over many initial states. Therefore, the paper presents
an algorithm for computing the competency curves over the whole state space. The basic
algorithm uses the relationship that exists among states in first-order Markov processes to
compute competency for a known goal state, s∗ , when there is no tolerance for undesirable
events, c = 0. Importantly, the algorithm can be extended to compute the competency curve
for all initial states when c > 0 by exploiting the relationship between the competency curves
for c and c − 1. The time complexity of the algorithm is O((c + 1)tN 2 ), where t is the time
length and N is the size of the state space. Simple maze-based Markov chains show that
the regression approach to estimating the competency agrees with the results computed by
the proposed algorithm. The paper concludes with a discussion of when a sampling based
approach should be used and when the algorithm should be used.
There are three important limitations of the work. First, the paper assumes a first
order Markov process with a finite state space. Second, the paper assumes tha the agent’s
goal is to reach a desired state s∗ without exceeding tolerance threshold c for negative events.
Third, no more than one negative event will occur per time step.

3.2

Related Literature

Subjective notions of competency have long been considered either essential or closely related
to autonomy; see, for example, [10, 19, 23, 30]. The notion of competency in this paper is
based on an explicit formalism of an agent’s goals. Many authors have considered goals
essential elements of autonomous agents; see, for example, [1, 12, 24, 28].
Competency is also closely related to the notion of resilience [20], which an important
concept for not only artificial agents but also various domains, such as psychology [34],
9

engineering [21] and ecology [37]. In a generic metric for resilience built up by Béné and
Doyen [8] using viability analysis, resilience of a system is defined as the ablity of remaining
“viable” in the long run after a shock. From the perspective of artificial agents, whether an
agent is viable equals to whether it is competent. Leaf et al. [29] explicitly pointed out the
relation between competency and resilience by defining resilience as the ability of an agent to
remain competent after experiencing perturbations.
Research that has been done on measuring autonomy often presents several autonomyrelated and application-based metrics, and then reports approaches to quantifying those
metrics [4, 6, 22]. Sometimes competency is among those metrics [6]. However, to the best
knowledge of the authors, the Monte Carlo approach and the computational algorithm used
to compute competency is novel to this paepr.
The agent’s competency might not remain constant as the agent has a specific set of
techniques to achieve that goal based on how the goal is being specified. In particular, when
the goal is being specified with temporal logic, Kress-Gazit et al. [25] provide guarantees
that the agent can satisfy the goal given that the environment was admissible. When
uncertainties are present in the environment, these guarantees are invalid. So in the presence
of uncertainties, the environment is usually modeled as Markov Decision Processes (MDPs),
and a planner returns a policy that maximizes goal satisfaction probability using linear
optimization techniques [15, 27]. Approximation techniques are also important. For example,
Fu and Topcu [16] used Probably Approximately Correct (PAC-MDP) concept to maximize
the probability of satisfying a given goal specification in an MDP with unknown transitions
probabilities. Their algorithm obtained an approximately optimal policy with probability
1 − δ using samples, time, and space that grew polynomially with the size of the MDP and
the size of the automaton expressing the goal.

3.3

Theoretical Framework

The section introduces the mathematical formalism used in the paper.
10

3.3.1

State-Dependent Competency

The formalism is taken from a preprint [citation removed for blind review]. This subsection
quotes liberally from the preprint for completeness.
Assume that the agent is operating in a first order Markov process with states denoted
by s ∈ S, actions denoted by a ∈ A, and transition probability denoted by q(st+1 |st , at ).
Suppose further that the agent has a policy, which could be either deterministic or nondeterministic, denoted by π(s). Given the policy, the transition probability can be modified
to omit explicit dependence on action, yielding a transition probability denoted p(st+1 |st ).
The t-step trajectory generated by the agent given an initial state s0 is denoted by:
ξ t (s0 ) = [s0 , s1 , ..., st−1 , st ] ∈ S t+1

(3.1)

Since the environment is Markovian, multiple trajectories can be generated by the agent.
Thus,
Trajectories(s0 ) = {ξ t (s0 ) : t > 0}

(3.2)

denotes the set of all possible trajectories generated from s0 . An agent’s behavior potential
(BP) is the collection of trajectories generated from all valid initial states:

BP =

[

Trajectories(s)

(3.3)

s∈Sinit

where Sinit = {s ∈ S|s is any valid initial state}.
Competency of an agent relies on an underlying probability space, denoted as (Ω, σ, P ),
a triple of sample space, sigma field, and probability measure, respectively. The sample space
is the set of all trajectories that can arise; thus, Ω = BP . The probability measure encodes
the probability of event sets in the sigma-field occurring, which is caused by non-determinism
in the environment and agent’s actions. Since this paper assumes a first-order Markov process,
the transition probabilities p(st+1 |st ) determine the probability measure P .
11

The goal is encoded as a Boolean random variable G : Ω → {T,F} defined with respect
to the probability space. The derived distribution given the probability space and random
variable, PG (·), is defined as:

PG (T) = P ({ξ ∈ BP : G(ξ) = T})

3.3.2

(3.4)

Competency

The probability of success can be represented as a function of the number of time steps in
the trajectory. Time-dependent success probability is denoted by

PGt (T) = P ({ξ t ∈ BP : G(ξ) = T})

(3.5)

where ξ t is a trajectory with t steps. Given a goal, an agent’s state-dependent competency is
t
defined as the conditional probability of achieving the goal given starting state s, PG|S
(T|s).
0

We represent the state-dependent competency with a competency curve and introduce a
more simple notation that is useful:

t
fGt (s) = PG|S
(T|s).
0

(3.6)

t
The regression approach identified in the introduction aims to approximate PG|S
using a
0

function fˆGt (s). Thus, Monte Carlo sampling and regression provide an estimate of the
competency curve.
It is worth considering competency with trajectories starting from any valid initial
state of an agent. Total competency is defined as the set of state-dependent competency
relationships over all possible initial states:

{fGt (s) : s ∈ Sinit }
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(3.7)

Estimating total competency using Monte Carlo sampling and regression can be timeconsuming. Therefore, the paper presents an algorithm for computing total competency by
exploiting the relationship between states in the underlying first order Markov process.

3.3.3

Goal: Desired State and Tolerance

The previous subsections do not make any assumptions about the structure of the goal
random variable. This subsection describes the parameters of the goals used in this paper.
There are two parameters: a desired state s∗ and a tolerance threshold c for negative events.
Note that the algorithm for computing total competency can be extended when there are
multiple states that satisfy the goal.
This paper assumes that the desired state s∗ is an absorbing state, meaning that once
the agent enters the state it never leaves. This absorbing state encodes what is meant when
the goal is described as an achievement goal [38].
In addition to reaching the absorbing state, this paper restricts attention to goals that
limit how many “negative events” occur along the trajectory. In the examples used later in
the paper, the Markov process is a maze problem in which the agent must find a trajectory
from an initial state to the goal state. In these examples, a negative event is defined as the
agent hitting a wall. The notion of a negative event is more general than simply hitting a
wall in a maze-world, but wall-hitting is used to illustrate the concept.
Nominally, a trajectory is the sequence of states that the agent induces in the Markov
environment. Recall that s ∈ S denotes the states in the Markov environment. Counting
negative events requires the state space to be augmented with a counter that keeps track of
the number of negative events. Thus, the nominal state space S is augmented by a count,
yielding an augmented state space S = S × Z≥0 with elements [s, c]T ∈ S. We assume that
the probability of a negative event is also described by a first order Markov process. Thus,
the augmented state space is governed by the transition probability p(st+1 , ct+1 |st , ct ).
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3.4

Estimating State-Dependent Competency

This section presents results for estimating state-dependent competency using Monte Carlo
sampling and regression.

3.4.1

Regression Process

The estimation approach has three procedures: trajectory sampling, aggregation, and regression.
Trajectory sampling is accomplished by executing an agent’s algorithm for a number
of times with a fixed time limit and then gradually increasing the time limit. Running the
agent’s algorithm from initial state s0 with time limit t generates a state-action trajectory,
and each state-action trajectory that is generated is a sample from {ξ t (s0 )}. More details
about samping can be found in Section 3.4.2.
Aggregation begins by applying the goal function to each state-action trajectory
sample, yielding true/false information that can be used to estimate the probability of success.
More specifically, trajectory samples for the same time step are aggregated together. For
each time step, the success probability is estimated as the ratio of the number of successes to
the total number of samples.
The competency curve is then estimated using nonlinear regression on the success
probability data sets.

3.4.2

Testing Environment

Various maze-based Markov processes are used to determine which regression function is
the best. The set of Markov processes are selected to construct datasets over a range of
informative parameters.
Figure 3.1 illustrates the maze-based Markov processes. Within each world, the set of
actions were the cardinal directions. The transition probability is parameterized by ρ chosen
from the set ρ ∈ {0.6, 0.7, 0.8, 0.9, 0.95, 0.99}. The agent transitions from the current cell to
14

the cell indicated by the action (e.g., move up if the action is north) with probability ρ, and
transitions to one of the other three adjacent cells with probability ρ/3. If the action would
move the agent into a wall or beyond the boundaries of the world, the agent remain in the
same state and the negative-event counter is incremented (because the agent hit a wall).
World size was varied (17×17, 30×30, and 50×50). Three different arrangements of
walls were used, subjectively selected to provide different success probabilities. The desired
state s∗ was fixed, but four initial states were selected within each world. Finally, four possible
tolerance thresholds were considered, c ∈ {0, 1, 2, 3}. Thus, there were 3 × 3 × 6 × 4 × 4 = 864
different test cases.
For each t ∈ {1, 2, ...tmax }, 1000 simulations are executed to generate 1000 trajectory
samples for each time value. The value of tmax is subjectively tuned for each maze world to
make sure the success probability converges without consuming too much time. It should be
noted that the 864 test cases only generate 812 valid datasets since the competency in some
test cases (mostly in the 50×50 worlds with transition probabilities of 0.6 and 0.7) is too low.
The simulations in this section are coded in Python 3.7.7 with NumPy 1.18.4. The default
random seeding mechanism is used for generating trajectories samples.

3.4.3

Metrics for Regression Model Selection

There are a number of different regression models that can be used. Since the desired state
is an absorbing state, the probability of satisfying the goal is a non-decreasing function of
time. Thus, only sigmoid-based regression models were considered; see Figure 3.2, which was
created using the parameters given in the caption.
Three metrics were selected for comparing different regression models based on the same
dataset: AICc (Akaike Information Criterion with a correction for small sample sizes) [2], BIC
(Bayesian Information Criterion) [35] and R-square. The results in the paper are computed
using numerical methods in JMP R Pro 15.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 3.1: Simulation conditions. Red blocks are initial states, black blocks are walls, blue
blocks are terminal states. All worlds are surrounded by implicit walls, too.

Results are shown in Table 3.1. The R-square metric does not differentiate between
the regression models (all R-square values ≥ 0.98). By contrast, both AICc and BIC yield
useful ranking information for determining the most suitable model. Lower AICc or BIC
value means higher model quality. Because the AICc and BIC yielded very close model
selection results, this section reports comparisons using AICc.

3.4.4

Model Selection Results

For each of the 812 valid datasets, all candidate sigmoid models are using AICc. Table 3.2
shows the probabilities that the best two models had the highest AICc value (middle column)
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Logistic 4P
Logistic 5P
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Figure 3.2: Various sigmoid regression curves. Confidence intervals and prediction intervals
are not shown. Conditions: world in Figure 3.1a with transition probability = 0.95, initial
state = (0, 0) and tolerance threshold = 0.
Model

AICc

BIC

R-Square

Compertz 3P
Compertz 4P
Logistic 5P
Logistic 3P
Probit 4P
Logistic 4P
Weibull Growth
Logistic 2P
Probit 2P

-444.5949
-442.4304
-440.101
-422.2851
-422.1202
-420.764
-396.0081
-248.7952
-247.7285

-435.0166
-430.582
-426.0358
-412.7068
-410.2718
-408.9156
-386.4298
-241.5385
-240.4718

0.9978949
0.9978966
0.9978958
0.99731
0.9973707
0.9973312
0.9964095
0.9814573
0.9812387

Table 3.1: Quantitative metrics for model selection. Conditions: world in Figure 3.1a with
transition probability = 0.95, initial state = (0, 0) and tolerance threshold = 0. The number
preceding the “P” in the left-hand column indicate the number of parameters used in the
model.

Model

Highest AICc value

Top 3 AICc value

Gompertz 3P
Logistic 5P

520 (64.04%)
257 (31.65%)

780 (96.06%)
597 (73.02%)

Table 3.2: Probability that the best two models had the highest AICc value (middle column)
or had one of the three highest AICc values.
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or had one of the three highest AICc values (right column). Gompertz 3P turns out to be
the best model.
The 812 valid datasets are further broken down into subdatasets by transition probability, goal function and world size to identify how simulation conditions affect model selection
results. The rank results for these subdatasets are illustrated in Figure 3.3. Results show
the percentage of time the top two models are ranked best by the AICc criterion. Results
for when the models have one of the top three AICc scores can be found in Figure A.1 in
Appendix A, but the Gompertz 3P model is best in every condition. Again, results suggest
that the Gompertz 3P regression model fits the data well.
1.2

Gompertz 3P

1.2

Logistic 5P

1.0

1.0

0.65
0.54

0.48
0.42
0.42
0.30

0.62
0.38

0.7

0.8
0.9
transition probability

0.68

0.95

0.0

0.99

0.60

0.6
0.30

0.23

0.2

0.07
0.6

0.70

0.4
0.17

0.2
0.0

0.8
occupation

occupation

0.4

Logistic 5P

0.87

0.82

0.8
0.6

Gompertz 3P

0

0.58

1
2
number of collisions allowed

(a) transition probability

0.38

0.35

3

(b) goal function

1.2

Gompertz 3P

Logistic 5P

1.0

occupation

0.8

0.84
0.61

0.6
0.4
0.2
0.0

0.54
0.34

0.42

0.11
17x17

30x30
world size

50x50

(c) world size

Figure 3.3: The number of times the Gompertz 3P model and Logistic 5P model produced
the best fit as the following were varied: (a) transition probability; (b) threshold tolerance;
and (c) world size.
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The reasons that the Gompertz 3P model works well for estimating competency curve
can be understood by evaluating the parameters of the model. The model is given by
−b(x−c)

f (x) = ae−e

,

(3.8)

where a represents the maximum probability of success (i.e., representing limx→∞ f (x)), b
represents the “growth rate” of the curve (i.e., how quickly the curve grows from 0 to the
maximum probability), and c represents the inflection point (i.e., the point where the slope of
the tangent of the curve stops increasing and starts decreasing.) We hypothesize that these
three parameters correspond to three properties that exist in maze-like Markov processes
respectively: (1) The maximum probability represents the difficulty of reaching the goal
without running into the wall, which decreases as the world size grows. (2) The growth rate
represents the uncertainty in the world, because lower values of ρ mean there is more variance
in the length of successful trajectories. (3) The inflection point represents the minimum
length path from start to goal. Future work should evaluate these hypotheses.

3.4.5

Implications for Informed Sampling

Both the high values of the R-Square metric as well as the low values of AICc and BIC indicate
that it is possible to form high quality estimates of the probability of success if a thorough
sampling approach is taken. Since using a lot of samples can be time-consuming, it is useful
to identify future work for improving sampling. The Gompertz 3P model suggests three
principles for efficient trajectory sampling: (1) Fewer samples are needed when the probability
is close to zero (t ≈ 0) or approaches the asymptote (t  0) because the probability changes
slowly in each of those ranges. (2) More samples are required around the inflection point
where the probability changes rapidly. (3) Smaller values of growth rate indicate that samples
are required from a wider range of time steps t.
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Sample size plays an important role for Monte Carlo methods. The results in Section 3.4.3 and 3.4.4 use 1000 trajectory samples per time step. The number of samples was
varied to evaluate how sample size affects the performance of the Gompertz 3P model. The
world in Figure 3.1a was used with ρ = 0.95 and c = 0. The sample number of samples per
time step was varied across the set {1, 10, 50, 1000}. Subjective comparisons among Gompertz
3P curves with different sample sizes indicate the following: (1) The curve barely changes
when the sample size decreases from 1000 to 50 samples per step. (2) There are only slight
differences between the curves for 1000 and 10 samples per time step. (3) The curve for 1
sample per time step differs a lot from the curve for 1000 samples per time step. The plots
of the comparisons can be found in Figure A.2 in Appendix A. Although interesting, these
results should not be overgeneralized because the number of required samples is likely to
depend on the tolerance for negative events, size of the world, length of the shortest path
from start to goal, and the amount of uncertainty in the world.

3.5

Computing Total Competency

The naive approach for estimating total competency is to estimate state-dependent competency
exhaustively from every possible initial state and find out the worst or average case. However,
for most real-world agents, that would also be too time-consuming. Consequently, this section
introduces an algorithm for computing total competency based on relations among states,
times and goal functions. The algorithm is implemented in Python 3.7.7 with NumPy 1.18.4.

3.5.1

Recurrence Relation

Total competency can be computed using a recurrence relation. Recall that the competency
t
curve is defined in Eq. (3.6) as f t (s) = PG|S
(T|s). Because the paper restricts attention to
0

achievement goals with a tolerance threshold, the state space was augmented with a counting
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variable, changing the definition of the competency curve to include [s, c]T gives

t
(T |s, c).
fGt (s, c) = PG|S
0

(3.9)

Furthermore, the definition of a state trajectory is also modified to include the counting term,
yielding,




st 
 s0 s1 s2
...
ξ t (s0 , c0 ) = 
.
c0 c1 c2
ct
Four definitions make the proof easier to follow. First, let ξτ = [sτ , cτ ]T be the (τ + 1)st
column in the ξ t (s0 , c0 ) vector. Second, let

q(ξ0 , ξ1 , . . . , ξt ) = P ({[ξ0 , ξ1 , . . . , ξt ]})

denote the probability mass function (pmf) associated with the probability measure P .
Third, let ξ[i:j] = [ξi , ξi+1 . . . ξj ] denote a subvector in the range {i, i + 1, . . . , j}. Fourth,
let XG = {[s, c]T : s = s∗ and c ≤ c} denote the set of configurations that satisfy the goal
criteria.
Suppose that we are given a goal G with desired end state s∗ and tolerance c. The
following recurrence relation allows total competency to be computed for all states using
dynamic programming.
Theorem 1. fGt (s, c) =

P

(s0 ,c0 )

fGt−1 (s0 , c0 )p(s0 , c0 |s, c).

Proof. The proof derives the recurrence relation directly using (a) the probability measure
associated with the behavior potential and (b) the Markov property. The competency curve
at time t is defined using the probability measure as

fGt (s, c) = P



[ξ0 , ξ1 , ξ2 . . . ξt ] : ξ0 = [s, c]T , ξt ∈ XG
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Simply put, the competency curve is the size of the set of all trajectory vectors that begin in
the specified start state [s, c]T and end in a state satisfying the goal condition. Using the
pmf defined above, the probability of satisfying the goal is the sum over all trajectories that
satisfy the goal. The probability of each element in this sum is given by the product of seeing
a trajectory times the probability that the end state satisfies the goal,

fGt (s, c) =

X

q(ξ1 , ξ2 . . . ξt |ξ0 = [s, c]T )P (ξt ∈ XG )

ξ[1:t]

where the summation is over ξ[1:t] ∈ (S × Z≥0 )t ; ξ0 is not included in the sum since ξ0 is fixed.
By the definition of a conditional probability,

fGt (s, c) =

X

q(ξ1 , ξ2 . . . ξt |ξ0 = [s, c]T )P (ξt ∈ XG )

ξ[1:t]

=

XX

q(ξ2 . . . ξt |ξ0 , ξ1 )p(ξ1 |ξ0 )P (ξt ∈ XG ).

ξ1 ξ[2:t]

By the Markov property, [ξ2 . . . ξt ] is conditionally independent of ξ0 given ξ1 , yielding
fGt (s, c) =

XX

q(ξ2 . . . ξt |ξ1 )p(ξ1 |ξ0 )P (ξt ∈ XG ).

ξ1 ξ[2:t]

Refactoring gives


X
X
q(ξ2 . . . ξt |ξ1 )P (ξt ∈ XG ) .
fGt (s, c) =
p(ξ1 |ξ0 ) 
ξ1

ξ[2:t]

Changing the indexing from ξ0 to the initial configuration [s, c]T and from ξ1 to [s0 , c0 ]T yields,

fGt (s, c) =

X
[s0 ,c0 ]T



X
p(s0 , c0 |s, c) × 
q(ξ2 . . . ξt |s0 , c0 )P (ξt ∈ XG ) .
ξ[2:t]
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The time indexing for the terms inside the square brackets is arbitrary, so total competency
can be rewritten as

fGt (s, c) =

X
[s0 ,c0 ]T

=

X

p(s0 , c0 |s, c) × 


X

q(ξ1 . . . ξt−1 |s0 , c0 )P (ξt−1 ∈ XG )

ξ[1:t−1]

p(s0 , c0 |s, c)fGt−1 (s0 , c0 ),

[s0 ,c0 ]T

where the last step follows from the definition of total competency from the start of the
proof.

3.5.2

Total Competency Algorithm and Analysis

The recurrence relation in Theorem 3.5.1 forms the basis for a dynamic programming algorithm
for computing total competency; see Algorithm 1. Three things should be explained for the
algorithm: (1) During the one-step transition from (s, c) to (s0 , c0 ), at most only one negative
event can occur, meaning c0 − c ∈ {0, 1}. (2) Let Gc explicitly denote the goal function with
a tolerance threshold of c. Then fGt c (s, c) = fGt c−c (s, 0) given the definitions of c and c, which
means the competency curves for S × 0 are enough to represent the curves for S × Z>0 . (3) If
c > c, then fGt c (s, c) = fGt c−c (s, 0) = 0 because the threshold is already exceeded.
The initialization of the algorithm occurs by setting


 1 s = s∗ and t ≥ 0
t
fG (s, 0) =
.

 0 s=
6 s∗ and t = 0
The main body of the algorithm has four loops: the tolerance for negative events c, the
time limit t, the size of the state space N , and the average number of neighbour states NN ,
respectively. The average case time complexity of the algorithm is O((c + 1)tN NN ) and
the worst case time complexity is O((c + 1)tN 2 ). It should be noted that the time is for
computing total competency for a range of possible thresholds c = 0 to c = c.
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Algorithm 1 Total Competency Computation
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:

function Compute Total Competency(t, S, s∗ , p, c). time, nominal state space,
goal state, transition function, and tolerance threshold
T C ← {i : {} for i in range(c + 1)}
. total competency
for i in range(c + 1) do
for s in S do
if s == s∗ then
T C[i][(s, 0)] ← {j : 1 for j in range(t + 1)}}
else
T C[i][(s, 0)] ← {0 : 0}
for j in range(1, t + 1) do
for s in S do
if s 6= s∗ then
T C[i][(s, 0)][j] = 0
for prob, (s0 , c0 ) in p(s, 0) do
. probability
0
if c = 0 then
T C[i][(s, 0)][j] ← T C[i][(s, 0)][j] + T C[i][(s0 , 0)][j − 1] ∗ prob
else if i > 0 then
T C[i][(s, 0)][j] ← T C[i][(s, 0)][j] + T C[i − 1][(s0 , 0)][j − 1] ∗ prob
return T C

3.5.3

Example

Applying Algorithm 1, the total competency for the world in Figure 3.1a with ρ = 0.7 for
four possible tolerance thresholds, c ∈ {0, 1, 2, 3}, is computed. For c = 3, the competency
obtained from computation is compared with the competency estimated via simulation,
as shown in Figure 3.4. The computation results align well with the simulation results.
Moreover, because the computation for c = 3 relies on the computation for c ∈ {0, 1, 2}, it
can be inferred that the computation results for smaller tolerance thresholds are also correct,
indicating that the algorithm correctly computes total competency.

3.6

Discussion

The Monte Carlo and algorithmic approach both have pros and cons. The approaches
complement each other. The performance of the Monte Carlo approach determined by sample
size. Large sample sizes are likely to produce high quality regressions, but the definition
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Figure 3.4: Total competency comparisons between computation results and simulation
results . Conditions: world in Figure 3.1a with transition probability = 0.7, s∗ is in upper
right corner, and c = 3.
of “large” depends on the factors of the world such as the length of the shortest path,
the uncertainty in the world, and the quality of the agent’s algorithm. In the limit as
sample size approaches infinity, bounds on the Monte Carlo approach can be established.
However, for small sample sizes, the Monte Carlo approach yields approximate competency
relationships, and there are uncertainties in the approximation. The Monte Carlo approach
may be unsuitable for total competency since the approach would need to be repeated for all
starting states.
On the other hand, the algorithmic approach gives accurate results for total competency.
Therefore it should be applied in preference to the Monte Carlo approach if possible. However,
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when the state space is very large, informed sampling can be applied, and only one or a few
state-dependent competency relationships are of interest, then the Monte Carlo approach
becomes more suitable than the algorithmic approach.

3.7

Summary and Future Work

Assuming an environment described by a first order Markov process, this paper demonstrated
how to use regression and a Monte Carlo approach to estimate the competency of an agent
given a known starting state when the agent’s goal is an achievement goal with a fixed
tolerance for negative events. Various regression functions were compared, and a Gompertz
function with three parameters was shown to deliver high quality estimates of competency. A
dynamic programming algorithm was presented for computing competency for any starting
state, which was constructed from a recurrence relation between the competency from various
staring states. The Monte Carlo approach is appropriate when competency is of interest for
only a few starting states and when there is information about how to perform informed
sampling. The dynamic programming approach was appropriate when the state space is
small enough to allow the algorithm to run, given that the algorithm’s time complexity grows
linearly with time and quadratically with the size of the state space.
Future work should explore importance sampling for the Monte Carlo approach to
make it more efficient. Also, future work should extend the algorithmic approach for Markov
processes with different properties and types of goals. Future work should also explore
the relations between the Gompertz model parameters and the maze-like Markov process
properties. Finally, future work should explore adapting both approaches for multi-agent
systems.
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Chapter 4
Bayesian Decomposition for Sequential Goals

The efficiency of the Monte Carlo and algorithmic approach for competency characterization both depend on the complexity of the target problem. This chapter presents
a Bayesian Network approach that aims to decompose a sequential problem into multiple
simpler subproblems that can be solved more efficiently by the Monte Carlo and algorithmic
approach.

4.1

Sequential Goals and Bayesian Networks

In a first order Markov process with an achievement goal and a tolerance threshold of
undesirable events, there can be more than one subgoal that an agent must achieve to be
considered competent. These goals are atomic goals that make up a complex goal. These
atomic goals are sequential if they must be accomplished in a fixed temporal order. On
the contrary, they are non-sequential if the order of achieving them does not matter to the
success of the agent. Non-sequential goals can consist of (a) atomic goals that can be done in
any order, or (b) other sets of atomic goals where only a portion of the atomic goals must
be accomplished in a fixed order while the order of the rest can be arbitrary. For example,
consider an agent with a complex goal that consists of three atomic goals, referred to as
A, B and C, and consider various ways of ordering the atomic goals. Figure 4.1 shows the
situations where (a) A, B and C are sequential and must be performed in the order A, B, and
C; (b) A, B and C are non-sequential and can be performed in any order; and (c) A must be
performed before B, but C can be done in any order.
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Figure 4.1: Sequential and non-sequential goals: (a) A, B and C are sequential and must be
performed in the order A, B, and C; (b) A, B and C are non-sequential and can be performed
in any order; and (c) A must be performed before B, but C can be done in any order.
The discussion in this chapter is limited to complex goals that consist of sequential
atomic goals. Let G denote a complex goal, and let {G1 , G2 , . . . , Gn } denote the set of atomic
goals that must all be accomplished for the complex goal to be achieved. In general, the
competency of an agent with respect to the complex goal G, PG (·), is the joint probability of
all the atomic goals,

PG (true) = PG1 ,G2 ,...,Gn (true,true,. . . ,true)

(4.1)

The topological structure of sequential goals in Figure 4.1 appears highly similar
to that of a Bayesian network. Recall that a Bayesian network must satisfy the following
requirements [33]:
1. Each node corresponds to a random variable, which may be discrete or continuous.
2. A set of directed links or arrows connects pairs of nodes. If there is an arrow from node
X to node Y , X is said to be a parent of Y. The graph has no directed cycles.
3. Each node Xi has a conditional probability distribution P(Xi |P arents(Xi )) that quantifies the effect of the parents on the node.
Now, consider the set of sequential goals illustrated in Figure 4.1(a) and go through
the requirements:
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1. Each node does correspond to a boolean random variable for subgoal Gi .
2. The sequence in which the goals must be accomplished naturally defines the directed
links connecting those random variables.
3. The set of parents of node Gi consists of a single node, Gj . The conditional probability
P (Gi |Gj ) does exist and can be estimated by simulations.
Without loss of generality, suppose that the atomic goals are ordered such that Gi is the
parent of Gi+1 . Based on the property of Bayesian networks, Equation (4.1) can be converted
into Equation (4.2) showing how the competency of the complex goal G can be obtained
from the competency of the atomic goals:

PG (true) = PG1 ,G2 ,...,Gn (true,true,. . . ,true) = PG1 (true) ×

n
Y

PGi |Gi−1 (true|true).

(4.2)

i=2

Note that Equation (4.2) does not cover all details about how to derive the competency of the complex goal because it omits initial state, time step, and tolerance threshold.
Aggregating these factors together and denoting the competency relation as fGt (s, c) as in
Section 3.5.1, Equation (4.2) can be rewritten as

fGt c (s0 , 0)

=

c
X

X

X

c=0 ĉ∈TTCP(c) t̂∈TSCP(t)

f t11 (s0 , 0)
Gc1

×

n
Y
i=2

f tii

i−1

Gci |Gci−1

(s(i−1)∗ , 0),

(4.3)

which can be used for deriving the competency for the complex goal from the competency of
atomic goals. The following section discusses each function and summation in Equation (4.3).

29

4.2
4.2.1

Equation for Deriving Competency of Complex Goals
Initial State and Goal State

Technically, the Bayesian decomposition approach allows the complex goal and atomic goals
to have multiple initial states and goal states, but for simplicity this chapter is limited to a
single initial state and a single (sub)goal state.
Each term fGtk (s, c) of Equation (4.3) has its own initial state, s, and goal state,
which is determined by G. The initial and goal states for the complex goal G are s0 and s∗ ,
respectively. Let si0 and si∗ denote, respectively, the initial state and goal state of the ith
atomic goal, Gi . Because all atomic goals are in a chain, meaning the initial state for next
atomic goal, Gi+1 , is literally the goal state from the current atomic goal, Gi , the following
three equalities hold: (1) s10 = s0 . (2) ∀i ∈ Z[2,n] , si0 = s(i−1)∗ . (3) sn∗ = s∗ . Therefore,
omitting dependence on time and negative event count gives an easy-to-understand (but not
quite correct) version of Equation (4.3) in terms of initial states:

fG (s0 ) = fG1 (s0 ) ×

n
Y

fGi |Gi−1 (s(i−1)∗ ).

(4.4)

i=2

Note that s∗ , which equals sn∗ , is an absorbing state meaning once the state is entered
there are no transitions from the state. However, the goal states for the other atomic goals
are not absorbing states, meaning the agent will start heading to the next atomic goal state
immediately once it arrives at its current atomic goal state which affects the competency.

4.2.2

Time Step

Each term of Equation (4.3) also has its own time step factor, a discretized duration “budget”.
Let t denote the total duration budget for the complex goal and let t̂ = [t1 , . . . , tn ], which
denotes the vector of time steps for the atomic goals where each ti is the duration budget
for subgoal Gi . Further, define the time step combination potential (TSCP(t)) as the set
P
{[t1 , . . . , tn ] : n1 ti = t and ti ≥ 0}. In other words, TSCP(t) represents the set of all possible
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allocations of the total duration budget t to each atomic goal. Omitting dependence on state
and negative event count gives a simple (but not strictly correct) version of Equation (4.3) in
terms of time step
fGt =

X

fGt11 ·

n
Y

!
fGtii |Gi−1

.

(4.5)

i=2

t̂∈TSCP(t)

Equation (4.5) basically says that all potential time budget allocations should be considered
when deriving the competency for the complex goal using the chain rule.

4.2.3

Tolerance Threshold

The last factors of Equation (4.3) involve the tolerance thresholds for undesired events. Let c
denote the tolerance threshold of the complex goal, and let ĉ = [c1 , . . . , cn ], which denotes the
vector of tolerance thresholds for atomic goals. Similar to the time step, c is the total “budget”
of undesired events for the complex goal and should be allocated to each atomic goal. Define
P
the tolerance threshold combination potential (TTCP(c)) as the set {[c1 , . . . , cn ] : n1 ci = c}.
Recall from Section 3.5.2, that Gc denotes the complex goal with a tolerance threshold
of c. Let Gc denote the complex goal that shares the same goal state with Gc but expects
the number of undesired events to be exactly c. For example, G3 is true if the agent reaches
the goal state with the number of undesired events less than or equal to three, while G3 is
true if the agent reaches the goal state with the number of undesired events exactly equal to
P
three. In other words, fGc = cc=0 fGc . Similar notations are applied to atomic goals.
Omitting dependence on state and time gives a simple (but not complete) version of
Equation (4.3) for the complex goal Gc in terms of tolerance thresholds:

fGc =

X
ĉ∈TTCP(c)

fG1 ×
c1
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n
Y
i=2

fG i

i−1
ci |Gci−1

.

Finally, fGc can be computed by the following equation (ignoring state and time dependence):

fGc =

c
X

X

fG 1 ×

c=0 ĉ∈TTCP(c)

c1

n
Y
i=2

fG i

i−1
ci |Gci−1

.

(4.6)

Equation (4.6) in general says that all potential negative event allocations should be considered
when deriving the competency for the complex goal Gc , which can be used to further compute
the competency for the complex goal Gc .
4.2.4

Summary

Equation (4.3) can be obtained by aggregating Equations (4.4)-(4.6) together. Competency
for the complex goal will use Equation (4.3) in the following section.

4.3
4.3.1

Experiments
Taxi Problem with Sequential Goals

The canonical taxi problem [14] with sequential goals is employed to evaluate the Bayesian
decomposition approach. The taxi problem satisfies the basic assumption of the approach, i.e.
a first order Markov process with an achievement goal and a tolerance threshold for undesired
events. This thesis defines an undesired event as a collision with a wall.
Figure 4.2 shows the world for the taxi problem, a 5 × 5 maze-based environment
where a taxi agent (not shown explicitly) is simulated. Bold black lines are walls. Four
positions are specially designated in this environment, referred to as Y(Yellow), R(Red),
G(Green), and B(Blue). In the environment, there is a passenger located at one of the four
special locations and wants to take a taxi to one of the other three special locations. The
complex goal of the taxi agent consists of the following sequential atomic goals: (1) reaching
the location of the passenger, (2) picking the passenger up, (3) driving the passenger to the
destination and (4) dropping the passenger off. To make it clear, the taxi must pick up
or drop off the passenger even if it has already reached the passenger’s location or driven
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the passenger to the destination. These problem specifications ensure that: (1) The size of
the action space is always six (going up, down, left and right, picking up and dropping off).
(2) The agent only takes one action at each time step. (3) There are four independent atomic
goals.
At the beginning of each simulation, the locations of the taxi, passenger and destination
are all randomly set. Therefore there are 4 ∗ 3 ∗ 25 = 300 potential initial states in total.

Figure 4.2: The taxi problem.
The actions of the taxi agent include four navigating actions (going up, down, left or
right) as well as two special actions (picking up and dropping off the passenger). For the
navigating actions, the transition probability is parameterized by ρ = 0.95, meaning that the
agent can move in the intended direction with a probability of ρ and in each of the other
directions with an uniform probability of

(1−ρ)
.
3

For the special actions, ρ = 1.0, which means

the taxi always successfully picks up or drops off the passenger when the special action is
taken.
A policy for the taxi agent is generated using the MaxQ Learning algorithm [14].
The following reward rules and future discount factor are used only for executing the MaxQ
Learning algorithm: (1) Each action gives the agent a reward of -1 except for the following
cases: (a) the agent gets a reward of -10 and the action is a no-op if it executes picking up or
dropping off at illegal locations, and (b) the agent gets a reward of 20 if it successfully drops
off the passenger at the desired destination. (2) If an action leads the agent to hit a wall, it
is also a no-op and the reward is -1. (3) The future discount factor is set to γ = 1.0.
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4.3.2

Competency Computation

Given the taxi problem and the generated policy, the total competency of the agent for both
the complex goal and the atomic goals are computed using both (a) the Monte Carlo and (b)
the algorithmic approach from Chapter 3. The competency obtained from the two different
approaches is then compared. Finally, the competency for the complex goal is computed
using Equation (4.3) using the competency for the atomic goals, and the result is compared
with the competency computed directly for the complex goal.

4.4
4.4.1

Results and Discussion
Directly Obtained Competency

Complex goal. Four initial states denoted as state a, b, c, and d (see Figure 4.3) are
randomly chosen from the 300 initial states for the competency comparisons for the complex
goal. With each of the chosen initial states, competency for the complex goal obtained from
the Monte Carlo approach is compared with that computed using the algorithmic approach
from Chapter 3; see Figure 4.4. The tolerance threshold is set to c = 3. The competency from
the two different approaches match with each other well, indicating that both approaches
generate correct results as expected.
Atomic goals. Competency for atomic goals obtained using the Monte Carlo approach is
also compared with that from the algorithmic approach. As an example, the comparisons
with initial state a are shown in Figure 4.5. Note that the competency for picking up the
passenger is the trivial function

f (t) =



 0, t = 0

 1, t = 1
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Figure 4.3: Four initial states randomly chosen from the 300 initial states for the taxi problem.
P: passenger; D: destination; T: taxi agent.

because (a) ρ = 1.0 for picking up and (b) the goal state for picking up is not an absorbing
state. Similarly, the competency for dropping off the passenger is


 0, t = 0
f (t) =
.
 1, t ≥ 1

Because the competency curve for these two atomic goals is quite simple, they are not shown.
Note from Figure 4.5 that competency from the algorithmic computation and Monte Carlo
computation match.

4.4.2

Derived Competency for the Complex Goal

Since Section 4.4.1 already showed the agreement between the competency results from the
Monte Carlo and algorithmic approach, this section only uses the competency results from the
algorithmic approach. This section also uses the same four intial states shown in Figure 4.3.
The comparisons between the competency computed algorithmically and using Equation (4.3) for the complex goal are shown in Figure 4.6 (the tolerance threshold is set to c
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Figure 4.4: Competency (for the complex goal) comparisons between computation results
and simulation results. The tolerance threshold is c = 3. Computation results match with
simulation results very well.

= 3). For all the chosen initial states, the derived competency agrees well with the directly
computed competency, indicating the correctness of Equation (4.3).

4.5

Chapter Summary

A complex goal consisting of multiple sequential atomic goals can be treated as a Bayesian
network. Given this Bayesian framing, the competency for the complex goal can be derived
from the competency for the atomic goals using the Chain Rule. Empirical analyses shows
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Figure 4.5: Competency (for atomic goals) comparisons between computation results and
simulation results. The tolerance threshold c = 3. Computation results match with simulation
results well.
that the Bayesian-based computation closely matches competency estimates obtained for the
entire complex goal. Future work relevant to this chapter can be found in Chapter 5.

37

derived

directly computed

state = a

state = b

state = c

state = d

1.0

success probability

0.5

0.0

1.0

0.5

0.0
0

10

20

30

40

50
0
time step

10

20

30

40

50

Figure 4.6: Competency (for the complex goal) comparisons between the derived and directly
computed competency. The tolerance threshold c = 3. The derived competency is identical
to the directly computed competency.
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Chapter 5
Summary and Future Work

This thesis presents approaches for computing an artificial agent’s competency, which
is defined as the ability of an agent to accomplish its goals under different conditions. This
thesis restricts attention to achievement goals with a tolerance threshold of undesirable events
in first-order Markov processes. This thesis further defines (a) state-dependent competency
of an agent as the probability of accomplishing its goal without exceeding the threshold and
within a time limit given an initial state and (b) total competency as the set of state-dependent
competency relationships over all possible initial states.
This thesis first presents a Monte Carlo approach for approximately estimating statedependent competency. The Monte Carlo approach (a) uses trajectories sampled from an
agent behaving in the environment, and then (b) uses nonlinear regression over the trajectory
samples to estimate the competency curve. The thesis further presents an algorithmic
approach for precisely computing total competency. The worst case computation time of the
algorithm grows quadratically with the size of the state space. Simple maze-based Markov
chains show that the competency results from both approaches match with each other.
This thesis then discusses how to compute competency for first order Markov processes
that have sequential atomic achievement goals that form a complex goal. The atomic goals
can be formulated as a Bayesian network such that the competency for the complex goal can
be derived from the competency for the atomic goals using the chain rule. Experiments for
the canonical taxi problem [14] with sequential goals shows the correctness of the Bayesian
decomposition approach.
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Future work should explore importance sampling for the Monte Carlo approach to
make it more efficient. Also, future work should extend the algorithmic approach for Markov
processes with different Bayesian properties and types of goals. Finally, future work should
explore how to apply the Monte Carlo and algorithmic approach into other concepts for
agents, such as resilience and proficiency.
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Appendix A
Supplementary Figures

Figure A.1 shows the percentage of time the Gompertz 3P and Logistic 5P models
have one of the top three AICc scores. The percentage of time for the Gompertz 3P model
is not only higher than the Logistic 5P, but also very close to 100%, in every condition.
The results suggest that the Gompertz 3P model is suitable for estimating state-dependent
competency curves.
Figure A.2 shows the Gompertz 3P curves with the number of samples per time
step varying across the set {1, 10, 50, 1000}. Subjective comparisons give very interesting
information: (1) The curves for 1000 samples/time step (red) and 50 samples/time step
(green) are almost coincident with each other for all of the 4 initial states. For the world
and uncertainty parameters used in this figure, the performance of the Gompertz 3P model
stays high across a wide range of sample rates. (2) The curves for 10 samples/time step
(orange) show slight difference from the curves for 1000 samples/time step. (3) The curves for
1 sample/time step (blue) indicate obvious differences from the curves for 1000 samples/time
step. One sample per time step is insufficient for producing high quality estimates of the
competency curve.
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Figure A.1: The number of times the Gompertz 3P model and Logistic 5P model had one of
the top three AICc scores as the following were varied: (a) transition probability; (b) threshold
tolerance; and (c) world size.
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Figure A.2: Gompertz 3P curves for state-dependent competency with different sample sizes.
Conditions: the 17 × 17 world with transition probability = 0.95 and tolerance threshold = 0.
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Appendix B
A More Efficient Algorithm for Computing Competency

Algorithm 1, which is used for experiments in Section 3.5, is naive and straightforward.
It uses nested mapping and its computation efficiency is unsatisfactory, making it unsuitable
for computing competency of Markov processes with a large state space. As a result, the author
here presents an alternative algorithm that exploits sparse matrix and matrix multiplication
and is much more computational efficient.
Data Structure. A 3-d array is used as the container for total competency. The
first dimension represents the tolerance threshold for negative events, the second dimension
represents the time limit, and the third dimension represents the initial state. For example,
let T C denote the total competency array, T C[c][t][s] will be the probability of success with
initial state s, time limit t and tolerance threshold c.
Transition Matrix. Here, a transition matrix is defined as a N × N square matrix
[pij ] (i, j ≤ N ) where N is the size of the state space of a Markov process and pij represents
the transition probability from the ith state to the jth state in the state space. Let P denote
transition matrix. A transition matrix can be further split into a non-negative transition
matrix and a negative transition matrix. If a transition can cause an negative event to
occur, then the associated transition probability should be put into the negative transition
matrix. Otherwise the transition probability should be put into the non-negative transition
matrix. Let P 1 and P 2 denote non-negative transition matrix and negative transition matrix,
respectively. Based on the definition, P = P 1 + P 2. Let NN denote the average number of
neighbour states. If NN  N , then P , P 1 and P 2 will all be sparse matrices.
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Algorithm. The algorithm is shown in Algorithm 2.
Algorithm 2 Efficient Total Competency Computation
1:

2:
3:
4:
5:
6:
7:
8:
9:
10:

function Compute Total Competency Efficiently(t, S, s∗ , P 1, P 2, c) . time,
state space, goal state, non-negative transition matrix, negative transition matrix, and
tolerance threshold
T C ← [[[0 if s not in s∗ else 1 for s in S]] for i in range(c + 1)] . total competency
for i in range(c + 1) do
for j in range(1, t + 1) do
if i == 0 then
prob ← P 1 · T C[i][j − 1]
else
prob ← P 1 · T C[i][j − 1] + P 2 · T C[i − 1][j − 1]
T C[i].append(prob)
return T C
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