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Optimalisasi Model Fuzzy untuk Klasifikasi pada Data Polikotomus 
dan Penerapannya di Bidang Kesehatan 
Dhoriva Urwatul Wutsqa dan Agus Maman Abadi 
Jurusan Pendidikan Matematika FMIPA UNY 
 
RINGKASAN 
 
Penelitian ini bertujuan untuk mengembangkan metode baru dalam pemodelan 
fuzzy dalam klasifikasi data polikotomus dan aplikasinya di bidang kesehatan. Target 
khusus dalam penelitian ini adalah mendapatkan metode baru dalam pemodelan fuzzy 
yang optimal untuk klasifikasi data polikotomus dengan keakuratan yang tinggi, 
menghasilkan prosedur pemrograman model fuzzy yang optimal untuk data 
polikotomus, dan menerapkannya untuk permasalahan klasifikasi di bidang kesehatan 
seperti untuk diagnosa kanker serviks dan kanker payudara. 
Pada penelitian tahun pertama, telah diperoleh suatu prosedur baru dalam 
pembentukan model fuzzy yang optimal untuk klasifikasi data polikotomus dengan 
metode dekomposisi nilai singular. Berdasarkan metode baru yang diperoleh pada 
penelitian tahun pertama, pada tahun kedua akan dikembangkan prosedur pemrograman 
dengan MATLAB untuk klasifikasi data polikotomus dan menerapkannya untuk 
menyelesaikan permasalahan klasifikasi di bidang kesehatan antara lain untuk diagnosa 
kanker serviks dan kanker payudara. 
 
Kata kunci: optimalisasi, model  fuzzy, klasifikasi, data polikotomus, dekomposisi nilai 
singular 
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Optimization of Fuzzy Model for Classification of Polycotomus Data 
and Its Application in Health 
 
Dhoriva Urwatul Wutsqa and Agus Maman Abadi 
Department of Mathematics Education, Faculty of Mathematics and Sciences 
Yogyakarta State University 
 
SUMMARY 
 
The aims of this research are to develop a new method in fuzzy modelling for 
classification of polycotomus data, to develop a programming procedure of the fuzzy 
model by using Matlab software, and to apply the method to diagnosis servical cancer 
and breast cancer. 
In first year research, the new prosedure to classification of polycotomus data 
was developed by using singular value decomposition method. Based on the procedure, 
in second year, the programming procedure will be developed by using Matlab 
software. Futhermore, the method will be applied to diagnosis servical cancer and breast 
cancer. 
  
Keywords: optimization, fuzzy model, classification, polycotomus data, singular value 
decomposition 
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BAB I 
PENDAHULUAN 
 
1.1 Latar Belakang Masalah 
 
Kanker Payudara adalah kanker yang terjadi pada jaringan payudara. Kanker jenis 
ini umumnya terjadi pada wanita. Meski pria juga bisa terkena namun sangat kecil 
kemungkinannya. Faktor-faktor penyebab kanker payudara adalah faktor reproduksi, 
penggunaan hormon, obesitas, radiasi, genetik dan faktor keturunan. Pengobatan yang 
dilakukan untuk kanker payudara ini adalah dengan pembedahan dan dilanjutkan 
dengan kemoterapi maupun radiasi. Penentuan stadium kanker payudara sangat penting 
untuk tindakan pengobatan.  
Penelitian tentang klasifikasi untuk diagnosis kanker payudara terus dilakukan untuk 
mendapatkan keakuratan hasil. Gupta, S, et.al (2011) menggunakan teknik klasifikasi 
data mining untuk menentukan diagnosis kanker payudara. You, H dan Rumbe, G. telah 
melakukan klasifikasi kanker payudara dengan membandingkan metode support vector 
machine, metode Bayesian dan neural network. Klasifikasi berdasarkan logika fuzzy 
dengan metode mean dan standar deviasi serta histogram dari nilai atribut telah 
dilakukan oleh Jain, R dan Abraham, A (2003) . Boyd, N.F., (1995) menggunakan 
metode klasifikasi kuantitatif mammograpy untuk klasifikasi kanker payudara. Jelen, L. 
et al (2008) menggunakan metode support vector machine untuk klasifikasi stadium 
kanker payudara. Selanjutnya Basha, S.S. dan Prasad, K.S. (2009) telah menggunakan 
metode operator morpologi dan fuzzy c-mean clustering dalam deteksi kanker payudara. 
Kemudian Shanti, S dan Bhaskaran, V.M (2011) menentukan klasifikasi kanker 
payudara dengan metode FCM dan pohon keputusan. 
Model NN merupakan alternatif yang banyak menarik perhatian, karena beberapa 
alasan seperti NN tidak memerlukan asumsi-asumsi pada data yang seringkali sulit 
dipenuhi. Model NN ini telah banyak digunakan untuk klasifikasi diagnosis kanker 
payudara. Namun demikian kelemahan model NN adalah prosesnya tidak transparan 
dalam suatu black box. 
Kelebihan dari pemodelan fuzzy adalah mampu memodelkan data-data yang 
didasarkan pada gabungan dari data empirik dan pengetahuan ahli dalam bentuk logika 
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fuzzy. Proses transparansi dalam pemodelan ini dapat dilihat dari logika-logika fuzzy 
yang digunakan dalam pemodelan. Pemodelan fuzzy yang optimal untuk data 
polikotomus masih menjadi masalah terbuka. Oleh karena itu perlu dikembangkan 
suatu pemodelan fuzzy yang optimal untuk data polikotomus dan penerapannya untuk 
diagnosis kanker payudara dan kanker serviks. 
 
1.2 Rumusan Masalah 
 
1. Bagaimana mengembangkan metode baru dalam pemodelan  fuzzy untuk 
klasifikasi data polikotomus yang optimal. 
2. Bagaimana menentukan prosedur pemrograman dengan MATLAB untuk 
klasifikasi data polikotomus berdasarkan metode yang dikembangkan. 
3. Bagaimana mengaplikasikan metode yang dikembangkan pada diagnosis 
kanker serviks dan kanker payudara. 
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BAB II 
TINJAUAN PUSTAKA 
  
Keistimewaan dari model fuzzy adalah mampu memformulakan pemikiran dan 
persepsi manusia seperti pada pengambilan keputusan yang faktor manusia mempunyai 
pengaruh yang besar. Dengan kata lain model fuzzy mampu memformulakan suatu 
permasalahan yang hanya didasarkan pada pengetahuan para ahli di bidangnya atau 
yang didasarkan pada data empirik.  
 
2.1 Penelitian Pendahuluan 
Penelitian tentang klasifikasi untuk diagnosis kanker payudara terus dilakukan untuk 
mendapatkan keakuratan hasil. Gupta, S, et.al (2011) menggunakan teknik klasifikasi 
data mining untuk menentukan diagnosis kanker payudara. You, H dan Rumbe, G. telah 
melakukan klasifikasi kanker payudara dengan membandingkan metode support vector 
machine, metode Bayesian dan neural network. Klasifikasi berdasarkan logika fuzzy 
dengan metode mean dan standar deviasi serta histogram dari nilai atribut telah 
dilakukan oleh Jain, R dan Abraham, A (2003) . Boyd, N.F., (1995) menggunakan 
metode klasifikasi kuantitatif mammograpy untuk klasifikasi kanker payudara. Jelen, L. 
et al (2008) menggunakan metode support vector machine untuk klasifikasi stadium 
kanker payudara. Selanjutnya Basha, S.S. dan Prasad, K.S. (2009) telah menggunakan 
metode operator morpologi dan fuzzy c-mean clustering dalam deteksi kanker payudara. 
Kemudian Shanti, S dan Bhaskaran, V.M (2011) menentukan klasifikasi kanker 
payudara dengan metode FCM dan pohon keputusan. 
Model NN merupakan alternatif yang banyak menarik perhatian, karena beberapa 
alasan. NN tidak memerlukan asumsi-asumsi pada data yang seringkali sulit dipenuhi. 
Dalam keadan ini NN dapat dipandang sebagai metode statistik yang non linear dan 
nonparametrik (Ripley, 1993, Cheng & Titterington, 1994). Berdasarkan hasil training 
terhadap sampel, NN dapat menyimpulkan bagian populasi yang tidak diketahui. 
Prinsip ini sesuai dengan peramalan, yaitu  melakukan prediksi keadaan yang akan 
datang dari keadaan masa lalu (sampel). Oleh karena itu NN dapat diaplikasikan untuk 
peramalan. Menurut Sharda (1994), NN banyak diaplikasikan untuk peramalan data 
time series . 
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Ada banyak model NN yang telah digunakan dalam pemodelan maupun peramalan 
data time series, diantaranya adalah Feedforward Neural Networ (FFNN) dan Recurrent 
Neural Network. Yang termasuk dalam kelas FFNN adalah Backpropagation Neural 
Network, Radial Basis Function Network, General Regression Neural Network. 
Backpropagation Neural Network yang lebih dikenal sebagai FFNN merupakan model 
yang sangat populer dan banyak digunakan untuk menyelesaikan masalah time series, 
khususnya untuk data finansial.  
Penggunaan FFNN untuk analisis data time series secara luas telah banyak 
dilakukan. Hasil-hasil studi empirik di bidang finansial menunjukkan bahwa prediksi 
data time series menggunakan model FFNN memberikan hasil yang lebih akurat 
dibandingkan model yang diperoleh dari metode statistik. Tkatcz (2001) menggunakan 
model FFNN untuk memprediksi pertumbuhan ekonomi di Canada,  Firdaus et al. 
(2005) untuk memprediksi curah hujan di Johor, Malaysia, Chan et al. (1999) pada 
harga saham di Shanghai, dan Chen (2001) pada inflasi di  Amerika Serikat. Penerapan 
NN di bidang finansial  dapat dilihat pada Diaz et al. (2001), Moody (1995), dan  
Nikola  & Jing Yang  (2000), dan Ranaweera & Hubele (1995). Suhartono et al. (2005) 
mengaplikasikan FFNN pada data penumpang pesawat dan memberikan hasil prediksi 
yang lebih baik dibandingkan dengan prediksi ARIMA dengan pola seasonal. Brodjol 
Sutijo et al. (2005) menggunakan Radial Basis NN untuk peramalan data inflasi dengan 
hasil cukup memuaskan.  
Dalam penerapannya, FFNN mengandung sejumlah parameter (weight) yang 
terbatas. Permasalahan yang masih menjadi perhatian para peneliti adalah bagaimana 
menentukan model FFNN yang paling baik (jumlah parameter yang optimal) yang 
meliputi penentuan jumlah unit input dan jumlah unit hidden (Zang et al., 1998). Ada 
beberapa metode yang telah digunakan diantaranya adalah algoritma pruning, network  
information criteria (NIC), regulasi, dan cross-valivation. Namun demikian, metode-
metode tersebut belum memberikan jaminan didapatkannya model yang optimal, 
sehingga masalah ini masih menjadi topik yang terus dikaji. 
 
2.2 Model Fuzzy 
 Keistimewaan dari model fuzzy adalah mampu memformulakan pemikiran dan 
persepsi manusia seperti pada pengambilan keputusan yang faktor manusia mempunyai 
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pengaruh yang besar. Dengan kata lain model fuzzy mampu memformulakan suatu 
permasalahan yang hanya didasarkan pada pengetahuan para ahli di bidangnya atau 
yang didasarkan pada data empirik.  
Sistem fuzzy adalah suatu sistem dengan inputnya adalah n-tupel bilangan real 
dan outputnya adalah bilangan real yang dibentuk dengan menggunakan fuzzifikasi, 
basis aturan fuzzy, mesin inferensi fuzzy dan defuzzifikasi. Suatu basis aturan fuzzy 
terdiri dari himpunan aturan jika-maka fuzzy yang berbentuk:  
Jika x1 adalah lA1  dan x2 adalah 
lA2  dan ….dan xn adalah 
l
nA , maka y adalah 
lB       (1) 
dengan lli BA ,  berturut-turut adalah himpunan fuzzy di Ui   R dan V  R, ( x1, x2, …, 
xn) dan y adalah variabel input output dari sistem fuzzy tersebut, l = 1, 2, …, M yaitu 
banyaknya aturan dalam basis aturan fuzzy. 
Fuzzifikasi adalah suatu pemetaan yang memetakan titik x* nRU   ke suatu 
himpunan samar A di U. Ada tiga tipe fuzzifikasi yaitu singleton, Gaussian dan segitiga. 
Sedangkan defuzzifikasi adalah suatu pemetaan dari himpunan samar  B di V  R ke 
suatu titik bernilai real y V . Ada tiga tipe defuzzifikasi yaitu center of gravity, center 
overage dan maksimum. Kemudian dengan menggunakan logika fuzzy, mesin inferensi 
fuzzy mengkombinasikan aturan jika – maka fuzzy dengan suatu pemetaan dari 
himpunan A di U ke suatu himpunan samar B di V. Beberapa bentuk dari mesin 
inferensi fuzzy yang biasa digunakan dalam sistem fuzzy adalah mesin inferensi 
pergandaan, minimum, Lukasiewics, Sadeh, Dienes-Rescher. Mengingat jenis-jenis 
fizzifikasi, defuzzifikasi dan mesin inferensi fuzzy tersebut, maka ada 45 tipe sistem 
fuzzy yang merupakan kombinasi dari jenis-jenis tersebut. 
 
 
   
 
 
           x* di U                                                                                                    y* di V  
 
 
 
                      himpunan                                                     himpunan  
                        fuzzy di U                                                   fuzzy di V 
 
Gambar 1. Pembentukan sistem fuzzy 
Basis aturan fuzzy 
fuzzifikasi 
Mesin inferensi fuzzy 
defuzzifikasi 
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2.3 Model Neural Network 
Neural network adalah suatu model non linear yang telah diaplikasikan dalam 
berbagai bidang diantaranya pattern recognition, medical diagnostic, seleksi produk, 
dan peramalan. Proses komputasi dalam neural network dirancang menyerupai sistem 
kerja neuron pada otak manusia yang sangat kompleks.  
 Neural network terdiri atas elemen-elemen untuk pemrosesan informasi yang 
disebut dengan neuron, unit, sel atau node. Setiap neuron dihubungkan dengan neuron 
lainnya dengan suatu connection link, yang direpresentasikan dengan weight/bobot. 
Metode untuk menentukan nilai weight disebut dengan training, learning, atau 
algoritma. Setiap neuron menggunakan fungsi aktivasi pada net input (jumlah dari input 
terboboti) untuk menentukan prediksi output.  
 Neuron-neuron dalam neural network disusun dalam grup, yang disebut dengan 
layer (lapis) . Susunan neuron-neuron dalam lapis  dan pola koneksi di dalam dan antar 
lapis disebut dengan arsitektur jaringan. Arsitektur ini merupakan salah satu 
karakteristik penting yang membedakan neural network.  
Secara umum ada tiga lapis  yang membentuk neural network: 
 Lapis input: data diterima oleh neural network dalam lapis input. Jumlah node 
atau neuron dalam lapis input tergantung pada jumlah input dalam model dan 
setiap input menentukan satu neuron.  
 Lapis tersembunyi (hidden layer): lapis tersembunyi terletak di antara lapis input 
dan lapis output, yang dapat terdiri atas beberapa lapis tersembunyi.  
 Lapis output: setelah melalui proses training, network merespon input baru 
untuk menghasilkan output yang merupakan hasil peramalan. 
Neural network dengan tiga lapis disebut dengan multilayer net, jika hanya terdiri dari 
lapis input dan lapis output disebut dengan single layer net. Tipe NN dibedakan oleh 
arsitektur, training, dan fungsi aktivasi. 
  
2.4. Feedforward Neural Network  
 Feedforward neural network merupakan salah satu model neural network yang 
banyak dipakai dalam berbagai bidang, khususnya pada peramalan data time series. 
Model ini biasa disebut dengan multilayer perceptrons (MLP).  Arsitektur model ini 
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terdiri atas satu lapis input, satu atau lebih lapis tersembunyi, dan lapis output. MLP 
dengan satu lapis tersembunyi  
 Dalam model ini, perhitungan respon atau output )(xy  dilakukan dengan 
memproses (propagating) input x  mengalir dari satu lapis maju ke lapis berikutnya 
secara berurutan. Kompleksitas dari arsitektur FFNN tergantung pada jumlah lapis 
tersembunyi dan jumlah neuron pada masing-masing lapis. FFNN dengan satu lapis 
tersembunyi merupakan model yang paling sering digunakan, karena ditinjau dari 
kompleksitas lebih sederhana, tetapi sudah mampu mendekati fungsi kontinyu untuk 
sembarang derajat akurasi. Hal ini didukung beberapa teorema  dari Cybenko (1989),  
Funahashi (1989), dan Hornik (1989). 
 Gambar 2 adalah suatu contoh dari bentuk khusus FFNN dengan satu lapis 
tersembunyi yang terdiri dari q  unit neuron dan lapis output yang hanya terdiri dari satu 
unit neuron.  
 
 
 
 
 
 
 
 
 
 
Gambar 2.  Arsitektur FFNN dengan satu lapis tersembunyi, p  unit input, q  unit  
                    di lapis tersembunyi, dan satu unit output. 
 
 
Yˆ  
h
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h
jb  
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X1 
X2 
Xp 
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hf  
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hf  
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  
  
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o
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h
jb  = bias pada neuron ke- j  pada lapis tersembunyi, ),,2,1( qj   
h
jf  = fungsi aktivasi di neuron ke- j  pada lapis tersembunyi 
o
jw  = bobot dari neuron ke- j  di lapis tersembunyi yang menuju neuron pada 
lapis output 
 
ob  = bias pada neuron di lapis output.  
of  = fungsi aktivasi pada neuron di lapis output. 
Dalam arsitektur ini, nilai-nilai respon atau output )(xy  dihitung melalui 
persamaan: 
                              






 




p
i
oh
jki
h
ji
q
j
h
j
o
j
o
k bbxwfwfy
1
)(
1
)( ])([ˆ                       (2)                                               
dengan :  
)(kix  = variabel input sebanyak p , ),,2,1( pi   
)(ˆ ky  = nilai dugaan dari variabel output 
 k  = indeks pasangan data input-target ),( )()( kki yx , nk ,,2,1   
      
h
jiw   = bobot dari input ke- i  yang menuju neuron ke- j  pada lapis tersembunyi,   
),,2,1( qj  . 
Model FFNN dengan satu lapis tersembunyi untuk data dengan respon lebih dari 
satu mempunyai bentuk umum sebagaimana pada data dengan respon tunggal. 
Perbedaan terletak pada bentuk vektor input, vektor output, yang akibatnya vektor 
weight dan biaspun berbeda. Arsitektur untuk data respon ganda diberikan oleh Gambar 
3 yaitu suatu bentuk  FFNN dengan  satu  lapis tersembunyi yang terdiri dari q  unit 
neuron dan lapis output yang terdiri dari m unit neuron. Dalam arsitektur ini, nilai-nilai 
respon atau output yˆ  dihitung dengan 
                         
( ) ( )
1 1
ˆ [ ( ) ]
q p
o o h h h o
r k r rj j ji i k j r
j i
y f w f w x b b
 
 
   
 
  ,                             (3) 
dengan :  
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( )i kx  = variabel input sebanyak p , (i=1, 2, ..., p) 
( )ˆr ky  = nilai dugaan dari variabel output ke-r, (r =1, 2, ..., m) 
  k = indeks pasangan data input-target ),( )()( kki yx , (k =1, 2, …, n) 
h
jiw  = bobot dari input ke- i  yang menuju neuron ke-j pada lapisan tersembunyi, 
( 1, 2, ...,j q ). 
 
h
jb  = bias pada neuron ke- j pada lapisan tersembunyi. 
h
jf  = fungsi aktivasi di neuron ke- j pada lapisan tersembunyi. 
o
rjw  = bobot dari neuron ke- j di lapisan tersembunyi yang menuju neuron ke- r  pada 
lapisan output. 
 orb  = bias pada neuron ke- r di lapisan output.  
o
rf  = fungsi aktivasi pada neuron ke- r di lapisan output. 
    
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
      
    
        
  
      
       
 
Gambar 3.  Arsitektur FFNN dengan satu lapis tersembunyi, p  unit input, q  unit  
                    di lapis tersembunyi, dan m unit output. 
h
jiw  
h
jb  
1 
X1 
X2 
Xp 
)(1 
hf  
)(2 
hf  
)(3 
hf  
)(hqf  
  
  
1 o
rb
Lapis Input 
(Variabel Independen) 
Lapis Tersembunyi  
(q unit neuron) 
Lapis Output (Variabel 
Dependen/ Respons) 
o
1 ( )f   
o ( )mf   
o
2 ( )f   

1ˆY  
ˆ
2ˆY  
mˆY  
o
rjw  
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Skema input-output FFNN pada Gambar 3 dapat disajikan dengan arsitektur yang 
hanya memuat satu neuron pada lapis output, tapi tetap dapat merepresentasikan lebih 
dari satu hubungan fungsional. Sebanyak m persamaan non linear (2) dapat dinyatakan 
dalam bentuk satu persamaan  
            
1
ˆ ( )
q
o o o h h h
j j j j
j
f b w f w b

 
   
 
Y X                                (4) 
dengan vektor output  1 2vec , ,..., m    Y Y Y Y Y , matriks input X
= diag(X1, X2, 
…,Xm),  vektor parameter ,1 ,2 ,( ,  ... , )
h h h h
j j j j m w w w w  dengan , 1 ,( , , )
h h h
jr j r j rpw w w , 
                    
,1
,2
,
r
r
r
r n
Y
Y
Y
 
 
 
 
  
 
Y

,  dan 
1,1 2,1 ,1
1,2 2,2 ,2
1, 2, ,
p
p
r
n n p n
X X X
X X X
X X X
 
 
 
 
  
 
X                              (5)
 
Arsitektur model (4) disajikan pada Gambar 4 , untuk regresi dengan dua respon.  
                                   
                            
                          ,11 ,12 ,21 ,22( , , w , w , w )
h h h h h
j j j j jb w   
              
                       
                   1( , , )
o o o
qw w w   
       
 
 
 
 
                                                      
                                                                            LLapis output
  
                     
                                                                                                
 
   
 
 
 
 
 
 
Gambar 4.  Arsitektur model FFNN dengan satu lapis tersembunyi untuk regresi  
                          dua respon dengan satu neuron pada lapis output 
 X11 
X12  
X21  
 1 
X22-  
 
Y   
Lapis output 
(Variabel Dependen) 
Lapis 
tersembunyi 
(q units hidden) 
Lapis input 
(Variabel Independen) 
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Notasi yang digunakan pada Gambar 4 adalah 
Y = 1
2
 
  
 
X
X
, X11 = 1
 
 
 
X
0
, X12 = 2
 
 
 
X
0
 , X21 = 
1
 
 
 
0
X  , dan X22= 2
 
 
 
0
X  
 
Model (4) dapat dijabarkan dalam bentuk  
          ,
1 1
ˆ ( )
q p
o h h h o
r j j j ri i j
j i
w f w b b
 
   Y X                                (6) 
untuk setiap variabel r = 1, …, m.   
Jika dicermati model (3) dan (6), keduanya mencakup beberapa hubungan 
fungsional antara variabel, tetapi ada perbedaan dari weight yang terlibat dalam model.  
Pada model yang pertama weight dari lapis input ke lapis tersembunyi sama, tetapi 
weight dari lapis tersembunyi ke lapis output untuk setiap variabel output berbeda, 
sedangkan pada model kedua weight untuk setiap variabel dari lapis input ke lapis 
tersembunyi berbeda , tetapi weight dari lapis tersembunyi ke lapis output untuk setiap 
variabel output sama. Jadi model pertama membedakan parameter untuk setiap variabel 
dari weight antara lapis tersembunyi dan lapis output dan model kedua membedakan 
parameter untuk setiap variabel dari weight antara lapis input dan lapis tersembunyi.  
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BAB III 
TUJUAN DAN MANFAAT PENELITIAN 
 
 
3.1 Tujuan Penelitian 
 
Tujuan khusus penelitian ini adalah: 
4. Mendapatkan metode baru dalam pemodelan  fuzzy untuk data polikotomus 
yang optimal. (Tahun I) 
5. Membuat program dengan MATLAB untuk klasifikasi data polikotomus 
berdasarkan metode yang dikembangkan. (Tahun II) 
6. Mengaplikasikan metode yang dikembangkan pada diagnosis kanker serviks 
dan kanker payudara. (Tahun II) 
 
3.2 Manfaat Penelitian 
 
Pendekatan baru dalam pemodelan fuzzy yang optimal untuk klasifikasi data 
polikotomus dapat digunakan untuk mengatasi kelemahan model konvensional dan 
model fuzzy yang sudah ada dalam klasifikasi data polikotomus. Memberikan 
sumbangan  dalam prosedur baru untuk diagnosis kanker serviks dan kanker 
payudara. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 13 
 
 
BAB IV 
METODE PENELITIAN 
 
Penelitian ini merupakan penelitian research and development yaitu dimulai dari 
mengkaji dan meneliti model-model yang sudah ada, kemudian mengembangkan 
metode baru dalam pemodelan dan selanjutnya menerapkan metode tersebut pada 
permasalahan konkrit. Penelitian ini dilakukan dalam dua tahun. Tahap penelitian pada 
tahun pertama adalah menentukan metode baru pemodelan fuzzy yang optimal untuk 
klasifikasi data polikotomus dengan cara: 
1. Menentukan domain dari input dan output data. 
2. Mendefinisikan himpunan fuzzy pada domain input-output data dengan fungsi 
keanggotaan yang normal dan lengkap. 
3. Menentukan parameter-parameter dari semua anteceden dalam logika fuzzy 
berdasarkan data training. 
4. Menentukan parameter pada bagian konsekuen dengan metode dekomposisi 
nilai singular. 
5. Membentuk basis aturan fuzzy berdasarkan aturan fuzzy yang diperoleh dari 
langkah 3 dan 4.. 
6. Membentuk model fuzzy yang optimal untuk klasifikasi data polikotomus yaitu 
dengan menentukan banyaknya nilai singular yang harus diambil sedemikian 
sehingga  meminimalkan kesalahan klasifikasi data polikotomus. 
 
Adapun tahap-tahap penelitian pada tahun kedua adalah: 
1. Menentukan prosedur pemrograman model fuzzy untuk klasifikasi data 
polikotomus. 
2. Mengaplikasikan model fuzzy yang dikembangkan pada tahun I untuk diagnosis 
kanker serviks dan kanker payudara. 
3. Menentukan validasi model  fuzzy untuk diagnosis kanker serviks dan kanker 
payudara. 
Tahap-tahap penelitian berserta indikatornya dapar dilihar pada Gambar 5 berikut 
ini.   
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Gambar 5.  Bagan penelitian yang akan dilakukan 
 
 
Tahap I: Menentukan 
parameter-parameter dari 
semua konsekuen dalam 
logika fuzzy berdasarkan 
data training pada model 
fuzzy untuk data 
polikotomus 
Indikator:   
diperoleh algoritma 
untuk penentuan 
parameter berdasarkan 
metode dekomposisi 
nilai singular (DNS) 
Tahun I 
Tahap II: Membentuk 
basis aturan fuzzy dengan 
metode DNS berdasarkan 
logika fuzzy yang 
diperoleh pada tahap I 
Indikator:  
diperoleh algoritma 
dalam penentuan basis 
aturan fuzzy  dengan 
DNS 
Tahap III: Membentuk 
model fuzzy yang optimal 
berdasarkan data training 
dengan metode DNS  
Indikator:  
Diperoleh prosedur 
pemodelan fuzzy yang 
optimal 
Tahun II 
Tahap IV: Menerapkan 
prosedur pemodelan fuzzy 
untuk data polikotomus 
untuk diagnosis kanker  
serviks dan kanker 
payudara 
Indikator:  
Diperoleh diagnosis 
kanker serviks dan 
kanker  payudara yang 
optimal dengan model 
fuzzy 
 
Tahap IV: 
Mengembangkan prosedur 
pemrograman model fuzzy 
untuk klasifikasi data 
polikotomus dengan 
MATLAB 
Indikator:  
Diperoleh program 
model fuzzy yang 
optimal dengan 
MATLAB 
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BAB V 
HASIL DAN PEMBAHASAN 
 
Prosedur Pemodelan Fuzzy untuk Klasifikasi data Polikotomus dengan 
Dekomposisi Nilai Singular 
 
Diberikan N data training dari data polikotomus yang dapat dipandang sebagai data 
dengan n input-satu output 1 2( , ,..., ; )
k k k k
nx x x d untuk k = 1, 2,…, N. Misalkan suatu aturan 
fuzzy ke-i untuk model TSK order satu  ditulis 
iR :  1 1 0 1 1adalah dan....dan adalah , maka ...i n in i i i in nx A x A y b b x b x     (5.1) 
dengan i = 1, 2, …, L dan L adalah banyaknya aturan fuzzy, ijA adalah himpunan fuzzy 
pada input ke-j, aturan ke-i, iy  adalah output aturan fuzzy ke-i, ijb adalah parameter real 
yang akan dicari. Output model fuzzy dengan fuzzifier singleton, mesin inferensi 
pergandaan dan defuzzifier rata-rata pusat berbentuk: 
1 1 2 2
1
1 1 2 2
1
( ( ) ( )... ( ))
( ) ( )... ( )
L
i i i in n
i
L
i i in n
i
y x x x
y
x x x
  
  





 
 = 
0 1 1 1 1 2 2
1
1 1 2 2
1
( ... )( ( ) ( )... ( ))
( ) ( )... ( )
L
i i in n i i in n
i
L
i i in n
i
b b x b x x x x
x x x
  
  


  

     
 = 0 1 1
1
( ... )
L
i i i in n
i
w b b x b x

         (5.2) 
dengan 1 1 2 2
1 1 2 2
1
( ) ( )... ( )
( ) ( )... ( )
i i in n
i L
i i in n
i
x x xw
x x x
  
  



 dan ( ) ( )
ijij j A j
x x   
Selanjutnya akan dibentuk model (5.2) yang meminimumkan fungsi tujuan  J  dengan  
2
1
( ( ) ( ))
N
k
J d k y k

       (5.3) 
dengan ( )d k  adalah output sebenarnya untuk pasangan data ke-k, dan ( )y k  adalah 
output model TSK untuk pasangan data ke-k. Jadi ( )y k  adalah nilai y pada persamaan 
(5.2) untuk data input ke-k 1 2( , ,..., )
k k k
nx x x .   
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Persamaan (5.3) dapat ditulis kembali dalam bentuk: (Yen, dkk., 1998) 
2
1
( ( ) ( )) ( ) ( )
N
T
k
J d k y k d Xb d Xb

        (5.4) 
dengan 
(1)
(2)
( )
d
d
d
d N
 
 
 
 
 
 

 dan  
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
(1) (1) (1) (1) (1) (1) (1) (1) (1) (1)
(2) (2) (2) (2) (2) (2) (2) (2) (2) (2)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
n L L L n
n L L L n
n L L n
w w x w x w w x w x
w w x w x w w x w x
X
w N w N x N w N x N w N x N w N x N
 
 
 
 
 
  
  
  
        
  
 
Jadi X  adalah matriks ukuran N x[(n + 1)xL] 
dan 
10
11
1
0
1
n
L
L
Ln
b
b
b
b
b
b
b
 
 
 
 
 
 
 
 
 
 
 
 
   



 , suatu matriks ukuran [(n+1) x L] x 1    (5.5) 
 
Selanjutnya  fungsi J pada (5.4) akan mencapai minimum jika 0d Xb   sehingga 
diperoleh  
Xb d       (5.6)  
Kemudian untuk mencari matriks b, maka diterapkan dekomposisi nilai singular dari 
matriks X dengan menggunakan Teorema 2.7 dan diperoleh  
TX U V        (5.7) 
dengan U dan V adalah matriks ortogonal dan  1, ..., NU u u  berukuran N x 
N 1 ( 1),..., n LV v v      berukuran [( 1) ] [( 1) ]n L n L   , 1 ( 1)( ,..., )n Ldiag      matriks 
ukuran [( 1) ]N n L   dengan nilai singular 1 ( 1)... 0n L     . 
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Selanjutnya dengan menggunakan persamaan (2.12), maka penyelesaian dari (5.6) 
adalah  
1
1 1
ˆ ,
r r
i i i i
i i i
u db d u v v


 
    
T
i      (5.8) 
dengan r adalah banyaknya nilai singular taknol. 
Jadi parameter-parameter ijb yang merupakan entri-entri matriks b diestimasi dengan 
entri-entri matriks bˆ .  
 
Langkah-langkah pemodelan fuzzy untuk klasifikasi data polikotomus dilakukan 
sebagai berikut: 
Diberikan N data training 1 2( , ,..., ; )
k k k k
nx x x d dari data polikotomus yang dapat dipandang 
sebagai data dengan n input, 1 2, ,...,
k k k
nx x x  dan satu output 
kd  untuk k = 1, 2,…, N 
(banyaknya data). 
1. Tentukan domain dari input dan output data. 
2. Definisikan himpunan fuzzy pada domain input-output data dengan fungsi 
keanggotaan yang normal dan lengkap. 
3. Tentukan parameter-parameter dari semua anteceden dalam logika fuzzy berdasarkan 
data training sehingga diperoleh aturan fuzzy yang berbentuk  
1 1 0 1 1adalah dan....dan adalah , maka ...i n in i i i in nx A x A y b b x b x     
4. Tentukan parameter pada bagian konsekuen dari aturan pada langkah 3 dengan 
metode dekomposisi nilai singular yaitu dengan persamaan (5.8). 
5. Bentuk basis aturan fuzzy berdasarkan aturan fuzzy yang diperoleh dari langkah 3 dan 
4. 
6. Bentuk model fuzzy untuk klasifikasi data polikotomus yaitu defuzifikasi center 
average 
1 1 2 2
1
1 1 2 2
1
( ( ) ( )... ( ))
( ) ( )... ( )
L
i i i in n
i
L
i i in n
i
y x x x
y
x x x
  
  





 
7. Hasil defuzzifikasi pada langkah 6 ditransformasi ke jenis klasifikasi yaitu dengan 
menentukan himpunan fuzzy pada output sedemikian sehingga derajat kenggotaan y 
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paling besar pada himpunan fuzzy tersebut. Himpunan fuzzy terpilih merupakan 
jenis klasifikasi yang diperoleh. 
8. Model divalidasi dengan data testing yaitu dengan menentukan banyaknya nilai 
singular yang harus diambil sedemikian sehingga meminimalkan kesalahan 
klasifikasi data polikotomus. 
9. Model fuzzy yang sudah optimal diterapkan untuk klasifikasi data polikotomus. 
 
Secara garis besar prosedur pemodelan fuzzy untuk klasifikasi data polikotomus 
dengan dekomposisi nilai singular diberikan dalam Gambar 6 berikut. 
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Gambar 6. Prosedur pemodelan fuzzy untuk data polikotomus dengan metode 
dekomposisi nilai singular 
 
N input x1, x2, …,xn, satu output y 
Definisikan himpunan universal pada 
input dan output 
Bentuk himpunan fuzzy pada himpunan universal 
Bentuk calon aturan  fuzzy  
N data training (data polikotomus) 
Ambil r nilai singular terbesar 
Tentukan konsekuen dari aturan fuzzy 
dengan DNS 
Bentuk model fuzzy dari aturan fuzzy 
yang diperoleh 
Model fuzzy 
Klasifikasi 
T 
Tentukan DNS dari X = USVT 
optimal 
T 
Y 
 20 
 
BAB VI 
RENCANA TAHAPAN BERIKUTNYA 
 
4.1 Judul usulan: Optimalisasi Model Fuzzy untuk Klasifikasi pada Data Polikotomus 
dan Penerapannya di Bidang Kesehatan 
 
4.2 Tujuan khusus 
 
Tujuan khusus penelitian ini adalah: 
.1. Membuat program dengan MATLAB untuk klasifikasi data polikotomus 
berdasarkan metode yang dikembangkan. 
 2. Mengaplikasikan metode yang dikembangkan pada diagnosis kanker payudara dan 
kanker serviks. 
 
4.3 Urgensi penelitian 
 
Penelitian tentang klasifikasi untuk diagnosis kanker payudara terus dilakukan untuk 
mendapatkan keakuratan hasil. Gupta, S, et.al (2011) menggunakan teknik klasifikasi 
data mining untuk menentukan diagnosis kanker payudara. You, H dan Rumbe, G. telah 
melakukan klasifikasi kanker payudara dengan membandingkan metode support vector 
machine, metode Bayesian dan neural network. Klasifikasi berdasarkan logika fuzzy 
dengan metode mean dan standar deviasi serta histogram dari nilai atribut telah 
dilakukan oleh Jain, R dan Abraham, A (2003) . Boyd, N.F., (1995) menggunakan 
metode klasifikasi kuantitatif mammograpy untuk klasifikasi kanker payudara. Jelen, L. 
et al (2008) menggunakan metode support vector machine untuk klasifikasi stadium 
kanker payudara. Selanjutnya Basha, S.S. dan Prasad, K.S. (2009) telah menggunakan 
metode operator morpologi dan fuzzy c-mean clustering dalam deteksi kanker payudara. 
Kemudian Shanti, S dan Bhaskaran, V.M (2011) menentukan klasifikasi kanker 
payudara dengan metode FCM dan pohon keputusan. 
Dewasa ini telah berkembang suatu pendekatan yang lebih fleksibel untuk 
memodelkan hubungan linear maupun non linear yang dikenal dengan model neural 
network (NN). Model NN merupakan alternatif yang banyak menarik perhatian, karena 
beberapa alasan. NN tidak memerlukan asumsi-asumsi pada data yang seringkali sulit 
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dipenuhi. Ada banyak model NN yang telah digunakan dalam pemodelan maupun 
peramalan data time series, diantaranya adalah Feedforward Neural Networ (FFNN) 
dan Recurrent Neural Network. Yang termasuk dalam kelas FFNN adalah 
Backpropagation Neural Network, Radial Basis Function Network, General Regression 
Neural Network. Backpropagation Neural Network yang lebih dikenal sebagai FFNN 
merupakan model yang sangat populer dan banyak digunakan untuk menyelesaikan 
masalah time series, khususnya untuk data finansial.  
Penggunaan FFNN untuk analisis data time series secara luas telah banyak 
dilakukan. Hasil-hasil studi empirik di bidang finansial menunjukkan bahwa prediksi 
data time series menggunakan model FFNN memberikan hasil yang lebih akurat 
dibandingkan model yang diperoleh dari metode statistik. Tkatcz (2001) menggunakan 
model FFNN untuk memprediksi pertumbuhan ekonomi di Canada,  Firdaus et al. 
(2005) untuk memprediksi curah hujan di Johor, Malaysia, Chan et al. (1999) pada 
harga saham di Shanghai, dan Chen (2001) pada inflasi di  Amerika Serikat. Penerapan 
NN di bidang finansial  dapat dilihat pada Diaz et al. (2001), Moody (1995), dan  
Nikola  & Jing Yang  (2000), dan Ranaweera & Hubele (1995). Suhartono et al. (2005) 
mengaplikasikan FFNN pada data penumpang pesawat dan memberikan hasil prediksi 
yang lebih baik dibandingkan dengan prediksi ARIMA dengan pola seasonal. Brodjol 
Sutijo et al. (2005) menggunakan Radial Basis NN untuk peramalan data inflasi dengan 
hasil cukup memuaskan.  
Dalam penerapannya, FFNN mengandung sejumlah parameter (weight) yang 
terbatas. Permasalahan yang masih menjadi perhatian para peneliti adalah bagaimana 
menentukan model FFNN yang paling baik (jumlah parameter yang optimal) yang 
meliputi penentuan jumlah unit input dan jumlah unit hidden (Zang et al., 1998). Ada 
beberapa metode yang telah digunakan diantaranya adalah algoritma pruning, network  
information criteria (NIC), regulasi, dan cross-valivation. Namun demikian, metode-
metode tersebut belum memberikan jaminan didapatkannya model yang optimal. 
Tidak seperti model neural network, model fuzzy mempunyai kelebihan yaitu 
mampu memodelkan data-data yang didasarkan pada gabungan dari data empirik dan 
pengetahuan ahli dalam bentuk logika fuzzy. Proses transparansi dalam pemodelan ini 
dapat dilihat dari logika-logika fuzzy yang digunakan dalam pemodelan. Pemodelan 
fuzzy yang optimal untuk data polikotomus masih terus dikaji. Oleh karena itu perlu 
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dikembangkan suatu pemodelan fuzzy yang optimal untuk data polikotomus dan 
penerapannya untuk diagnosis kanker payudara. 
 
4.4  Hasil yang ditargetkan pada tahun ke-2: 
 
Target penelitian pada tahun kedua adalah 
1. Tersusun program untuk pemodelan fuzzy yang optimal untuk klasifikasi data 
polikotomus dengan software MATLAB. 
2. Menerapkan prosedur pemodelan fuzzy yang telah dikembangkan pada tahun I 
untuk klasifikasi diagnosis kanker payudara dan kanker serviks. 
3. Publikasi internasional akan dilakukan pada Journal of Mathematics and System 
Sciences, untuk bulan Februari 2015, David Publishing Company, USA,  ISSN 2159-5291 (Print);  ISSN 2159-5305 (Online).  
4. Seminar internasional pada bulan november 2014 dan Februari 2015. 
 
4.5 Rekapitulasi anggaran penelitian tahun kedua 
 
No Jenis pengeluaran  Biaya yang 
diusulkan  
(Rpx 1000) 
Persentase  
(%) 
  Tahun II  
1. Gaji dan Upah 22.500 30 
2. Bahan habis pakai dan peralatan 26.250 35 
3. Biaya Perjalanan dan lumpsum untuk 
pemantauan terpusat, seminar 
internasional dan seminar nasional 
18.750 25 
4.  Biaya lain-lain   
 4.1 Pertemuan/Lokakarya/ Seminar 
nasional dan Internasional 
5.000  
 4.2 Seminar Proposal/ hasil/ Laporan/ 
publikasi:  
2.500  
 Total biaya lain-lain 7.500 10 
 Jumlah 75.000 100 
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4.6  Jadwal Kegiatan Penelitian Tahun Kedua 
 
No 
 
Jenis Kegiatan 
Bulan ke- 
1 2 3 4 5 6 7 8 9 10 
1. Seminar Proposal dan 
Persiapan penelitian           
2. Kajian teori: kanker payudara           
3. Pembuatan model  fuzzy 
untuk diagnosis kanker 
payudara  
          
4. Validasi dan analisis model            
5. Penulisan draft laporan           
6. Seminar hasil penelitian dan 
penulisan laporan akhir           
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BAB VII 
KESIMPULAN DAN SARAN 
 
 
7.1 Kesimpulan 
Pada penelitian tahun pertama telah dilakukan pembentukan prosedur baru 
pemodelan fuzzy untuk klasifikasi data polikotomus. Pada prosedur ini, penentuan 
parameter pada bagian konsekuen dari aturan fuzzy yang akan dibangun dilakukan 
dengan metode dekomposisi nilai singular. Selanjutnya aturan fuzzy tersebut 
digunakan untuk melakukan inferensi dan defuzzifikasi. Kemudian hasil dari 
defuzzifikasi ini ditransformasi ke jenis klasifikasinya. Model divalidasi dengan 
data testing yaitu dengan menentukan banyaknya nilai singular yang harus diambil 
sedemikian sehingga  meminimalkan kesalahan klasifikasi data polikotomus. 
Selanjutnya model fuzzy yang sudah optimal diterapkan untuk klasifikasi data 
polikotomus.  
 
7.2 Saran 
Pada penenlitian ini, parameter pada bagian anteceden dari aturan fuzzy  
ditentukan lebih dahulu. Untuk mendapatkan model fuzzy yang lebih optimal, perlu 
diteliti bagaimana memilih parameter pada bagian anteceden dari aturan fuzzy.  
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