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0 Introduction
0 Introduction
Cauchy problems for weakly dissipative wave equations
utt −∆u+ b(t)ut = 0, u(0, ·) = u1, Dtu(0, ·) = u2, (0.1)
where the coefficient b = b(t) is assumed to be positive and tends to zero as t tends to
infinity, provide an important model problem for the study of asymptotic behaviours
and the influence of lower order terms on them. We refer to [RW04] for an exposition
of results in that case or to the papers of A. Matsumura [Mat77], H. Uesaka [Ues80] or
F. Hirosawa and H. Nakazawa [HN03] for known energy decay estimates.
In special cases solution representations are explicitly known and thus also the question
of sharpness of estimates can be answered. For properties of free waves we refer to the
book of R. Racke [Rac92] or the classical paper of R.S. Strichartz, [Str70]. On the other
hand the case of scale invariant weak dissipation, b(t) ∼ t−1 as t→∞, is closely related
to Bessel’s differential equation and considered by the author in [Wir04].
The purpose of this paper is to prove structural properties of representations of solutions
in the case below scaling, i.e. we assume that the coefficient function decays faster than
t−1. This case is closely related to free waves. In case of integrable coefficients it is known
from the works of K. Mochizuki and coauthors [Moc77], [MN96] or from the preprint
[Wir02] that the solutions are asymptotically free and a scattering theory in the sense
P.D. Lax and R.S. Philipps [LP73] can be obtained.
We will employ the translation invariance of the Cauchy problem. This implies that a
partial Fourier transform with respect to the spatial variables may be used to reduce
the partial differential equation in u(t, x) to an ordinary differential equation for uˆ(t, ξ)
parameterised by the frequency parameter |ξ|,
uˆtt + b(t)uˆt + |ξ|2uˆ = 0.
Its solution can be represented in the form
uˆ(t, ξ) = Φ1(t, ξ)uˆ1 +Φ2(t, ξ)uˆ2
in terms of the Cauchy data u1 and u2 with suitable functions (Fourier multiplier) Φ1
and Φ2.
In general estimates for Φ are complicated to obtain, so the natural starting point is
to rewrite the second order equation as system for the energy (|ξ|uˆ,Dtu)T or a related
vector and to use a diagonalization technique to simplify the structure and to estimate
its fundamental solution.
Main results of this paper are the solution representation of Theorem 1.10 together with
its consequences for the Lp–Lq decay, Theorem 2.5. Furthermore the sharpness of these
results follows from a modified scattering theory given by Theorem 3.2.
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We start by giving examples. The technique used in this paper allows to consider the
following coefficient functions.
Example 1.1. Scale invariant dissipation, b(t) = µ1+t is contained for µ ∈ [0, 1). For
the general case µ > 0 we refer to [Wir04]. The exceptional value µ = 1 is critical
for estimates of the solution itself and related to an exceptional behaviour of Bessel
functions.
Example 1.2. Let µ > 0 and n ≥ 1. Then we can consider
b(t) =
µ
(1 + t) log(e+ t) · · · log[n](e[n] + t) .
Here we denote by log[n] the n times iterated logarithm, log[0](τ) = τ and log[k+1](τ) =
log log[k](τ), and by e[n] similar the iterated exponential e[0] = 1 and e[k+1] = e(e
[k]).
Example 1.3. Monotonicity of the coefficient is not essential. We can also consider
coefficient functions like
b(t) =
2 + cos(α log(e+ t))
4(e+ t)
with α ∈ R.
Assumptions. We make the following assumptions on the coefficient function b = b(t)
(A1) positivity: b(t) ≥ 0,
(A2) symbol-like estimates: for all k ∈ N it holds∣∣∣∣ dkdtk b(t)
∣∣∣∣ ≤ Ck ( 11 + t
)1+k
,
(A3) it holds lim supt→∞ tb(t) < 1.
The last assumption is necessary to exclude the above mentioned critical case b(t) = 11+t .
Basic ideas, zones. If we consider the vector valued function U˜ = (|ξ|uˆ,Dtuˆ)T , the
energy, we obtain the system
DtU˜ =
( |ξ|
|ξ| ib(t)
)
U˜ . (1.1)
In order to understand the properties of its solutions we relate the size of b(t) with the
size of |ξ|. This leads to the introduction of different zones in the extended phase space.
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Therefore, we will use the implicitly defined function
(1 + tξ)|ξ| = N (1.2)
with suitable constant N and define the
Zhyp(N) = {(t, ξ)|t ≥ tξ}, Zdiss(N) = {(t, ξ)|0 ≤ t ≤ tξ}. (1.3)
Inside Zdiss the positivity of the dissipation b(t) is essential and we will use a reformu-
lation as integral equation to solve the system.
In Zhyp the non-diagonal entries are dominating and we use a diagonalization scheme
to transform the system to a diagonally dominated one. In order to do this we employ
the symbol estimate of Assumption (A2) and introduce symbol classes in the hyperbolic
zone Zhyp. This is related to the approach in [RY00].
Definition 1.1. The time-dependent Fourier multiplier a(t, ξ) belongs to the hyperbolic
symbol class SN{m1,m2} if it is supported in the hyperbolic zone and satisfies the symbol
estimates ∣∣∣DktDαξ a(t, ξ)∣∣∣ ≤ Ck,α|ξ|m1−|α|( 11 + t
)m2+k
(1.4)
for all (t, ξ) ∈ Zhyp(N) and all k ∈ N, α ∈ Nn.
Thus using (1.2) we can conclude the essential embedding rule
SN{m1 − k,m2 + ℓ} →֒ SN{m1,m2} ∀ ℓ ≥ k ≥ 0. (1.5)
Definition 1.1 extents immediately to matrix-valued Fourier multiplier. The rules of the
symbolic calculus are obvious and collected in the following proposition.
Proposition 1.1. 1. SN{m1,m2} is a vector space.
2. SN{m1,m2} · SN{m′1,m′2} →֒ SN{m1 +m′1,m2 +m′2}
3. DtD
α
ξ SN{m1,m2} →֒ SN{m1 − |α|,m2 + k}
4. SN{−1, 2} →֒ L∞ξ L1t
For later use we define the larger symbol classes Sℓ1,ℓ2N {m1,m2} of symbols with restricted
smoothness. For these symbols we assume the symbol estimate (1.4) for k = 0, 1, . . . ℓ1
and |α| ≤ ℓ2. These symbols with restricted smoothness can be used to deduce map-
ping properties in Lp spaces1. We give one auxiliary result following directly from
Marcinkiewicz multiplier theorem, [Ste70, Chapter IV.3, Theorem 3].
Proposition 1.2. Each a ∈ S0,⌈
n
2
⌉
N {0,m} gives rise to an operator a(t,D) : Lp → Lp
for all p ∈ (1,∞) with norm estimate
||a(t,D)||p→p .
(
1
1 + t
)m
.
1We are speaking about Fourier multiplier only, so no essential difficulties can arise by this lack of
smoothness.
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Formulation in system form. We do not use the vector function U˜ mentioned before.
The main reason is that we prefer a representation, where we can extract also estimates
for the solution itself. Furthermore for small frequencies we need information on the size
of the solution in order to obtain sharp decay results.
We consider the micro-energy
U = (h(t, ξ)uˆ,Dtuˆ)
T (1.6)
with
h(t, ξ) =
N
1 + t
φdiss,N(t, ξ) + |ξ|φhyp,N (t, ξ). (1.7)
Here and thereafter we denote by φdiss,N (t, ξ) the characteristic function of the dissipa-
tive zone and by φhyp,N(t, ξ) the characteristic function of the hyperbolic zone.
This micro-energy is related to the energy operator E(t,D),
E(t,D) : (〈D〉u1, u2)T 7→ (|D|u(t, ·),Dtu(t, ·))T , (1.8)
also considered in [Wir04]. For all t we estimate some kind of H1-norm, but uniformly
for all t the estimate can only be seen as H˙1 estimate.
The aim is to prove estimates and structural properties for the fundamental solution
E(t, s, ξ) to the corresponding system DtU = A(t, ξ)U .
1.1 The dissipative zone
The essential idea is to write the problem as an integral equation. In the dissipative
zone the micro-energy (1.6) simplifies to
U =
(
N
1 + t
uˆ,Dtuˆ
)T
and thus we have to solve the system
DtE(t, s, ξ) = A(t, ξ)E(t, s, ξ) =
(
i
1+t
N
1+t
(1+t)|ξ|2
N
ib(t)
)
E(t, s, ξ), E(s, s, ξ) = I. (1.9)
We rewrite it as an integral equation. Let therefore Λ(t, s) be the fundamental solution
of the diagonal part of this system,
Λ(t, s) =
(
1+s
1+t
λ2(s)
λ2(t)
)
, (1.10)
λ(t) = exp
{
1
2
∫ t
0 b(τ)dτ
}
, such that the application of Duhamel’s principle yields
E(t, s, ξ) = Λ(t, s) + i
∫ t
s
Λ(t, τ)R(τ, ξ)E(τ, s, ξ)dτ (1.11)
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with R(t, ξ) = A(t, ξ) − diag A(t, ξ). Assumption (A1) guarantees that the entries of
Λ(t, s) are monotonous functions.
We claim that the dominating entry of Λ(t, s) describes the behaviour of E(t, s, ξ). If we
consider Λ(s, t)E(t, s, ξ) we get the integral equation
Λ(s, t)E(t, s, ξ) = I + i
∫ t
s
Λ(s, τ)R(τ, ξ)Λ(τ, s)︸ ︷︷ ︸
K(τ,s,ξ)
(
Λ(s, τ)E(τ, s, ξ))dτ (1.12)
with kernel K(t, s, ξ). We will prove well-posedness of this equation in L∞ over the
dissipative zone using Theorem A.1. It holds
K(τ, s, ξ) =
(
Nλ2(s)
λ2(τ)(1+s)
λ2(τ)(1+s)
λ2(s)N |ξ|2
)
. (1.13)
Therefore we have to relate the auxiliary function λ2(t) to t. This is done using Assump-
tion (A3) and the following consequence of it.
Proposition 1.3. Assumptions (A1), (A3) imply∫ t
0
dτ
λ2(τ)
∼ t
λ2(t)
and t
λ2(t) is monotonous increasing for large t.
Proof. Integration by parts yields∫ t
0
dτ
λ2(τ)
=
t
λ2(t)
+
∫ t
0
τb(τ)
λ2(τ)
dτ.
On the one hand the right hand side is larger than tλ−2(t) by Assumption (A1). On the
other hand we conclude from tb(t) ≤ c < 1 for t > t0 that∫ t
0
τb(τ)
λ2(τ)
dτ ≤
∫ t0
0
τb(τ)
λ2(τ)
dτ + c
∫ t
t0
dτ
λ2(τ)
≤ C + c
∫ t
0
dτ
λ2(τ)
and the statement follows∫ t
0
dτ
λ2(τ)
≤ 1
1− c
(
C +
t
λ2(t)
)
.
t
λ2(t)
.
For small t the statement can be concluded from λ2(t) ∼ 1.
Monotonicity is a consequence of
d
dt
t
λ2(t)
=
1− tb(t)
λ2(t)
and tb(t) < 1 for t≫ 1.
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Especially under Condition (A3) we have λ2(t) . (1 + t).
Lemma 1.4. Assume (A1) and (A3). Then
||E(t, s, ξ)|| . λ
2(s)
λ2(t)
, tξ ≥ t ≥ s. (1.14)
Proof. It remains to check the conditions for Theorem A.1. It holds
λ2(s)
1 + s
∫ tξ
s
dτ
λ2(τ)
∼ λ
2(s)(1 + tξ)
λ2(tξ)(1 + s)
− 1 . λ(s)
λ(tξ)
N
(1 + s)|ξ| . 1
using the definition of the zone together with
|ξ|2 1 + s
λ2(s)
∫ t
s
λ2(τ)dτ . |ξ|2 1 + s
λ2(s)
(
tξλ
2(tξ)− sλ2(s)
)
. 1
following from the monotonicity of t
λ2(t)
for large t.
Further results for higher order derivatives. In order to perform a perfect diagonal-
ization in the hyperbolic zone it is essential to find symbol estimates for E(tξ, 0, ξ) for
|ξ| ≤ N .
Lemma 1.5. Assume that (A1) and (A3) holds. Then for |ξ| ≤ N and all α ∈ Nn the
symbol like estimate
||Dαξ E(tξ, 0, ξ)|| ≤ Cα
1
λ2(tξ)
|ξ|−α
is valid.
Proof. It holds DtE = AE with
A(t, ξ) =
(
N
1+t
1+t
N
|ξ|2 ib(t)
)
, ||A(t, ξ)|| . 1
1 + t
.
Thus for |α| = 1 we get
DtD
α
ξ E = Dαξ (AE) = (DαξA)E +A(Dαξ E)
or using Duhamel’s formula together with the initial value Dαξ E(0, 0, ξ) = 0
Dαξ E(t, 0, ξ) =
∫ t
0
E(t, τ, ξ)(Dαξ A(τ, ξ))E(τ, 0, ξ)dτ.
Now the known estimates for E(t, s, ξ), (1.14), imply together with ||DαξA(t, ξ)|| . 1 the
desired statement ||Dαξ E(t, 0, ξ)|| . t . |ξ|−1 for (t, ξ) ∈ Zdiss(N) .
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For |α| = ℓ > 1 we use Leibniz rule to get similar representations containing all deriva-
tives of order less than |α| under the integral and use induction over ℓ.
The estimates
(Dα1ξ A)(D
α2
ξ E) .
1
λ2(t)
|ξ|1−|α1|−|α2|
for |α1|+ |α2| ≤ ℓ, formula (1.14) and the first statement we conclude
||Dαξ E(t, ξ)|| .
∫ t
0
1
λ2(τ)
|ξ|1−ℓdτ . 1
λ2(t)
|ξ|−|α|
with Proposition 1.3.1. By application of the equation itself we get estimates for time
derivatives. This means
||DktDαξ E(t, ξ)|| .
1
λ2(t)
(
1
1 + t
)k
|ξ|−|α|
and together with
|Dαξ tξ| . |ξ|−1−|α|, |ξ| ≤ N (1.15)
the statement follows.
This result can be reformulated as the symbol estimate
λ2(tξ)E(tξ, 0, ξ) ∈ S˙0,
where
S˙k = { m ∈ C∞(Rn \ {0} | ∀α : |Dαm(ξ)| ≤ Cα|ξ|k−|α| }
denotes the homogeneous symbol class of order k. Thus as consequence of Marcinkiewicz
multiplier theorem the Fourier multiplier with symbol λ2(tξ)E(tξ, 0, ξ) maps Lp into Lp
for all p ∈ (1,∞).
Remark. For all proven results on E(t, s, ξ) within the dissipative zone we do not need
any estimates for the derivatives of the coefficient function b(t). The essential point is
always the positivity of the coefficient and therefore the monotonicity of the auxiliary
function λ(t).
1.2 The hyperbolic zone
Diagonalization. We use the special symbol classes introduced by Definition 1.1. Re-
mark that it holds |ξ|φhyp,N ∈ SN{1, 0} and by Assumption (A2) also b(t)φhyp,N ∈
SN{0, 1}. For the further calculations we omit the characteristic function φhyp,N .
Thus we consider
U = (|ξ|uˆ,Dtuˆ)T
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with
DtU = A(t, ξ)U =
( |ξ|
|ξ| ib(t)
)
U.
We apply two transformations to this system. In a first step we diagonalize the homo-
geneous principle part. After that we perform further diagonalization steps to make the
remainder belong to a sufficiently nice symbol class.
Step 1. We denote by M the matrix
M =
(
1 −1
1 1
)
(1.16)
consisting of eigenvectors of the homogeneous principle part of A(t, ξ) with inverse
M−1 =
1
2
(
1 1
−1 1
)
. (1.17)
Then for U (0) =M−1U we get the system
DtU
(0) =
(D(ξ) +R(t))U (0) (1.18)
with
D(ξ) =
(|ξ|
−|ξ|
)
, R(t) =
ib(t)
2
(
1 1
1 1
)
. (1.19)
Step k + 1. We construct recursively the diagonalizer Nk(t, ξ) of order k. Let
Nk(t, ξ) =
k∑
j=0
N (j)(t, ξ), Fk(t, ξ) =
k∑
j=0
F (j)(t, ξ)
where N (0) = I, B(0) = R(t) and F (0) = diag B(0) = F0(t).
The construction goes along the following scheme. Remark that F0 is a multiple of I.
Then we set
F (j) = diag B(j),
N (j+1) =
(
−B(j)12 / 2|ξ|
B
(j)
21 / 2|ξ|
)
,
B(j+1) = (Dt −D −R)Nj+1 −Nj+1(Dt −D − Fj).
Now we prove by induction that N (j) ∈ SN{−j, j} and B(j) ∈ SN{−j, j + 1}. For j = 0
we know
F (0) ∈ SN{0, 1}, N (1) ∈ SN{−1, 1}, B(1) ∈ SN{−1, 2},
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the last one follows from the representation B(1) = DtN
(1) − (R − F (0))N (1).
For j ≥ 1 we apply the principle of induction. Assume we know B(j) ∈ SN{−j, j + 1}.
Then by definition of N (j+1) we have from |ξ|−1 ∈ SN{−1, 0} that N (j+1) ∈ SN{−j −
1, j + 1} and F (j) ∈ SN{−j, j + 1}. Moreover,
B(j+1) = (Dt −D −R)(
j+1∑
ν=0
N (ν))− (
j+1∑
ν=0
N (ν))(Dt −D −
j∑
ν=0
F (j))
= B(j) + [N (j+1),D]− F (m) +DtN (j+1) +RN (j+1)
+N (j+1)
j∑
ν=0
F (ν) − (
j+1∑
ν=1
N (ν))F (j).
Now B(j) + [N (j+1),D]− F (j) = 0 for all j. The sum of the remaining terms belongs to
the symbol class SN{−j − 1, j + 2}. Hence B(j+1) ∈ SN{−j − 1, j + 2}.
Now the definition of B(k) implies the operator identity(
Dt−D(ξ)−R(t)
)
Nk(t, ξ) = Nk(t, ξ)
(
Dt−D(ξ)−Fk−1(t, ξ)
)
mod SN{−k, k+1}.
(1.20)
Thus we have constructed the desired diagonalizer if we can show that the matrix Nk(t, ξ)
is invertible on Zhyp(N) with uniformly bounded inverse. But this follows from Nk−I ∈
SN{−1, 1} by the choice of a sufficiently large zone constant N . Indeed, we have
||Nk − I|| ≤ C 1|ξ|b(t) ≤ C
′ 1
|ξ|(1 + t) → 0 as N →∞.
Thus with the notation Rk(t, ξ) = −N−1k (t, ξ)B(k)(t, ξ) we have proven the following
lemma.
Lemma 1.6. Assume (A1) and (A2).
For each k ∈ N there exists a zone constant N and matrix valued symbols
• Nk(t, ξ) ∈ SN{0, 0} invertible for all (t, ξ) and with N−1k (t, ξ) ∈ SN{0, 0}
• Fk−1(t, ξ) ∈ SN{0, 1} diagonal with Fk−1(t, ξ)− ib(t)2 I ∈ SN{−1, 2}
• Rk(t, ξ) ∈ SN{−k, k + 1},
such that the (operator) identity(
Dt −D(ξ)−R(t)
)
Nk(t, ξ) = Nk(t, ξ)
(
Dt −D(ξ)− Fk−1(t, ξ)−Rk(t, ξ)
)
(1.21)
holds for all (t, ξ) ∈ Zhyp(N).
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Restricted smoothness assumptions. It is not necessary to know this lemma for all
k ∈ N, thus we can replace Assumption (A2) by
(A2)ℓ for all k = 0, 1, . . . , ℓ it holds∣∣∣∣ dkdtk b(t)
∣∣∣∣ ≤ Ck ( 11 + t
)1+k
,
i.e. the corresponding one with finite smoothness. This gives b(t)φhyp,N ∈ Sℓ,∞N {0, 1}
and the above lemma remains true under Assumption (A2)ℓ for all k ≤ ℓ and with
matrices Nk ∈ Sℓ−k+1,∞N {0, 0}, Fk−1 ∈ Sℓ−k+1,∞N {0, 1} and Rk ∈ Sℓ−k,∞N {−k, k + 1}.
Remarks on perfect diagonalization. Lemma 1.6 can be understood as perfect diago-
nalization of the original system. If we define F (t, ξ) as asymptotic sum of the F (k)(t, ξ),
F (t, ξ) ∼
∞∑
k=0
F (k)(t, ξ), (1.22)
this means we require F (t, ξ)−Fk(t, ξ) ∈ SN{−k− 1, k+2} for all k ∈ N, and similarly
N(t, ξ) ∼
∞∑
k=0
N (k)(t, ξ), (1.23)
which can be chosen to be invertible, equation (1.20) implies(
Dt −D(ξ)−R(t)
)
N(t, ξ)−N(t, ξ)(Dt −D(ξ)− F (t, ξ)) ∈ ⋂
k∈N
SN{−k, k + 1}. (1.24)
Thus if we define the residual symbol classes
H{m} :=
⋂
m1+m2=m
SN{m1,m2} (1.25)
we can find P∞(t, ξ) ∈ H{1} such that(
Dt −D(ξ)−R(t)
)
N(t, ξ) = N(t, ξ)
(
Dt −D(ξ)− F (t, ξ) − P∞(t, ξ)
)
. (1.26)
The classes H{m} are invariant under multiplication by exp(±it|ξ|). This explains why
we perform more than one diagonalization step. Multiplication by e±it|ξ| is not a well
defined operation on the symbol classes SN{m1,m2}, it destroys the symbol estimates
according to the following proposition.
Proposition 1.7.
1. e±it|ξ|Sℓ1,ℓ2N {m1,m2} →֒ Sℓ1,ℓ2N {m1 + ℓ,m2 − ℓ} with ℓ = ℓ1 + ℓ2
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2. e±it|ξ|H{m} →֒ H{m}
Proof. It suffices to prove the first statement. It holds for a ∈ SN{m1,m2}
DktD
α
|ξ|e
it|ξ|a(t, ξ) =
∑
k1+k2=k
∑
α1+α2=α
Ck1,k2,α1,α2 |ξ|k1tα1eit|ξ|Dk2t Dα2|ξ|a(t, ξ)
≤
∑
k1+k2=k
∑
α1+α2=α
C ′k1,k2,α1,α2 |ξ|m1−α2+k1
(
1
1 + t
)m2+k2−α1
≤ Ck,α|ξ|m1+ℓ−α
(
1
1 + t
)m2−ℓ+k
for k ≤ ℓ1, α ≤ ℓ2 using Leibniz rule and the definition of the hyperbolic zone.
Fundamental solution of the diagonalized system. After performing several diagonal-
ization steps we want to construct the fundamental solution of the diagonalized system
(
Dt −D(ξ)− Fk−1(t, ξ)−Rk(t, ξ)
)Ek(t, s, ξ) = 0, Ek(s, s, ξ) = I ∈ C2×2 (1.27)
and obtain structural properties of it. The construction goes along the following steps:
• the fundamental solution E0(t, s, ξ) to Dt −D(ξ),
• influence of the main term F (0)(t, ξ) of Fk−1(t, ξ),
• influence of Fk(t, ξ)− F (0)(t, ξ) and Rk(t, ξ).
The fundamental solution E0(t, s, ξ) describes a ’phase function’ of a Fourier integral
operator, i.e. the oscillatory behaviour of the solution multiplier. The main term
F (0)(t, ξ) describes the energy decay. Together with the other terms it constitutes a
Fourier multiplier which behaves as symbol with restricted smoothness. The number k
of diagonalization steps stands in direct connection to the smoothness properties of this
symbol.
Step 1. Let
E0(t, s, ξ) = exp {i(t− s)D(ξ)} =
(
ei(t−s)|ξ|
e−i(t−s)|ξ|
)
(1.28)
such that for E˜0(t, s, ξ) = λ(s)λ(t)E0(t, s, ξ) the equation
DtE˜0(t, s, ξ) =
(D(ξ) + F (0)(t, ξ))E˜0(t, s, ξ) (1.29)
is satisfied. Thus E˜0 describes the influence of the main diagonal term.
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Step 2. By the aid of E˜0(t, s, ξ) we define
Rk(t, s, ξ) = E˜0(s, t, ξ)
(
Fk−1(t, ξ) +Rk(t, ξ) − F (0)(t, ξ)
)E˜0(t, s, ξ),
= Fk−1(t, ξ) + E0(s, t, ξ)Rk(t, ξ)E0(t, s, ξ)− F (0)(t, ξ), (1.30)
such that using the solution to
DtQk(t, s, ξ) = Rk(t, s, ξ)Qk(t, s, ξ), Qk(s, s, ξ) = I ∈ C2×2 (1.31)
the matrix Ek(t, s, ξ) can be represented as
Ek(t, s, ξ) = E˜0(t, s, ξ)Qk(t, s, ξ) = λ(s)
λ(t)
E0(t, s, ξ)Qk(t, s, ξ). (1.32)
The solution to (1.31) is given by the Peano-Baker formula as
Qk(t, s, ξ) = I +
∞∑
ℓ=1
iℓ
∫ t
s
Rk(t1, s, ξ)
∫ t1
s
Rk(t2, s, ξ) . . .
∫ tℓ−1
s
Rk(tℓ, s, ξ)dtℓ . . . dt1.
(1.33)
To estimate this representation we use the following well-known inequality. It holds
Proposition 1.8. Assume r ∈ L1loc(R). Then∣∣∣∣∫ t
s
r(t1)
∫ t1
s
r(t2) . . .
∫ tk−1
s
r(tk)dtk . . . dt1
∣∣∣∣ ≤ 1k!
(∫ t
s
|r(τ)|dτ
)k
(1.34)
for all k ∈ N.
Step 3. The series representation (1.33) for Qk(t, s, ξ) can be used to deduce estimates.
From the unitarity of E0(t, s, ξ) it follows that
||Rk(t, s, ξ)|| = ||Rk(t, ξ)|| . 1
(1 + t)2|ξ|
and thus using ∫ ∞
tξ
dτ
(1 + τ)2|ξ| =
1
(1 + tξ)|ξ|
=
1
N
from the representation of Qk by Peano-Baker formula it follows
||Qk(t, s, ξ)|| . 1.
In a second step we want to estimate ξ-derivatives of Qk(t, s, ξ). Proposition 1.7 yields
for Rk(t, ξ) ∈ Sℓ−k,∞N {−k, k + 1} under Assumption (A2)ℓ with
k − 1 ≤ ℓ− k
that Rk(t, s, ξ) ∈ Sk−1,k−1N {−1, 2} uniform in s (and derivations w.r.to s behave like
multiplications by |ξ|).
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Proposition 1.9. Assume a ∈ Sℓ,ℓN {−1, 2}. Then
b(t, s, ξ) = 1 +
∞∑
j=1
∫ t
s
a(t1, ξ)
∫ t1
s
a(t2, ξ) . . .
∫ tj−1
s
a(tj , ξ)dtj . . . dt1
defines a symbol from Sℓ,ℓN {0, 0} uniform in s ≥ tξ.
Proof. We use Proposition 1.8 to estimate this series. This yields in a first step (without
taking derivatives)
|b(t, s, ξ)| . 1 +
∞∑
j=1
∫ t
s
1
|ξ|(1 + t1)2
∫ t1
s
1
|ξ|(1 + t2)2 · · ·
∫ tj−1
s
1
|ξ|(1 + tj)2dtj · · · dt1
. exp
{∫ t
tξ
dτ
|ξ|(1 + τ)2
}
. 1
and taking α derivatives with respect to ξ yield in each summand further factors |ξ|−|α|
according to Leibniz rule.
An almost immediate consequence of this proposition is the following structural repre-
sentation of the fundamental solution.
Theorem 1.10. Assume (A1) and (A2)2k−1, k ≥ 1. Then the fundamental solution
Ek(t, s, ξ) of the diagonalized system (1.27) can be represented as
Ek(t, s, ξ) = λ(s)
λ(t)
E0(t, s, ξ)Qk(t, s, ξ) t, s ≥ tξ
with a symbol Qk(t, s, ξ) of restricted smoothness subject to the symbol estimates∣∣∣∣∣∣DℓsDαξQk(t, s, ξ)∣∣∣∣∣∣ ≤ Cℓ,α|ξ|ℓ−|α| t, s ≥ tξ
for all multi-indices |α| ≤ k − 1 and all ℓ ∈ N0.
The first derivative with respect to t can be estimated by the equation for Qk directly.
Of special interest is Ek(t, tξ, ξ). The estimate of the previous lemma together with the
properties of the derivatives of tξ imply
Corollary 1.11. Assume (A1) and (A2)2k−1, k ≥ 1. Then
Qk(t, tξ, ξ) ∈ S1,k−1N {0, 0}
(for t ≥ tξ and |ξ| ≤ N)2
2We could also make tξ a smooth function in ξ to avoid such problems. But then we can not think
about fundamental solutions E(t, s, ξ) with variable starting time s.
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The matrix Qk(t, s, ξ) converges for t → ∞ to a well-defined limit. This limit will be
used in Section 3 to conclude the sharpness of our results.
Theorem 1.12. Assume (A1) and (A2)2k−1, k ≥ 1. The limit
Qk(∞, s, ξ) = lim
t→∞
Qk(t, s, ξ)
exists uniform in ξ for |ξ| > ξs. Furthermore
||DαξQk(∞, tξ, ξ)|| ≤ Cα|ξ|−|α|
for all multi-indices |α| ≤ k − 1.
Proof. We fix the starting value s and consider only |ξ| ≥ ξs (i.e. s ≥ tξ). Taking the
difference Qk(t, s, ξ)−Qk(t˜, s, ξ) in the series representation (1.33) yields
Qk(t, s, ξ)−Qk(t˜, s, ξ) =
∞∑
j=1
∫ t
t˜
Rk(t1, s, ξ)
∫ t1
s
Rk(t2, s, ξ) . . .
∫ tℓ−1
s
Rk(tℓ, s, ξ)dtℓ . . . dt1
such that with Proposition 1.8
||Qk(t, s, ξ)−Qk(t˜, s, ξ)||L∞{|ξ|≥ξs} ≤
∫ t
t˜
||R(t1, ξ)|| exp
{∫ ∞
sξ
||R(τ, ξ)||dτ
}
dt1
→ 0, t, t˜→∞.
Similarly one obtains for |α| ≤ k − 1
||DαξQk(t, s, ξ)−DαξQk(t˜, s, ξ)|| . |ξ|−α
∫ t
t˜
dτ
|ξ|(1 + τ)2 → 0 t, t˜→∞
uniform in |ξ| ≥ ξs Now the second statement follows from the estimates of tξ, formula
(1.15).
We have even proved more. The limit exists in the symbol class S˙0 of restricted smooth-
ness k − 1.
Proposition 1.8 may also be used to estimate the formal representation of Qk(∞, s, ξ)
as symbol in (s, ξ).
Corollary 1.13. The series representation
Qk(∞, s, ξ) = I +
∞∑
j=1
ij
∫ ∞
s
Rk(t1, s, ξ)
∫ t1
s
Rk(t2, s, ξ) . . .
∫ tℓ−1
s
Rk(tℓ, s, ξ)dtℓ . . . dt1
gives an asymptotic expansion of Qk(∞, s, ξ) in S0,k−1N {0, 0}, i.e. the jth term belongs
to S0,k−1N {−j, j}.
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Step 4. The transpose of the inverse of Qk satisfies the related equation
DtQ−Tk (t, s, ξ) +RTk (t, s, ξ)Q−Tk (t, s, ξ) = 0, Q−Tk (s, s, ξ) = I ∈ C2×2. (1.35)
The matrix RTk (t, s, ξ) satisfies the same estimates like Rk(t, s, ξ) and therefore the
reasoning of the previous step holds in the same way for Q−Tk (t, s, ξ). Especially the
matrix Qk(t, s, ξ) is invertible in the hyperbolic zone and Q−1k (∞, s, ξ) exists.
Corollary 1.14. Assume (A1) and (A2)2k−1, k ≥ 1. Then the limit
Q−1k (∞, s, ξ) = limt→∞Q
−1
k (t, s, ξ)
exists uniform in ξ for |ξ| > ξs.
Transforming back to the original problem. After constructing the fundamental solu-
tion Ek(t, s, ξ) we transform back to the original problem and get in the hyperbolic zone
the representation
E(t, s, ξ) =MNk(t, ξ)Ek(t, s, ξ)N−1k (s, ξ)M−1 (1.36)
with uniformly bounded coefficient matrices Nk, N
−1
k ∈ SN{0, 0}. We combine this
representation with the representation obtained in the dissipative zone. This yields for
s < tξ the representation
E(t, s, ξ) = 1
λ(t)
MNk(t, ξ)E0(t, tξ, ξ)Q(t, tξ , ξ)N−1k (tξ, ξ)M−1λ(tξ)E(tξ, s, ξ). (1.37)
2 Estimates
The so far obtained representations of solutions allow us to conclude estimates for the
asymptotic behaviour. This section is devoted to the study of estimates which are
directly related to our micro-energy (1.6), i.e. estimates for the fundamental solution
E(t, s,D) or to the closely related energy operator E(t,D).
2.1 L2–L2 estimates
Theorem 1.10 together with the estimate of Lemma 1.4 implies by Plancherel’s theorem
the following operator norm estimate.
Theorem 2.1. Assume (A1), (A2)1 and (A3). Then the L
2–L2 estimate
||E(t, s,D)||2→2 . λ(s)
λ(t)
holds.
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Using the definition of the micro-energy (1.6) we can reformulate this estimate in terms
of the energy operator E(t,D). For convenience we recall the relation between the
multiplier E(t, s, ξ) and E(t, ξ). They are a direct consequence of the definition of our
micro-energy (1.6).
Proposition 2.2. 1. It holds E(t, ξ) = E(t, s, ξ)E(s, ξ) for s ≥ tξ.
2.
E(t, ξ)
(
h(0,ξ)
〈ξ〉
1
)
=
(
|ξ|
h(t,ξ)
1
)
E(t, 0, ξ)
3. The multiplier |ξ|/h(t, ξ) induces a uniformly bounded family of operators on Lp,
p ∈ (1,∞) converging strongly to the identity for t→∞.
Corollary 2.3. Assumptions (A1) (A2)1, (A3) imply
||E(t,D)||2→2 . 1
λ(t)
.
We conclude this section with examples.
Example 2.1. Let
b(t) =
µ
1 + t
, µ ∈ (0, 1).
Then Assumptions (A1) (A2) and (A3) are satisfied and the above Corollary gives again
the known estimate ||E(t,D)||22→2 . (1 + t)−µ from [Wir04].
Example 2.2. Let µ > 0 and n ≥ 1. Then we consider
b(t) =
µ
(1 + t) log(e+ t) · · · log[n](e[n] + t) .
Again the assumptions are satisfied and we obtain
λ(t) =
(
log[n](e[n] + t)
)µ
2
and the energy decay rate may become arbitrary small. This example is taken from the
paper of K. Mochizuki and H. Nakazawa, [MN96].
Example 2.3. To give at least one example with an oscillating coefficient we consider
b(t) =
2 + cos(α log(e+ t))
4(e+ t)
with large real α. Then it holds∫
b(t)dt =
1
2
log(e+ t) +
1
4α
sin(α log(e+ t))
and thus
λ(t) = C0
4
√
e+ t exp
{
1
4α
sin(α log(e+ t))
}
such that the energy decay is given by ||E(t,D)||22→2 ∼ (e+ t)−
1
2 , which is independent
on the choice of α.
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2.2 Lp–Lq estimates
This section is devoted to Lp–Lq estimates. The basic estimate is given in the following
theorem, it restates the known result for free waves in the language of our operators.
Theorem 2.4. It holds
||E0(t,D)||p,r→q ≤ Cp,q(1 + t)−
n−1
2
(
1
p
− 1
q
)
for dual indices p and q, p ∈ (1, 2] and with regularity r = n
(
1
p
− 1
q
)
.
By the aid of this estimate we deduce from our representation a corresponding estimate
for the dissipative equation.
Theorem 2.5. Assume (A1), (A2) and (A3). Then the operator E(t, s,D) satisfies for
dual indices p and q, p ∈ (1, 2], pq = p+ q the norm estimate
||E(t, 0,D)||p,r→q . 1
λ(t)
(1 + t)
−n−1
2
(
1
p
− 1
q
)
with regularity r = n
(
1
p
− 1
q
)
.
Proof. We decompose the proof into two parts. First we consider E(t, 0,D)φdiss,N (t,D).
Using the estimate ||E(t, 0, ξ)φdiss,N (t, ξ)|| . 1λ2(t) together with the definition of the
zone we get
||E(t, 0,D)φdiss,N (t,D)||p→q . 1
λ2(t)
(1 + t)
−n
(
1
p
− 1
q
)
which is a stronger decay rate than the one given in the theorem.
In a second step we consider the hyperbolic part. For small frequencies we use the
representation
E(t, 0, ξ)φhyp,N (t, ξ) =
1
λ(t)
MNk(t, ξ)︸ ︷︷ ︸
q→q
E0(t− tξ, ξ)︸ ︷︷ ︸
p,r→q
Qk(t, tξ, ξ)︸ ︷︷ ︸
p,r→p,r
N−1k (tξ, ξ)M
−1λ(tξ)E(tξ, 0, ξ)︸ ︷︷ ︸
p,r→p,r
φhyp,N (t, ξ)
together with the mapping properties of the multipliers marked with a brace. It is
essential that k− 1 ≥ ⌈n2 ⌉. The operator E0(t, ξ) brings the hyperbolic decay rate, while
E0(−tξ, ξ) ∈ S0.
For large frequencies the representation simplifies to
E(t, 0, ξ)φhyp,N (t, ξ) = 1
λ(t)
MNk(t, ξ)︸ ︷︷ ︸
q→q
E0(t, ξ)︸ ︷︷ ︸
p,r→q
Qk(t, 0, ξ)︸ ︷︷ ︸
p,r→p,r
N−1k (0, ξ)M
−1︸ ︷︷ ︸
p,r→p,r
φhyp,N (t, ξ),
the argumentation remains the same.
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Minimal regularity for the Lp–Lq estimate. With the notation
ℓn = 2⌈n
2
⌉+ 1 =
{
n+ 1, n even,
n+ 1, n odd,
we can prove the above Lp–Lq decay estimate under the weaker Assumption (A2)ℓn on
the coefficient function. If we use this regularity of the coefficient and perform k = ⌈n2 ⌉
diagonalization steps we obtain Nk(t, ξ) ∈ S0,∞N {0, 0} and Qk(t, s, ξ) is uniformly in
t ≥ s ≥ tξ a symbol of smoothness ⌈n2 ⌉. Thus, Nkφhyp, N−1k φhyp and Qkφhyp define
operators Lp → Lp for all p ∈ (1,∞) with uniformly bounded operator norm in t, s.
2.3 Estimates of the solution itself
The definition of the micro-energy allows to extract also estimates for the solution from
the structure of E(t, s, ξ). Similar to the reasoning in the previous theorems one obtains
for the solution operator
S(t,D) : (u1, 〈D〉−1 u2) 7→ u(t, ·),
normalised in such a way that S(t,D) : L2 → L2, the following Lp–Lq estimate.
Theorem 2.6. 1. Assume (A1), (A2)1 and (A3). Then the solution u(t, x) satisfies
the L2–L2 estimate
||S(t,D)||2→2 . 1 + t
λ2(t)
.
2. Assume (A1), (A2)ℓn and (A3). Then the solution u(t, x) satisfies the L
p–Lq
estimate
||S(t,D)||p,r→q .
 1λ2(t)(1 + t)
1−n
(
1
p
− 1
q
)
, p ≥ p∗,
1
λ(t) (1 + t)
−n−1
2
(
1
p
− 1
q
)
, p < p∗,
for dual indices p ∈ (1, 2], pq = p + q and with regularity r = n
(
1
p
− 1
q
)
. The
critical value p∗ = n+32n+2 if tb(t) → 0 and determined by the balance of the two
estimates in the remaining cases.
Proof. We start with the L2–L2 estimate.
In the hyperbolic zone and for |ξ| > c we estimated |ξ|uˆ by λ−1(t) and we can just divide
by |ξ| to get an estimate for u by
1
λ(t)
.
1 + t
λ2(t)
.
For small |ξ| we have to take into account that dividing by h(t, ξ) brings a further factor
(1 + t). Thus we obtain inside the dissipative zone (1 + t)/λ2(t) and in the hyperbolic
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zone for small frequencies
1
|ξ|λ(t)λ(tξ)
∼ 1 + tξ
λ(t)λ(tξ)
.
1 + t
λ2(t)
using the monotonicity of t/λ(t) for large t following from (A3).
To conclude the Lp–Lq estimate we follow the same proof like in the case for the energy
with the exception that the rate inside the dissipative zone is different and dominating
at least if p and q are near to two.
This result coincides for the case b(t) = µ1+t , µ < 1 with the estimate from [Wir04].
We think the following observation is important to understand the essential difference
between the solution estimate and the estimate for the energy.
For p near to 2 the estimate for the solution operator S(t,D) comes from
properties of the dissipative zone, while estimates for the energy E(t,D) are
determined by the hyperbolic zone.
Remark 2.4. Assumptions on the data, which are effective near the frequency ξ = 0
may be used to improve these estimates. One possibility to achieve this is the use of
weighted initial data. If we assume that 〈x〉u1, 〈x〉 u2 ∈ L2 and the space dimension
n ≥ 3, then the estimate inside the dissipative zone in this theorem might be improved
by an application of Hardy inequality and one obtains
||S(t,D)||〈x〉−1L2→L2 .
1
λ(t)
.
3 Sharpness
Finally we want to prove the sharpness of the above given energy decay estimates. Our
constructive approach enables us to formulate the question of sharpness as a modified
scattering theory. The basic idea is as follows
• we relate the energy operator E(t,D) to the corresponding operator E0(t,D) for
free waves multiplied by the decay rate
• this relation defines a Møller wave operator W+ defining appropriate data to the
free wave equation with the same asymptotic properties (up to the factor λ(t)),
• furthermore, we need to know the mapping properties of the Møller wave operator,
• and the convergence defining the wave operator has to be understood.
A first observation follows immediately from Liouville Theorem and gives an expression
for the determinant of E(t, ξ).
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Lemma 3.1. It holds detE(t, ξ) = 1
λ2(t)
[ξ], where [ξ] = |ξ|/ 〈ξ〉.
After these introductory remarks we can state the following theorem. It holds
Theorem 3.2. Assume (A1), (A2) and (A3). Then the limit
W+(D) = s-lim
t→∞
λ(t)(E0(t,D))
−1
E(t,D)
exists as strong limit in L2 → L2 and defines the modified Møller wave operator W+. It
satisfies
W+(ξ) = (E0(tξ, ξ))
−1Qk(∞, tξ, ξ)N−1k (tξ, ξ)M−1λ(tξ)E(tξ, ξ)
for all k ≥ 1.
Remark that tξ depends on the zone constant and this constant is chosen after diago-
nalizing k steps. Thus
Qk(∞, tξ, ξ)N−1k (tξ, ξ)
is independent on 1 ≤ k ≤ ℓ for sufficiently large zone constant N depending on ℓ.
Proof. The proof consists of three steps.
Step 1. With the notation
Vc = {U ∈ L2|dist(0, supp Uˆ) ≥ c}
we can construct the dense subspace M =
⋃
c>0 Vc. Now Theorem 1.12 together with
the representation E(t, ξ) = E(t, tξ, ξ)E(tξ, ξ) implies the existence of the limit
lim
t→∞
λ(t)E0(t,D)
−1
E(t,D)
as limit in the operator norm in Vc → Vc for all c > 0. Thus the limit exists pointwise
on M .
Step 2. The energy estimate, Theorem 2.3, implies that λ(t)E0(t,D)
−1
E(t,D) is uni-
formly bounded in L2 → L2. Thus the Theorem of Banach-Steinhaus implies the exis-
tence of the strong limit and defines W+.
Step 3. The previously defined operator W+ is given on each subspace Vc as Fourier
multiplier with symbol
W+(ξ) = (E0(tξ, ξ))
−1Qk(∞, tξ , ξ)N−1k (tξ, ξ)M−1λ(tξ)E(tξ, ξ),
which is independent of c. Thus the representation holds on M and using the bounded-
ness of W+ on the whole space.
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t = 0
E0(t,D)
W+
λ(t)E(t, 0,D)
Figure 3.1: Modified scattering theory.
Remark that for above given theorem we need (A2)2k−1 to represent W+(ξ) in terms of
Qk(t, s, ξ). Thus Assumption (A2)1 is sufficient to get the existence of the wave operator.
Corollary 3.3. It holds
detW+(ξ) = 1,
and therefore W+(D) defines an isomorphism on L
2.
Interpretation of the result. Theorem 3.2 may be used to construct for each datum
(〈D〉 u1, u2) ∈ L2 to Cauchy problem (0.1) a corresponding datum (〈D〉 u˜1, u˜2)T =
W+(D)(〈D〉 u1, u2)T to the free wave equation u˜ = 0, such that the solutions are
asymptotically equivalent up to the decay factor λ−1(t), i.e. it holds∣∣∣∣E0(t,D)(〈D〉 u˜1, u˜2)T − λ(t)E(t,D)(〈D〉 u1, u2)T ∣∣∣∣2 → 0 as t→∞. (3.1)
This is a direct consequence of the unitarity of E0(t, ξ). It implies that the above given
L2–L2 estimates are indeed sharp and describe for all nonzero initial data the exact
decay rate.
A Appendix: A remark on Volterra integral equations
We are interested in solutions to the Volterra equation
f(t, p) = f(0, p) +
∫ t
0
k(t, τ, p)f(τ, p)dτ (A.1)
with kernel k = k(t, τ, p) and given initial value f(0, p) depending on some parameter
p ∈ P ⊆ Rn.
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Theorem A.1. Assume f(0, ·) ∈ L∞(P ), k ∈ L∞(R2+ × P ) and∫ t
0
|k(t, τ, p)|dτ ∈ L∞(R+ × P ).
Then there exists a (unique) solution f(t, p) of (A.1) in L∞(R+ × P ).
For the proof of this statement we follow [GLS90]. The condition on the kernel implies
that the operator
K : f(t, p) 7→
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from the resolvents of the restricted operators like in [GLS90].
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