In this paper, we present a method for analyzing a dynamic network of key figures in the U.S.-North Korea relations during the first two quarters of 2018. Our method constructs key figure networks from U.S. news articles on North Korean issues by taking co-occurrence of people's names in an article as a domain-relevant social link. We call a group of people that co-occur repeatedly in the same domain (news articles on North Korean issues in our case) "key figures" and their social networks "key figure networks." We analyze block-structure changes of key figure networks in the U.S.-North Korea relations using a Bayesian hidden Markov multilinear tensor model. The results of our analysis show that block structure changes in the key figure network in the U.S.-North Korea relations predict important gamechanging moments in the U.S.-North Korea relations in the first two quarters of 2018.
Motivation
News articles contain factual and interpretative information about political events and hence are a highly valuable source of textual data for the study of political science (Druckman, 2005; Gerber, Karlan and Bergan, 2009; Kim, 2018; Moeller et al., 2014; Moy et al., 2004; Gentzkow and Shapiro, 2010) . There are two additional aspects of news articles that need to be stressed in political science research. The first is its sequential nature. Articles are generated sequentially, closely following everyday political events. Thus, the rise and fall of political issues or turning points in political events can be tracked and predicted by analyzing news articles as time series text data. The second, a less well-recognized than the first, aspect of news articles is that they contain valuable information about social networks among a wide range of actors such as academics, non-academic experts, lobbyists, thinktanks, private individuals, and politicians. Thus, news articles on a specific issue provide a rich source of dynamic network analysis on political actors involved in the public discourse or policy-decision on the issue.
The goal of this paper is to present a simple hybrid method that takes advantage of these two aspects of news articles to understand dynamics of political events. The case in our attention is the U.S.-North Korea relations in the first two quarters of 2018. During the entire period of 2017, North Korea had threatened the U.S. that North Korea could launch a nuclear attack on "the heart of the United States" if the U.S. attempts a regime change in North Korea. The aggressive tone in the often hostile exchanges further escalated in early 2018. In the New Year address of 2018, Kim Jung Un mentioned a nuclear button under his desk and President Trump replied by mentioning a bigger nuclear button under his block structure changes in the key figure network in the U.S.-North Korea relations predict important turning points in the U.S.-North Korea relations during the first two quarters of 2018.
Key Figure Dynamic Network Analysis Method
Our proposed method (KF-DNA) can be summarized in the following three steps: 
Construction of initial corpus
The main dataset of this study is news articles from four major U.S. news agencies -New York Times, Washington Post, Wall Street Journal, and Fox News -published between January 1, 2018 and June 16, 2018 . We first scraped all news articles containing "Korea" between January 1, 2018 and June 16, 2018 from the websites of four major U.S. news agencies. Then, we performed elementary pre-processing operations on the scraped articles.
For instance, we excluded irrelevant contents such as advertisements, photographs, book reviews, and video clips without textual information. We also removed duplicate news articles posted more than once, only keeping the original articles. There remained 2,951 news articles after pre-processing.
Construction of co-occurrence tensor
Using the initial corpus of Korea-related news articles, we construct a co-occurrence tensor of key figures. Unlike citation network analysis (Price, 1965; Newman, 2001) in which node sets are easily identifiable, identification of "key figures" is one of the most challenging tasks, considering that researchers in general do not know who the key figures are in a particular issue. We tried to solve this problem by first identifying a name in an article, factoring in the variant spellings of names, the absolute frequency and the frequency over the timeperiod of study. To identify a name, we used a list of U.S. surnames provided by the U.S.
Census Bureau (https://www2.census.gov) and a list of Korean surnames from Statistics Korea (http://kostat.go.kr) to identify people's names in the initial corpus. We paid close attention to spelling variations arising from anglicization, typos, and the presence or the absence of middle names and made appropriate adjustments.
2 We considered a name a part of "key figures" if it was mentioned at least ten times in the corpus. We further put a threshold on names based on the frequency consistency. That is, we chose the names that show up at least a quarter of the entire period. In the end, there remained 34 names of key figures of the U.S.-North Korea relations.
The next step was to construct an N × N × T co-occurrence tensor of the 34 key figures.
Given the six-month window, we decided to aggregate information by week. We counted the frequency of co-occurrence of the names of the key figures on weekly basis. Figure 1 shows
Figure 1: Structure of key figure network data the structure of the key figure network data, where p i , d tj , m t , Y t denote, repectively, the ith potential key figure, the jth article of the tth week,the number of articles in t th week, and a people co-occurrence matrix at week t.
The first matrix in Figure 1 indicates key figure-article matrix having each key figure in each row and each article in each column. Note that each entry in the matrix takes either 0 (no-occurrence) or 1 (occurrence). The second matrix is a transpose of the first matrix.
Multiplying these two matrices produces a co-occurrence matrix of all the key figures. From this matrix, we extract the co-occurrence of the selected key figures and construct Y t . Sohn and Park (2017) and Park and Sohn (2018a) presented a Bayesian hidden Markov multilinear tensor method (HMTM) for analyzing block structure changes in longitudinal network data. The method extends Hoff (2015) 's Bayesian multilinear tensor model into change-point analysis. The HMTM first corrects degree information in longitudinal network data in order to filter confounding information of the baseline expectation of associations among pairs of nodes when the quantity of our interest lies in the discovery of latent block structures (Peixoto, 2013 
Bayesian hidden Markov multilinear tensor analysis
where π 0 is the initial probability (π 0 = (1, 0, . . . , 0)) and Beta(., .) is a Beta distribution.
The core part of the HMTM is the decomposition of longitudinal network data into regime- 
Conclusion
In this paper, we presented a simple method for analyzing a dynamic network of key figures in the U.S. There are many directions for future developments of our method. One direction is to distinguish the nature of co-occurrence links. For example, the nature of co-occurrence links could be positive, negative, or directional. Also, we could build a bipartite network between terms (or phrases) and key figures. Some key figures appear more frequently with certain terms than others. Advanced text analysis methods such as word embeddings (Pennington, Socher and Manning, 2014) or structural topic model (Roberts, Stewart and Airoldi, 2016) combined with various network analysis methods will allow us to uncover important latent social networks from political text data. A summary of the pre-processed data is shown in Figure 3 . Week 10 and Week 11. However, the degree centrality does not show relational information (i.e. who is connected with whom). In other words, changes in the key figure networks of the U.S.-North Korea relationship must have occurred between other key figures. As such, we drop three key figures (namely, Kim Jong-un, Donald Trump, and Moon Jae-in) from the data for the change-point analysis since Kim Jong-un, Donald Trump, and Moon Jaein have high degree centrality scores throughout the entire sample period. Figure 6 shows betweenness centrality of key figure networks across 24 weeks. Table 3 summarizes top 100 of key figures based on the total number of news articles that mentioned each figures. 
News Articles and Key Figures

A Brief Introduction of Hidden Markov Tensor Model
Tensor decomposition is becoming a standard means to analyze longitudinal network datasets (Hoff, 2009 (Hoff, , 2011 Rai, Wang and Carin, 2015; Hoff, 2015; Minhas, Hoff and Ward, 2016; Johndrow, Bhattacharya and Dunson, 2017; Han and Dunson, 2018) . A longitudinal network data set can be represented as a tensor Y = {Y t |t ∈ {1, . . . , T }} ∈ N ×N ×T , which is an array of N × N square matrices Y t = {y ijt |i, j ∈ {1, . . . , N }}. Here y ijt informs the dyadic relationship between actors i and j at time t.
HMTM is a dynamic network model using Hoff (2011 Hoff ( , 2015 's multilinear tensor regression model (MTRM), which is a multilayer (i.e. tensor) extension of the latent space approach to network data. MTRM allows us to decompose longitudinal network data into node-specific (or row and column) random effects and time-specific (or layer-specific) random effects.
Following the MTRM, the HMTM decomposes the degree corrected network data at t as a bilinear product of latent node positions and dimension weights subject to hidden state changes:
For prior distributions of U and V, we follow Hoff (2011)'s hierarchical scheme with two major modifications. First, we orthogonalize each column of U St using the Gram-Schmidt process (Björck, 1996; Guhaniyogi and Dunson, 2015) in each simulation step. Hoff (2011)'s hierarchical scheme centers rows of U St around its global mean (µ u,St ) using a multivariate normal distribution. This does not guarantee the orthogonality of each latent factor in U St . The lack of orthogonality makes the model unidentified, causing numerical instability in parameter estimation and model diagnostics (Murphy, 2012; Guhaniyogi and Dunson, 2015) .
Second, we use independent inverse-gamma distributions instead of inverse-Wishart distribution for the prior distribution of a variance parameter (Ψ u,St , Ψ v ). The use of inverseWishart distribution for the prior distribution of a variance parameter (Ψ u,St , Ψ v ) comes at a great cost because choosing informative inverse-Wishart prior distributions for Ψ u,m and Ψ v is not easy (Chung et al., 2015) and a poorly specified inverse-Wishart prior distribution has serious impacts on the marginal likelihood estimation. In our trials, the log posterior inverse-Wishart density of Ψ u,St and Ψ v often goes to a negative infinity, failing to impose proper penalties. In HMTM, the off-diagonal covariance of U m is constrained to be 0, thanks to the Gram-Schmidt process, and the off-diagonal covariance of V is close to 0 as v t measures time-varying weights of independent U m . Thus, inverse-gamma distributions resolve a computational issue without a loss of information.
The resulting prior distributions of U and V are matrix-variate normal distributions in which each column vector (u i,St and v t ) follows a multivariate normal distribution. We first discuss the prior distribution of U:
The prior distributions of V are similar to U but one difference is that only diagonal elements of V t are modeled as a multivariate normal distribution:
Then, we complete the model building by introducing HMM-related prior specifications following Chib (1998) :
where π 0 is the initial probability of a non-ergodic Markov chain (π 0 = (1, 0, . . . , 0)).
MCMC Algorithm for Hidden Markov Tensor Model
For each t layer, generate B t = Y t − Ω t by choosing a null model (Ω t ).
Set the total number of changepoints M and initialize (U, µ u , Ψ v , V, µ v , Ψ v , β, σ 2 , S, P).
Part 1
Step 1 The sampling of regime specific U, µ, Ψ u consists of the following three steps for each regime m.
4. Orthogonalize U m using the Gram-Schmidt algorithm.
Step 2 The sampling of V,
Step 3 The sampling of β from N (b 1 , B 1 ) where
1(S = m) is the number of time units allocated to state m and µ i,j,t is an element of U
Step 4 The sampling of σ
Part 2
Step 5 Sample S recursively using Chib (1998)'s algorithm. The joint conditional distribution of the latent states p(S 0 , . . . , S T |Θ, B, P) can be written as the product of T numbers of independent conditional distributions:
Using Bayes' Theorem, Chib (1998) shows that
State probabilities given all data p(S t+1 |S t , P) Transition probability at t . The second part on the right hand side is a one-step ahead transition probability at t, which can be obtained from a sampled transition matrix (P). The first part on the right hand side is state probabilities given all data, which can be simulated via a forward-filtering-backward-sampling algorithm as shown in Chib (1998).
Step 5-1 During the burn-in iterations, if sampled S has a state with single observation, randomly sample S with replacement using a pre-chosen perturbation weight (w perturb = (w 1 , . . . , w M )).
Part 3: p(P|B, S, Θ)
Step 6 Sample each row of P from the following Beta distribution:
where p kk is the probability of staying when the state is k, and j k,k is the number of jumps from state k to k, and j k,k+1 is the number of jumps from state k to k + 1.
−2*Loglike −2*LogMarginal Average Loss WAIC break0 break1 break2 break3 break4 break5 break6 break7 break8 break9break10 break0 break1 break2 break3 break4 break5 break6 break7 break8 break9break10 break0 break1 break2 break3 break4 break5 break6 break7 break8 break9break10 break0 break1 break2 break3 break4 break5 break6 break7 break8 break9break10 Figure 7 shows that average loss and WAIC prefer a HMTM with six breaks. The approximate log marginal likelihood (log p(B|M k )) shows a decaying pattern as we increase the break number in general. This is a general pattern in mixture models due to the appearance of singleton states (i.e. hidden components with only one observation) in mixture models with a large number of components. We note a kink in the six break model, indicating adding one more break to the five break model improves the model fit while adding more than one break deteriorates the model fit. Note the same pattern in the log likelihoods in Figure 7 . Table 5 shows the week number in our analysis and its corresponding dates.
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Results Figure 8 shows regime-specific latent node positions of key figures. 
Discussions of Hidden Regimes
