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ABSTRACT 
Maximal matrices within a given class of matrices are characterized for the star 
order, the minus order, and the Loewner partial order. 
1. INTRODUCTION 
If 9 is a class of n X n complex matrices, and < is a partial order on 
@ nX n, then M is a maximal element for 9 under < if M < A and A E 9 
imply that M = A. 
In this paper we shall investigate the question of how to characterize the 
maximal elements for the three most useful partial orders on CnX n, and for 
the most common classes of matrices, such as idempotents, projections, etc. 
In doing so we shall extend the results of [S]. 
We begin by recalling the following definitions for the star order, the 
minus order, and the Loewner or positive-semidefinite order. We shall 
abbreviate positive-semidefinite to psd. 
DEFINITION 1. A<B if A*A =A*B and BA* =AA*. 
A<B if A-A=A-B and BA==AA= f or some inner inverses A-, 
A= of A. 
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A < B if B - A = RR* for some matrix R. 
L 
In the above, an inner inverse A- of A is any solution to the equation 
AXA = A. We recall the following fact [4, 71: 
A<B iff rank( B - A) = rank B - rank A (l.la) 
iff R(A) n R( B - A) = (0) = RS( A) n RS( B - A) 
(l.lb) 
iff B=A+(Z-AK)X(Z-A-A) 
for some X and A- (1 .lc) 
and that [4] 
A:B iff A<B and (B-A)‘=B+-At, (1.2) 
where (*)+ is the Moore-Penrose inverse of(*) [2]. 
We shall also need the concept of a group inverse A# of A, which exists 
iff R(A) = R(A2). This inverse is the unique solution, if any, to the equa- 
tions 
AXA =A, XAX=X, and AX=XA. (1.3) 
We shall refer to these matrices as group matrices, and assume familiarity 
with the elementary properties of these types of generalized inverses [2]. 
Throughout this note all our matrices will be complex, and (almost) all 
our matrices will be square and n x n. 
As usual, we shall denote the range, rowspace, rank, nullspace, character- 
istic polynomial, minimal polynomial, and general eigenvalue of a matrix A 
by R(A), I%(A), p(A), N(A), A,(h), GA,(h), and A(A) respectively. The 
singular value decomposition of A will be referred to as the SVD of A, and a 
matrix A is called decomposable (under unitary similarity) if there exists a 
unitary U such that 
x 0 
U*AU = o y , 
[ 1 
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where X and Y are square and at least 1 x 1. The k X k Jordan block will be 
denoted by 






We shall further use the following notation: 
8 ={a11 n x n idempotents), 
II ={all rz x n Hermitian idempotents (= projections)}, 
9 =(all n X n partial isometrics}, 
FZ =(all unitary matrices}, 
Z = {all contractions}, 
&” ={a11 n X n Hermitian matrices), 
.N ={a11 normal matrices}, 
77 ={all n X n nilpotent matrices}, 
EP = {all rr X n EP matrices}, 
GP=(all n X n group matrices). 
We recall that a matrix K is a contradiction if its spectral norm is not 
greater than one, that P is a partial isometry if PP*P = P or P* = Pt, and 
that A is EP iff R(A) = R( A*). A Hermitian idempotent will be called a 
projection, and an invertible matrix will be called a unit. A is called unit 
regular if there exists an invertible inner inverse for A. Since we shall also be 
dealing with the psd order, we shall need the following result for block 2 X 2 
matrices [ 11: 
A C 
THEOREM 1.1. 0 2 B D 
[ 1 iff 
(i) A* = A, D* = D, B = C* 
and either 
(ii) 0 < A, R(C) c R(A), and C*A’C < D or 
(iii) 0 i D, RS(C) c RS(D), and CDt&* < A. 
L L 
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In order to facilitate the use of canonical forms, the following results are 
crucial: 
A<B e * UAV< UBV, * U and V unitary, 
A<B * PAQ < PBQ, P and Q units, (1.4) 
A,<B * 
L 
Q*AQ < Q*BQ, 
L 
Q a unit. 
These may be used to prove the following fundamental facts dealing with the 
question of how the block structure of a matrix is passed on along any of the 
three partial orders. We state without proof: 





B, = U, B, = X, 
q*B, = 0, rl ‘i’B,> 
B, = -(B, - ~xU-~x)*. 
= 0, then clearly 
B, = -B4X*(U-l)*, (1.5) 
and if in addition X = 0 then 
where B, is arbitrary. 
We shall now give the block results dealing with “upstream” and “down- 
stream” movement under the three orders. 
LEMMA 1.3. Let 
A, B E @nxn with B = Bl 0 I 1 0 0’ 
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Then 
O$A<B M A= 4 0 ? [ 1 with 0 0 









be partitioned conformally. If A < B, then A*( A _ 
* B) = 0 yields AZA, + 
A: A, = 0, which, using the star cancellation law, gives A, = 0 and A, = 0. 
Likewise A, = 0. It is now clear that A < B * A, < B,. Next if A < B, 
* * 
then by (I.Ib) we get 
R cR(A)nR(B-A)=(O), 
and hence A, and A, vanish. Similarly A, vanishes. Again it is now clear 
that A < B * A, < B,. Lastly, if A < B, then 
L 
O< 
B, - A, -A, 
L I 
-A, -A, 
Hence, if A z 0, then A,, A,, and A, must all vanish and A, Q B,. The 
converse of thLese results is trivial. 
L 
n 
LEMMA 1.4. Let A, be invertible. Then the following hold: 
(i) I 4 0 1 0 <B A, =s 
0 o* 
B= o B ; 
[ 1 




<B B=[“o j+,;,X[SJ] 
for some R, S, and X. 
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Proof. (i): Again let B be partitioned conformally. Then 
B, 
B, = I 
0 
implies that B, = A, and B, = 0. Likewise B, = 0. 
(ii): If A < B, then by (1.1.~) we may write B = A + (I - AA-)Z(Z - 
A-A) for some inner inverse A- of A and some matrix Z. Now since all 
inner inverses of A have the form 
A,' Y 
[ 1 x w’ 
we see that 
A/-= 1 -R 
[ 1 0 0 
and A-A = for someR and S. 
Then (I - AA)Z(Z - A-A) reduces to 
for some R, S, and Z,. n 
Combining Theorem 1.2 with the SVD, it can be shown that A < B 
* 
exactly when there exist unitary U and V such that simultaneously 
Da 0 0 
A=U V* and B = U 0 
[ 1 
D, 0 V*, 
0 0 0 
where D, and D, are diagonal with positive diagonal elements [6]. A similar 
result holds for the minus order. 
A crucial difference between the psd order, on the one hand, and the 
other two orders is that 
A5B & p(A) =p(B) * A=B, 
(1.6) 
A,<B &p(A) =p(B) =a A=B, 
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but for the psd order this need no longer be so. For example, I Q Z + XX*, 
with p(Z) = p(Z + XX*>. Th us rank is not so useful in any discusLsion of < . 
In fact we can have A < B with p(A) > p(B), such as with 
L 
L 
On the other hand, we shall repeatedly use the fact that [7]: 
LEMMA 1.5. 
(i> Zf E and F are idempotents, then 
(ii) Zf E and F are projections, then 
E,<F - E<F - E < F. 
L * 
2. MAXIMAL ELEMENTS IN 9 
We begin by recalling that under the star order 5 , as well as under the 
minus order < , all invertible matrices are maximal. In addition, for all 
A E @,X,> 0 < A and 0 < A. This underscores the big difference between 
the psd order *on the one side, and the star and minus orders on the other 
side. The psd order is “open ended” above and below (i.e., VA, 3B # A z C 
such that B < A < C) and is consequently less restrictive in most cases and 
L L 
more difficult to characterize. 
If U is a given unit matrix in C, x n, then 
A<U - AU-IA = A, (2.1) 
while A < U * AU’A = A and both U-IA and U’A are Hermitian. That 
is, A < b cJ A = (U-1)%3,4 [2]. On the other hand, if A < U, then 
Tr A < Tr U, but very little else can be said about A in terms of “v. 
It is not surprising that every matrix A must lie below some invertible U, 
under any of the three partial orders. Indeed, since A E cnXn is unit 
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regular, there exists a unit V such that AVA = A and thus A < V-l. This of 
course may also be seen from the normal form of A. Also, from the SVD 
A=U; ; V*, 
[ I 
it is clear that 
which is a unit. Lastly, if 
where C is a unit and Q is nilpotent, then 
A$ Z&]U*=A+U[; ;]u*. (2.2) 
Let us now examine in succession the various classes 9 under these three 
partial orders. We shall do this in three stages. We first consider idempotents 
and contractions, and then turn to Hermitian matrices and related classes, 
followed by a study of the nilpotent matrices. 
3. CONTRACTIONS AND IDEMPOTENTS 
Needless to say, we start with the easiest case. 
(Z) 9 = ZI = { projections} 
Case 1 (Star). Since E is a projection exactly when E < I, it follows that 
* 
the only maximal projection under Q is 1. 
Case 2 (Minus). Since E < Z 2 E < I, it follows by case 1 that Z is 
* 
also the only maximal projection under < . 
Case 3 (Psd). If E is a projection, then E = I - (I - E)*(Z - E) z I, 
and hence the only maximal projection under < is 1. 
L 
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(ZZ) 9 = 8 = {idempotents) 
Unlike the projections, the characterization of maximal idempotents is not 
trivial. 
Since every idempotent is of the form 




for some unitary U and some matrix X, by (1.4) we may assume in what 
follows that 
E= 
Case 1 (Star). We may state: 
THEOREM 3.1. E is a maximal idempotent under 5 ifl N( E) n N( E *> 
= (0). 
Proof. It is easily seen that 
1, X 
E= 
0 I-x’x I 
= F = F2. (3.1) 
Hence if E is maximal, then a necessary condition is that X+X = 1. 
Conversely, suppose that E has the above form with X ‘X = 1. We claim 
that such E is maximal in 8. For suppose 
1, x 
[ 1 <B =B2; 0 0 * 
then by Theorem 1.2, 
B= B’ 
X 
[ 1 2 B4 ’ where B, = -B4X*. 
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Equating (1,2) blocks in B2 = B yields X + XB, = X and so XB, = 0, or 
B, = 0. Thus B = E, as desired. We conclude by observing that if 
E= 
with X of full column rank, then it follows at once that N(E) n N( E*) = (0). 
Conversely, the vector 
lies in N(E) n N(E*) for all p, forcing X ‘X = 1. 
REMARK. The conclusion we may draw is that there do indeed exist 
maximal idempotents under < which are not Hermitian, and hence do not 
* 
lie below I. 
&se 2 (Minus). Because E < Z * E2 = E, it follows that the only 
maximal idempotent under the minus order is 1. 




and again X tX = I is necessary. Conversely, if E < F with E, F idempo- 
tent, then it follows that E < F [7]. Hence by case 2”, F = E as desired. 
* 
We now come to the contractions, and in particular the unitary matrices 
and the partial isometries. For the star and minus order these classes will be 
treated separately, while for the psd order it is most convenient to discuss 
them simultaneously. 
(III) % = {unitary 7nutrices) 
Under the partial orders < and < , it is clear that each unitary matrix is 
globally maximal in C n x “. Ho;vever, for the psd partial order this need not be 
the case, as seen from the example 
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(ZV) 9 = 9 = { partial isometrics). 
Case 1 (Star). Using the SVD, we may write P as 
P=U 1, 0 
[ I 0 0 v*, 
with U and V unitary, from which it is clear that 
P<U 4 0 
[ 1 
V* * 0 0 
forany s > r. 
Hence P is maximal in 9 iff it is unitary and consequently a maximal 
element in (En x “. 
Case 2 (Minus). Again, since P 5 Q * P < Q, the SVD can also be 
used in this case and the same conclusion follows. 
(V) 9 = X = {contractions} 
Case Z (Star). Suppose K is a contradiction and 
is its SVD with oi < 1. NOW 
and hence if K is maximal then K must be invertible. Conversely, if it is 
invertible, it is maximal in C,, n and hence in L%? also. Thus the maximal 
contractions under the star order are precisely the invertible contractions. 
Case 2 (Minus). The same conclusions can be drawn. 
We now come to the psd order. Before stating our main result, several 
preliminary results are needed. The first one comes to us from the theory of 
algebraic Riccati equations [lo]. 
LEMMA 3.2. Under the psd partial order, every contraction lies below 
som unitary matrix. 
Proof. Let K be a contraction, and suppose Z - KK * = CC*. Our aim 
is to find a psd Y such that (K + Y XK + Y )* = 1. Following [lo], we set 
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9(X) = Z - KK* - XK* - KX - X2, and let 4 = (X; X = X*, 
9% X> t 0). Now S?(O) = Z - KK * is psd, and hence 4 is nonempty. Using 
Theorem 2.1 of [lo], there exists a Y such that (i) Y = Y *, (ii) 9(Y) = 0, 
and (iii) Y > 0, since 0 EM. Thus U = K + Y is the desired unitary matrix. 
L 
n 
REMARKS. It would be of interest if a closed form expression could be 
given for the unitary matrix given in Lemma 3.2, say in terms of the matrices 
K and C. 
Let us now define ?P = U E %‘; Re h(U) > 0). That is, g2(+ consists of 
all the unitary matrices with eigenvalues on the right half of the unit circle. 
LEMMA 3.3. Zf U is maximal in FY under < , then U E !zY’+. 
L 
Proof. Without loss of generality let U = diag( A,, A,, , AnI, where 
A, = eier = cos 8, + i sin 0,. 
Suppose that U is not in %!(+; that is, cos 0, < 0 and n/2 < Ok < 31r/2 
for some A,. - Now we may take a = -2~0s 8, > 0 and a + eiek = -e-“‘k 
= -A,. Hence U < V = diag( A,, A,, , -&, . . . , A,). n 
L 
LEMMA 3.4. Zf U E SF'+, then U is maximal in x. 
Proof. Suppose that U is such a unitary matrix, which we may without 
loss of generality assume to be diagonal, and let U + X*X = L be another 
contraction in 5E Then CL),, = eie + /3, where /3 = (X*X),, > 0. This says 
that 1 + 2p cos 13 + p2 = 1(L>,,12 < 1, as L is a contraction. However, since 
cos 8 > 0, this can only happen when P = 0. Hence X = 0 and U = L. n 
as 
The following corollaries are immediate. 
COROLLARY 3.5. Zf U E V, then U is maximal under < in 9 as well 
L 
in SY. 
We finally can state 
THEOREM 3.6. 
(a) K E2is maximal under < iff K E tY+. 
(p) KE9ismuximalunder 2 $fKE Y/+. 
L 
Proof. (a): If K is maximal in 3, then by Lemma 3.2 it follows that K 
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must be unitary. Hence by Lemma 3.3 we then see that K E ?Y’. The 
converse is contained in Lemma 3.4. 
( p ): This follows similarly. n 
4. GROUP MATRICES AND RELATED MATRICES. 
(VI) 9 = 2? = { Hermitian matrices) 
(VIZ) 9 = Jy = {normal nuztrices} 
(VZZZJ 9 = EP = (A; RCA*) = R(A)} 
(IX) 9 = GP = {group matrices) 
We recall that +%‘c_JVC_ EP C_ GP, and that a complex matrix is EP iff 
AA’ = AtA or At = A#. We shall show that all subclasses show the same 
behavior relative to the three partial orders. Indeed, 
(i) an element is *-maximal iff it is invertible 
(ii) an element is (-)-maximal iff it is invertible, and 
(iii) no L-maximal elements exist. 
The reason for this is that 
(i) A 5 A + (I - AA#)* = B, 
(ii) A Q A + (I - AA#) = C, and 
(iii) A < A + al = D, for all (Y > 0. 
L 
Indeed, these are easily verified with the aid of the well-known facts that 
(A#)* = (A*)#, AA* = A*A * A#A* = A*A#, and ns. - GP. 
Now B, C, and D, (for large a) are all ns. and thus are in GP. 
Furthermore, if A l 2?‘, J, EP or GP, then so is B, C, or 0,. It is thus 
necessary for a *-maximal or (-)-maximal element to be n.s. On the other 
hand, a n.s. matrix is automatically *-maximal or (-)-maximal in Cnx, and 
hence also in any of its subclasses. 
Lastly, no L-maximal elements exist in any of the subclasses, since 
A+aZ~A+/3Zwhencr<p. 
5. NILPOTENT MATRICES 
(XZ) 9 = n = {nilpotent matrices) 
We now come to the class of nilpotent matrices. For the minus and psd 
orders the identification of its maximal elements poses no problem; however, 
for the star order the characterization is surprisingly difficult and is not 
complete. 
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Case 2 (Minus). We begin by showing that 
LEMMA 5.1. N E 77 is maximal under- < iff p(N) = n - 1. 
Z’TOC$. Suppose p(N) = n - 1 and N < M E T/. Then by (1.6) either 
N = M or M is invertible. The latter cannot be, if M is nilpotent. 
Conversely, if p(N) < n - 1, then the Jordan form of N has at least two 
blocks, say N = dia$J, (O), . . , J”$O)). Now let N, = N + E,, “,+ ,. Then 
p( N,) - p(N) = 1 = p(N, - N) and hence N < N,. Thus N is not maxi- 
mal, as desired. n 
Case 3 (Psd). Under the psd partial order, all nilpotent matrices are 
maximal. For if M and N are nilpotent and N < M, then M - N = RR*. 
Taking traces yields T1( RR*) = 0 and thus R = 0’: That is, M = N. 
We now come to the star order, which is much more demanding. 
Case Z (Star). Two of the basic concepts that play a role in the 
characterization of the maximal nilpotents are (i) the Weyr characteristics 
w = (w,, . . ) w,) and (ii) decomposability. The key test for decomposability 
is Specht’s theorem [ 111, which states that A is indecomposable iff the only 
solution to AX = XA, A*X = XA* is a scalar matrix. In particular, a matrix 
with its ith row and column zero is always decomposable. 
We begin by d eriving some necessary conditions for maximality under 
< . First of all we need: * 
LEMMA 5.2. Let N be nilpotent, and let 
{= N - cb* and M = f* i , 
[ I 
with b and c not zero. Then 
(i) N<liffN*c=O=Nbifl 
* 
[: :]5[l? :I 
(ii) 5 is nilpotent ~3 b*Nkc = 0 for all k = 0, 1, . . . 
(iii) M is nilpotent ifld = 0 and b*Nkc = 0 for all k = 0, 1, . . 
Proof. (i): Obvious. 
(ii): It is known that As(A) = A,(h) + b* adj(AZ - N)c. But adj(AZ - 
N) = N”-’ + N”-2A + a*. +ZA”-‘, and hence As(A) = A” iff b* adj(AZ - 
N)c = O-that is, iff b*Nkc = 0 for all k = 0, 1,. . . . 
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(iii): This follows at once from the fact that A,,(h) = (h - &A” - 
b* adj(AZ - N)c. n 
Let us now use these results to prove 
LEMMA 5.3. Zf N E 77 is maximal, then N must be decomposable. 
Suppose that N is decomposable, say 
Then N t and Nk are both of the same block form. We claim that there exist 
x and y such that 
x*( Z - N+N) Nk( I - NN+)y = 0, k = o,l,..., (5.1) 
with 
b = (I - N+N)x f 0 and c = (I - NN’)y f 0. (5.2) 
To show this let 
and F=Z-NN+= 
F, 0 
[ 1 0 F,’ 
Then Ei Z 0, F, Z 0: otherwise either K or L is invertible, which is 
impossible. Now pick e, so that E,ei # 0 and ej so that F2ej # 0. If we now 
set 
0 
and c=F e, , [ 1 J 
then b # 0 # c, yet N*c = 0 = Nb and 
b*Nke= [eT,o][g (:][:I =O forallk. (5.3) 
Hence N < N - cb* = f, where C is nilpotent. In other words, N is not * 
maximal. 
We shall show shortly that the converse will not be true in general. 
A second necessary condition for maxima& deals with the rank of N. 
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LEMMA 5.4. If N E q is maximal then p(N) > n - 6. 
Proof. It is easily seen that under the star order, all matrices above N 
must have the form N = N + (I - NN ‘>X( Z - N +N) for some matrix X. 
Using the singular value decomposition, we may without loss of generality 
write this as N 5 M = N + PYQ, where P and Q* contain orthonormal 
bases for the nullspaces of N * and N respectively. If we denote the nullity of 
N by v (= w,), then P and Q’ are n X v and Y is v X v. Now M will be 
nilpotent precisely when Tr Mk = 0 for k = 1, . . , n. If we consider the 
entries in Y as our v2 variables, then we have n polynomial equations in v2 
variables. Moreover, the n polynomial equations have a solution yij = 0. We 
may consequently conclude [9, Theorem 3.13, p. 451, that if n < v2, i.e. 
p(N) < n - &, then th ere exists a nonzero solution Y. In other words, N is 
not maximal. n 
In particular, if n 2 3, then a rank-one nilpotent matrix cannot be 
maximal. In fact it is easily seen to be decomposable. 
We proceed by giving two sufficient conditions for maximality. 
LEMMA 5.5. Zf the Weyr characteristics of N E 71 are w = (1, 1, . . , 1) 
then N is maximal under < . 
* 
Proof. Assume that p(N) = n - 1 and N < M. From (1.6) it follows * 
that M cannot be nilpotent except when M = N. n 
Before we give our second sufficient condition for maximality, we shall 
first need to characterize the indecomposability of a standard block matrix. 
We begin with 
LEMMA 5.6. The following are equivalent: 
C(Y) c*cy = yc*c; 
(p) CtCY = YCtC and CYCt = C*+YC*. 
Proof. (a) * ( p): If C*CY = YC*C then (C*C)+Y = Y(C*C)+, since 
(C*C)# = (C*C)+. Hence CtCY = (C*C)+C*CY = Y(C*C)+C*C = YC+C. 
Also, CYC+ = C*+C*CYC+ = C*+YC*CC+ = C*+YC*. 
(p) * (a): c*cy = c*cc+cy = C*(CYC+)C = C*(C*+YC*)C = 
c+cyc*c = yc+cc*c = yc*c. n 
We now use this in 
THEOREM 5.7. bt 
MC ’ ’ 
[ 1 0 D 
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with D square and z 
[ 1 offull column rank. Then M is indecomposable if (i) 
CC+ = Z and (ii) the only solution to DY = YD, D*Y = YD*, C*CY = YC*C 
is a scalar matrix solution. Zf D = 0 and n > 3, then M is always decompos- 
able. 
Proof. Suppose M is indecomposable and C does not have full row 
rank. Then there exists a unitary U such that 
in which UC has a zero row. This would mean that M is decomposable. Now 
suppose Y solves (ii), and set 
Then on account of 
MX* = X*M. Hence 
Conversely, let 
Lemma 5.6, we may conclude that MX = XM and 
X = (YZ, and consequently Y is a scalar matrix. 
and MX = XM, MX* = X*M. 
Then 
which forces X, to vanish, since 
[ I 
z has full rank. By star symmetry it 
follows that X, = 0 also. We are left with the equations CX, = X,C, CX,* = 
X:C as well as DX, = X4 D and OX,* = X,*0. Postmultiplication of the first 
equation by Ct shows that X, = CX,C ‘, and by symmetry XT = CX,*C ‘. It 
now follows that X4 obeys (ii). Hence X, = aZ, which in turn shows that 
(X, - oZ)C = 0. Postmultiplying by Ct completes the proof. 
COROLLARY 5.8. Zf CC+ = Z and D is indecomposable, then so is M. 
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Using Schur triangulation it can be seen that a nilpotent matrix N’ is 




0 0 *, 
(5.4) 
where oi > w2 > ... > tit are the Weyr characteristics of N, the Xi are of 
fuZZ column rank, and C = [Xi, ?I. Consequently the matrix 
has full column rank. In addition we may take the Xi to be of the form 
Ti 
[ I 0 
where Tj is upper triangular and invertible. Now recall that if N = [O, 
N,] Q 34, where N, of full column rank, then M = [M,, N 2] with M:N, = 0. 
Retu*ming to (5.4), we see at once that all matrices above N have the form 
M=[M,,N,]= ;: ; > 
[ 1 
with M:N, = A*C + B*D = 0. (5.5) 
If in addition N is indecomposable, then CC’ = 1 and A* = - B*DC+, 
together with the consistency condition B*DC+C = B*D. 
Consider now the case where o = (2,1, . . , 1). We may assume that N 
has the form 
N= [O;’ ;]. (5.6) 
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where 




with r~i # 0, and D = 
[ 0 OT’ 1 
in which T is (t - 2) X (t - 2), upper triangular, and invertible. We may 
now state 
THEOREM 5.9. Zf o = (2,1,1, . . . , 1) and N is as in (5.41, then the 
following are equivalent: 
(i) N is maximal; 
(ii) N is indecomposable; 
(iii) uT # 0. 
Proof. (i) * (ii): Since p(N) = n - 1, this is clear. 
(ii) * (iii): If uT = 0, then M has its second row and column zero, and 
thus is decomposable, which is not so. 
(iii) * (i): Now consider 
A C 
N5M= B D, 
[ 1 
where 
A*C + B*D = 0, A=[:; ::I. B=[; ;], 
and assume that M is nilpotent. Let us also denote by Mi the t X t principal 
submatrix obtained by deleting row i and column i of M. 
Since n1 # 0, it follows from (A*C + B*D)el = 0, that a, = 0 = (pi. In 
addition, because the trace of M vanishes, we must have a2 = 0 also. It now 
follows from the structure of D and the orthogonality condition that the 
column p of B also vanishes. Next we use the fact that M must have zero 
determinant. Expanding det M by its second and third columns, we obtain 
0 = q det K, where K = a2 
UT 
[ 1 b T’ 
On the other hand, the orthogonahty condition now says that 
Z2uT + b*T = 0. (5.7) 
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There are now two subcases 
If q # 0, then det K = 
T- lb now yields 
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to be considered. 
0 and us = uTT- ‘b. Postmultiplying (5.7) by 
0 = ii,uTT-‘b + b*TT-‘b = ti,a, + b*b, 









I nt- 1 
I 
P 410 0 
=A C 
[ 1 B D' 
Now observe that M, has a zero column, while M,, k > 3, has two 
proportional columns. Hence 1 M, 1 must also vanish, as M is nilpotent. But 
IMsl = fpn, --* nt_l, which forces p = 0. This in turn implies that M, is 
nilpotent, and hence on account of Lemma 5.2(m) we may conclude that [O, 
uT]Dke, = 0 for all k = 0, 1, . Because of the special form of 
D= 
we may infer that u = 0, which cannot be. It thus suffices 
case q = 0. 
If q = 0, then the nilpotency of M forces the submatrix 
0 fll VT 
M,=b 0 T 
[ 1 P 0 0 
to consider the 
also to be nilpotent. Again, on account of Lemma 52(iii), we may conclude 
that 
for k = O,l,... 
Because of the special form of D and the fact that n, does not vanish, we 
may deduce that p = 0 and b = 0. A final substitution into (5.7) shows that 
a2 = 0 and so M = N. In other words, N is maximal. n 
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An example of above results let us consider th case where n = 4. In this 
case we see that: 
(i) If p(N) = 1, th en N cannot be maximal, by Lemma 5.4. 
(ii) If p( N > = 3, then N must be maximal by Lemma 5.5. 
(iii) If p(N) = 2, then either o = (2,2) or o = (2, I, 1). In the former 
case N is always decomposable. In fact, suppose that N is as in (5.6) with 
D=O and C= 
If u = 0, then N has a zero second row and column, while if 
Theorem 5.7 applies. If w = (2,1,1> then Theorem 5.9 applies, and 
p(N) = 2, then N is maximal exactly when it is indecomposable. 
u # 0, 
thus if 
Unfortunately, however, the results of Theorem 5.9 need not hold for 
other values of the Weyr characteristics. Indeed, it can be shown that for 
o = (2,2, l), N is never maximal, even if it is indecomposable. For example, 
if 
in which both N and M are nilpotent, then N has Weyr characteristics 
o = (2,2, 1). Yet N is indecomposable by Theorem 5.7, but is not maximal. 
On the other hand, the matrix 
03 I 0, 0, 
---;__----_ 
i I 0 ’ 3 i 13 ) MO) 
has o = (3,1,1, . , 11, and its rank satisfies p = n - 6. It can be verified 
that it is indecomposable yet not maximal. 
Theorem 5.7 gave necessary and sufficient conditions for the matrix 
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to be indecomposable. Several additional necessary conditions for maximality 
can also be given. First we have 
LEMMA 5.10. Let 
with (i) D and BC nilpotent, and (ii) DB = 0 or CD = 0. Then N is 
nilpotent 
Proof. Suppose DB = 0. Then 
CD 
BC + 0’ I ’ 
in which (BC + D2jk = (BC + D2XD2jk-l, k = 1,2,. Hence both BC 
+ D2 and CB are nilpotent, which suffices. W 
LEMMA 5.11. Suppose 
with z 
[ I 
of full column rank and D nilpotent. lf N is maximal, then in 
addition to the conditions of Theorem 5.7, we must have either that CE has 
full column rank or RS(E) = RS(DE), where E = I - DD+. 
Proof. Let B = E[ I - (DE)+DE]Y[Z - CE(CE)+]. Then (BCj2 = 0, 
DB = 0. Hence 
for which Lemma 5.10 applies. Maximality forces B to vanish for all Y, which 
yields the desired result. W 
If N is nilpotent and not maximal, then in certain cases we can find a 
nilpotent matrix above it of rank one larger. Suppose N Q M with N and M 
nilpotent and M # N. Set K = M - N, c = KU, b = k*v, and t = N - 
cb*. Then clearly N 5 5. Now let V = (KXK; p( X> Q l}. Then V is an 
algebraic variety of dimension 2r - 1, where r = p( K ). Again 5 will be 
nilpotent iff the trace conditions Tr 5 k = 0, k = 1, , n, hold. This yields n 
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polynomial equations in the entries of X, which will have a nonzero solution 
if r > (n + 1)/2. 
Let us close with some remarks and open questions. 
(1) It would be of interest to find necessary and sufficient conditions for a 
nilpotent matrix to be maximal under the star order. 
(2) If N is nilpotent and not maximal, does there always exist a nilpotent 
matrix above it of rank one larger than p( N )? 
(3) Other classes of matrices whose maximal elements are of interest are 
the SD matrices ( A*At = AtA*), the biEP matrices ( AA'A+A = AtAAAt), 
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