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Abstract Intelligent environments aim at supporting
and assisting users in their daily activities. Their relia-
bility, i.e., the capability of correctly accomplishing the
intended tasks and of limiting or avoiding damage in
case of malfunctions, is essential as for any user-facing
technology. One aspect of reliability, often neglected,
is guaranteeing the consistency between system oper-
ation and user expectations, so that users may build
confidence over the correct behavior of the system and
its reaction to their actions. The paper will review the
literature concerning methodologies and tools that di-
rectly involve users and have been specifically applied
or adopted for intelligent environments, throughout the
entire design flow – from requirements gathering to in-
terface design. The paper will then propose, building on
top of the previous analysis, a set of guidelines that sys-
tem designers should follow to ensure user confidence
in their intelligent environments.
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1 Introduction
An Intelligent Environment (IE) is a complex system,
where complexity is spread over several technology lay-
ers, from sensors to networks, from intelligence to user
interfaces, from devices to context. The layering of so
many differing technologies, all equally needed and equal-
ly important to realize the vision of IEs, has the effect
of splitting and fragmenting the research community,
where each set of problems may be explored and tackled
by specialized groups: this is beneficial for the discovery
of new methods and solutions at various levels. When
considering reliability of IEs, however, this fragmenta-
tion becomes an issue, since the reliability properties
depend on the characteristics of the system as a whole,
and on the interaction of its components.
Reliability is an attribute of any computer-related
component (software, or hardware, or a network, for
example) that consistently performs according to its
specifications; more formally it describes the ability of
a system or component to function under stated condi-
tions for a specified period of time (IEEE, 1991).
The application of this definition to the field of In-
telligent Environments has deep implications, since all
the architectural layers of an IE should be designed and
tested with reliability in mind, and by adopting suitable
design processes and verification methodologies.
In particular, this paper focuses on the highest layer
in an IE system: the interaction with the users. Humans
(inhabitants, householders, workers, customers, or just
passing by) are the ultimate targets of any IE system,
and also for human users the system must “perform ac-
cording to its specifications” or “function under stated
conditions”; in other words, system operation must be
understandable and predictable by its users. Providing
an effective and satisfactory user experience is a cru-
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cial requirement for an IE: if system operation is not
transparent to its users, they will perceive it as an un-
predictable, or even unreliable, environment, and will
wish themselves out.
The focus on end-users is not new: since the incep-
tion of the research field on Ambient Intelligence (AmI),
all researchers acknowledge that “the emphasis of AmI
is on greater user-friendliness, more efficient services
support, user-empowerment, and support for human in-
teractions” (Ducatel et al, 2001). However, after nearly
15 years, we must acknowledge that the majority of the
research, and of the literature, has been technology-
driven, rather than user-driven, as we will discuss in
Section 3.
The goal of this paper is to stimulate IE researchers
to fully consider the user experience in their proposed
designs. We propose to use the concept of “user con-
fidence,” defined as the property of a system to offer
user-system interactions that create the perception of
a reliable and understandable intelligent system, whose
behavior is transparent and on whose actions users can
build trust1. We remember that the user experience is
directly mentioned in 6 out of 9 priorities2 proposed in
the Intelligent Environments Manifesto (Augusto et al,
2013), and indirectly involved by the other 3, too.
The main contribution of the paper is to propose
a set of guidelines, reported in Section 5, to define a
Research Agenda in the field of User Experience for
Reliable Intelligent Environments. Such guidelines are
derived by a comprehensive analysis of the relevant lit-
erature, that is presented in Section 3 and whose main
findings are discussed in Section 4. Section 2 recalls
the general usability principles in design methodology,
while Section 6 draws some conclusions and opens some
future perspectives.
2 General Principles
Before presenting the state of the art about user-related
approaches in Intelligent Environment, we would like
to introduce here, in a summarized form, some basic
and general principles related to user experience and
human-computer interaction. Such principles are well-
defined and widely accepted in the related multidisci-
plinary research areas and should serve both as fore-
runners and reading keys for the guidelines reported in
Section 5. Moreover, they are important to improve the
quality and the engagement of the user experience and
1 “user confidence” is thus a subset of the typically adopted
“confidence” concept, that relates to the correct and reliable
behavior of a mission-critical system
2 P3, P4, P5, P6, P8, P9
to make “things” work better, by avoiding user frus-
tration and annoyance during the interaction and by
leveraging human capabilities, needs and behaviors.
These general principles should guide researchers
and system designers towards focusing on user activ-
ities and on interaction goals, not on single, specific
tasks; towards an interaction with the environment and
the devices that are seamlessly integrated and present
in it, so that people can have an unique and contin-
uous experience, without explicit starting and ending
points. Therefore, we summarize two set of principles:
the ones promoted by Norman in the revised edition
of “The Design of Everyday Things” (Norman, 2013)
and those presented by Dix in his “Human-Computer
Interaction” book (Dix et al, 1997). All these principles
imply ease of use, pleasantness of interaction, coherence
in the experience and can help in preventing many er-
rors.
Norman’s principles revolve around seven concepts:
discoverability, feedback, conceptual model, affordances,
signifiers, mappings, and constraints. According to dis-
coverability, it is always possible to determine what ac-
tions are allowed and the current state of a system or
device. With feedback, there is full and continuous in-
formation about the results of actions and the current
state a system or process. A good conceptual model of
the system is created by projecting all the informa-
tion needed to predict the effect of the actions, leading
to understanding and a feeling of control for the user.
Affordances help to understand, without explicit ex-
planation, if the desired actions are possible. Signifiers
communicate where and how a possible action can be
executed; their effective use ensures discoverability and
that the feedback is well communicated and intelligible.
With mappings, the relationship between controls and
their actions are enhanced as much as possible through
spatial layout and temporal contiguity. Finally, phys-
ical, logical, semantic, and cultural constraints guide
actions and ease interpretation.
In a similar way, Dix presents three principles to
support the usability of a system: learnability, flexi-
bility and robustness. Learnability represents the ease
with which a new user can begin effective interaction
and achieve maximal performance with a system; it is
reached thanks to the predictability and visibility of
actions, their familiarity (i.e., how prior knowledge ap-
plies to new system), their generalizability (i.e., extend-
ing specific interaction knowledge to new situations)
and their consistency. Flexibility shows the multiplic-
ity of ways the user and system exchange information,
thanks to the ability of a system to support user in-
teraction for more than one task at a time, the pos-
sibility to migrate a task execution between the user
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and the system, and the customizability of the system.
Robustness is the level of support provided to the user
in determining successful achievement and assessment
of goal-directed behavior; it is connected to ability of
users to take corrective action once an error has been
recognized and to the system overall stability.
The mentioned user interaction principles, presented
by the main researchers in the field, are also formalized
in the international standard ISO-9241:2010, section
210 (ISO, 2010), dealing with ergonomics of human-
system interaction. The standard applies to any inter-
active systems, including intelligent environments, but
has no specific provision for the latter.
These general principles inspire our work on defining
guidelines applied to Intelligent Environment projects.
Researchers and system designers should always have in
mind these principles, and follow the proposed guide-
lines, to fully ensure trustworthiness in an intelligent
environment.
3 State of the Art
To assess the current state of the art of the adoption
of user-centered approaches in the design of intelligent
environments, we performed a literature analysis on pa-
pers published in the last decade, from 2004 to 2014,
by querying major scholarly search engines. After a first
analysis of the found papers, we defined three wide cat-
egories in which they can be classified, according to the
kind of user involvement in the research and develop-
ment process of systems and services in the IE.
For each wide category, we extracted the specific
highlights presented by each paper related to the char-
acteristics and to the behavior of both the user and the
intelligent environment. A bird’s eye view of the overall
topics and their grouping in categories can be appreci-
ated in Figure 1.
The main goal was to understand, in the current
research panorama, how the research perspectives on
intelligent environments and smart solutions consider
the role of their users, both in their methodologies and
approaches, and in the attained results.
We realize that each presented study aims at spe-
cific needs and at different objectives, therefore in our
analysis we avoided to consider the specific characteris-
tics of different types of intelligent environments (e.g.,
Ambient Assisted Living, Smart Homes, Work Spaces,
etc.) and, consequently, the specific needs of their users.
Our analysis, consistently with our main goal to derive
some design and evaluation guidelines for user expe-
rience in IEs, aims at defining, for each wide category,
some practical hints and significant theoretical perspec-
tives.
The wide categories that we selected are the follow-
ing ones:
– “Users are part of the system:” in this category we
collect all papers that select, as the main focus of
their study, the characteristics of users and intel-
ligent environments considered as interacting ele-
ments of the same system. These papers (detailed
in Section 3.1) stress the various user factors that
are involved in the usage of the intelligent system,
or one of its parts, and that affect the evaluation
of the consistency of the system according to the
characteristics of the end user.
– “Users are part of the design process,” where the de-
sign process is that of an Intelligent Environment. In
this category, papers (listed in Section 3.2) analyze
the characteristics, the dynamics and the processes
that lie at the basis of the interaction among users
and intelligent environment. Such papers stress the
processes that are involved in the mutual modeling
of user and intelligent ambient: building an intelli-
gent system is seen as the result of a satisfactory
matching for both actors.
– “Users are part of an experience,” includes those
studies considering both an enrichment of the sys-
tem components that are needed to realize an intelli-
gent environment, and an enrichment of the research
perspective over the user experience. Such papers
(reported in Section 3.3) stress the uniqueness and
the unity of the experience lived by the user, that in-
cludes new and wider perspectives, reaching a socio-
centric design vision, and that therefore takes into
account the users in their overall life system.
As mentioned before, the following sections present
in more detail the papers belonging to each of the three
wide categories, whose main features and identifying
keywords are collected in Figure 1. We should not re-
gard the different categories as being more or less “right
or wrong;” rather, they follow different approaches and
focus on different aspects, that should all be integrated
and cross-related, as suggested by Figure 1.
Finally, Section 3.4 reports some additional and spe-
cific experiences developed by the authors or their insti-
tutions, and encases them in the proposed classification
framework.
3.1 Users are part of the system
In the studies considered in this section, we generally
notice the lack of a direct involvement of the end users
in the research and development phases, while the main
focus is on the developed technology and how it affects
the system in which the user is involved.
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Fig. 1 Main keywords defining the three wide categories. Keywords are extracted from the keywords section or from the
abstract of each analyzed paper.
The analysis of the interaction between system and
users is exclusively aimed at studying the technology
characteristics, such as the adaptive user interface in
Tazari (2010), or in new Kinect-based gestures in Budde
et al (2013). In both cases, the experience of simulating
user responses happens in a laboratory setting, only.
In some cases the papers present an explicit hy-
pothesis about the user and the measure of his interac-
tion with the system such as in Gouin-Vallerand et al
(2013), Moran and Nakata (2010), and Mavrommati
and Darzentas (2007). These works describe the user
factors involved in designing the Intelligent Environ-
ment (e.g., awareness, control, trust, etc.), user profiles
(basic vs. advanced users) and application scenarios.
The environment is described in terms of context aware-
ness, thus is assumed to be dynamic and adaptable to
user needs. There is a focus on user interfaces and on the
possibilities of building an adaptive infrastructure, able
to combine different technologies (such as augmented
reality, gestures, speech interfaces, etc.). The common
and dominant factor, however, is always the technical
implementation.
The research proposals presented in the works by
Sadri (2011), Augusto et al (2013), and Rashidi and
Cook (2009), the intelligent system is the core of the re-
search project, and it must learn from the user through
suitable rules and algorithms; in such cases it is funda-
mental “to preserve privacy of the users and to priori-
tize safety of users at all times.”
The intelligibility principle is put forward by the
works of Dey (2009) and Mennicken et al (2014), who
state that technology must be able to explain its own
behavior, also by anticipating user needs and user ac-
tions, and being able to predict erroneous conditions
and deviations from the routine.
In the papers by Xiang-ting et al (2010) and Mozer
(2005), conversely, the user is assumed as an “evalua-
tor” of cost-benefit trade-offs in very complex systems
involving large numbers of sensors. The focus is here
shifted to the user that must learn, and must increase
his decision making strategies to optimize energy con-
sumption and efficiency.
3.2 Users are part of the design process
In the literature described in this section, users are in-
volved in the design process of the intelligent environ-
ment, and in some cases even in the initial research and
specification phases. The ambient is in most cases invis-
ible (Garc´ıa-Herranz et al, 2010), sometimes wearable,
such that it guarantees a transparent interaction.
The main focus in Gilman et al (2013) is the notion
of bi-directionality of the design and evaluation phases,
that considers the system and the user as a part of the
same building process for the intelligent ambient.
In Koskela and Va¨a¨na¨nen-Vainio-Mattila (2004), users
are involved since the requirement elicitation and anal-
ysis phases, until the final field experience, by using
many of the methods proposed by the User Centered
Design approach (test in laboratory, interviews, ques-
tionnaires, ethnographic analysis, etc.). The goal, here,
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is comparing three different user interfaces, and the fi-
nal results claim that users can gain confidence in a
new technology by using it, testing its functionality,
and evaluating the results.
If we consider the works by Stephanidis (2012), Ro¨cker
(2013), and Sun et al (2010), besides the fact that they
focus on designing different types of smart environ-
ments, we see that the user is always at the center of the
design process and of the technological world. The user
is dominant, with respect to the surrounding environ-
ments, and he must be “understood” and “supported”
by the system through the understanding of his needs
and the provision of a continuous feedback stream to his
actions. The requisites of the smart environment must
thus be non-intrusiveness, personalization and adapt-
ability.
The user is the main actor also in the studies by
Rizopoulos (2007) and Nijholt (2003), and he may also
play the role of a designer: as an actor of the system,
the user assigns human characteristics to all elements
of the surrounding environment, including computers
and new technologies. The environment is a medium,
a social actor that must be characterized by embodied
agents that gain behaviors and communication styles
similar to the human ones.
In Corgnati et al (2014) (see also Section 3.4), users
are at the center of the analysis, as they are involved in
several experimental phases, and the focus is on their
opinions and on the energy saving behaviors that they
gradually learn thanks to the act of monitoring and
controlling their smart environment.
Similarly, in Aztiria et al (2013) the Action Map
theory stresses the evaluation of user behaviors in dif-
ferent usage scenarios, evaluating not only the infor-
mation agendas but more importantly of the emotional
and health state of the users.
A “System for Emotion-Aware” is also the focus of
the study by Acampora et al (2011), where the user is
at the center of the system and the paper analyzes the
hypothesis that user emotions may drive the behaviors
of the environment.
In Ball and Callaghan (2011) and more extensively
in Matthew and Vic (2012), we find a literature analy-
sis about user needs in terms of autonomy, control and
personalization. Their study also performed a user eval-
uation with increasing autonomy levels, according to an
“adjustable autonomy system,” where the user learns to
interact with technology. In these studies, the environ-
ment is assumed to be highly dynamic, exactly because
it learns from the user and from his control feedback,
that ultimately become a communication channel be-
tween user and system.
3.3 Users are part of an experience
The final set of studies, reported in this wide category,
tends to outline all practical experiences and theoreti-
cal perspectives where, according to different degrees of
involvement of the final users in the research and devel-
opment process, we observe a twofold enrichment: of the
user perspectives, and of the specific features of a com-
plex intelligent system (that is not considered merely
as the set of its technical possibilities).
The intelligent environment must favor user engage-
ment, as claimed by Alves et al (2010). Their study,
in fact, states the need of working in multidisciplinary
teams to follow a user-centered design pattern, able to
consider both points of view: the user and the technol-
ogy.
In Kaasinen et al (2012) there is a clear stress on the
complexity of the analysis levels for the user experience:
the user is situated in an analysis scale that ranges from
the evaluation of his acceptance (usefulness, value, us-
age, control perception, etc.) to the evaluation of his
experience (control, manipulation as a concrete, funny
and immersive experience), until the top level of the
“do it your experience”. The focus is on the role as an
active guest of the intelligent ambient.
In Aarts and Grotenhuis (2009), user experience
is analyzed through the lens of the analysis of sense-
making processes, i.e., the user is seen as an actor of
‘sensing’ and ‘knowing’ processes, as he lives in an equi-
librium between body (health), mind (well-being), com-
munity (participation), and earth (social responsibil-
ity).
The user, in fact, is no longer a passive utilizer and
unique actor in the system, but a wider set of variables
are involved, such as communities and social networks
to which he belongs. In Mavrommati and Darzentas
(2006) and Cook and Das (2007) the authors describe
not just isolated individuals, but their encompassing
communities (e.g., users don’t live alone at home, don’t
work alone in the office, etc.). The environment must
therefor be structured such that it may cause and in-
fluence changes in the user communities that inhabit
it.
The study in Aarts and de Ruyter (2009) analyzes
social interaction, and the user is represented in a sys-
temic way, according to all processes that concern him
and that potentially involve interaction with the intel-
ligent environment.
Wilson et al (2014) and Ishida and Hattori (2009)
discuss the possible future challenges lying in the design
of a comprehensive framework, that could start from a
functional analysis (user needs), go through an instru-
mental one (interactions with technology) and reach a
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socio-technical one, where a smart home is seen as a
complex system.
The same topic is widened in the work of Rod-
den et al (2013), de Ruyter (2011), and Queiro´s et al
(2013), who discuss the need to adopt a holistic and
socio-technical perspective, where the policies and the
strategic choices relevant to each social context can-
not be ignored in designing an intelligent environment.
Their research projects evaluate the opinions of the user
according to: his perception of autonomy and control,
which smart agents would be appreciated, how would
such infrastructures be perceived as useful, and how he
evaluates the monitoring of his energy consumption re-
lated to his privacy expectations.
3.4 Experiences
This section provides more details about some specific
experiences, developed by the authors or their institu-
tions, in which the role of users in smart environments
has been considered in the design process.
Energy@Home (Corgnati et al, 2014) is a new sys-
tem3 for domestic monitoring or electric energy con-
sumption and production, based on the ZigBee tech-
nology (ZigBee Alliance, 2009). The system uses smart
plugs, smart appliances (e.g., a washing machine by
Indesit), a “Smart Info” module by Enel to interact
with the official energy meter, and a smart gateway
(by Telecom Italia) to manage the devices in the house
and integrate with cloud services. This project repre-
sents a good case study for the application of a design
process with the user and for the user, as it also in-
volved a field trial with more than 50 households in-
volved for more than one year. A strength of the sys-
tem consists in its graphical user interface (GUI), that
represents the access point and interaction medium for
users interacting with the complex system, and that has
been designed according to Norman’s principles (Nor-
man, 2013). Briefly, the GUI is a web-based system
that adopts the metaphor of a dashboard through which
users may monitor their consumption at any time, with
any device, web or mobile. The system operates in a
“transparent” modality, where no algorithmic compu-
tations are shown, and no repeated requests are needed:
the system automatically reports consumption and cost
values, shown and updated in real time, accompanied
by some deeper information about each appliance and
about stand-by power. The system also delivers sugges-
tions for saving energy (e.g., starting appliances when
energy costs are lower) or ringing alerts when operating
3 more information is available on the Energy@Home asso-
ciation’s website: http://www.energy-home.org/
in the more expensive hours. The user is also alerted
if the consumption approaches the maximum allowed
power, to avoid cut-offs, and shows where the excess
consumption is located. Finally the consumption data
may be queried and visualized in different ways, includ-
ing an “anonymous” comparison with other users, and
with the user’s own history.
Another experience related to energy monitoring,
and in particular on user involvement in educational
institutions (i.e., students and professors in technical
schools and universities) is reported in Bonino et al
(2014), where a semantically-aware system has been in-
stalled in two educational institutions in Italy, with the
goal of providing building users with a real-time and in-
formative view of current and historical measurements
concerning electrical energy consumption and photo-
voltaic production, environment comfort variables, ex-
changed calories, etc. The project has been designed
and conducted as a “Living Lab”, and students were di-
rectly involved (at different degrees, according to their
technical knowledge) in the validation of user interfaces,
in the understanding of the physical quantities, and on
the architecture of the technical system.
An interesting application domain for intelligent en-
vironments is that of health institutions, e.g., hospitals
or care facilities; we can easily understand that in these
settings, where the safety of persons is involved, the re-
liability requirement should be particularly stressed. A
first study, applied to assisted living facilities for adult
persons with motor and cognitive disabilities is reported
in Aced Lopez et al (2015)4: in that work, the system
requirements have been extracted, discussed and vali-
dated through user-centered methodologies, such as fo-
cus groups and system mockups. Other experiences of
involving users in the design of intelligent ambient in-
teractions may be found in De Russis (2014).
The readers interested in an updated overview about
the most significant experiences, in this topic, are en-
couraged to follow the latest developments of the most
prominent research groups and laboratories, whose main
authors may easily be identified in the proposed lit-
erature. In particular, some notable research groups
are: Ambient Intelligence Research Lab (AIR Lab)5,
Stanford, USA; Center for Advanced Studies in Adap-
tive Systems (CASAS)6, Washington State University,
USA; e-Lite: Intelligent and Interactive Systems7, Po-
4 an extended version of the paper is under the final stages
of review in the UAIS journal, and will likely be available at
the time of publication
5 http://airlab.stanford.edu, last visited on March 23,
2015
6 http://casas.wsu.edu, last visited on March 23, 2015
7 http://elite.polito.it, last visited on March 23, 2015
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litecnico di Torino, IT; Intelligent Environments Group8,
University of Essex, UK; Research GrOup On the De-
velopment of Intelligent EnvironmentS (GOODIES)9,
Middlesex University, UK; and MIT Media Lab10, MIT,
USA.
4 Discussion
Since the end of the years ’90, the idea of a design pro-
cess that is oriented toward the user and her point of
views has been fundamental and widely diffused in vari-
ous fields. Today the user, in one of the most accredited
meanings, is at the center of the design activity and is
continuously involved in the design process, contribut-
ing with her feedback and other types of intervention
like user studies, field trials and evaluations.
In the same way, the user should be a primary ele-
ment in the design of an intelligent environment, con-
tributing in the design as well as in the optimization
phase of the system with her perspectives, her needs
and wishes, together with the design team and other
users.
Starting from the reported literature analysis, in
many cases the user is not at the center of the intel-
ligent system design process, sometimes not even in-
volved in the final evaluation of the system. In the
set of papers present in the category “Users are part
of the system”, the user is typically absent or consid-
ered as a “component” of the system, not dissimilarly
from a device or an appliance: the main focus is on the
technology and about the algorithms and procedures.
This technology-driven approach is quite common and
diffused in most of the literature about intelligent en-
vironments. However, a strong technology-driven ap-
proach can reduce user confidence and the related per-
ceived usefulness of an intelligent environment, interfer-
ing with its adoption. Even if technology is important
and widely investigated in the Intelligent Environment
field, the need to consider the user, the environment in-
habitant, as the driver start to emerge: the technology,
in fact, should become the enabler and the human the
driver, not viceversa.
The papers classified in the other two categories of
the literature analysis, i.e., “Users are part of the de-
sign process” and “Users are part of an experience”,
show a user that is –in some way– involved in the de-
sign process or considered from a theoretical perspec-
tive in an intelligent environment. The gap from the
previous category is enormous: here, the user is cen-
8 http://ieg.essex.ac.uk, last visited on March 23, 2015
9 http://ie.cs.mdx.ac.uk, last visited on March 23, 2015
10 http://media.mit.edu, last visited on March 23, 2015
tral and the technology is marginal, when present; in
the other case, the technology is dominant and the user
is a passive “actor”, if considered. Most of the results
and discoveries that emerge from these two categories
are typically slightly or not applied to “working” intel-
ligent systems, but are extrapolated from surveys, user
studies with mockups or graphical user interfaces, or
obtained with user-centered methodologies applied to
“not-so-intelligent” environments, as in home automa-
tion settings. The intelligent environment envisioned in
such cases is not a unique entity, but a small part of it.
From these two categories various needs emerge: to de-
sign intelligent system for all persons and cultures and
for infusing positive behavior changes; to balance the
system autonomy according to users desiderata, and to
bring real intelligent systems into the field, outside the
labs and environments built “ad hoc”.
Some common ideas and themes are, however, shared
between most of the papers: the technology in the envi-
ronment should be unobtrusive, hidden in the environ-
ment itself or wearable, thus ubiquitous; communica-
tion and interaction should be seamless between users,
devices, and the environment. User interfaces, if any,
should be intelligent and adaptive, and all interactions
should be secure and take into great consideration the
privacy aspects.
Moreover, an issue that emerges from various pa-
pers, independently from their classification in the lit-
erature analysis, is the absence of a clear vision and
a set of human-environment guidelines able to address
in a specific way the design and the interactions with
the intelligent environment, as demonstrated also by a
recent special issue about Ambient Interaction (Cook
et al, 2014). These guidelines and the related vision
could be one of the key ingredients to really make the
user confident to move in the environment as the main
actor, motivated in interacting with the system, aware
of her acts and possibilities, and totally oriented to the
enhancement of the system’s intelligence.
5 A research agenda
Stemming from the works available in the literature
and discussed in the previous section, a set of guide-
lines and criteria for system designers and researchers
can be extracted, to ensure user confidence in Intelli-
gent Environments. When applicable, the most relevant
references are reported to better explain each guideline,
for further consideration or as an example. These guide-
lines can be also used as a research agenda for guiding
researchers and practitioners in the next decade. A gen-
eral overview is shown in Table 1, while the guidelines
are detailed below.
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Table 1 Overview of the proposed guidelines
Guideline
Focus Phase
User Technology Design Validation
1. Consider people as the driver, and technology as the enabler X X X
2. Design for all persons and cultures X X
3. Design in a simple and emotional way X X
4. Balance system autonomy with user will and needs X X X X
5. Design for positive behavior changes X X
6. Consider the world as the interface; explore new interaction means X X
7. Do not forget personalization, security and privacy issues X X X X
8. Design for uncertainty and cope with complexity X X
9. Learn in and from the field X X X
10. Consider social aspects X X X
11. Consider the environment as a single intelligent entity X X X
12. Explore “strange, new” environments; embrace other species X X
1. Consider people as the driver, and technology as the
enabler.
It is widely demonstrated that, by getting the user
in the loop from the first phase of a project, the
overall user confidence in the system increases, as
reported by Sun et al (2010) in analyzing AAL sys-
tems. The researcher and the system designer should,
therefore, apply participatory design methodologies
to their work. Moreover, in designing a system, user-
centered design processes oriented to intelligent sys-
tems should be considered, involving multiple disci-
plines and professionals in the design activity. For
example, Bellotti et al (2002) propose five ques-
tions with some possible responses to take into ac-
count when designing a sensing system; in a similar
way, Mavrommati and Darzentas (2006) start from
the same five questions and propose ten issues to be
addressed in realizing an intelligent environment.
2. Design for all persons and cultures.
Intelligent environments should be adjusted to dif-
ferent user groups, targeting the specific values and
challenges in their lives. Intelligent environments should
fit into users’ daily practice and cultural context:
different cultures expect different functionality and
aims from an intelligent system, as reported in Kaasi-
nen et al (2012). For these reasons, the development
of an intelligent environment should start with the
understanding of the target user group and their
cultural contexts: what is useful to the elderly, what
the expected level of use is, how to ensure a sense
of control and trust in the environment, etc. Pol-
icy and political choices of each context cannot be
ignored in designing an intelligent system.
3. Design in a simple and emotional way.
Users likes simplicity and want to interact and to
be emotionally involved in the interaction with the
environment, as reported by Norman (2013, 2005).
By doing this, they are stimulated to interact more,
to interact better (i.e., avoiding errors) and to be
more involved during the entire interaction process.
The emotional aspects, moreover, can help users to
be more engaged and to stimulate the repetition of
previous experiences, enhancing the user confidence
of the overall system.
4. Balance system autonomy with user will and needs.
To fully realize the user acceptance of an Intelligent
Environment system, ease of use and a sense of con-
trol need to be in balance, as widely demonstrated
in the literature (e.g., Ball and Callaghan (2011);
Matthew and Vic (2012)). In many cases, for ex-
ample, users want to be in control of their setting
and do not desire large amounts of information to
be manually managed.
5. Design for positive behavior changes.
There is, often, a profound disconnect between our
everyday behaviors and the effects that they have
on our health and on the environment around us.
An intelligent environment has the opportunity to
reduce this gap, promote awareness and enable pos-
itive behavior changes, thanks to its intelligent com-
ponents and its data availability. Successful exam-
ples are related to improving energy-related behav-
ior, like in Corgnati et al (2014), Cook and Das
(2007), and Mozer (2005).
6. Consider the world as the interface. Explore new in-
teraction means.
Most of the proposed interactions with the environ-
ment are based on graphical user interfaces and are
screen-dominated (as reported by Mavrommati and
Darzentas (2006)). Few works propose speech-based
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or vision-based, seamless, interaction. In an intelli-
gent environment, however, the inhabitants should
use the physical world as the primary interface, mov-
ing from explicit input mechanisms to implicit ones
(see Aarts and Grotenhuis (2009) Mavrommati and
Darzentas (2006) and Bo¨hlen (2009)). To accom-
plish this, modern human-computer interaction meth-
ods and tools should be explored and considered,
such as augmented objects, tangible interaction, nat-
ural user interfaces, on-body interaction, etc. Intelli-
gent environments, therefore, should consider using
expressive models that are typical for the human
being.
7. Do not forget personalization, security and privacy
issues.
User trust and confidence are related to privacy and
monitoring, control, security, data protection of in-
telligent systems and all the components of a trans-
parent system (as reported by Aarts and Groten-
huis (2009) and Bo¨hlen (2009)). Privacy and secu-
rity considerations should be designed into the sys-
tem from the start, and individuals should be able
to specify their privacy preferences in a way that is
easy to use and to understand.
8. Design for uncertainty and cope with complexity.
People are not “using” an intelligent environment,
but they live in them and experience the environ-
ment via various services and tools. The overall ex-
perience should be pleasing to all the human actors
who live, visit and act in the environment. Intel-
ligent environments should be designed as continu-
ously evolving ecosystems that include: (a) people in
different roles with different and sometimes opposite
needs, emotions and preferences that change over
time, and (b) different services that are launched
and withdrawn at different times.
9. Learn in and from the field.
Most of the current research prototypes and systems
are operated and researched in dedicated laborato-
ries or “fake” environments built on purpose. How-
ever, studying technology in a representative con-
text of use is crucial to assess its suitability for ev-
eryday usage and whether or not it addresses inhabi-
tants needs and goals, enabling a better comprehen-
sion of the complexity and uncertainty of the real
world. Researchers and practitioners should, there-
fore, “go in the wild” and experiment their systems
in real settings, thanks also to the great availabil-
ity of commercial Internet of Things devices. Some
inspiring works and examples about this topic are
Lab of Things by Brush Bernheim et al (2013), the
CASAS Project by Cook et al (2013) and the En-
ergy@Home project Corgnati et al (2014).
10. Consider social aspects.
Social affiliation is an essential aspect of people psy-
chological and sociological development and it is re-
ported in the literature as a primary need in an intel-
ligent environment (see de Ruyter (2011) for further
details). An intelligent environment with a social in-
telligence, moreover, can have a positive effect on
the technology acceptance and overall satisfaction
of its inhabitants. An example is present in the trial
test reported by Corgnati et al (2014), where the in-
troduction of different persuasive stimuli, highlight-
ing social aspects and delivered through personal
newsletters, generates an (electric) energy saving of
9% in smart homes.
11. Consider the environment as a single intelligent en-
tity.
Research in the Intelligent Environment field typi-
cally focuses on some specific areas of applications
or underlying technologies (context-aware system,
indoor localization, support for the elderly or dis-
abled, smart objects, . . . ). As a result of this deep
but narrowed focus, technologies or devices are often
studied in a rather isolated manner without consid-
ering effects on the larger context of the environ-
ment and whether inhabitants’ larger goals and val-
ues are effectively supported. Interaction with the
environment is, often, interaction with a single part
of it. The intelligent behavior of the environment,
again, is strictly confined in a single component. We
need, as a community, to start thinking and consid-
ering the environment as a whole, greater than the
sum of its single parts. This will enable a true col-
laboration between humans and their environments,
instead of mere control or complete autonomy.
12. Explore “strange, new” environments. Embrace other
species.
The majority of the research about intelligent en-
vironments focuses on the home environment, with
some exceptions that consider classrooms, office or
industrial settings and transportation-related sys-
tems. The only living being that, sometimes, is con-
sidered as a proactive entity in such environments
is the human. From one side, research activities in
Intelligent Environment can still do much to im-
prove people’s live in such environments. People live
and act in various environments and sometimes they
shared their spaces and activities with other entities.
Thus, from another side, it is time to start think-
ing to other environments (like parks, schools, ho-
tels, mountain trails, etc.) and to intelligent systems
for supporting other living beings together with hu-
mans (such as dogs, cats, horses, etc.).
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6 Conclusions
This paper explored a journey over the last decade of
literature on the involvement of users in the research,
design, development and validation of intelligent envi-
ronments. All researchers acknowledge that IEs should
be built with the users in mind, with a main goal is to
enrich their living experience, and additionally to im-
prove efficiency or the related life or work processes.
However, the technology-centered view is dominant in
the IE and AmI fields, demanding for a stronger effort
in the understanding an application of user-centered
methodologies. An interesting volume published in the
middle of the considered decade (Aghajan et al, 2010a),
has an interesting epilogue (Aghajan et al, 2010b) that
provides a set of challenges that are still valid today, 5
years later, and whose closing words mention that:
If smart environment applications are going to
be adopted by the world to the extent so elo-
quently portrayed by Weiser’s metaphor of the
“disappearing computer,” their interfaces must
be human-centric. The technology deployed in
homes and public spaces will not become “trans-
parent” if the user has to go to a great deal of
effort to interact with a system in order to obtain
a benefit from it. [. . . ] Analogously, only through
a concrete and comprehensive study of the fun-
damental principles of user satisfaction will the
field of ambient intelligence flourish. Human-centric
interfaces will be instrumental in its success.
The contribution of this paper, besides the critical
analysis of the main literature, consisted in proposing
a set of 12 guidelines (Section 5) that can build a ref-
erence basis for orienting a research agenda for future
developments of Intelligent Environments, where the re-
liability of the User-System interaction is taken into ac-
count.
Finally, we observe that the domain of intelligent
environments is undergoing a significant explosion and
transformation, thanks to the various (although a bit
disconnected and chaotic) initiatives collectively labeled
as the Internet of Things (IoT). The advent of IoT
systems (that imply many devices, many form factors,
many interaction modalities) will make user-centrism
even more demanding, and we really urge all researchers
to be prepared for this transition, and aim at useful and
validated user-appreciated systems, instead of ‘just’ in-
teresting and fun technological toys.
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