Ground vehicle detection and classification with distributed sensor networks is of growing interest for border security. Different sensing modalities including electro-optical, seismic, and acoustic were evaluated individually and in combination to develop a more efficient system. Despite previous works that mostly studied frequency-domain features and acoustic sensors, in this work we analyzed the classification performance for both frequency and time-domain features and seismic and acoustic modalities. Despite their infrequent use, we show that when fused with frequency-domain features, time-domain features improve the classification performance and reduce the false positive rate, especially for seismic signals. We investigated the performance of seismic sensors and showed that the classification performance varies with the type of road due to the distinct spectral characteristics of the medium. Our proposed classifier fuses time and frequency-domain features and acoustic and seismic modalities to achieve the highest classification rate of 98.6% using a relatively small number of features.
Introduction
Detecting and classifying ground vehicles in the battlefield is an important task. Acoustic, seismic, and magnetic sensors [1] are commonly employed to detect and classify ground vehicles due to their fewer restrictions for scenarios where optical/radar-based sensor systems are inhibitive. Research on the classification of ground vehicles has been recently accelerated by the advances in wireless sensors and sensor networks. Also, the increase in sensitivity and signal-to-noise ratio of these sensors has opened up new opportunities and challenges for battlefield awareness and other surveillance applications along with the advances in wireless sensor networks.
Sensor networks are common to use for human/animal classification [2] , human footstep discrimination [3] , condition monitoring in the railway industry [4] , vehicle detection and classification [5, 6] , urban traffic management [7] , vehicle speed estimation [8] , supporting environments for multimedia surveillance [9] , or discriminating humans, animals, and vehicles [10] . Tracked and trackless vehicle detection and classification with distributed sensor networks as a counter camouflage technique is also one of the popular application areas [11] . In this paper, we consider a wireless distributed sensor network that is equipped with a microphone and geophone at each node to discriminate military targets. We mainly focus on developing a methodology to extract features from frequency-domain and time-domain signals yielding a high classification performance to classify military targets.
An increasing interest can be observed in the vehicle classification problem in distributed networks in the * Correspondence: khocaoglu@gtu.edu.tr This work is licensed under a Creative Commons Attribution 4.0 International License. last two decades. Many methods have been proposed to improve the classification performance. These studies focus mostly either on extracting new features or adapting the well-known classification algorithms to different situations in pattern classification tasks. For feature extraction, both frequency-domain [11] and time-domain [12] methods are proposed. However, frequency-domain features are dominant in the literature. Duarte et al. used the coefficients of discrete Fourier transform (DFT) of the acoustic and seismic signals. Kornaropoulos et al. used one-dimensional discrete wavelet transform (DWT) [13] . Wang et al. proposed the use of mel-frequency cepstral coefficients (MFCCs) to extract multidimensional frequency spectrum features of target vehicles from acoustic sensors [14] . Wang et al. used sparse representation computed via l1-minimization on MFCCs [15] and they demonstrated the superiority of this approach. Taheri et al. estimated the acoustic data of the dataset as a time-varying autoregressive stochastic model [16] and gave performance assessments in a qualitative manner.
Vehicle classification studies also focus on the classifiers. In [14] , Wang et al. proposed a discrimination dictionary learning framework called Fisher discrimination dictionary learning (FDDL). This method is based on the Fisher discrimination criterion and it was shown that especially for a small size of training samples this approach outperformed a support vector machine (SVM). Guo et al. proposed a hybrid dictionary learning (HDL) method [17] based on learning a hybrid dictionary, which has an analysis dictionary to generate discriminative codes and a synthesis dictionary to achieve class-specific discriminative reconstruction. They showed that their method outperformed FDDL [14] in both time consumption and classification terms. Ntalampiras proposed an echo state network (ESN)-based classifier [18] , which is based on the echo state property of a reservoir network (RN), and he showed that his method outperformed a hidden Markov model (HMM)-based classifier.
Wireless sensor networks require optimization of the resources such as the use of battery and the bandwidth. Sending the raw data or the feature vectors increases the bandwidth and is not feasible. A common approach to achieve this is to make a local decision at each sensor node and send the decisions to a local fusion center to make a final decision. In this work, we also followed this strategy and evaluated the feature vectors locally. However, our final decision is node-based. Fusion of the features extracted from acoustic and seismic sensors was performed at individual nodes.
This work uses the real data collected at the third Sensor Information Technology (SensIT) Situational Experiment of the Defense Advanced Research Projects Agency (DARPA) to verify the effectiveness of the proposed methodology. The dataset is called the third SensIT situational EXperiment (SITEX02) dataset and it has received much attention from researchers [11] . The dataset contains acoustic and seismic signals from two types of armored vehicles, which are assault amphibious vehicle (AAVs) and dragon wagon (DWs). An AAV is a fully tracked amphibious landing vehicle and a DW is a fully wheeled tank recovery truck-trailer. The DARPA program is based on the concept of detecting and identifying targets at the sensor node level and then combining these findings across the sensor field to support remote situation awareness capabilities. For this level of fusion, the accuracy of the decision extracted from each sensor field is extremely crucial. The main purpose of this work is, therefore, to improve the classification performance at individual nodes.
In this paper, we propose a framework for vehicle classification in a wireless sensor network setting. We consider the use of acoustic and seismic sensors together. We make a local decision by fusing features extracted from these two sensors. The contribution of our work is threefold. First, we propose an efficient approach to reduce the frequency domain features. Second, we conduct an extensive analysis for the contribution of time-domain and frequency-domain features on the performance of the vehicle classification problem. Third, the effects of fusing different sensor modalities on reducing the false alarm rate and increasing the classification rate are thoroughly analyzed.
The rest of the paper is organized as follows: in Section 2, the proposed framework for vehicle classification using acoustic and seismic sensors is described. Section 3 describes the dataset and introduces the performance criteria and test results are given. In Section 4, comparison with previous works is given. Section 5 gives a summary and the conclusion of the work.
Feature extraction for vehicle classification
There is growing interest in detecting and classifying military vehicles to identify friend or foe and counter camouflage techniques. In this section, we present a new approach for feature extraction to classify military vehicles more effectively and efficiently. We use a real dataset to show the effectiveness of these features and compare the proposed approach to the existing methods, which use the same dataset. Table 1 summarizes the main features of these methods. All methods except [12] use frequency-domain features to discriminate the vehicle classes. The proposed method in this paper uses both, i.e. fuses the time-domain and frequency-domain features. Also, all methods except [11, 12] use only the acoustic sensor for classification. We use both modalities as in [11, 12] and thoroughly investigate the effect of fusing these two sensors. The proposed method in this paper differs from the above studies mainly at feature extraction level. Unlike these works, we used both time-domain and frequency-domain features as shown in Figure 1 . As frequency-domain features, we estimated spectral densities. However, instead of using the DFT of the signals as features directly, we analyzed the spectral density of the training data and then determined the discriminative frequency bands. As we show in the following subsections, this approach increases the effectiveness of the frequency-domain features, i.e. causes an increase in the classification performance and a reduction in the false alarm rates. It is also worth mentioning that this approach yields a very small number of features.
The proposed method
Feature extraction is one of the critical steps of classification. In this work we used frequency and timedomain features to classify vehicles. In the literature, several frequency-domain feature extraction methods were proposed for vehicle classification. However, time-domain features are not commonly employed. We used five different descriptive features of the time-domain signals. We fused them with frequency-domain features and analyzed their individual contribution to the overall performance. To extract frequency-domain features, we first estimated the spectral component frequencies. We used the multiple signal classification (MUSIC) algorithm to find the roots to locate where the peaks occur in the estimated spectrum. We then used the Welch method to extract the frequency-domain features. The whole process is summarized in Figure 1 . 
Frequency-domain feature extraction
Frequency-domain features have been used commonly in earlier studies. As mentioned earlier, the coefficients of the discrete Fourier transform of the acoustic and seismic signals have been utilized as frequency-domain features. We use the same approach. However, instead of using the coefficients directly, we estimate the energy of specific frequency bands. In order to determine these bands, we first model the underlying signal as a sum of sinusoids. We then estimate the energy of the bands centered at these frequencies. We apply the MUSIC algorithm to estimate the spectral component frequencies as this algorithm provides us the spectral component frequencies with an accuracy higher than that of autoregressive spectral estimation techniques and other classical spectral estimation techniques such as the periodograms and correlogram. We assume a signal model as follows: 
where
. . .
and M > K . The MUSIC algorithm uses the eigendecomposition of the covariance matrix to determine the frequency estimates as the locations of the K highest peaks of the function
where v k , k = K + 1, ..., M , are signal eigenvectors corresponding to the smallest eigenvalues of the covariance matrix. This function is called a pseudospectrum since it indicates the presence of sinusoidal components in the studied signal but fails to provide true power spectral density (PSD). Therefore, we use the MUSIC algorithm only to determine frequencies of the component and do not use the pseudospectrum provided by the MUSIC algorithm as a discriminative feature. Instead, we use the Welch algorithm to estimate the spectrum and then calculate the energy of the frequency bands centered at the frequencies determined by the MUSIC algorithm. Since the Welch algorithm decreases the variance of the estimated PSD by allowing an overlap between data segments, we think that it provides more robust features than the Fourier transform, where the frequency and amplitude of the frequency components vary significantly due to measurement noise. This can be easily seen from Figure 2 . The figure on the left shows the magnitude of DFT and the PSD estimated by the Welch algorithm for seismic signals of AAV type vehicles and the one on the right is for DW type vehicles. Although it is presented only for seismic data in this figure, it is also true for acoustic signals that the standard deviation of the Fourier transform is large and varies significantly over the frequency for the training data of the two vehicles being considered in this work. The peaks in the variance occur around the frequencies of the sinusoidal components. Therefore, high variances at these frequencies imply less dependable features. This analysis suggests that the PSD provided by the Welch algorithm is more dependable than the features obtained by DFT.
As a preprocessing step, the direct current (DC) component was removed from the signal. The Hamming window is applied to the blocks of time series data when estimating the spectrum to avoid spectral leakage. Then the signals are normalized by their energy at each window. For the vehicle classification problem, the acoustic signals have significant energy in the interval of 0-250 Hz and the seismic signals have significant energy in the interval of 0-100 Hz as shown in Figure 3 . The rest of the frequencies can be ignored due to very low energy. 
Time-domain feature extraction
Time-domain features that we extract in this work are shape-based and commonly employed for acoustic and seismic signals. Before extracting time-domain features, we remove the DC component from time series data.
We then extract the energy of the signal and the zero crossing density #of Zero Crossing Points #of Total Sample Points [19] for acoustic feature extraction. We also extract the skewness and the kurtosis [20] in addition to energy and zero crossing density for seismic feature extraction. In addition to these features, we extract peak-to-peak value as a feature. Thus, we extract 5 features for acoustic signals and 5 features for seismic signals. Thus, we use a total of 10 time-domain features.
Classification
We designed a two-class classifier to distinguish AAV and DW type vehicles. As shown in Table 1 , earlier works used kNN, ANN, SRC, and ESN methods to classify the vehicles in the SITEX02 dataset. In this study, we used a multilayer perceptron (MLP) and stochastic gradient descent (SGD) with cosine annealing learning rate [21] .
Our classifier has an adaptive learning algorithm and minimum error-restart procedure and gives the best validation performance. It also has an adjustable exponential linear unit (ELU) activation function for hidden layers and adjustable hyperbolic tangent activation function for output layers. Choosing an appropriate activation function is an important problem for neural networks due to the vanishing gradient problem. We used a hyperbolic tangent for the output layer, but it was not used for hidden layers due to the vanishing gradient problem. ELU [22] is one of the best solutions for the vanishing gradient problem in the literature.
Initial weights are another problem because of the speed of convergence. If the initial weights are not chosen wisely, the MLP converges in a long period. Instead of assigning random numbers from uniform distribution, we assigned weights from a normal distribution with zero mean and a standard deviation based on the number of nodes [23, 24] .
Another problem is choosing the right learning rate. We used the SGD with warm restarts [21] , which uses cosine annealing with iterations of epochs. This method prevents sticking in the local minimum and random initialization point problems.
We used the classification performance on the validation set to determine the best result and hold the best until a better result is obtained. We used boosting and bagging to verify the result.
Results and discussion
We used the publicly available SITEX02 dataset in our experiments. The dataset contains acoustic and seismic signals from AAV and DW types of armored vehicles. We used the collections labeled as AAV3, AAV6, and AAV9 and DW3, DW6, DW9, and DW12 from the SITEX02 dataset and excluded no vehicle states using the constant false alarm rate (CFAR) detection algorithm [11] , which extracts the actual event from the raw data.
We used 70% of the available data for training, 15% of the data for validation, and the rest for the test. We report the performance on the test set and use the true positive ratio (TPR) and false positive ratio (TPR) as performance criteria. The true positive ratio is calculated by T P T P +F N , where TP is the number of true positives and FN is the number of false negatives. The false positive ratio is calculated by F P F P +T N , where FP is the number of false positives and TN is the number of true negatives. We performed 10 trials for each pair of different sensor modalities and domains, and we report the best achieved performance for each case.
We mainly used ANNs as classifiers. However, we also used bagging and gentle boosting methods to verify the results that we obtained using the ANN classifier. Each sensor modality and feature domain combinations are tested to see the contribution of each feature type and sensor modality. Test details are given in this section and the comparisons to earlier works are given in the next section.
Performance of seismic sensors
Most of the earlier works report the classification performance only on acoustic modality. Duarte et al. [11] and Mazarakis et al. [12] are the only authors who reported the classification performance on the seismic modality for the SITEX02 dataset. When used individually, seismic sensors provide a poor classification performance of 64% at about 50% false alarm rate. One of our main contributions in this paper is to investigate the reason behind this poor performance and to provide a solution based on this analysis.
Duarte et al. [11] used the frequency spectrum of the seismic signals of the event. The DFT of these signals was calculated and the first 50 points, containing frequency information of up to 484 Hz, were used to classify the vehicles. Our investigation on different road types shows that seismic signals have distinct characteristics on different media. Figure 4 depicts the spectral densities of the signals for two types of vehicles on asphalt and gravel roads. As can be seen from the figure clearly, the seismic signal has higher energy at low frequencies for asphalt roads and higher energy at high frequencies for gravel roads. Another important observation is that the spectral density of AAVs on asphalt roads is very similar to that of DWs on gravel roads in contrast to the dissimilarity of them on gravel roads. This indicates that classifying these two type of vehicles on asphalt roads is more difficult. This analysis suggests that building a classifier for each type of road can yield an improvement in the classification performance. We trained one classifier for asphalt roads and another classifier for gravel roads.
The results are presented in Table 2 . The classifier trained using gravel roads provides 88.7% classification performance at 11.4% false alarm rate. The performance on asphalt roads is slightly lower and drops to 85.5%.
The classifier trained for the unified dataset, which includes both asphalt and gravel roads, has 85.5%. Since this approach increases the classification performance on certain types of roads, it may be worth training a separate classifier for each road type. This is clearly the case for the gravel road for this dataset.
Even a single classifier trained for all road types gives much higher classification performance than the earlier studies. For seismic data, we used the total energy in certain frequency bands as we discussed in Section 2.1. The features obtained in our approach are different than the frequency features in [11] . One difference is the number of features and the other is the variance of the features. We used only 5 features obtained by the spectral energy in certain frequency bands centered at those frequencies provided by the MUSIC algorithm. The spectral energy is calculated using the Welch algorithm. The Welch algorithm provides smoother spectral information than the Fourier transform. Therefore, the features obtained by the Welch algorithm have lower variance for the same class. This, in combination with the advantage provided by the MUSIC algorithm, which is to determine the major frequency contents precisely, results in a higher classification rate. 
Fusion results
In this section, we not only analyze the effect of fusing frequency-domain and time-domain features; we also analyze fusing acoustic and seismic modalities. For each case, the features were extracted as described in Section 2.1. We then report the fusion results to see if there is a positive interaction or synergy between acoustic and seismic modalities and frequency-domain and time-domain features.
The MUSIC algorithm generates a pseudospectrum with seven peaks for the acoustic training data and five peaks for the seismic training data. The rest of the peaks are too weak to recognize. The energies of the bands with a width of 8 Hz and centered at these frequencies were used as frequency-domain features. We used three classifiers to test the quality of the features and we report the results of only one of them in this section. In the next section, we also provide the performances of the other two classifiers. For the MLP, we used two hidden layers with 3 and 2 nodes. Number of nodes was kept small in order to avoid over learning and to take advantage of the generalization properties of MLPs. As the hidden layer activation function, ELU [22] was used. The activation function of the output layer was chosen to be tangent hyperbolic. Training was performed on the training dataset and ended when the performance started to decrease on the validation set. The classification performance is given for all cases in Table 3 .
The effect of sensor fusion and using the time and frequency-domain features can be seen in Table 3 . The time-domain features are especially useful when only seismic sensors are employed. Frequency-domain features are able to classify AAV type vehicles at a rate of 82.4%. Fusing them with the time-domain features causes 7% improvement. The frequency-domain features for the acoustic sensor achieve a TPR of 95.9% at 3.9% FPR. An improvement of 1.4% is achieved in both TPR and FPR when they are fused with frequency-domain features of seismic data. If only acoustic modality is used, the best performance becomes 96.2% for TPR and 3.8% for FPR when frequency and time-domain features are fused. The best overall performance is 98.6% TPR and 1.4% FPR and it is achieved by fusing both acoustic-seismic modalities and frequency and time-domain features. This shows that using only acoustic sensors may be a good choice for some cases. However, for cases where a low FPR is important, using the two modalities becomes a necessity.
Comparison with previous works
In the last two decades, several methods were proposed to classify vehicles in distributed networks. As mentioned earlier, these methods are based on either time-domain or frequency-domain features and most of them use only acoustic modality. In this section, we compare our results with the ones report on the SITEX02 dataset. Table  4 shows the performance for seismic modality and Table 5 shows the performance for fusion of acoustic and seismic modalities for the methods given in Table 1 . The proposed method in this work achieves a significant performance improvement by the proposed features. The improvement in TPR is about 10%. Ntalampiras [18] recently achieved 96.3% TPR using acoustic modality for 50 features. We achieve about the same performance using only acoustic data. However, we use only 12 features. On the other hand, by fusing both modalities and fusing time and frequency-domain features, the proposed method in this work improves the overall performance by 2% against the best performance in earlier works and reduces FPR to a low figure of 1.4%. True positive ratio % False positive ratio % AAV DW Overall AAV DW Overall Duarte et al. [11] 85.9 81.8 83.6 3.0 10.7 6.9 Mazarakis et al. [12] 100.0 77.0 88.5 ---Kornaropoulos et al. [13] 94.3 88.9 91.6 11.1 5.7 8.4 Wang et al. [15] 100.0 90.0 95.0 ---Ntalampiras [18] 95 
Conclusion
In this work, we propose a framework for vehicle classification in a wireless sensor network setting. The proposed approach reduces the frequency domain features efficiently while still achieving a high classification rate. Specifically, we use the MUSIC algorithm to determine the major frequency components and then apply the Welch algorithm to estimate the PSD with a low variance. We investigated the performance of seismic sensors and showed that the classification performance varies with the type of roads due to the distinct spectral characteristics of the medium. We also conducted an extensive analysis for the contribution of time-domain and frequency-domain features on the performance of vehicle classification problems. We showed that when fused with frequency-domain features, time-domain features improve the classification performance and reduce false positive rates, especially for seismic signals, and have insignificant effects on acoustic signals. The effects of fusing different sensor modalities on reducing the false alarm rate and increasing the classification rate are thoroughly analyzed. The proposed approach achieved a performance of 98.6% for TPR and 1.4% for FPR when both acoustic-seismic modalities and frequency and time-domain features were fused. This performance was obtained by using only 23 features.
