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POTENTIAL THEORY FOR DRIFT DIFFUSION
EQUATIONS WITH CRITICAL DIFFUSION AND
APPLICATIONS TO THE DISSIPATIVE SQG EQUATION
QUOC-HUNG NGUYEN AND YANNICK SIRE
Abstract. The purpose of this paper is to prove new regularity results
for drift diffusion equations under minimal assumptions on the diver-
gence free drift term. These results are presented as potential estimates
and these estimates do not on the drift, allowing for applications to the
dissipative SQG equation. We deal with quite general equations with
non-homogeneous right hand sides.
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1. Introduction
The goal of this paper is to derive new regularity estimates for drift diffu-
sion equations with a critical dissipative term in Rd. Our goal is actually to
derive finer estimates by means of Parabolic Riesz potentials independent
of the vector-field in the drift term, except via its a priori regularity (see
[Kis10] for a survey and references therein). This allows us to obtain new
estimates for the critical dissipative SQG equation. Such equations has been
introduced in [CMT94] as a toy model for the regularity of Navier-Stokes
and several seminal works in the last years have led to major breakthrough
on this topic [CV10, KNV07, KN09].
Let d ≥ 2 and consider the following drift-diffusion equation in Rd
∂tu+ b · ∇u+ (−∆)1/2u = f in R× Rd,(1.1)
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for a given divergence free vector field b and a datum f ∈ M(Rd+1), the
set of Radon measures on Rd+1. The operator (−∆)1/2 stands for the half-
laplacian of symbol |ξ|, alternatively given by the integral formula
(−∆)1/2u(x) = P.V.
ˆ
Rd
u(x)− u(x+ h)
|h|d+1 dh.
To introduce our results, we first define the following Parabolic Riesz
potentials: let µ ∈ M(Rd+1), be a locally finite Radon measure and consider
Qρ(x, t) = Bρ(x) × (t − ρ, t), a parabolic cylinder. Then we denote Prs[µ]
the parabolic Riesz potential of µ defined by
Prs[µ](x, t) =
ˆ r
0
|µ|(Qρ(x, t))
ρd+1−s
dρ
ρ
.
One could consider two natural generalizations of (1.1). A first one would
be
∂tu+ b · ∇u+ (−∆)αu = f in R×Rd,(1.2)
where α ∈ (0, 1) and one has
(−∆)αu(x) = P.V.
ˆ
Rd
u(x)− u(x+ h)
|h|d+2α dh.
In view of the scaling, one gets a sub-critical problem if α > 1/2 and a
supercritical for α < 1/2. Very little is known on the super-critical problem
when the drift b is considered in this generality. See e.g. [CW99].
A second generalization would be to consider any integral operator Lu in
place (−∆)1/2u of the form
Lu(x) = P.V.
ˆ
Rd
(
u(x)− u(x+ h)
)
K(h) dh,
where one has the bounds for c, C > 0
c
|h|d+1 ≤ K(h) ≤
C
|h|d+1 .
In this case, because of our proof, the potential estimates of Theorem 1.3
hold using the same argument. The whole point would be to prove an
analogue of Theorem 1.2. We plan to address this problem in a future work.
One can find in the literature (see e.g. [CI16] ) a version of the critical
dissipative SQG equation in a bounded domain with homogeneous Dirichlet
conditions where the previously defined operator (−∆)1/2 is replaced by
(−∆)1/2D . The latter is defined spectrally in the following way: let {ϕk}∞k=1
denote an orthonormal basis of L2(Ω) consisting of eigenfunctions of −∆
in Ω with homogeneous Dirichlet boundary conditions, associated to the
eigenvalues {µk}∞k=1. Namely, 0 < µ1 < µ2 ≤ µ3 ≤ · · · ≤ µk → +∞,´
B1
ϕjϕk dx = δj,k and { −∆ϕk = µkϕk in Ω
ϕk = 0 on ∂Ω.
3The operator (−∆)
1
2
D is defined for any u ∈ C∞c (Ω) by
(−∆)
1
2
Du =
∞∑
k=1
µ
1
2
k ukϕk,(1.3)
where
u =
∞∑
k=1
ukϕk, and uk =
ˆ
Ω
uϕk dx.
This operator can be extended by density for u in the Hilbert space H =
H
1/2
00 (Ω), the Lions-Magenes space (see [CT10]). In this case, the drift-
diffusion equation writes
∂tu+ b · ∇u+ (−∆)1/2D u = f in R× Ω.(1.4)
Definition 1. Let f ∈ Lq(Rn+1) for some q > 1. A function u ∈ L1loc((0,∞)×
R
d) is a (very ) weak solution to (1.1) if for all test function ϕ ∈ C∞0 ((0,∞)×
R
d) with
− ϕt − b.∇ϕ+ (−∆)1/2ϕ ∈ L∞,(1.5)
we have ˆ ∞
0
ˆ
Rd
u
[
−ϕt − b.∇ϕ+ (−∆)
1
2ϕ
]
=
ˆ ∞
0
ˆ
Rd
ϕf.(1.6)
We will be considering depending on the statement a more natural (energy-
type) notion of solutions, which are given by a standard Galerkin method,
providing a (weak) solution u ∈ L∞(R;L2(Rd)) ∩ L2(R;H1/2(Rd)).
Definition 2. We define the contribution at infinity of a function v ∈
L1loc(R
d+1) by
Tail(v, x, t, r) = inf
λ∈R
ˆ t
t−r
ˆ
|x−y|>r
|v(y, s)− λ|
|x− y|d+1 dy ds.
Main results. Our first result describes a Ho¨lder estimate for (1.1) under
minimal assumptions on b and f . In the following we always assume that
b is divergence free almost-everywhere in time t ∈ R.
Theorem 1.1. Let b : R× Rd → Rd be such that
sup
(x,t)∈Rd+1
|
 
B1(x)
b(y, t)dy| ≤M1 <∞, ‖b‖L∞(R;BMO(Rd)) ≤M2 <∞.
for some M1,M2 ≥ 1. Let f ∈ (L1∩Lq)(Rd+1) for q > d+1. Assume that u
is a very weak solution to (1.1) satisfying additionnally u ∈ L∞(R;L2(Rd))∩
L2(R;H1/2(Rd)). Then
(1.7) sup
t,x
||u||Cα(Q
δ0/M
2
1
(x,t)) + ||u||L∞t,x .M2 ||f ||L1t,x + ||f ||Lqt,x ,
1
for some α ∈ (0, q−d−1q ) and δ0 only depending on M2, q, d.
1We denote by Lpt,x the space L
p
t,x(R×R
d) for 1 ≤ p ≤ ∞ and Qr(x, t) = (−r+ t, t)×
Br(x). We use the expression A .C B to mean that there exists a universal constant C
depending only on c such that A ≤ CB.
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We now derive finer estimates, by means of parabolic potentials.
Theorem 1.2. Let ω be a bounded Radon measure in Rd+1 and σ ∈ BV (Rd).
Assume that f = ω(x, t) + δt=0 ⊗ σ(x) and
‖b‖L∞ ≤M3 <∞.
Let α ∈ (0, 1) be as in Theorem 1.1 and q0 = 1 + 1100d . The following
pointwise estimate holds
(1.8)
|u(x, t)| .M3
( 
Q2r(x,t)
|u|q0
)1/q0
+Pr1[ω](x, t)+P
r
2[δt=0⊗|∇σ|](x, t)+Tail(u, x, t, r).
Furthermore, for any β ∈ (0, α) and |x1 − x2|+ |t1 − t2| < r/2
|u(x1, t1)− u(x2, t1)|
(|x1 − x2|+ |t1 − t2|)β
.M3 r
−β
( ∑
i=1,2
( 
Qr(xi,ti)
|u|q0
)1/q0(1.9)
+Pr1−β[ω](xi, ti) +P
r
2−β [δt=0 ⊗ |∇σ|](xi, ti) + Tail(u, xi, ti, r)
)
.
Theorem 1.3. Assume that
sup
(x,t)∈Rd+1
|
 
B1(x)
b(y, t)dy| ≤M1 <∞, ||b||L∞(R;BMO(Rd)) ≤M2 <∞,
for some M1,M2 ≥ 1. Let α ∈ (0, 1) be as in Theorem 1.1 with q = 2d and
q0 = 1 +
1
100d . The following pointwise estimate holds for any 0 < r ≤ 10−2
|u(x, t)| .M1,M2 | log(r)|
3d
q0
( 
Qr(x,t)
|u|q0
)1/q0
+
ˆ r
0
|ω|(Qr(x, t))
rd| log(r)|−3(d+1)
dr
r
(1.10)
+
ˆ r
0
|δt=0 ⊗∇σ|(Qr(x, t))
rd| log(r)|−3(d+1)
dr
r
+ Tail(u, x, t, r).
Furthermore, for any β ∈ (0, α) and |x1 − x2|+ |t1 − t2| < r/2 ≤ 10−2/2,
|u(x1, t1)− u(x2, t1)|
(|x1 − x2|+ |t1 − t2|)β
.M1,M2
( ∑
i=1,2
r−β| log(r)|β1
( 
Qr(xi,ti)
|u|q0
)1/q0(1.11)
+
ˆ r0
0
| log(r)|β2 |ω|(Qr(xi, ti))
rd+β
dr
r
+
ˆ r0
0
| log(r)|β2 |δt=0 ⊗∇σ|(Qr(xi, ti))
rd−1+β
dr
r
(1.12)
+ r−β| log(r)|
3d
q0 Tail(u, xi, ti, r)
)
,
where β1 =
3α
α−β (β +
d
q0
) + 3dq0 and β2 =
3α(d+1+β)
α−β +
3d
q0
.
The previous theorems allow us to get results for the SQG equation,
namely
∂tu+Ku · ∇u+ (−∆)1/2u = f in R× Rd,(1.13)
5where K is a vectorial Calderon-Zydmund operator such that div u = 0. In
the case d = 2, one has Ku = ∇⊥(−∆)−1/2u a rotation of the vectorial Riesz
transform.
Corollary 1.1. Let u be a weak solution of (1.13) with f ∈ M(Rd+1).
i: If f ∈ L1 ∩ Lq(Rd+1) for q > d+ 1, then u is Ho¨lder continuous in
space and time
ii: If f(t, x) = ω(t, x) + δt=0 ⊗ σ(x) for ω ∈ Lq, q > d + 1 and σ ∈
L∞ ∩BV (Rd) satisfying
sup
x,t
ˆ 1
0
|δt=0 ⊗∇σ|(Qr(x, t))
rd−1+β0
dr
r
<∞,
for some β0 > 0, then u is also Ho¨lder continuous in space and time.
Proof. For (1.13), one has that b = ∇⊥(−∆)1/2u. Since b is divergence free,
Proposition 2.1 gives that u(t) ∈ L∞(Rd); hence by Calderon-Zygmund
estimate one has b ∈ L∞t BMOx. Applying Theorem (1.3) gives actually
that u is Cα. The proof is complete. 
Space-time integrability. In the following, we mention some consequences
of the potential estimates. Indeed, it is well-known (see e.g. [DM11] and
the references therein) that potential estimates lead to space-time estimates
for solutions, using the mapping properties of the Riesz Parabolic potentials
in Lorentz/Marcinkiewicz spaces for the solutions. The lemma below pro-
vides the general estimates. It is classical but we provide a proof for sake of
completeness.
Lemma 1.1. The following weak estimate holds for any positive Radon
measure µ
Ld+1 ({(x, t) : Pa[µ](x, t) > λ}) ≤ C
λ
d+1
d+1−a
ˆ
Rd+1
dµ, ∀ λ > 0,(1.14)
and
||Pa[µ]||
L
p(d+1)
d+1−pa (Rd+1)
≤ C||µ||Lp(Rd+1) ∀1 < p <
d+ 1
a
.(1.15)
Proof. Define the maximal function Mµ(x, t) := supr>0
ffl
Qr(x,t)
dµ. Stan-
dard estimates give
||M ||Mb→w−L1 + ||M ||Lq→Lq ≤ C(d, α, q) ∀q > 1.(1.16)
It is not hard to check ( see [Ngu14]) that
Pa[µ](x, t) ≤ C|ω|(Rd+1)
a
d+1 (Mµ(x, t))
d+1−a
d+1 ,
and
Pa[µ](x, t) ≤ C||µ||
ap
d+1
Lp(Rd+1)
(Mµ(x, t))
d+1−ap
d+1 .
Combining these with (1.16) yields (1.14) and (1.15). The proof is complete.

A direct application of this lemma along the lines of [DM11] gives straight-
forward results in ”weak” spaces.
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2. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 following the approach
by Caffarelli and Vasseur [CV10].
Proposition 2.1. Under the assumptions of Theorem 1.1, there exists a
unique weak solution of (1.1) such that
(2.1) sup
t∈R
ˆ
Rd
u(t)2dx+
ˆ
Rd+1
|(−∆)1/4u|2dxdt . ||f ||2
L
2(d+1)
d+2
,
(2.2) ||u||
L
d+1
d
,∞ . ||f ||L1 ,
(2.3) ||u||L∞(Rd+1) .d,q ||f ||
2(q−d−1)
2(q−d−1)+qd
L
2(d+1)
d+2 (Rd+1)
||f ||
qd
2(q−d−1)+qd
Lq(Rd+1)
.
Proof. A standard argument ensures existence and uniqueness of weak solu-
tions for (1.1) satisfying (2.1). As proof of Lemma 3.1 in Section 3, we have
(2.2). To prove (2.3), we only need to show that
(2.4) ||u||L∞([1,∞)×Rd) ≤ C,
with ||f ||
L
2(d+1)
d+2 (Rd+1)
+ ||f ||Lq(Rd+1) ≤ 1.
For this purpose we use a De Giorgi iteration. Set Tk = 1 − 2−k and
λk = λ(1− 2−k), uk = (u− λk)+ and the level set of energy:
Uk = sup
t≥Tk
ˆ
Rd
uk(t)
2dx+
ˆ ∞
Tk
ˆ
Rd
|(−∆)1/4uk|2dxdt
We have
Uk ≤ 2
ˆ
Rd
uk(s)
2dx+ 2
ˆ ∞
Tk−1
ˆ
Rd
uk|f |dxdt.
Taking the mean valus in s on [Tk−1, Tk] we find,
Uk ≤ 2k+1||uk||2L2([Tk−1,∞)×Rd) + 2||uk||Lq′ ([Tk−1,∞)×Rd)||f ||Lq(Rd+1),
where q′ = qq−1 <
d+1
d .
It is not hard to check (see [CV10]) that
||uk||2L2([Tk−1,∞)×Rd) ≤
(
2k
λ
) 2
d
||uk−1||
2(d+1)
d
L
2(d+1)
d ([Tk−1,∞)×Rd)
,
||uk||Lq′ ([Tk−1,∞)×Rd) ≤
(
2k
λ
) 2(d+1)
dq′ −1
||uk−1||
2(d+1)
dq′
L
2(d+1)
d ([Tk−1,∞)×Rd)
,
||uk−1||
L
2(d+1)
d ([Tk−1,∞)×Rd)
≤ CU1/2k−1.
Then, we get
Uk ≤ C 2
k(1+2/d)
λ2/d
U
d+1
d
k−1 + C
(
2k
λ
)2(d+1)
dq′ −1
U
d+1
dq′
k−1 ∀ k ≥ 1.
7Thanks to (2.1), one has U0 ≤ C. Since d+1d and d+1dq′ > 1, so for λ > 1
large enough, we get lim
k→∞
Uk = 0. This means u ≤ λ almost everywhere in
[1,∞) × Rd , similarly, we also obtain u ≥ −λ. So, we get (2.4). The proof
is complete. 
2.1. Local energy inequality. A technical tool, now wildly used in the
present framework, is the harmonic extension of an H˙1/2(Rd) function. If
u is such a function on Rd, we denote by u⋆ its extension to the half-space
R
d+1
+ .
Proposition 2.2. Let t1, t2 be such that t1 < t2 and denote B
∗
r = Br×[0, r).
Let u ∈ L∞(t1, t2;L2(Rd)) with (−∆)1/2u ∈ L2((t1, t2) × Rd) be a weak
solution of (1.1). For every t1 ≤ t ≤ t2 and cut-off function ϕ such that the
restrction of η[u⋆]+ on B
⋆
2 is compactly supported in B2 × (−2, 2), it holds
ˆ
B2
η2[u]2+(t2)dx+
ˆ t2
t1
ˆ
B⋆2
|∇ (η[u⋆]+) |2dxdzdt
(2.5)
.
ˆ
B2
η2[u]2+(t1)dx+
ˆ t2
t1
ˆ
B⋆2
|∇η|2[u⋆]2+dxdzdt
+ ||b||2L∞(t1,t2;L2d(B2))
ˆ t2
t1
ˆ
Rd
|∇η|2[u]2+dxds+
ˆ t2
t1
ˆ
B2
η2[u]+|g|dxds.
Proof. We have for every t1 < t < t2:
0 =
ˆ
B⋆2
η2[u⋆]+∆u
⋆ = −
ˆ
B⋆2
∇ (η2[u⋆]+)∇u⋆ +
ˆ
B2
η2[u]+(−∆)1/2u
= −
ˆ
B⋆2
|∇ (η[u⋆]+) |2 +
ˆ
B⋆2
|∇η|2[u⋆]2+ +
ˆ
B2
η2[u]+(−∆)1/2u.
Using η2[u⋆]+ as test function in (1.1), one has
d
dt
ˆ
B2
η2
[u]2+
2
dx−
ˆ
B2
∇η2.b [u]
2
+
2
dx+
ˆ
B2
η2[u]+(−∆)1/2u =
ˆ
B2
η2[u]+f.
This impliesˆ
B2
η2
[u]2+(t2)
2
dx+
ˆ t2
t1
ˆ
B⋆2
|∇ (η[u⋆]+) |2dxdzdt =
ˆ
B2
η2
[u]2+(t1)
2
dx+
ˆ t2
t1
ˆ
B⋆2
|∇η|2[u⋆]2+dxdzdt
+
ˆ t2
t1
ˆ
B2
∇η2.b [u]
2
+
2
dxdt+
ˆ t2
t1
ˆ
B2
η2[u]+fdxdt.
By Sobolev inequality,
||η[u]+||2
L
2d
d−1 (B2)
≤ C||1B2η[u]+||2H1/2(Rd) = C
ˆ ∞
0
|∇ (1B2η[u]+)∗ |2dxdz
≤ C
ˆ ∞
0
|∇ (1B⋆2 η[u⋆]+) |2dxdz = C
ˆ
B⋆2
|∇ (η[u⋆]+) |2dxdz.
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Thus, using Holder’s inequality we get∣∣∣∣
ˆ t2
t1
ˆ
B2
∇η2.b [u]
2
+
2
dxdt
∣∣∣∣ ≤ ε
ˆ t2
t1
||η[u]+||2
L
2d
d−1
dt+
Cε||b||2L∞(t1,t2;L2d(B2))
ˆ t2
t1
ˆ
Rd
|∇η|2[u]2+dxds,
which implies (2.5). 
The following lemma describes the oscillation reduction.
Lemma 2.1. Let q > d+ 1. Assume that
||b||L∞(t1,t2;L2d(B2)) ≤M0.(2.6)
There exists ε0 > 0 (depending only on d, M0) and λ > 0 (depending only
on d) such that for every u solution to (1.1), there holds
if
u⋆ ≤ 2 in [−4, 0] ×B⋆4 ,
and ˆ 0
−4
ˆ
B⋆4
(u⋆)2+dxdzds +
ˆ 0
−4
ˆ
B4
(u)2+dxds+ ||f ||2Lq([−4,0]×B4) ≤ ε0,(2.7)
then:
(u)+ ≤ 2− λ on [−1, 0] ×B1.(2.8)
Proof. We follow proof of [CV10, Lemma 6]. First, let E1 be solution of
∆E1 = 0 in B
⋆
4 , E1 = 2 in ∂B
⋆
4\{z = 0}, and E1 = 0 in ∂B⋆4 ∩ {z = 0}. Let
E2 be solution of ∆E2(s, z) = 0 in [0,∞) × [0, 1], E2(0, z) = 2 in [0, 1], and
E2(s, 0) = E2(s, 1) = 0 in (0,∞). There exists λ ∈ (0, 1/2) and c1 > 0 such
that
E1(x, z) ≤ 2− 4λ in B⋆2 ,(2.9)
|E2(s, z)| ≤ c1e−s/2 in [0,∞)× [0, 1].(2.10)
We set uk = (u − Ck)+, u⋆k = (u⋆ − Ck)+, with Ck = 2 − λ(1 + 2−k).
Let ηk be a cut off function in x only such that: 1B
1+2−k−1/2
≤ ηk ≤
1B
1+2−k and |∇ηk| ≤ C2k. We denote
Ak =
ˆ 0
−1−2−k
ˆ δk
0
ˆ
Rd
|∇(ηku⋆k)|2dxdzdt+ sup
t∈[−1−2k,0]
ˆ
Rd
(ηkuk)
2dx.
As in the proof of [CV10, Lemma 7], there exist 0 < δ < 1 and M > 1 such
that for every k ≥ 2d:
2dc1e
− 2
−k
4(
√
2+1)δk ≤ λ2−k−2, M
−k/2
δ
d(k+1)
2
||P ||L2(Rd) ≤ λ2−k−2, M−k ≥ ck2M−
d+1
dq′ (k−3).
where q′ = qq−1 <
d+1
d and we denote by P the Poisson kernel, which satisfies
P (1)(x) = P (x, 1) for any x ∈ Rd and c2 will be chosen in later.
We want to prove that for every k ≥ 0:
(2.11) Ak ≤M−k,
9(2.12) ηku
⋆
k = 0 for δ
k ≤ z ≤ min{2, δk−1}.
We use that energy inequality (2.5) with cut-off function ηk(x)ψ(z) where
ψ is a fixed cut-off function in z only. It follows from (2.5) that for any
t1 ∈ [−4,−2]
Ak ≤ sup
t2∈[−1−2−k,0]
(ˆ
B2
(ηkψ)
2[u]2+(t2)dx+
ˆ t2
t1
ˆ
B⋆2
|∇ (ηkψ[u⋆]+) |2dxdzdt
)
≤
ˆ
B2
(ηkψ)
2[u]2+(t1)dx+ C
ˆ 0
−4
ˆ
B⋆2
|∇(ηkψ)|2[u⋆]2+dxdzdt
+ CM0
ˆ 0
−4
ˆ
Rd
|∇(ηkψ)|2[u]2+dxds + C
(ˆ 0
−4
ˆ
B2
η2k[u]
2
+dxds
)1/2
||f ||L2([−4,0]×B4).
Thus, using the fact that |∇ηk| ≤ C224d for 0 ≤ k ≤ 12d, we get
Ak ≤ C(1 +M0)224dε0.
Choosing ε0 ∈ (0, 1/100) such that C(1 +M0)224dε0 ≤ M−12d, this gives
that (2.11) is verified for 0 ≤ k ≤ 12d. Moreover, following the proof of
[CV10, Lemma 6] we also obtain (2.12) at k = 0 for ε0 > 0 small enough.
Now assume that (2.11) and (2.12) are true for any k ≤ m. We will prove
that (2.11) and (2.12) are true at k = m + 1. As in the proof of [CV10,
Lemma 6] , we have that (2.12) is true k = m + 1. Thus, it is enough to
show that
Am ≤ cm2 (A
d+1
d
m−2 +A
d+1
dq′
m−2).(2.13)
Indeed, repeating proof of [CV10, (15) in Lemma 6] we have
Am+1 ≤ C2
2(m+1)(1+1/d)
λ2/d
A
1+ 1
d
m−2 + C
ˆ 0
1−2−m−1
ˆ
Rd
η2mum+1|f |dxds,
||ηm−1um||2
L
2(d+1)
d
≤ CAm−2.
Using Holder’s inequality
ˆ 0
1−2−m−1
ˆ
Rd
η2mum+1|f |dxds ≤ ||f ||Lq([−4,0]×B4)
(ˆ 0
1−2−m−1
ˆ
Rd
(ηmum+1)
q′ dxds
) 1
q′
≤ Cε1/20
(
2m+1
λ
) 2(d+1)
dq′ −1
A
d+1
dq′
m−2,
we have used the fact that (ηmum+1)
q′ ≤ C
(
2m+1
λ
) 2(d+1)
d
−q′
(ηm−1um)
2(d+1)
d .
Therefore, we get (2.13) for some c2 > 0. 
In the following, we denote Qr = Br × [−r, 0] and Q⋆ = B⋆r × [−r, 0]. As
in [CV10, Lemma 8], we also have
Lemma 2.2. Let q > d+ 1. Let
||b||L∞(t1,t2;L2d(B2)) ≤M0.(2.14)
Assume that u⋆ ≤ 2 in Q⋆4 and
Ld+2 ({(x, z, t) ∈ Q⋆4 : u⋆(x, z, t) ≤ 0}) ≥ Ld+2 (Q⋆4) /2.
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for every ε1 > 0, there exists ε0 = ε0(d,M0) > 0 and δ1 = δ1(d,M0, ε1) such
that if ||f ||2Lq([−4,0]×B4) ≤ ε0 and
Ld+2 ({(x, z, t) ∈ Q⋆4 : 0 < u⋆(x, s, t) < 1}) ≤ δ1
then
(2.15)
ˆ
Q1
(u− 1)2+dxdt+
ˆ
Q⋆1
(u⋆ − 1)2+dxdzdt ≤ C(d,M0)
√
ε1
The previous two lemmas give the usual dichotomy.
Theorem 2.1. Let q > d+ 1. Let
||b||L∞(t1,t2;L2d(B2)) ≤M0.(2.16)
There exist λ⋆ = λ⋆(d,M0) > 0 and ε0 = ε0(d,M0) such that for every weak
solution u of (1.1) with
||f ||2Lq([−4,0]×B4) ≤ ε0,(2.17)
if
|u⋆| ≤ 2 in Q⋆1,
then
(2.18) oscQ⋆
1/4
u⋆ ≤ 4− λ⋆.
Proof. Let ε0 be as in Lemma 2.1. Then, ε1 > 0 satisfies 4C
√
ε1 = ε0, where
C is the constant in Lemma 2.2. Let δ1 be in Lemma 2.2 associated to ε1.
It is enough to show that if
Ld+2 ({(x, z, t) ∈ Q⋆1 : u⋆(x, z, t) ≤ 0}) ≥ Ld+2(Q⋆1)/2,
then
(2.19) u⋆ ≤ 2− λ⋆/2 in Q⋆1/16.
For every k ∈ N, k ≤ K = [1/δ1 + 1], we define
uk = 2(uk−1 − 1) with u0 = 0.
So, we have uk = 2
k(u − 2) + 2. Note that for every k, uk is a solution of
(1.1) with data 2k f and
Ld+2 ({(x, z, t) ∈ Q⋆1 : u⋆k(x, z, t) ≤ 0}) ≥ Ld+2(Q⋆1)/2.
Assume that for every k ≤ K, Ld+2 ({(x, z, t) ∈ Q⋆1 : 0 < u⋆k(x, z, t) < 1}) ≥
δ1. Then for every k ≤ K
Ld+2 ({Q⋆1 : u⋆k < 0}) = Ld+2
({
Q⋆1 : u
⋆
k−1 < 1
}) ≥ δ1 + Ld+2 ({Q⋆1 : u⋆k−1 < 0})
Thus, Ld+2 ({Q⋆1 : u⋆K < 0}) ≥ 1 and u⋆K ≤ 0 almost everywhere, which
means u⋆ ≤ 2 − 2−K . Otherwise, there exists 0 ≤ k0 ≤ K such that
Ld+2 ({(x, z, t) ∈ Q⋆1 : 0 < u⋆k(x, z, t) < 1}) ≤ δ1. Applying Lemma 2.2 for
uk0+1 with data 2
k0+1f , we get uk0+1 ≤ 2− λ for ε0 small enough. Thus,
u ≤ 2− 2−k0−1λ ≤ 2− 2−Kλ in Q1/8.
Then, as in the proof of [CV10, Propsition 9], we get (2.19). 
11
Proof of Theorem 1.1. It is enough to show that
(2.20) sup
|t1−t2|+|x1−x2|<ρ0
|u(t1, x1)− u(t2, x2)|
(|t1 − t2|+ |x1 − x2|)α ≤ C,
with
||f ||L1(Rd+1) + ||f ||Lq(Rd+1) ≤ ε0.
and ε0 > 0 small enough and ρ0 = 10
−21M−21 and for some δ ∈ (0, 1). By
(2.1) and (2.3), one has
(2.21) sup
t∈R
ˆ
Rd
u(t)2dx+
ˆ
Rd+1
|(−∆)1/4u|2dxdt+ ||u||2L∞(Rd+1) ≤ Cε20
We define
F0(y, s) = u(s/4, (y − x0(s))/4)), f0(y, s) = 1
4
f(s/4, (y − x0(s))/4))
where x0(s) is solution to
x˙0(s) =
1
Ld(B4)
ˆ
B4
b(s/4, (y − x0(s))/4)dy, x0(0) = 0.
We set
u˜⋆0 =
4
supQ⋆4 F
⋆
0 − infQ⋆4 F ⋆0 + 1
(
F ⋆0 −
supQ⋆4 F
⋆
0 + infQ⋆4 F
⋆
0
2
)
,
B0(y, s) = b(s/4, (y − x0(s))/4) − x˙0(s),
and then for every k > 0
Fk(y, s) = Fk−1(σs, σ(y − xk(s))), fk(y, s) = σfk−1(σs, σ(y − xk(s))),
u˜⋆k =
4
supQ⋆4 F
⋆
k − infQ⋆4 F ⋆k + σ
k(q−d−1)
q
(
F ⋆k −
supQ⋆4 F
⋆
k + infQ⋆4 F
⋆
k
2
)
,
with
x˙k(s) =
1
Ld(B4)
ˆ
B4
Bk−1(σs, σ(y − xk(s)))dy, xk(0) = 0,
and
Bk(y, s) = Bk−1(σs, σ(y − xk(s)))− x˙k(s).
Clearly, u˜k(y, s) = u˜
⋆
k(s, y, 0) is solution to
∂tu˜k +Bk.∇u˜k + (−∆)1/2u˜k = 4
supQ⋆4 F
⋆
k − infQ⋆4 F ⋆k + σ
k(q−d−1)
q
fk,
for any (x, t) ∈ (−∞,+∞)× Rd with
u˜⋆k ≤ 2 in Q⋆4,
and
divBk = 0,
ˆ
B4
Bk(y, s)dy = 0, ||Bk||BMO = ||b||BMO ≤M2.
And, for any m ≥ 2,
|
 
B2m
Bkdy| ≤ Cm||Bk||BMO.(2.22)
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We will prove that
(2.23) sup
s∈[0,1]
|x0(s)|+ sup
s∈[0,1]
|x˙0(s)| ≤M1,
and
(2.24) sup
s∈[0,1]
|xk(s)|+ sup
s∈[0,1]
|x˙k(s)| ≤ C(1+M22 )σ−1/4 ∀k ≥ 1, σ ∈ (0, 1/10).
Indeed, since |x˙0(s)| ≤ M1 and x0(0) = 0, one obtains (2.23). By an inter-
polation inequality in[DDN18] and (2.22), one has for any R ≥ 1, p ≥ 2,
k ≥ 1
||Bk||L∞t Lp(BR) ≤ C(p, d)Rd/p log(R+ 1)1/pM2.
This implies for k ≥ 1,
|x˙k(s)| ≤ Cσ−1/4||Bk−1||L∞t L4d(Bσ(−σxk(s))) ≤ Cσ
−1/4||Bk−1||L4d(Bσ(1+|xk(s)|))
≤ Cσ−1/4M2 + C(2 + |xk(s)|)
1
2 | log(σ)|1/(4d)M2.
So, since xk(0) = 0
sup
s∈[0,1]
|xk(s)| ≤ Cσ−1/4M2+C| log(σ)|1/(4d)M2+C sup
s∈[0,1]
|xk(s)|1/2| log(σ)|1/(4d)M2.
Thanks to Holder’s inequality, one gets (2.24).
So, for 0 ≤ s ≤ 1, and y ∈ B4, we have
|σ(y − xk(s))| ≤ σ(4 + C(1 +M22 )σ−1/4) ∀k ≥ 1.
For σ ≤ (C + 10 +M2)−4, then |σ(y − xk(s))| ≤ 10−2 for any k ≥ 1.
Since fk(y, s) =
σk
4 f(
σk
4 s,
σk
4 y −
∑k
m=0 σ
k−mxm(s)/4)
|| 4
supQ⋆4 F
⋆
k − infQ⋆4 F ⋆k + σ
k(q−d−1)
q
fk||Lq(Rd+1) ≤ 4
d+1
q ||f ||Lq(Rd+1) ≤ 4
d+1
q ε0, ∀k ≥ 0.
Thanks to Lemma 2.1, we have
(2.25) oscQ⋆
1/4
u˜⋆k ≤ 4− λ⋆,
for some λ⋆ = λ⋆(d,M2) and ε0 = ε0(d,M2) small enough. This implies,
4
oscQ⋆4 F
⋆
k + σ
k(q−d−1)
q
oscQ⋆
1/4
F ⋆k ≤ 4− λ⋆.
So,
(2.26) oscQ⋆
1/4
F ⋆k ≤ (1− λ⋆/4) oscQ⋆1/4 F
⋆
k−1 + (1− λ⋆/4)σ
k(q−d−1)
q .
Thus,
(2.27)
oscQ⋆
1/4
F ⋆k ≤ (1−λ⋆/4)k oscQ⋆1/4 F
⋆
0+
k∑
m=0
(1−λ⋆/4)mσ(k−m) q−d−1q ≤ C(1−λ⋆/4)k.
Here we have used the fact that
| oscQ⋆
1/4
F ⋆0 | ≤ 2||F ⋆0 ||L∞ ≤ 2||u⋆||L∞ ≤ 2||u||L∞ ≤ C.
13
By(2.23) and (2.24) for s ≤ σ2k and σ ≤ (C + 10 +M2)−4,
|
k∑
m=0
σk−mxm(s)/4| ≤ σ2kM1+C(1+M22 )σ2k−1/4
k∑
m=1
σk−m ≤ ( 1
100
+σkM1)σ
k.
It follows from (2.27) and F ⋆k (y, s) = u(
σk
4 s,
σk
4 y−
∑k
m=0 σ
k−mxm(s)/4) that
for σ = (C + 10 +M2)
−4
(2.28) osc[−σ2k ,0]×B⋆
σ2k
u⋆ ≤ C(1− λ⋆/2)k = Cσ
| log(1−λ⋆/2)|
| log(σ)| κ
for any k ≥ k0 := log(100M1+2)| log(σ)| . This gives
sup
|t1−t2|+|x1−x2|<ρ0
|u(t1, x1)− u(t2, x2)|
(|t1 − t2|+ |x1 − x2|)
| log(1−λ⋆/2)|
2| log(σ)|
≤ C
with ρ0 = 10
−21M−21 . Hence (2.20) follows and the proof is complete. 
3. Proof of Theorem 1.2
We now come to the potential estimates. Following the approach in
[DM11], we first derive a comparison estimate. Notice that here we do
not use the fact that the half-laplacian is the Dirichlet-to-Neumann opera-
tor of the harmonic extension of a given function. In particular, once one
has Ho¨lder regularity of the solution u translated into decay estimates, the
following results work for any integral operator as already mentioned in the
introduction.
We first start out with a comparison estimate. Consider u a weak solution
of (1.1) and let w be a solution of
(3.1)


wt(x, t) + b(x, t).∇w(x, t) + (−∆) 12w(x, t) = 0 in Q1,
w(−1, x) = u(−1, x) ∀ x ∈ Rd,
w(x, t) = u(x, t) ∀ x ∈ B1(0)c, t ∈ (−1, 0).
We will rely on the explicit integral expression of the square root of the
laplacian, namely
´
Rd
w(x,t)−w(y,t)
|x−y|d+1
dy.
Lemma 3.1. Let w be a solution to (3.1) with u = u. There holds,
(3.2)
( 
Q1
|u− w|p
)1/p
≤ C
 
Q1
|f |,
for any p < d+1d .
Proof. Set v = u− w. One hasˆ t
−1
ˆ
B1
φ(x, s)∂sv(x, s)dxds +
ˆ t
−1
ˆ
B1
b(x, s).∇v(x, s)φ(x, s)dxds
+
ˆ t
−1
ˆ
Rd
ˆ
Rd
(v(x, s) − v(y, s))(φ(x, s) − φ(y, s))
|x− y|d+1 dxdy
=
ˆ t
−1
ˆ
B1(0)
f(x, s)φ(x, s)dxds.(3.3)
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for any t ∈ (−1, 0). By approximation, we can take φ = Tk(v) = min{|v|, k}sign(v)
and get
sup
−1<t<0
ˆ
Rd
T k(v(x, t))dx +
ˆ 0
−1
ˆ
Rd
|Tk(v(x, s)) − Tk(v(y, s))|2
|x− y|d+1 ≤ 2k
ˆ
Q1
|f |,
(3.4)
where T k(ρ) =
´ ρ
0 Tk(ρ
′)dρ′, here we have used the fact that v(−1, x) = 0
for any x ∈ Rd, ˆ t
−1
ˆ
B1
b(x, s).∇v(x, s)Tk(v(x, s))dxds = 0,
and
(y1 − y2)(Tk(y1)− Tk(y2)) ≥ (Tk(y1)− Tk(y2))2 ∀ y1, y2 ∈ R.
Thanks to limk→0 T k(ρ)k
−1 = |ρ| and Sobolev inequality
||f ||2
L
2d
d−1 (Rd)
≤ C
ˆ
Rd
ˆ
Rd
|f(x)− f(y)|2
|x− y|d+1 dxdy ∀f ∈ H˙
1/2(Rd).
We get from (3.4) that
(3.5)
sup
−1<t<0
ˆ
B1
|v(x, t)|dx + 1
k
ˆ 0
−1
||Tk(v(t))||2
L
2d
d−1 (Q1)
dt ≤ C
ˆ
Q1
|f | ∀ k > 0.
Thus, for k > 0,
Ld+1 (Q1 ∩ {|v| > k}) ≤
[
sup
−1<t<0
ˆ
B1
1|v(x,t)|>kdx
] 1
d
ˆ 0
−1
[ˆ
B1
1|v(x,t)|>kdx
] d−1
d
dt
≤ C
[
k−1 sup
−1<t<0
ˆ
B1
|v(x, t)|dx
] 1
d
ˆ 0
−1
||Tk(v)||2
L
2d
d−1 (Q1)
dtk−2
≤ C
(
k−1
ˆ
Q1
|f |
)1+ 1
d
.
This gives (3.2). The proof is complete. 
In the following we denote
(3.6) I(u, x, t, ρ) =
( 
Qρ(x,t)
|u− (u)Qρ(x,t)|q0
)1/q0
for q0 = 1 +
1
100d .
Lemma 3.2. Let q0 = 1 +
1
100d . Assume that
sup
(x,t)∈Rd+1
|
 
B1(x)
b(y, t)dy| ≤M1, ||b||L∞(R;BMO(Rd)) ≤M2,
for some M1,M2 ≥ 1. Let α ∈ (0, 1) be as in Theorem 1.1. There holds
(3.7)
||w||Cα(Q1/2) + ||w||L∞(Q1/2) .M2 M3α1
(
||w||Lq0 (Q1) +
ˆ 0
−1
ˆ
|y|>1
|u(y, t)|
|y|d+1
)
.
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In particular, we have for all ε ∈ (0, 1/2)
(3.8) I(w, 0, 0, ε) .M2 M
3α
1 ε
α (I(w, 0, 0, 1) +Tail(u, 0, 0, 1)) .
Proof of Lemma 3.2. The proof goes by several steps.
Step 1: We have,
∂t(φw)(x, t) + b(x, t).∇(φw)(x, t) +
ˆ
Rd
(φw)(x, t) − (φw)(y, t)
|x− y|d+1 dy = F (x, t)
where φ ∈ C∞c (Q3/4) with 1Q5/8 ≤ φ ≤ 1Q3/4 and
F (x, t) = w∂tφ+ wb.∇φ+ 1B1
ˆ
Rd
(φ(x, t) − φ(y, t))(w(y, t) − w(x, t))
|x− y|d+1 dy
+ 1B1
ˆ
Rd
φ(x, t)− φ(y, t)
|x− y|d+1 dyw(x, t)− 1|x|>1
ˆ
B1
φ(y, t)w(y, t)
|x− y|d+1 dy.
Applying Theorem 1.1, one has
sup
(x,t)∈Q1/2
||w||Cα(Qδ0/(M1+2)2 (x,t)) + ||w||L∞(Q1/2) .M2 ||F ||L1 + ||F ||Ld+2
for some δ0 = δ0(M2, d) and α ∈ (0, 1/10). Thanks to
||b(t)||Lp(B1) .p,M2 M1/p1 ∀ p ≥ 2,
we obtain for any δ1 ∈ (0, 10−1),
||w||Cα(Q1/2) + ||w||L∞(Q1/2)
(3.9)
.M2α1

I+ ||w||Ld+3(Q 3
4
) +

ˆ 0
−1
ˆ
|x|< 7
8
(ˆ
|y|< 3
4
|w(x, t) − w(y, t)|
|x− y|d dy
)d+2
dxdt


1
d+2

 ,
where
I = ||w||Lq0 (Q1) +
ˆ 0
−1
ˆ
|y|>1
|u(y, s)|
|y|d+1 dyds.
Step 2: Let ϕ ∈ C∞c (Br) for 34 < r < 1 and q > 0. Using |w|q−1wϕq+1 as a
test function for (3.1), one gets
1
q + 1
d
dt
ˆ
|w(t)|q+1ϕq+1 +
ˆ ˆ
(w(x, t) − w(y, t))(|w|q−1wϕq+1(x, t)− |w|q−1wϕq+1(y, t))
|x− y|d+1
=
1
q + 1
ˆ
b.∇(ϕq+1)|w|q+1.
Thanks to (5.1), we have
d
dt
ˆ
|w(t)ϕ|q+1 + c|||wϕ| q+12 ||2
H1/2
.
ˆ
|b||∇ϕ|ϕp|w|q+1 +
ˆ
Br×Br
(|w(x, t)| + |w(y, t)|)q+1
|x− y|d+1 G
+
(
sup
x∈suppϕ
ˆ
Rd\Br
|w(y, t)|
|x− y|d+1
)ˆ
Br
|w|qϕq+1dx+
ˆ
Br
|w(x, t)ϕ(x)|q+1
r − |x| dx,
where
G(x, y) = 1q≥1(|ϕ(x)| + |ϕ(y|)q−1|ϕ(x) − ϕ(y)|2 + 1q<1|ϕ(x) − ϕ(y)|q+1.
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This implies that for 0 < R1 < R2,
sup
−R1<t<0
ˆ
|w(t)ϕ|q+1 +
ˆ 0
−R1
|||w(t)ϕ(t)| q+12 ||2
H1/2
.
1
R2 −R1
ˆ −R1
−R2
ˆ
|w(t)ϕ|q+1
+
ˆ 0
−R2
ˆ
|b||∇ϕ|ϕp|w|q+1 +
ˆ 0
−R2
ˆ
Br
ˆ
Br
(|w(x, t)| + |w(y, t)|)q+1
|x− y|d+1 G(x, y)
+
ˆ 0
−R2
(
sup
x∈suppϕ
ˆ
R\Br
|w(y, t)|
|x− y|d+1
)ˆ
Br
|w|qϕq+1dx+
ˆ 0
−R2
ˆ
Br
|w(x, t)ϕ(x)|q+1
r − |x| dxdt
(3.10)
Using Sobolev inequality,
||wϕ||q+1
L
(d+1)(q+1)
d ((−R1,0)×Rd)
.
1
R2 −R1
ˆ −R1
−R2
ˆ
|w(t)ϕ|q+1 +
ˆ 0
−R2
ˆ
|b||∇ϕ|ϕp|w|q+1
+
ˆ 0
−R2
ˆ
Br
ˆ
Br
(|w(x, t)| + |w(y, t)|)q+1
|x− y|d+1 G
+
ˆ 0
−R2
(
sup
x∈suppϕ
ˆ
R\Br
|w(y, t)|
|x− y|d+1
)ˆ
Br
|w|qϕq+1dx+
ˆ 0
−R2
ˆ
Br
|w(x, t)ϕ(x)|q+1
r − |x| dxdt.
Therefore, by a bootstrap argument, we obtain for any δ1 > 0
(3.11)
||w||Ld+3(Q 3
4
)+

ˆ 0
−1
ˆ
|x|< 7
8
(ˆ
|y|< 3
4
|w(x, t) − w(y, t)|
|x− y|d dydt
)d+2
dx


1
d+2
.δ1,M2 M
δ1
1 I.
Combining this with (3.9) yields (3.7). The proof is complete. 
Lemma 3.1 implies
Lemma 3.3. Assume that
sup
(x,t)∈Rd+1
|
 
B1(x)
b(y, t)dy| ≤M1, ||b||L∞(R;BMO(Rd)) ≤M2
for some M1,M2 ≥ 1. Let α ∈ (0, 1) be as in Theorem 1.1. There holds for
any ε ∈ (0, 1/2)
(3.12)
I(u, 0, 0, ε) .M2 M
3α
1 ε
αI(u, 0, 0, 1) + ε−d−1
 
Q1
|f |+M3α1 εαTail(u, 0, 0, 1).
Proof. We have the chain of inequalities
I(u, 0, 0, ε) ≤ I(w, 0, 0, ε) + 2
( 
Qε
|u−w|q0
)1/q0
(3.8)
. M3α1 ε
αI(w, 0, 0, 1) + ε−d−1
( 
Q1
|u− w|q0
)1/q0
+M3α1 ε
αTail(u, 0, 0, 1)
.M3α1 ε
αI(u, 0, 0, 1) + ε−d−1
( 
Q1
|u− w|q0
)1/q0
+M3α1 ε
αTail(u, 0, 0, 1)
Applying (3.2) with p = q0, we get (3.8). The proof is complete. 
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The following lemma is a simple iteration of the previous one. Notice that
this is the place where we use the fact that the drift b is bounded in L∞t L
∞
x .
This is necessary to ensure that under the iteration one keeps the bound
uniform. With more work, one could obtain the same lemma assuming that
the drift is BMO in space, but at the price of losing integrability on the data
f . However, in view of the applications to SQG, the boundedness in L∞ is
enough and we then refrain to go into such a generality.
Lemma 3.4. Assume that
||b||L∞ ≤M3 <∞.
There holds for any ε ∈ (0, 1/2)
I(u, x, t, εr) .M3 ε
αI(u, x, t, r) + ε−d−1
´
Qr(x,t)
|f |
rd
+ εαTail(u, x, t, r).
Lemma 3.5. Assume that
sup
(x,t)∈Rd+1
|
 
B1(x)
b(y, t)dy| ≤M1 <∞, ||b||L∞(R;BMO(Rd)) ≤M2 <∞
for some M1,M2 ≥ 1. There holds for any ε ∈ (0, 1/2) and r ∈ (0, 1/2)
(3.13)
I(u, x, t, εr) .M1,M2 ε
α| log(r)|3αI(u, x, t, r)+ε−d−1
´
Qr(x,t)
|f |
rd
+εα| log(r)|3αTail(u, x, t, r).
In particular, for any ε ∈ (0, 10−1) and r ∈ (0, 1/2)
I(u, x, t, ε| log(r)|−3r) .M1,M2 εαI(u, x, t, r)
+ ε−d−1| log(r)|3(d+1)
´
Qr(x,t)
|f |
rd
+ εαTail(u, x, t, r).
Proof. Since supx,t
∣∣∣fflBr(x) b(y, t)d
∣∣∣ . | log(r)|M2 +M1 .M1,M2 | log(r)| for
any r ≤ 1/2, (3.13) follows from (3.12). 
The following is a consequence of the previous 2 Lemma:
Corollary 3.1. Assume f(x, t) = ω(x, t)+δt=0⊗σ(x) where ω is a bounded
Radon measure in Rd+1 and ∇σ is a bounded Radon measure in Rd. Set
E(ω, σ, x, t, r) =
|ω|(Qr(x, t))
rd
+
|δt=0 ⊗∇σ|(Qr(x, t))
rd−1
.
Assume that
sup
(x,t)∈Rd+1
|
 
B1(x)
b(y, t)dy| ≤M1 <∞, ||b||L∞(R;BMO(Rd)) ≤M2 <∞
for some M1,M2 ≥ 1. Then, it holds, for any ε ∈ (0, 10−1) and r ∈ (0, 1/2)
I(u, x, t, ε| log(r)|−3r) .M1,M2 εαI(u, x, t, r)
(3.14)
+ ε−d−1| log(r)|3(d+1)E(ω, σ, x, t, r) + εαTail(u, x, t, r).
Moreover, if ||b||L∞ ≤M3 <∞, then for any ε ∈ (0, 10−1) and r ∈ (0, 1/2)
(3.15)
I(u, x, t, εr) .M3 ε
αI(u, x, t, r) + ε−d−1E(ω, σ, x, t, r) + εαTail(u, x, t, r).
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Proof. Let ̺n be the standard sequence of mollifiers in R and un be a solution
of
(3.16) ∂tun + b · ∇un + (−∆)1/2un = ω(x, t) + ̺n(t)σ(x) in R× Rd.
Define vn(x, t) = un(x, t)− gn(t) with
gn(t) =
ˆ t
n−1/4
̺n(s)ds
 
Br(x0)
σ(y)dy.
The function vn solves
∂tvn+b·∇vn+(−∆)1/2vn = ω(x, t)+̺n(t)
(
σ(x)−
 
Br(x0)
σ(y)dy
)
in R×Rd.
and vn → u in Lploc for any p < 1+1/d. By Lemma 3.4, (3.5) and Poincare’s
inequality, we have for Qρ = Qρ(t0, x0)
I(vn, x, t, εr) .M3 ε
αI(vn, x, t, r)
+ ε−d−1
(
|ω|(Qr(x, t))
rd
+
´
Qr
|̺n(t)||∇σ|dydt
rd−1
)
+ εαTail(vn, x0, t0, r),
and
I(un, x, t, ε| log(r)|−3r) .M1,M2 εαI(un, x0, t0, r)
+ ε−d−1| log(r)|3(d+1)
(
|ω|(Qr(x0, t0))
rd
+
´
Qr
|̺n(t)||∇σ|dydt
rd−1
)
+ εαTail(un, x0, t0, r).
Letting n→∞, we get (3.14) and (3.15). The proof is complete. 
Proof of Theorem 1.2. We can assume that u(x, t) = lim
ρ→0
ffl
Qρ(x,t)
u. It follows
from (3.15) thatˆ εr0
0
I(u, x, t, r)
dr
r
≤ Cεα
ˆ r0
0
I(u, x, t, r)
dr
r
+ Cε
ˆ r0
0
E(ω, σ, x, t, r)
dr
r
+Cεα
ˆ r0
0
Tail(u, x, t, r)
dr
r
,
for C = C(d,M3).
Choosing ε > 0 such that Cεα ≤ 1/2, we find
ˆ r0
0
I(u, x, t, r)
dr
r
≤ C
( 
Qr0
|u|q0
)1/q0
+ Cε
ˆ r0
0
E(ω, σ, x, t, r)
dr
r
+ Cαα0
ˆ r0
0
Tail(u, x, t, r)
dr
r
.
It is not hard to show thatˆ r0
0
Tail(u, x, t, r)
dr
r
.
ˆ r0
0
I(u, x, t, r)
dr
r
+inf
λ
ˆ t
t−2r0
ˆ
|x−y|>r0/2
|u(y, s)− λ|
|x− y|d+1 dyds.
Thus, letting ε be small enough, we obtain
ˆ r0
0
I(u, x, t, r)
dr
r
≤ C
( 
Q2r0
|u|q0
)1/q0
+C
ˆ r0
0
E(ω, σ, x, t, r)
dr
r
+CTail(u, x, t, r0).
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Therefore, using the fact that
|u(x, t)| .
ˆ r0
0
I(u, x, t, r)
dr
r
+
( 
Qr0
|u|q0
)1/q0
,
we get (1.8).
To prove (1.9), we apply (1.8) to u− a with a = (u)Qs(x1,t1), s = |x1− x2|+
|t1 − t2| < r to obtain
|u(xi, ti)−a| .M3
( 
Qs(xi,ti)
|u− a|q0
)1/q0
+
ˆ 2s
0
E(ω, σ, xi, ti, ρ)
dρ
ρ
+Tail(u, xi, ti, s).
Thus,
|u(x1, t1)− u(x2, t2)|
(3.17)
≤ C
∑
i=1,2
(
I(u, x1, t1, 3s) +
ˆ 2s
0
E(ω, σ, xi, ti, ρ)
dρ
ρ
+Tail(u, xi, ti, s)
)
,
where we have used the fact that
∑
i=1,2
( 
Qs(xi,ti)
|u− a|q0
)1/q0
≤ CI(u, x1, t1, 3s).
So, we get that
|u(x1, t1)− u(x2, t2)|
(|x1 − x2|+ |t1 − t2|)β
. s−βI(u, x1, t1, 3s)
(3.18)
+
∑
i=1,2
ˆ 2s
0
E(ω, σ, xi, ti, ρ)
dρ
ρ1+β
+ s−βTail(u, xi, ti, s).
We now estimate the terms s−βI(u, x, t, s) and s−βTail(u, x, t, s) in terms of
potentials. Similarly, we also can show that
εβ
ˆ εr0
0
I(u, x, t, r)
dr
r1+β
. εα
ˆ r0
0
I(u, x, t, r)
dr
r1+β
+ Cε
ˆ r0
0
E(ω, σ, x, t, ρ)
dρ
ρ1+β
+ εα
ˆ r0
0
Tail(u, x, t, r)
dr
r1+β
.
Thus, we getˆ r0
0
I(u, x, t, r)
dr
r1+β
+
ˆ r0
0
Tail(u, x, t, r)
dr
r1+β
. r−β0
( 
Q2r0
|u|q0
)1/q0
+
ˆ r0
0
E(ω, σ, x, t, ρ)
dρ
ρ1+β
+ r−β0 Tail(u, x, t, r0).
Combining this with (3.18) we find (1.9).
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Proof of Theorem 1.3. In this proof, the constant C will depend on d,M1,M2.
We can assume that u(x, t) = lim
ρ→0
ffl
Qρ(x,t)
u. It follows from (3.14) that for
any r0 ≤ 10−10,ˆ r0
0
I(u, x, t, ε| log(r)|−3r)dr
r
≤ Cεα
ˆ r0
0
I(u, x, t, r)
dr
r
+ Cε−d−1
ˆ r0
0
| log(r)|3(d+1)E(ω, σ, x, t, r)dr
r
+ Cεα
ˆ r0
0
Tail(u, x, t, r)
dr
r
.
So,
ˆ εr0| log(r0)|−3
0
I(u, x, t, r)
dr
r
≤ Cεα
ˆ r0
0
I(u, x, t, r)
dr
r
+ Cε−d−1
ˆ r0
0
| log(r)|3(d+1)E(ω, σ, x, t, r)dr
r
+ Cεα
ˆ r0
0
Tail(u, x, t, r)
dr
r
.
As proof of Theorem 1.2, we have
|u(x, t)| +
ˆ r0
0
I(u, x, t, r)
dr
r
≤ C| log(r0)|
3d
q0
( 
Q2r0
|u|q0
)1/q0
+ C
ˆ r0
0
| log(r)|3(d+1)E(ω, σ, x, t, r)dr
r
+ CTail(u, x, t, r0).
This gives (1.10).
To prove (1.11), as proof of Theorem 1.2 we apply (1.8) to u − (u)Qs(x,t)
with s = |x1 − x2|+ |t1 − t2| < r/2 to obtain
|u(x1, t1)− u(x2, t2)|
(|x1 − x2|+ |t1 − t2|)β
≤ Cs−β| log(s)|
3d
q0 I(u, x1, t1, 3s)
(3.19)
+
∑
i=1,2
C
ˆ 2s
0
| log(r)|3(d+1)E(ω, σ, xi, ti, r) dr
r1+β
+ Cs−βTail(u, xi, ti, s).
We now estimate the terms s−β| log(s)|
3d
q0 I(u, x, t, s) and s−β| log(s)|
3d
q0 Tail(u, x, t, s)
in terms of potentials. Apply (3.14) to ε = ε0| log(r)|−
3β
α−β yields
I(u, x, t, ε0| log(r)|−
3α
α−β r) ≤ Cεα0 | log(r)|−
3αβ
α−β I(u, x, t, r)
+ Cε−d−10 | log(r)|
3α(d+1)
α−β E(ω, σ, x, t, r) + Cεα0 | log(r)|−
3αβ
α−βTail(u, x, t, r).
So, for any r < ε20 < 10
−20
C−1
ˆ ε0| log(r0)|− 3αα−β r0
0
I(u, x, t, r)
rβ| log(r)|−
3d
q0
dr
r
≤
ˆ r0
0
I(u, x, t, ε0| log(r)|−
3α
α−β r)
(ε0| log(r)|−
3α
α−β r)β| log(r)|−
3d
q0
dr
r
≤ Cεα−β0
ˆ r0
0
I(u, x, t, r)
rβ| log(r)|−
3d
q0
dr
r
+ Cε−d−1−β0
ˆ r0
0
| log(r)|
3α(d+1+β)
α−β +
3d
q0E(ω, σ, x, t, r)
dr
r1+β
+ Cεα−β0
ˆ r0
0
Tail(u, x, t, r)
rβ| log(r)|−
3d
q0
dr
r
.
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As proof of Theorem 1.2, we get
ˆ r0
0
I(u, x, t, r)
rβ| log(r)|−
3d
q0
dr
r
+
ˆ r0
0
Tail(u, x, t, r)
rβ| log(r)|−
3d
q0
dr
r
≤ Cr−β0 | log(r0)|β1
( 
Q2r0
|u|q0
)1/q0
+ C
ˆ r0
0
| log(r)|β2E(ω, σ, x, t, r) dr
r1+β
+ Cr−β0 | log(r0)|
3d
q0 Tail(u, x, t, r0),
where β1 =
3α
α−β (β +
d
q0
) + 3dq0 and β2 =
3α(d+1+β)
α−β +
3d
q0
.
Combining this with (3.19) we find (1.11). The proof is complete.
4. The case of bounded domains
This section is devoted to the investigation of similar results for (1.4).
In the case of bounded domains the main mathematical issue is the bound-
ary regularity (see e.g. [SV19] and references therein). The methods we
developed in the previous sections adapt straightforwardly to the interior
regularity. We state below those results in the case of the critical SQG
system, i.e.
∂tu+Ku · ∇u+ (−∆)1/2D u = f in R× Ω.(4.1)
where Ku = ∇⊥(−∆)−1/2D u, the vectorial Riesz transform defined via func-
tional calculus.
Theorem 4.1. Let u be a weak solution of (4.1) and f satisfying f ∈ Lq(Ω)
for some q > d + 1. Then u is locally Ho¨lder continuous in space and time
and satisfies the parabolic potential estimates in Theorem 1.2 and 1.3.
We explain below the main amendments to the previous proofs. The
technical tool is the extension in one more dimension in a cylinder-like
geometry. The extended problem is set in the cylinder Ω × (0,∞) and
it will be convenient to use the following notation: x ∈ Rd, y > 0, and
X = (x, y) ∈ Rd+1+ := Rd × (0,∞); likewise, we denote by C the cylinder
Ω× (0,∞) and by ∂LC its lateral boundary, i.e. ∂Ω× (0,∞). The ambient
space Hs0,L(C) is defined as the completion of
C
1
2
0,L(C) := {U ∈ C∞(C) : U = 0 on ∂LC}
with respect to the norm
(4.2) ‖U‖C =
(ˆ
C
|∇U |2
)1/2
.
This is a Hilbert space endowed with the natural inner product. We point
out that if Ω is a smooth bounded domain then
H(Ω) = {u = trace|Ω×{0}U : U ∈ Hs0,L(C)}.
The extension problem is the following: given u ∈ H(Ω), we solve
(4.3)


div(∇u∗) = 0 in C,
u∗ = 0 on ∂LC,
u∗ = u on Ω,
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for u∗ ∈ Hs0,L(C). Then, up to a multiplicative constant,
(4.4) (−∆)
1
2
Du = − limy→0 ∂yu
∗.
See [CT10] for more details. The previous extended problem allows to run
the De Giorgi method exactly as in Theorem 1.1 to obtain interior Ho¨lder
regularity.
To deal with the potential estimates, we rely on the kernel representation
of (−∆)
1
2
D which can be found in [SV03] , i.e.
(4.5) (−∆)
1
2
Du(x) =
ˆ
Ω
(
u(x)− u(y)
)
K(x, y) dy +B(x)u(x)
where B ∼ 1dist(x,∂Ω) and K is supported in Ω× Ω and satisfies
K(x, y) ∼ 1|x− y|d+1
(dist(x, ∂Ω)
|x− y| ∧ 1
)(dist(y, ∂Ω)
|x− y| ∧ 1
)
.
The potential estimates being localized away from the boundary, the zero
order term in (4.5) does not introduce any difficulty. Concerning the integral
term in (4.5), the same computations we developed before, choosing an
interior cut-off functions, leads to the same estimates.
5. Appendix
We prove here a technical lemma used for the proof of the potential esti-
mates.
Lemma 5.1. Let q > 0 and θ ∈ (0,min{q, 1}). For any x, y ∈ R and
a, b ∈ R such that b ≥ a > 0, define
M = 1q<1(|x|+ |y|)q+1|a− b|q+1 + 1q≥1(|x|+ |y|)q+1(|a|+ |b|)q−1|a− b|2.
Then there exists a constant C such that
(x− y)(|x|q−1xaq+1 − |y|q−1ybq+1) ≥ 1
2
(xa− yb)(|xa|q−1xa− |yb|q−1yb)− CM
(5.1)
Proof. We have
(x− y)(|x|q−1xaq+1 − |y|q−1ybq+1)
= (xb− yb)(|xa|q−1xa− |yb|q−1yb) + (xb− yb)|xa|q−1xa(a/b− 1)
= (xa− yb)(|xa|q−1xa− |yb|q−1yb) + x(b− a)(|xa|q−1xa− |yb|q−1yb)
+ (xa− yb)|xa|q−1xa(a/b− 1) + x(b− a)|xa|q−1xa(a/b − 1)
Using the fact that
(s− 1)(|s|q−1s− 1) ∼ (|s|+1)q−1|s− 1|2 ∼ (|s|+1)1−q||s|q−1s− 1|2 ∀s ∈ R,
we have
(x− y)(|x|q−1xaq+1 − |y|q−1ybq+1) ≥ 1
2
(xa− yb)(|xa|q−1xa− |yb|q−1yb)
+
[ c
2
(|xa|+ |yb|)1−q||xa|q−1xa− |yb|q−1yb|2 + x(b− a)(|xa|q−1xa− |yb|q−1yb)
]
+
[ c
2
(|xa|+ |yb|)q−1|xa− yb|2 + (xa− yb)|xa|q−1xa(a/b− 1)
]
− 1
b
(b− a)2|x|q+1aq.
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By Holder’s inequality, we get the result. 
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