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Abstract
This paper is concerned with the existence and global exponential stability of
periodic solutions for a kind of impulsive fuzzy Cohen-Grossberg BAM neural
networks on time scales. Applying the method of coincidence degree and
constructing some suitable Lyapunov functional, we obtain some suﬃcient
conditions for the existence and global exponential stability of periodic solutions for
a kind of impulsive fuzzy Cohen-Grossberg BAM neural networks on time scales.
Moreover, we give an example to illustrate the results obtained.
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1 Introduction
In recent years, Cohen and Grossberg BAM neural networks have been extensively stud-
ied and applied inmany diﬀerent ﬁelds such as associativememory, signal processing, and
some optimization problems. They have been widely studied both in theory and applica-
tions [, ]. Many results for the existence of their periodic solutions and the exponential
convergence properties for Cohen-Grossberg neural networks have been reported in the
literature (see, e.g., [–] and the references therein).
In this paper, we would like to integrate fuzzy operations into Cohen-Grossberg BAM
neural networks. Speaking of fuzzy operations, Yang and Yang [] ﬁrst introduced fuzzy
cellular neural networks (FCNNs) combining those operations with cellular neural net-
works. So far researchers have found that FCNNs and fuzzy Cohen-Grossberg neural net-
works are useful in image processing, and some results have been reported on stability,
periodicity, and antiperiodicity (see, e.g., [–] and the references therein).
In fact, both continuous and discrete systems are very important in implementing and
applications. But it is troublesome to study the existence and stability of periodic solutions
for continuous and discrete systems, respectively. Therefore, it is meaningful to study that
on time scales, which can unify the continuous and discrete situations. In this paper, we
consider the following fuzzy Cohen-Grossberg BAM neural networks with impulses on
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xi (t) = –ai(xi(t))[ci(xi(t)) –
∧m
j= αji(t)fj(yj(t – τji))
–
∨m
j= βji(t)fj(yj(t – τji)) + Ei(t)], t ∈ T+, t = tk ,
i(xi(tk)) = Iik(xi(tk)), k ∈N, i = , , . . . ,n;
yj (t) = –bj(yj(t))[dj(yj(t)) –
∧n
i= pij(t)gi(xi(t – σij))
–
∨n
i= qij(t)gi(xi(t – σij)) + Fj(t)], t ∈ T+, t = tk ,
i(yj(tk)) = Jjk(yj(tk)), k ∈N, j = , , . . . ,m.
()
where xi(t), yj(t) are the activations of the ith neuron in X-layer and the jth neuron in
Y -layer, the functions ai, bj represent the abstract ampliﬁcation functions, whereas the
functions ci, dj represent the self-excitation rate functions; time delays τji and σij are pos-
itive constants, which correspond to the ﬁnite speed of the axonal signal transmission;
αji(t), βji(t), pij(t), qij(t) are elements of fuzzy feedback MIN template and fuzzy feedback




denote the fuzzy AND and
fuzzy OR operations, respectively; Ei(t) and Fj(t) denote the ith and jth components of an
external input source introduced from outside the network to the cell i in X-layer and the
cell j in Y -layer, respectively; T is an ω-periodic time scale, which has the subspace topol-
ogy inherited from the standard topology on R. We denote IT = I ∩ T, xi(tk) = xi(t+k ) –
xi(t–k ), yj(tk) = yj(t+k ) – yj(t–k ), where xi(t+k ), xi(t–k ), yj(t+k ), yj(t–k ) (i = , , . . . ,n, j = , , . . . ,m)
represent the right and left limits of xi(tk) and yj(tk) in the sense of time scales; {tk} is a
sequence of real numbers such that t < t < · · · and limk→+∞ tk = +∞. There exists a posi-
tive integer q such that tk+q = tk +ω, Iik+q = Iik , Jjk+q = Jjk, k ∈N. Without loss of generality,
we also assume that [,ω)T ∩{tk ,k ∈N} = {t, t, . . . , tq}. LetR+ = (,+∞) and T+ =R+ ∩T.
The initial conditions associated with system () are of the form
{
xi(t) = ϕi(t), t ∈ [–τ , ]T, τ = max≤i,j≤n{τji},
yj(t) =ψj(t), t ∈ [–σ , ]T,σ = max≤i,j≤n{σij}, ()


































where f is an ω-periodic function.
Throughout this paper, we make the following assumptions:
(A) Ei,Fj,αji,βji,pij,qij ∈ C(T,R) are ω-periodic functions, τji,σij ∈R+, i = , , . . . ,n,
j = , , . . . ,m.
(A) ai,bj ∈ C(R,R+) are bounded functions, namely, there exist positive constants ai,
ai, bj, bj such that ai ≤ ai(·)≤ ai, bj ≤ bj(·)≤ bj, i = , , . . . ,n, j = , , . . . ,m.
(A) ci,dj ∈ C(R,R+) are delta diﬀerentiable, and  < 
i ≤ ci ≤ δi,  < 
′j ≤ dj ≤ δ′j ,
ci() = , bj() = , i = , , . . . ,n, j = , , . . . ,m.
(A) fj, gi ∈ C(R,R), and there existMj, Ni, κj, νi (i = , , . . . ,n, j = , , . . . ,m) such that
|fj| ≤Mj, |gi| ≤Ni,








∣ ≤ νi|u – v|.
(A) Iik , Jik ∈ C(R,R), and there exist positive constants ρik , ρ ′ik such that |Iik| ≤ ρik ,
|Jjk| ≤ ρ ′jk , k ∈N, i = , , . . . ,n, j = , , . . . ,m.
The organization of the paper is as follows. In Section , we introduce some deﬁni-
tions and lemmas. In Section , by using coincidence degree we establish suﬃcient condi-
tions for the existence of the periodic solutions of system (). In Section , by constructing
Lyapunov functional we derive suﬃcient conditions for the global exponential stability of
periodic solutions of system (). An example is given to demonstrate the eﬀectiveness of
our results in Section . Conclusions are drawn in Section .
2 Preliminaries
In this section, we shall ﬁrst recall some basic deﬁnitions and lemmas, which are used in
what follows.
Let T be a nonempty closed subset (time scale) of R. The forward and backward jump
operators σ ,ρ : T→ T and the graininess μ : T→R+ are deﬁned, respectively, by
σ (t) = inf{s ∈ T : s > t}, ρ(t) = sup{s ∈ T : s < t}, μ(t) = σ (t) – t.
A point t ∈ T is called left-dense if t > infT and ρ(t) = t, left-scattered if ρ(t) < t, right-
dense if t < supT and σ (t) = t, and right-scattered if σ (t) > t. If T has a left-scattered maxi-
mumm, then Tk = T\ {m}; otherwise, Tk = T. If T has a right-scattered minimumm, then
Tk = T \ {m}; otherwise, Tk = T.
Let ω ∈R+; thenT is an ω-periodic time scale ifT is a nonempty closed subset ofR such
that t +ω ∈ T and μ(t +ω) = μ(t) for all t ∈ T.
A function f : T → R is right-dense continuous if it is continuous at right-dense points
in T and its left-side limits exist at left-dense points in T. If f is continuous at each right-
dense point and each left-dense point, then f is said to be a continuous function on T.
For y : T → R and t ∈ Tk , we deﬁne the delta derivative y(t) of y(t) as the number (if
exists) with the property that for given ε > , there exists a neighborhood U of t such that
|[y(σ (t)) – y(s)] – y(t)[σ (t) – y(s)]| < ε|σ (t) – s| for all s ∈ U . If y is continuous, then y is
right-dense continuous, and y is delta diﬀerentiable at t, then y is continuous at t. Let y
be right-dense continuous. If Y(t) = y(t), then we deﬁne the delta integral by
∫ t
a y(s)s =
Y (t) – Y (a).
Deﬁnition . [] If a ∈ T, supT = R, and f is rd-continuous on [,∞), then we deﬁne
the improper integral by
∫ ∞
a





provided that this limit exists, and in this case, we say that the improper integral converges.
If this limit does not exist, then we say that the improper integral diverges.
Deﬁnition . [] For each t ∈ T, let N be a neighborhood of t. Then, for V ∈ Crd[T×
R
n,R+), we deﬁne D+V(t,x(t)) so that, for every ε > , there exists a right neighborhood
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Nε ⊂N of t such that













= V (σ (t),x(σ (t))) –V (t,x(σ (t)))
σ (t) – t .
Deﬁnition . [] Let T = R be a periodic time scale with periodic p. We say that a
function f : T→R is ω periodic if there exists a natural number n such that ω = np, f (t +
ω) = f (t) for all t ∈ T, and ω is the least number such that f (t +ω) = f (t). If T =R, then we
say that f is ω >  periodic if ω is the least positive number such that f (t +ω) = f (t) for all
t ∈ T.
A function r : T→ R is called regressive if  +μ(t)r(t) =  for all t ∈ Tk .
If r is a regressive function, then the generalized exponential function er is deﬁned by









, s, t ∈ T,




h , h = ,
z, h = .
For two regressive functions p,q : T→R, we deﬁne
p⊕ q := p + q +μpq; p q := p⊕ (q); p := – p +μp .
Lemma . [] Let p, q be regressive functions on T. Then
(i) e(t, s) =  and ep(t, t) = ;
(ii) ep(σ (t), s) = ( +μ(t)p(t))ep(t, s);
(iii) ep(t, s)ep(s, r) = ep(t, r);
(iv) ep (·, s) = pep(·, s).
Lemma . [] Assume that f , g : T→R are delta diﬀerentiable at t ∈ Tk . Then
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Lemma . [] Let T be an ω-periodic time scale. Then σ (t +ω) = σ (t) +ω for all t ∈ T.
Lemma. [] Let f be a continuous function on [a,b]T that is diﬀerentiable on [a,b)T.
Then there exist ξ , τ ∈ [a,b)T such that
f (ξ )(b – a)≤ f (b) – f (a)≤ f (τ )(b – a).
























































Deﬁnition . The periodic solution u∗(t) = (x∗ (t), . . . ,x∗n(t), y(t), . . . , ym(t))T of system
() with initial value (ϕ∗(t),ψ∗(t))T = (ϕ∗ (t), . . . ,ϕ∗n(t),ψ∗ (t), . . . ,ψ∗m(t))T is said to be glob-




















where η ∈ [–max{τ ,σ }, ]T.
3 Existence of periodic solution
In this section, based onMawhin’s continuation theorem, we study the existence of at least
one periodic solution of (). To do so, we shall make some preparations.
Let X, Y be two Banach space, L : DomL⊂X→Y be a linear mapping, and N :X→Y
be a continuousmapping. Then L is called a Fredholmmapping of index zero if dim KerL =
codim ImL < +∞ and ImL is closed in Y. If L is a Fredholm mapping of index zero and
there exist continuous projectors P :X→X andQ :Y→Y such that ImP = KerL,KerQ =
Im(I – Q), then the mapping L|DomL∩KerP : (I – P)X → ImL is invertible. We denote its
inverse byKp. If is an open bounded subset ofX, then themappingN is calledL-compact
on  if QN() is bounded and Kp(I –Q)N : →X is compact. Since ImQ is isomorphic
to KerL, there exists an isomorphism J : ImQ→ KerL.
Lemma . [] LetX,Y be two Banach spaces, and let ⊂X be open bounded. Suppose
that L : DomL ⊂ X → Y is a linear Fredholm operator of index zero with DomL ∩  = φ
and N : →Y is L-compact. Furthermore, suppose that:
(a) for each λ ∈ (, ), x ∈ ∂ ∩ DomL, Lx = λNx;
(b) for each x ∈ ∂ ∩ KerL, QNx = ;
(c) deg{JQNx, ∩ KerL, } = .
Then the equation Lx =Nx has at least one solution in  ∩ DomL, where  is the closure
of , and ∂ is the boundary of .
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Deﬁnition . A real matrix A = (aij)n×n is said to be a nonsingular M-matrix if aij ≤ ,
i, j = , , . . . ,n and all successive principal minors of A are positive.








H = diag{a – aωaδ, . . . ,an – anωanδn},

























b – bωbδ′, . . . ,bm – bmωbmδ′m
}
.
Then system () has at least one ω-periodic solution.
Proof LetC[,ω; t, . . . , tq]T = {u : [,ω]T → Rn+m is a piecewise continuousmapwith ﬁrst-
class discontinuity points in [,ω]T ∩{tk}, and at each discontinuity point, it is continuous
on the left}. Take
X =
{
u ∈ C[,ω; t, . . . , tq]T|u(t +ω) = u(t)
}
, Y =X×R(n+m)×(q+)
with the norm ‖u‖X = ∑ni= |xi| +
∑m
j= |yj|, where |xi| = maxt∈[,ω]T |xi(t)| and |yj| =
maxt∈[,ω]T |yj(t)|. Then X is a Banach space.
Set
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It is easy to see that
KerL =
{
x ∈X : x = h ∈Rn+m},
ImL =
{






Ck + d = 
}
.
Thus, dim KerL = codim ImL = n+m. So, ImL is closed inY, and L is a Fredholmmapping

















, , . . . , , 
)
.
Obviously, P and Q are continuous projectors and satisfy
ImP = KerL, ImL = KerQ = Im(I –Q).


















Similarly to [], it is not diﬃcult to show that QN() and KP(I – Q)N() are relatively
compact for any open bounded set  ⊂X. Therefore, N is L-compact on  for any open
bounded set  ⊂X.
Now, to apply Lemma ., we only need to look for an appropriate open bounded sub-




xi (t) = λ{–ai(xi(t))[ci(xi(t)) –
∧m
j= αji(t)fj(yj(t – τji))
–
∨m
j= βji(t)fj(yj(t – τji)) + Ei(t)]}, t ∈ T+, t = tk ,
i(xi(tk)) = λIik(xi(tk)), k ∈N, i = , , . . . ,n;
yj (t) = λ{–bj(yj(t))[dj(yj(t)) –
∧n
i= pij(t)gi(xi(t – σij))
–
∨n
i= qij(t)gi(xi(t – σij)) + Fj(t)]}, t ∈ T+, t = tk ,
j(yj(tk)) = λJjk(yj(tk)), k ∈N, j = , , . . . ,m.
()
Suppose that u = (x, . . . ,xn, y, . . . , ym)T is a solution of system () for a certain λ ∈ (, ).
Multiplying both sides of the ﬁrst and third equations in system () by xi and yj , respec-








































































































































































































:= aiδi‖xi‖ + Bi, ()
where Bi = ai[
∑m




















:= bjδ′j‖yj‖ + B′j, ()






ω]. Setting t = t+ =  and tq+ = ω, in view of (),















































































































































































































































+ qJk . ()












































































































































































































(αji + β ji)ωMj +
m∑
j=













































+ qρ ′k .





















(αji + β ji)ωMj +
m∑
j=

















































qρ ′k . ()

























































 bj(yj(t))t both sides of () and (), respectively, we






























Let ti, ti, t
′
j, t′j ∈ [,ω]T be such that xi(ti) = maxt∈[,ω]T xi(t), xi(ti) = mint∈[,ω]T xi(t), yj(t′j) =































(αji + β ji)ωMj +
m∑
j=
















(αji + β ji)ωMj +
m∑
j=







































(αji + β ji)ωMj +
m∑
j=
















(αji + β ji)ωMj +
m∑
j=
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qρ ′k + bj
( n∑
i=





























































qρ ′k + bj
( n∑
i=































+ qρ ′k .












(αji + β ji)ωMj +
m∑
j=
















(αji + β ji)ωMj +
m∑
j=



















qρ ′k + bj
( n∑
i=
































+ qρ ′k . ()




























∣, j = , , . . . ,m.










(αji + β ji)ωMj +
m∑
j=
















(αji + β ji)ωMj +
m∑
j=






































(αji + β ji)ωMj +
m∑
j=






















ϒ ′j , ()

























ϒ, . . . ,ϒn,ϒ ′, . . . ,ϒ ′m
)T .
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Then () and () can be written in the matrix form
H‖u‖ ≤ ϒ .
From the conditions of Theorem . we have that H is a nonsingularM-matrix, so that
‖u‖ ≤H–ϒ :=
(
D, . . . ,Dn,D′, . . . ,D′m
)T , ()
that is, ‖xi‖ ≤Di, i = , , . . . ,n, and |yj‖ ≤D′j, j = , , . . . ,m.












(αji + β ji)ωMj +
m∑
j=
















(αji + β ji)ωMj +
m∑
j=



















qρ ′k + bj
( n∑
i=





















ω/(aiδiDi + Bi) + Fjω
]





j=G′j +G, where G is a positive constant. Clearly, F is independent
of λ. Take  = {u ∈X|‖u‖X <G}. Obviously,  satisﬁes condition (a) of Lemma ..
When u(t) ∈ ∂∩KerL = ∂∩Rn+m, u is a constant vector with ‖u‖ =G. Furthermore,
































for j = , , . . . ,m.
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Hence, for any x ∈ ∂ ∩ KerL, QNu = , namely, condition (b) in Lemma . is satisﬁed.
Furthermore, let(γ ;u) = –γu+ (–γ )QNu. Then, for any u ∈ ∂∩KerL, uT(γ ;u) <
, and we get
deg{JQN , ∩ KerL, } = deg{–u, ∩ KerL, } = .
This shows that condition (c) in Lemma . is satisﬁed. Thus, by Lemma . we conclude
that Lu =Nu has at least one solution in X, that is, system () has at least one ω-periodic
solution. This completes the proof. 
4 Global exponential stability of periodic solutions
Suppose that u∗(t) = (x∗ (t), , . . . ,x∗n(t), y(t), . . . , ym(t))T is an ω-periodic solution of system
(). We will construct some suitable Lyapunov functions to prove the global exponential
stability of this periodic solution.
Theorem . Assume that all conditions of Theorem . are satisﬁed. Suppose further
that:
(A) The impulsive operators Iik(xi(tk)), Jjk(yj(tk)) satisfy
{
Iik(xi(tk)) = –γik(xi(tk)),  < γik < , i = , , . . . ,n,k ∈N,










i=(αji + β ji)κjai > , j = , , . . . ,m.
Then the ω-periodic solution of () is globally exponentially stable.
Proof According to Theorem ., we know that system () has an ω-periodic solution
u∗(t) = (x∗ (t), . . . ,x∗n(t), y∗ (t), . . . , y∗m(t))T .
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Let u(t) = (x(t), . . . ,xn(t), y(t), . . . , ym(t))T be an arbitrary solution of system (). In view




(xi(t) – x∗i (t)) = –[ai(xi(t))ci(xi(t)) – ai(x∗i (t))ci(x∗i (t))]
+ [ai(xi(t))
∧m
j= αji(t)fj(yj(t – τji))
– ai(x∗i (t))
∧m
j= αji(t)fj(y∗j (t – τji))]
+ [ai(xi(t))
∨m
j= βji(t)fj(yj(t – τji))
– ai(x∗i (t))
∨m
j= βji(t)fj(y∗j (t – τji))],
t > , t = tk ,k = , , . . . ,
xi((tk) – x∗i (tk)) = –γik(xi(tk) – x∗i (tk)), i = , , . . . ,n;
(yj(t) – y∗j (t)) = –[bj(yj(t))dj(yj(t)) – bj(y∗j (t))dj(y∗j (t))]
+ [bj(yj(t))
∧n
i= pij(t)gi(xi(t – σij))
– bj(y∗j (t))
∧n
i= pij(t)gi(x∗i (t – σij))]
+ [bj(yj(t))
∨n
i= qij(t)gi(xi(t – σij))
– bj(y∗j (t))
∨n
i= qij(t)gi(x∗i (t – σij))]
t > , t = tk ,k = , , . . . ,
yj((tk) – y∗j (tk)) = –γ jk(yj(tk) – y∗j (tk)), j = , , . . . ,m.




D+|xi(t) – x∗i (t)| ≤ –ai
i|xi(t) – x∗i (t)| + ai
∑m
j=(αji + β ji)
× κj|yj(t – τji) – y∗j (t – τji)|,
D+|yj(t) – y∗j (t)| ≤ –bj
′j|yj(t) – y∗j (t)| + bj
∑n
i=(pij + qij)
× νi|xi(t – σij) – x∗i (t – σij)|
()
for i = , , . . . ,n, j = , , . . . ,m. From (A) we have that
{
|xi(t+k ) – x∗i (t+k )| = | – γik||xi(tk) – x∗i (tk)| ≤ |xi(tk) – x∗i (tk)|,
|yj(t+k ) – y∗j (t+k )| = | – γ jk||yj(tk) – y∗j (tk)| ≤ |yj(tk) – y∗j (tk)|
()
for i = , , . . . ,n, j = , , . . . ,m, k ∈N.
Let Fi and Gj be deﬁned by
{
Fi(θi) = ai
i – θi –
∑m
j=(pij + qij)νibjeθi (σ (t), t – σij),
Gj(ξj) = bj
′j – ξj –
∑n
i=(αji + β ji)κjaieξj (τ (t), t – τji),










(αji + β ji)κjai > 
for i = , , . . . ,n, j = , , . . . ,m.
Since Fi, Gj are continuous on [,∞) and Fi(θi)→ –∞, Gj(ξj)→ –∞ as θi → +∞, ξj →
+∞, there exist θ∗i , ξ ∗j >  such that Fi(θ∗i ) = , Gj(ξ ∗j ) =  and Fi(θi) > , Gj(ξj) >  for
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θi ∈ (, θ∗i ), ξj ∈ (, ξ ∗j ). By choosing ε = min≤i≤n,≤j≤m{θ∗i , ξ ∗j } we have
{
Fi(ε) = ai
i – ε –
∑m
j=(pij + qij)νibjeε(σ (t), t – σij)≥ ,
Gj(ε) = bj
′j – ε –
∑n
i=(αji + β ji)κjaieε(τ (t), t – τji)≥ 
for i = , , . . . ,n, j = , , . . . ,m.
Now let us deﬁne
{
μi(t) = eε(t, δ)|xi(t) – x∗i (t)|, t ∈ [–τ ,∞), i = , , . . . ,n,
ωj(t) = eε(t, δ)|yj(t) – y∗j (t)|, t ∈ [–σ ,∞), j = , , . . . ,m,
()
where δ ∈ [–max{τ ,σ }, ], for t > , t = tk , k ∈N, i = , , . . . ,n, j = , , . . . ,m.
It follows from () and () that
D+μi (t)≤ εeε(t, δ)
∣

















(αji + β ji)κj
∣









(αji + β ji)κjeε
(
σ (t), t – τji
)












σ (t), t – σij
)
μi(t – σij). ()
Also, we have
{
μi(t+k ) = | – γik|μi(tk)≤ μi(tk), i = , , . . . ,n,k ∈N,
ωj(t+k ) = | – γ jk|ωj(tk)≤ ωj(tk), j = , , . . . ,m,k ∈N.
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i – ε)μi(t) + ai
m∑
j=
(αji + β ji)
× κjeε
(










































′j – ε –
n∑
i=
ai(αji + β ji)κjeε
(









































































































































≤ V (tk), k ∈N.
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On other hand, we note that V (t) >  for t >  and V () is positive and ﬁnite. Therefore,

































































































































By Deﬁnition . the periodic solution of system () is globally exponentially stable. This
completes the proof. 
5 An example





xi (t) = –ai(xi(t))[ci(xi(t)) +
∧
j= αji(t)fj(yj(t – τji))
+
∨
j= βji(t)fj(yj(t – τji)) – Ei(t)], t ∈ T, t > ,
xi(tk) = –.xi(tk), t = tk = k, i = , ;
yj (t) = –bj(yj(t))[dj(yj(t)) +
∧
i= pij(t)gi(xi(t – σij))
+
∨
i= qij(t)gi(xi(t – σij)) – Fj(t)], t ∈ T, t > ,
yj(tk) = –.yj(tk), t = tk = k, j = , ,
()
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where T is a π-periodic time scale, a(u) = π ( + cosu), a(u) =

π ( – cosu), b(u) =

π ( + sinu), b(u) =










fi(u) = gi(u) =  (|u + | – |u – |), α(t) =  cos t, α(t) = α(t) = , α(t) =  sin t,
β(t) =  sin t, β(t) = β(t) = , β(t) =

 sin t, p(t) =

 sin t, p(t) = p(t) = ,
p(t) =  sin t, q(t) =

 cos t, q(t) = q(t) = , q(t) =

 sinu, τji(t) =

 sin tσij(t) =

 cos t, κj = νi =  (i, j = , ). By calculating we have a = a =

π , a = a =

π , b = b =

π ,
b = b = π , α =

 , α =

 , α = α = , β =

 , β =

 , β = β = , p = p =

 , p = p = , q = q =

 , q = q = .

























































(αi + βi)κa =

π > .
Hence, we have that E = (eij)× is a nonsingularM-matrix. FromTheorem . and The-
orem . we know that system () has at least one π-periodic solution, which is globally
exponentially stable.
6 Conclusions
In this paper, we have studied the existence and globally exponential stability of the pe-
riodic solution for fuzzy Cohen-Grossberg BAM neural networks with impulses on time
scales. Some suﬃcient conditions set up here are easily veriﬁed, and these conditions are
correlated with parameters of system (). The obtained criteria can be applied to design
globally exponential stability of periodic continuous and discrete fuzzy Cohen-Grossberg
BAM neural networks.
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