Until recently, research on global illumination and photon maps in particular considered only static scenes. As hardware capabilities and acceleration techniques allow for more rapid image generation, the application of these methods for animation becomes more relevant. Techniques that retain more information about rendered frames are able to exploit coherence between frames to a larger extent. Storing all of the shooting walks, as does the photon map, is a good basis for generating a modified image more rapidly. In this paper, we describe a fast, but conservative method to verify the stored shooting walks. As a result, the cost of updating of the modified walks becomes comparable to the cost of verification, making nonconservative methods and their inherent assumptions unnecessary. In order to achieve this, we use a separation of dynamic and static objects that allows for occlusion tests limited to potentially moving objects.
Introduction
It is a driving aim to find faster algorithms for global illumination image synthesis, and reduce the time cost for the existing ones. In order to achieve that, a straightforward method is to pre-process the scene in some way, making fast image creation possible at the cost of a single larger cost calculation. This approach is promising if multiple images of the same scene are needed, typically in case of animation [17] . Naturally, we would have to calculate the image for every frame of animation using the information from pre-processing and the rendering of previous frames to the maximum extent possible [3] . In order to achieve this, there are three major problems to be resolved. First, the data structures used, including the spatial subdivision schemes for ray casting should be updated for every frame. As the construction of these data structures is expensive, it is critical to construct and re-build them rapidly without increasing the cost of the ray traversal. This problem was addressed by research related to interactive ray-tracing [16] [14] . Second, modified regions of the scene, and the corresponding items of light representation should be identified. This was described as a difficult problem and a heuristic, non-conservative solution was provided [4] . Third, the modified light transport features should be recalculated.
In this paper, we will issue all three of the above problems. We will show that the separation of dynamic and static objects proposed by Wald [16] is not only useful for the rapid reconstruction of the space partitioning hierarchy, but also for the verification of previously shot rays. Finally, we describe a structure for storing photons bound to scene objects, that makes it possible to store and remove photons easily.
Kd-trees for animation

The role of the kd-tree in global illumination algorithms
Best results among the spatial subdivision schemes are delivered by the BSP and kd-trees. The kd-tree we use in this article is a binary, non-balanced, spatial subdivision data structure, with axis-aligned cutting planes associated to its non-leaf nodes, and subsets of scene objects stored in the leaf nodes. Kd-tree also has an advantage over uniform grid or octree-based algorithms in the "Teapot in the stadium" problem, that is described by Haines [7] as follows:
A small detailed object (teapot) is located in a relatively large surrounding object (stadium). If the viewer is looking at the teapot such that it covers most of the screen, then only one or a few voxels/octree nodes will be traversed and each will contain many primitives, which thus degrades performance enormously [12] .
During the image synthesis a large number of ray-scene intersections have to be computed. Compared to the onetime construction of the tree this means such a difference in scale, that it is worth almost any cost in the building phase just to speed up traversal in most of the cases.
Separation of dynamic and static objects
Clearly, for any algorithm targeting interactive behavior reconstructing the hierarchy for every frame is not viable, as it would introduce a complexity of O(n log n). As an alternative solution, we implemented a multiple kd-tree structure to classify objects. Lext and Akenine-Moeller also presented a similar solution to this problem [13] . If the objects are classified as static objects staying at a fixed position during the animation, and dynamic objects that may move, we can build two different kd-trees. This may have various advantages. First of all, the time of the kd-tree construction is dramatically reduced. It also becomes possible to shoot rays only into the dynamic kdtree, thereby identifying changes of the scene along previous shooting or gathering paths. We will exploit this possibility later in this article to verify shooting walks.
However, in the dual kd-tree structure traversal will be slower. Theoretically, if both trees contained a practically infinite number of objects, and we had infinite memory, the traversal time could be independent of the size of the tree [15] . This would mean that dividing the tree into two parts could double the time cost. Although this theoretical worst case scenario proves to be far too pessimistic, the increase of traversal time should be addressed.
Transformed rigid objects
Obviously, the less objects in the dynamic kd-tree, the faster it can be built. The moving objects in an animation sequence can usually be separated into sets of primitives that move together. This is even more characteristic to scenes with rigid bodies, where the primitives of a higher-level object are static relative to each other. Reconstructing the kd-tree using the primitives would not take any advantage of this property. The kd-tree for the rigid objects can be built in advance, but if the objects are rotated, the splitting planes would not be axis-aligned any more, and such a structure could not be used as a sub-tree of the dynamic kd-tree.
The solution for this problem was given by Wald et al. [16] The kd-trees for the rigid objects should be precomputed in their local model coordinate system. Then, we should define the intersection test for such an object as the intersection test with all of its primitives, using the local kd-tree. If the objects are translated, rotated or transformed in any other way then the ray must be transformed into the model space [6] , in which the sub-kd-tree is axisaligned. The global, dynamic kd-tree will be built of these few rigid objects, and not a large number of primitives. Therefore, the reconstruction of the data structure between frames will be done in very little time.
However, several questions arise. In order to build a kdtree of transformed objects, the extremes along every axis have to be found. Computing an axis-aligned bounding box for a set of points is straightforward but may be unacceptably expensive for a large number of vertices, as it has to be done for every frame. Furthermore, as an intersection test for such a composite object is costly, a cheaper prefiltering process would be useful. Both problems are addressed by pre-computing a bounding object easy to transform. An enclosing box may well be such an object, but then, we would have to use the axis-aligned bounding box of a transformed enclosing box for the kd-tree construction, which will hardly fit the original object tightly. On the other hand, an ellipsoid, being a quadratic surface, is the most appropriate. If the smallest enclosing ellipsoid for the vertices of the object is calculated, it can be transformed appropriately for every frame. Its extremes, also obtained easily, may be used to determine the bounding box. Furthermore, an intersection test with a quadratic object is calculated easily, and can be used to filter out a huge amount of non-intersecting rays out. The algorithm used to determine the smallest enclosing ellipsoid is based on linear programming [18] and runs in O( n ) time [5] .
Synchronous traversal of the dual tree
We have mentioned above that the traversal cost for two trees may be double the cost for one tree of twice as many objects. This is, however, a worst case scenario, and can be avoided in several ways. First of all, the formerly described use of compound rigid objects will decrease the size and traversal cost of the dynamic tree. Secondly, it is obvious that if we have found an intersection in the dynamic tree, the search in the static tree may be limited to the segment of the ray between the origin and the intersection point. That is, we do not test in areas occluded by dynamic objects. This simple modification will result in traversal times very close to the one tree case, especially if the dynamic objects are rarely occluded by static ones. However, it is not always possible to identify rigid objects, and the visibility relation between the dynamic and static objects may not be so determined for some animation sequences. Therefore, we introduce a cost-effective traversal algorithm for multiple overlapping kd-trees, especially useful if a large number of independently moving primitives are stored in the kd-tree. Basically, the cell boundaries of a kd-tree separate a traversing ray into segments. A traversal algorithm will identify those segments, and will compute intersection tests on every segment in order. If the objects are stored in multiple kd-trees, multiple segmentations exist. The task is to find an optimal order of the segments, so that no segment further than the first valid intersection is examined. That means, if any point of segment A is closer to the origin of the ray than the closest point of segment B, then A must precede B in the traversal order. A known recursive algorithm, described in detail by Havran [8] , is extended the following way: A separate traversal stack, current node identifier and search segment has to be maintained for every tree. Every tree starts as 'non-terminated'.
1. Let the 'search segment' for every tree be the entire ray.
2. Choose the 'non-terminated' tree, for which the closest point of the search interval is the nearest to the origin.
3. Traverse the chosen tree using the recursive algorithm. Continue until a leaf is reached.
4. If a leaf is being processed, test for intersections, and update the global 'closest intersection found' variable, if necessary. Set the search interval of the actual tree to the segment of the ray that is intersected by the volume of the next node to be processed in this tree.
If the traversal stack is empty, or a valid intersection was found, mark the tree as 'terminated'.
5. If a valid intersection was already found, and the search interval for every other tree is significantly further then the closest intersection, terminate, and return the found intersection.
6. If all the trees are marked 'terminated', there was no intersection with the ray in either of the trees, return without a result.
7. Continue with step 2. Compared to the sequential solution, where the trees are traversed after one another on the segment limited by previously found intersections, we spare the traversal of the ray segments between the nearest intersection and those further intersections, that were to be found in previously traversed trees. Considering the dual tree structure, we have two options: traverse the dynamic tree, and then the static tree, or do it in parallel. If the nearest intersection is in the static tree, then the parallel algorithm will not investigate the segment between the dynamic and static intersection points.
In the opposite case the same amount of tests are carried out. However, we have to remark that there is some overhead because of some additional administration and weaker cache coherence, a result of handling more kdtrees simultaneously.
Results
Scenes have been divided into a static and a dynamic part to test the algorithm. Three cases were examined:
One tree: All the patches, static or dynamic, are stored in a common kd-tree.
Sequential: Static and dynamic patches are stored in separate trees. When calculating a ray-scene intersection, first we traverse only the dynamic tree. Thereafter the static tree is tested, but only on the ray segment between the origin and the intersection point in the dynamic tree.
Parallel: Static and dynamic patches are stored in separate trees. The parallel traversal algorithm is used for ray-scene intersections. We rendered images using Bi-directional Path Tracing [11] . We used a test scene of large static and dynamic objects with a high primitive count, 25306 patches, to simulate an extremely difficult scene with various occlusion 
Reconstruction of shooting walks
The Photon Map in dynamic environments
In order to accelerate animation, we aim to re-use information gathered while rendering previous frames. Obviously, this can be done only if intermediate results are recorded somehow. The approach that fits this concept the best is that of the Photon Map. A Photon Map, as proposed by Jensen [9] , stores the hits of shooting walks in a structure, where spatial proximity searches are effective. This photon-tree is also a kd-tree, but it has to meet different criteria than the subdivision for the acceleration of ray casting. However, this photon-tree also changes from frame to frame, and querying the nearest photons in it is also very expensive. Our implementation and experiments on rendering a single frame using Photon Map showed that 74% of the total running time is spent executing these functions. Although the method has recently been extended to handle temporal phenomena [2] , the approach is not directly suitable for animation. We also have to mention here, that a Photon Map can be effectively combined with other, primarily gathering-type algorithms to counter its shortcomings. Wald et al. [17] proposed a solution applying Photon Map only to visualise caustics where the photon density is rather high and its contribution is vital.
Updating shooting walk history
Instead of the photon-tree, we store the hits on shooting walks consecutively. This, in fact, is also done for the classic Photon Map before the photon-tree is built, as the first phase of the algorithm. In this section, we will introduce our method to update this photon history, postponing the problem of how to use the hits to render an image.
What structure is needed to store, remove and locate photons rapidly will be addressed in Section 4.2.
A method also based on the concept of updating photon paths has been published by Dmitriev et al. [4] . Accepting that finding modified paths is a difficult problem, a non-conservative method using coherent photons was presented. On the other hand, we strove to construct a nonconservative solution, alleviating necessary assumptions. Therefore, we focused on the identification of modified paths. Validating a segment of photon path is possible by reconstructing the shooting ray using the photon hits and the selected light source point. If the light source is not sampled randomly, but sampled using the quasi Monte-Carlo method [10] , the starting nodes of the paths need not be stored, as they can be regenerated. We would need to recast the ray, although some speedup may be achieved by limiting the length of the ray. Speeding up this procedure is possible using the dual tree structure: each photon hit record must store auxiliary information whether the patch hit by the ray was found in the static or in the dynamic tree.
A photon path may become invalid because of the following events:
• An object has moved in front of the previous closest intersection. This object must be in the dynamic tree.
• The object, on which the previous hit was found, has been moved away. Also in this case, the object must be in the dynamic tree.
As discussed before, it is possible to cast a ray only into the dynamic tree. Obviously, this is absolutely enough to verify the ray, as we will either find a closer dynamic hit, or not find our previous hit, if the hit is not valid any more.
Therefore, the update algorithm is as follows:
• If the hit to be verified is static:
-Cast a ray into the dynamic tree on the segment preceding the hit.
-If no hit was found, the original hit remains valid, we may proceed to the next path segment.
(No dynamic objects was moved in to occlude the path.)
-If a hit was found, replace the original with it, and continue the path as when using the random walk. (A dynamic object was moved into the path.)
• If the hit to be verified is dynamic:
-Cast a non-limited ray into the dynamic tree.
-If the same hit was found as before, the original hit remains valid, we may proceed to the next path segment. (The object found previously has not moved, and no object was moved inbetween.)
-If a closer hit was found, replace the original with it, and continue the path as when using the random walk. (The same object got closer, or an object was moved inbetween.)
-If a farther hit was found, cast a ray into the static tree limited to the segment between the old and the new dynamic hit. Insert the new static hit, or, if there was none, the new dynamic hit into the place of the old one. Use the random walk to continue. (The previously found object has moved away. Either a static or a dynamic hit may be found behind.)
-If no hit was found, cast a ray into the static tree, and replace the old hit with the static hit. Use the random walk to continue. (There is no dynamic object anywhere along the ray.) Figure 4 shows a generic situation where the dynamic object has been moved, making part of the photon path invalid.
Caching static hits
We may assume, that a dynamic object will be moved away at some time. When that happens, we will have to cast a ray into the static tree, as the above algorithm orders. However, if we do not discard a static hit when it becomes occluded by a dynamic object, but store it in a static hit cache, then we will spare the effort when the dynamic object is moved away again. It would also be possible to store all the shooting walks that are valid in a static-only scene. However, this would double the memory required, and would not help after the first dynamic hit.
Manipulating photons and rendering the image
Using spatial information from raycasting
As described in Section 3.1, the construction of the shooting walk history is only the first phase of the classic Photon Map algorithm. More pre-processing, namely the building of the photon-tree, is needed to make a nearest neighbour search possible. Furthermore, this search, performed a large number of times during Monte Carlo gathering, still remains unacceptably time consuming. As a hit is found during ray-casting, we already have location information that is not worth discarding. Furthermore, the spatial subdivision data structure for ray-casting is updated for every frame using the static-dynamic acceleration. Therefore, storing the photons bound to this structure will not only speed up proximity search, but also allow for the modification of the photons without the cost of rebuilding a whole photon search tree. There are actually two possible solutions that conform to that idea.
The first method sacrifices accuracy and image quality for speed and simplicity, as we simply assigned photon hits to the primitives. This way, when a hit is found during shooting, the photon can instantly be stored, and it is also easy to locate photons on the same patch. Of course, these simplifications can not live up to either the quality or the name of the Photon Map. The image quality will heavily depend on the tessellation, as there have to be enough photons incident on every single patch. Especially specular surfaces in dark regions can have weird artefacts. However, distributing the photons over several neighbouring patches could alleviate these issues.
The second method is more complicated to implement, and provides less speedup. However, it makes a full, correct nearest neighbour search of photons possible. We store the photons in the leaf cells of the ray-casting subdivision structure, which can be used as a search tree as well. If photons around a point that was hit by a ray should be found, nearest neighbour search could be started from the leaf directly. Rebuilding the photon map would be limited to single cells. Although this second method is not directly dependent on the tessellation of the scene, and provides clearly superior image quality, in order to achieve interactive frame rates we used the first method in our implementation of the animation algorithm.
Storing photons on primitives
In the case of diffuse surfaces, the tessellation-bound method turns out to be very similar to finite element approaches. There is actually no need to store references to the photons themselves on primitives, as only their summed irradiance will be needed to calculate the outgoing radiance. Thus, storing a photon means adding its power, removing a photon means subtracting it.
In the case of specular surfaces, however, we also need to know the direction. We could sum up the outgoing radiance towards the eye point, but we wish to retain the viewindependent feature of the shooting concept. Therefore, a set of references to photons has to be stored. We also need to insert or remove a single entry rapidly. Therefore, a simple array or linked list is not an option. We used adaptively sized hash tables with open addressing and double hashing.
With the radiance information assigned to the patches, it was reasonable to drop Monte Carlo patch tracing for incremental rendering. Although this solution does not allow for effects handled easily by gathering walk type methods, like directly visible mirrors or transparent materials, it helps to evaluate our shooting technique in itself, and to achieve an interactive speed for our test scene of several thousand patches. Furthermore, shadows are also smeared because of the tessellation. We also have to remark here, that in case of incremental rendering, it does not seem reasonable to store the photons within the leaf cells of the ray-casting subdivision scheme, as described in Section 4.1.
Results and discussion
To evaluate our enhancement, an animated scene (see Figure 5) has been constructed: A box with a stationary Beethoven head, and a moving teapot. The walls have been tessellated to create small patches of similar size for all objects in the scene. We measured the construction time of the shooting walk history for the initial frame, and the update time for consecutive frames. We also made measurement to determine how much time it took just to verify the paths, without updating the walk history or any radiance values. Results were, of course, very much dependant on how large a portion of the scene was effected. Reconstruction times ranged from 5% to 35% of the original building time. For the setting displayed in Figure 5 , the results (in second) were as follows:
Teapot 14 Although verification takes much more time than the updating of modified walks, it must be considered that we used a very simple approach for storing the photons on the patches. In case of a more complex photon map scheme the update times could exceed verification times.
We also measured the efficiency of static hit caching for the same scene.
Computation time First Shooting 5.54 Verification 0.78 Update without static hit cache 0.16 Update with static hit cache 0.11 All the measurements above were performed on Intel P4 1.4Ghz using OpenGL, implemented in the RenderX framework [1] . Evaluating the results shows that a nearly interactive average frame-rate of 1.3 FPS is achievable, while both diffuse and specular cases are handled.
Further improvements
Further improvement to the visual quality of the rendered image (eg. specular surfaces in dark regions) is possible by distributing the incoming photons over several neighbouring patches.
