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ABSTRACT 
The identification and quantification of associations between variables is often 
of interest in occupational and environmental research, and regression analysis 
is commonly used to assess these associations. While exposures and biological 
data often have a positive skewness and can be approximated with the log-
normal distribution, much of the inference in regression analysis is based on 
the normal distribution. A common approach is therefore to log-transform the 
data before the regression analysis. However, if the regression model contains 
quantitative predictors, a transformation often gives a more complex 
interpretation of the coefficients. A linear model in original scale (non-
transformed data) estimates the additive effect of the predictor, while linear 
regression on a log-transformed response estimates the relative effect. 
The overall aim of this thesis was to develop and evaluate a maximum 
likelihood method (denoted MLLN) for estimating the absolute effects for the 
predictors in a regression model where the outcome follows a log-normal 
distribution. The MLLN estimates were compared to estimates using common 
regression methods, both using large-scale simulation studies, and by applying 
the method to a number of real-life datasets. The method was also further 
developed to handle repeated measurements data. Our results show that when 
the association is linear and the sample size is large (> 100 observations), 
MLLN provides basically unbiased point estimates and has accurate coverage 
for both confidence and predictor intervals. Our results also showed that, if the 
relationship is linear, log-transformation, which is the most commonly used 
method for regression on log-normal data, leads to erroneous point estimates, 
liberal prediction intervals, and erroneous confidence intervals. For 
independent samples, we also studied small-sample properties of the MLLN-
estimates; we suggest the use of bootstrap methods when samples are too 
small for the estimates to achieve the asymptotic properties. 
Keywords: log-normal distribution, linear models, absolute effects 
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 SAMMANFATTNING PÅ SVENSKA 
Inom miljömedicinsk forskning är det vanligt att man är intresserad av 
sambanden mellan olika variabler. Vid till exempel bedömning av 
yrkesexponering är man ofta intresserad av sambanden mellan exponeringen 
för ett visst ämne och arbetsuppgifter, samt vistelse i olika miljöer. Vanligen 
används regressionsanalys för att skatta och kvantifiera dessa samband. Den 
inferens som oftast används vid regressionsanalys bygger på 
normalfördelningsantaganden, men mycket av de data som finns inom biologi 
har en positiv snedfördelning. Dessa data är i regel bättre approximerade med 
en lognormalfördelning och det är därför vanligt att dessa data 
logtransformeras före en regressionsanalys. Om man har kvantitativa 
prediktorer och är intresserad av ett specifikt förhållande mellan respons och 
prediktorer, kan transformationen försvåra tolkning av sambandet.  En linjär 
modell på originaldata skattar den additiva effekten av en prediktor medan 
linjär regression med en logtransformerad respons skattar den relativa 
effekten, det vill säga en exponentiell modell. I till exempel 
exponeringsbedömningar är det ofta mer rimligt att anta att den förväntade 
kumulativa exponeringen har ett linjärt (additivt) samband till tiden en person 
har tillbringat i en viss mikromiljö, än att anta ett exponentiellt samband där 
personen till exempel skulle kunna få en högre exponering andra timmen än 
första, trots att bakgrundnivåerna var detsamma.   
I avhandlingen utvecklar och utvärderar vi en maximum-likelihood-metod för 
att skatta linjär regression med en log-normal fördelad respons (här kallad 
MLLN).  MLLN-skattningarna jämförs med skattningar från andra vanliga 
metoder, både i storskaliga simuleringsstudier och i tillämpningar på riktigt 
mätdata. Simuleringsstudierna visar att för större stickprov där förhållandet 
mellan prediktorer och respons är linjärt så ger MLLN i princip korrekta 
effektskattningar och korrekt täckning för både prediktions och 
konfidensintervall. Logtransformation av responsen kan däremot leda till för 
smala prediktionsintervall och felaktiga konfidensintervall. Vi studerar även 
hur man för oberoende observationer bör konstruera konfidensintervall för 
MLLN-skattningarna när stickproven är små och de asymptotiska egenskaperna 
(som finns generellt hos ML-skattningar) inte uppnås och ger förslag på 
alternativa inferensmetoder som inte förlitar sig på skattningarnas 
asymptotiska fördelning. 
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Covariance pattern model A marginal model in which a structure is 
specified for the covariance matrix in order to 
handle the correlation between observations. 
Linear model A model in which the expected values of the 
response can be written as a linear 
combination of the predictors. 
Marginal model A model without random effects. 
Mixed model A statistical model that can contain both fixed 
effects and random effects. 
Residual matrix The covariance matrix for the random error 
terms in a regression model. 
Wald-type interval A confidence interval for a parameter in the 
form estimate ± percentile ∙ se(estimate), 
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1 INTRODUCTION 
In research there is often a need to assess and quantify associations between 
variables. While many statistical methods are based on the assumption that the 
variable of interest is normally distributed, several biological variables have a 
skewed distribution and are usually approximated with the log-normal 
distribution. A natural approach to this problem is to log-transform the 
variable, so that the transformed variable will have a distribution closer to the 
normal distribution. However, a potential problem to this approach appears 
when a specific model is assumed for the association. Linear regression on 
untransformed data produces a model where the effects are additive, while 
linear regression on a log-transformed variable produces a multiplicative 
model.  
Figure 1. The probability density functions for a normal and a log-normal distribution 
with expected value 2 and variance 1. 
1.1 The Log-Normal Distribution  
Data with positively skewed distributions are very common, not least when 
dealing with biological data. Measurement data often have a lower limit, 
usually 0 or the detection limit, but no distinct upper limit. Hence below the 
median no observations can be further away than the lower limit, but above the 
median there may be values that are many times further away, and this will 
give a positively skewed distribution. These skewed distributions can often be 
approximated by the log-normal distribution; some of the theoretical reasons 
for this are explained elsewhere (Koch, 1966; Koch, 1969; Limpert, Stahel and 
Abbt, 2001). The log-normal distribution is characterized by having only 
positive non-zero values, a positive skewness, a non-constant variance that is 
proportional to the square of the mean value, and a normally distributed 
Evaluation of Regression Methods for Log-Normal Data 
2 
natural logarithm. The probability density function for a log-normal 
distribution has an asymmetrical appearance, with a majority of the area below 
the expected value and a thinner right tail with higher values, while the 
probability density function for the normal distribution with the same expected 
value has a symmetrical bell-shaped curve (Figure 1). Some relationships 
between the characteristics of the log-normal variable Y and the log-
transformed variable Z = ln(Y) are presented in Table 1.  
Table 1. Probability density functions and characteristics of the normal and log-
normal distributions.  Normal distribution 
𝑙𝑙𝑙𝑙(𝑌𝑌) = 𝑍𝑍~𝑁𝑁(𝜇𝜇𝑍𝑍, 𝜎𝜎𝑍𝑍2) Log-normal distribution 𝑒𝑒𝑒𝑒𝑒𝑒(𝑍𝑍) = 𝑌𝑌~𝐿𝐿𝑁𝑁(𝜇𝜇𝑍𝑍, 𝜎𝜎𝑍𝑍2) Probability density function 𝑓𝑓𝑍𝑍(𝑧𝑧) = 1�2𝜋𝜋𝜎𝜎𝑍𝑍2 𝑒𝑒(𝑧𝑧−𝜇𝜇𝑍𝑍)22𝜎𝜎𝑍𝑍2  𝑓𝑓𝑌𝑌(𝑦𝑦) = 1𝑦𝑦�2𝜋𝜋𝜎𝜎𝑍𝑍2 𝑒𝑒(𝑙𝑙𝑙𝑙 (𝑦𝑦)−𝜇𝜇𝑍𝑍)22𝜎𝜎𝑍𝑍2  Expected value 𝜇𝜇𝑍𝑍 = 𝑙𝑙𝑙𝑙(𝜇𝜇𝑌𝑌) − 𝜎𝜎𝑍𝑍22  𝜇𝜇𝑌𝑌 = 𝑒𝑒𝜇𝜇𝑍𝑍+𝜎𝜎𝑍𝑍2/2 Geometric mean 𝜇𝜇𝑔𝑔𝑍𝑍 = 𝜇𝜇𝑍𝑍 = 𝑙𝑙𝑙𝑙(𝜇𝜇𝑌𝑌) − 𝜎𝜎𝑍𝑍22  𝜇𝜇𝑔𝑔𝑌𝑌 = 𝑒𝑒𝜇𝜇𝑍𝑍 Variance 𝜎𝜎𝑍𝑍2 = 𝑙𝑙𝑙𝑙(1 + 𝜎𝜎𝑌𝑌2) 𝜇𝜇𝑌𝑌2⁄  𝜎𝜎𝑌𝑌2 = �𝑒𝑒𝜎𝜎𝑍𝑍2 − 1�𝑒𝑒2𝜇𝜇𝑍𝑍+𝜎𝜎𝑍𝑍2 
1.2 Exposure Assessments 
The log-normal distribution is often used for modeling airborne exposures. 
Exposure data are non-negative by nature and often have a larger proportion of 
moderate sized values with a few higher values, giving the data a positive 
skewness. These features are shared with the log-normal distribution. There 
are large quantities of historical empirical results supporting a log-normal 
assumption for exposure data. Since the 1960s, the distribution of occupational 
exposures has often been approximated with the log-normal distribution 
(Rappaport, 1991b). Rappaport suggests that Oldham (1953) was the first to 
use the log-normal distribution for occupational exposures. Oldham used a 
normal probability plot to show that the log-transformed values of 779 
randomly collected dust measurements were approximately normally 
distributed, and hence the untransformed values would be approximately log-
normally distributed. Others have used formal test procedures to determine the 
distributions. For example, Kumagai et al. (1997) applied the Shapiro-Wilk W-
test on the log-transformed airborne cobalt exposure concentrations obtained 
in a hard metal factory. None of the tests rejected a log-normal distribution on 
the 5% significance level. Water et al. (1991) suggested the ratio metric, which 
is the ratio between the direct sample mean and the maximum likelihood 
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estimate of the mean given a log-normal distribution, as an measure of 
goodness-of-fit to the log-normal distribution. They used the ratio metric to 
show that 15 out of 23 datasets of airborne exposures to mercury and benzene 
were approximately log-normally distributed. Osvoll and Woldbæk (1999) 
examined the distribution of 31 different occupational exposures (e.g. lead, 
cadmium, and welding fumes) in different elements (i.e. air, urine, or blood) 
and concluded that a log-normal distribution fitted well to most of the samples, 
or at least better than the normal distribution.   
 
There are not just empirical but also theoretical arguments for assuming a log-
normal distribution for time-dependent exposures. Kahn (1973) justified a log-
normal model for air pollutants by assuming a non-constant source of error 
and using the law of proportionate effect, as first presented by Kepteyn (1903). 
The law of proportionate effect implies that the cumulative at time t, denoted 
Yt, depends on the cumulative exposure at time t-1 and the proportional error 
E, and can be expressed as 
𝑌𝑌𝑡𝑡 −  𝑌𝑌𝑡𝑡−1 = 𝑌𝑌𝑡𝑡−1𝐸𝐸, 
or as 𝑌𝑌𝑡𝑡  = 𝑌𝑌𝑡𝑡−1(1+𝐸𝐸). In this expression the E is constant. However, Khan 
assumes a non-constant error, and Rappaport (1990) concurs that this is a 
reasonable assumption since the exposure over a “longer” time period (e.g. 
over a workday) is likely to have more than one source of error, including 
ventilation, mobility of the worker, and differences in work tasks. This will 
give an exposure that is dependent on a series of errors:  𝑌𝑌𝑡𝑡=𝑌𝑌0 ∏ (1+𝐸𝐸𝑖𝑖)𝑡𝑡𝑖𝑖=1 . 
By using (𝑌𝑌𝑖𝑖 − 𝑌𝑌𝑖𝑖-1) 𝑌𝑌𝑖𝑖⁄ = 𝐸𝐸𝑖𝑖 and ∑ (𝑌𝑌𝑖𝑖 − 𝑌𝑌𝑖𝑖-1) 𝑌𝑌𝑖𝑖⁄𝑡𝑡𝑖𝑖 ≅ ln(𝑌𝑌𝑡𝑡) −  ln (𝑌𝑌0), Khan 
showed that ln(𝑌𝑌𝑡𝑡) = ln(𝑌𝑌0) + ∑ 𝐸𝐸𝑖𝑖𝑡𝑡𝑖𝑖 ,  
Then, by the central limit theory, ln(Yt) is asymptotically normally distributed 
regardless of the distribution of Ei, and so 𝑌𝑌𝑡𝑡 is asymptotically log-normally 
distributed. There are also arguments that apply to exposures other than air 
pollutants. Ott (1990), for example, showed that the dilution of one material 
into another creates non-equilibrium concentrations which are usually 
approximately log-normal. Ott exemplified this with comparisons to a soluble 
contamination in water and the release of an airborne pollutant in a ventilated 
room.  
As already mentioned, the log-normal distribution has many characteristics in 
common with exposure data. It also has the desirable property of a normally 
distributed logarithm, and hence many traditional statistical approaches 
become available via a simple transformation of the data. This makes the log-
normal distribution simpler to handle than many other skewed distributions. In 
some cases, concerns have been raised about the log-normal model being 
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applied to exposure data on the basis of tradition and simplicity, without the 
assumption ever being verified (Bencala and Seinfeld, 1976; Blackwood, 
1992; Waters et al., 1991). However, Bencala and Seinfeld (1976) and 
Blackwood (1992) concluded that even if data are sometimes better fitted with 
other common statistical distributions, like the gamma distributions, in terms 
of accuracy of results they can usually be adequately fitted with a log-normal 
model.      
The Arithmetic Mean and the Geometric Mean 
As already stated, exposure data often have a positive skewness, and the 
geometric mean is less affected by skewness than the arithmetic mean. 
However, in risk assessment it is not really the central tendency that is of 
interest but rather the magnitude of an exposure, and then the arithmetic mean 
is often more appropriate (Parkhurst, 1998; Rappaport, 1991a). This has also 
been recognized by the Worker Health and Safety Branch of the California 
Department of Pesticide Regulation (Powell, 2003). 
In risk assessment, the final aim is to determine the increased risk of damage 
given by an exposure. When considering the risk to an individual, a linear 
exposure-burden-damage model can be used (Rappaport, 1991a). In this 
model, the bodily damage is proportional to the bodily burden, which in turn is 
proportional to the cumulative exposure; that is, the product of the arithmetic 
mean and the time period of the exposure. For a positively skewed 
distribution, the geometric mean will be less or equal to the arithmetic mean, 
so the geometric mean would underestimate the dose. Rappaport points out 
that even if the effects are non-linear, a person’s risk of damage (i.e. disease) 
would still be associated with the cumulative exposure.   
In practice, exposure data may not be available for all individuals, so there is a 
need to evaluate the exposure on a group level. In group assessments, all 
individuals in a group are assumed to have the same exposure. Crump (1998) 
points out that grouping data can lead to biased risk assessment. However, 
Crump also recognizes that ungrouped data are often not available, and 
suggest that the group mean rather than the group median should be used if the 
dose-response relationship is linear, convex, or s-shaped, since it will give a 
less biased risk assessment. Rappaport (1991a) recommends the arithmetic 
mean over the geometric mean, giving the argument that an estimated group 
exposure will basically assign the same exposure to all group members, and if 
all group members are not uniformly exposed then the most common situation 
is for the exposure to be positively skewed, and a geometric mean would not 
capture the most highly exposed member. Hence, the use of a geometric mean 
would lead to an underestimation of the total group exposure. 
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The conclusion is that the arithmetic mean is usually considered more 
appropriate than the geometric mean when it comes to risk assessments. A 
consequence of this is that median regression is not an appropriate method for 
exposure assessments. 
1.3 Linear and Log-Linear Models 
Two common methods for regression analysis are ordinary least squares 
regression and linear mixed models. The inference in both these methods often 
assumes a normally distributed response, and should not be applied directly to 
a log-normal variable. Hence, the log-normal variable Y is often log-
transformed, and the log-transformed values Z = ln(Y) will follow a normal 
distribution with expected value μZ and standard deviation σZ.  
A linear regression analysis with Y as the response and X as the predictor will 
estimate the absolute effect, here denoted β, of X on Y; that is, Y is expected to 
increase by β units for every unit change in X. A linear regression analysis 
with Z as the response will estimate the relative effect, here denoted δ, of X on 
Y; that is, Y is expected to increase by 100∙(exp(δ) − 1) percent for every unit 
change in X. If the relationship is indeed linear, the log-transformation results 
in a distortion of the relationship, as seen in the center of Figure 2, and the 
difference in expected values between the two models is illustrated on the right 
of Figure 2. Thus for a linear relationship, the arithmetic mean will be biased 
if log-transformation is applied. 
Figure 2.  A linear regression where Y|X follows a log-normal distribution. The linear 
relationship between Y and X is represented by a black line, while an estimated exponential 
relationship is represented by the dached red line. The absolute effect is 0.9, (left), the log-
transformation stabilizes the variance but distorts the linear relation (center), and the 
estimation based on ln(Y) results in an exponential function with a relative effect of 29% 
(right). (Paper I, Figure 1.)  
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2 AIM 
The overall aim of this thesis is to evaluate a method for estimating the 
absolute effects for the predictors in a regression model where the outcome 
follows a log-normal distribution, both for independent data and in repeated 
measurement situations.  
The specific aims are: 
1. Define the method for the situation with independent 
observations and: 
 
a. Evaluate the large-sample situation regarding point 
estimates, standard errors, and hypothesis testing. 
 
b. Evaluate the small-sample situation regarding point 
estimates, standard errors, and hypothesis testing. 
 
c. Compare the method to other more commonly used 
regression methods. 
 
2. Adapt the method to handle repeated measurements which are 
not independent and: 
 
a. Evaluate the large-sample situation regarding point 
estimates, standard errors, and hypothesis testing. 
 
b. Compare the method to other more commonly used 
regression methods for repeated measurements. 
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3 REGRESSION ANALYSIS 
We consider the situation where the response variable Y follows a log-normal 
distribution conditional on the predictors X1,…Xk, and where the expected 
values of the response, μY, is a linear combination of these predictors. This can 
be expressed in matrix form notation as 
 𝝁𝝁𝑌𝑌      =      𝑿𝑿  ⋅    𝜷𝜷, (3.1) 
    (𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 1)       (𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 𝑒𝑒) (𝑒𝑒 × 1)  
where ntot is the total number of observations, p is the number of regression 
coefficients, μY is a vector of the expected values of Y, β is a vector of 
regression coefficients (“effects”), and X is the design matrix containing the 
predictor values and a first column of ones (for the intercept).   
 
The log-transformed values Z=ln(Y) will be normally distributed and can be 
expressed as ln(𝒀𝒀)   =    𝒁𝒁    =    𝝁𝝁𝑍𝑍   +      𝜺𝜺,    with     𝜺𝜺 ~ 𝑁𝑁( 𝟎𝟎   ,   𝚺𝚺 ), 
                (𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 1)     (𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 1)    (𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 1)   (𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 1)                         (𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 1)(𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 × 𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡)                      
where Y is a vector of response values, μZ is a vector of the expected values of 
Z, ε is a vector of random terms, 0 is a constant matrix of zeros, and Σ is the 
covariance matrix for ε, called the residual matrix. Using Equation (3.1) and 
the relationships between the mean in the log-normal distribution and the mean 
in the normal distribution as presented in Table 1, we get the following model 
for Z:  
 ln(𝒀𝒀) = 𝒁𝒁 = 𝑙𝑙𝑙𝑙(𝑿𝑿𝜷𝜷) − 𝜎𝜎𝑍𝑍2 2⁄ + 𝜺𝜺, with  𝜺𝜺 ~  𝑁𝑁( 𝟎𝟎 , 𝚺𝚺 ).  
The model can also be expressed for Y as 
 𝒀𝒀 = 𝑿𝑿𝜷𝜷 ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒�−𝜎𝜎𝒁𝒁𝟐𝟐 2⁄ � ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒(𝜺𝜺), with 𝜺𝜺 ~  𝑁𝑁( 𝟎𝟎 , 𝚺𝚺 ). (3.2) 
For independent observations, Σ will be a constant diagonal matrix of the 
form 𝚺𝚺 = 𝜎𝜎𝑍𝑍2𝑰𝑰, where I is the ntot × ntot identity matrix. For repeated 
measurements, Σ will be a block diagonal matrix defined as  
 𝚺𝚺 = �𝚺𝚺𝟏𝟏 𝟎𝟎𝟎𝟎 𝚺𝚺𝟐𝟐 𝟎𝟎 ⋯𝟎𝟎 ⋯
𝟎𝟎  𝟎𝟎
⋮ ⋮
𝚺𝚺𝟑𝟑 ⋯
⋮ ⋱
�, (3.3) 
where 𝟎𝟎 is a matrix block of zeros and 𝚺𝚺𝑖𝑖 is the covariance matrix for the i:th 
individual. A model where Σ is defined as in (3.3) is here denoted as a 
covariance pattern model. In Paper IV, two different patterns are considered 
for Σi; a compound symmetry pattern and a first-order autoregressive pattern.  
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In a compound symmetry covariance model, CS, the variance and covariance 
are constant; that is, 𝑣𝑣𝑣𝑣𝑣𝑣�𝜀𝜀𝑖𝑖𝑖𝑖� = 𝜎𝜎2 for 𝑖𝑖 = 1, … , 𝑚𝑚, 𝑗𝑗 = 1, … , 𝑙𝑙𝑖𝑖 and 
𝑐𝑐𝑐𝑐𝑣𝑣�𝜀𝜀𝑖𝑖𝑖𝑖 , 𝜀𝜀𝑖𝑖𝑖𝑖� = 𝜎𝜎2𝜌𝜌, ∀ 𝑗𝑗 ≠ 𝑘𝑘. Thus, the covariance matrix for an arbitrary 
individual can be written as 
 𝚺𝚺𝑖𝑖 = 𝜎𝜎2 � 1 𝜌𝜌𝜌𝜌 1 𝜌𝜌 ⋯𝜌𝜌 ⋯𝜌𝜌  𝜌𝜌
⋮ ⋮
1 ⋯
⋮ ⋱
�. (3.4) 
The variances in a first order autoregressive model, denoted AR(1), are also all 
equal, but the covariance between two measurements on the same individual 
decreases exponentially with the distance |j-k|; 𝑐𝑐𝑐𝑐𝑣𝑣�𝜀𝜀𝑖𝑖𝑖𝑖 , 𝜀𝜀𝑖𝑖𝑖𝑖� = 𝜎𝜎2𝜌𝜌|𝑖𝑖−𝑖𝑖|, ∀ 𝑗𝑗. 
The covariance matrix for an arbitrary individual can be written as 
 𝚺𝚺𝑖𝑖 = 𝜎𝜎2
⎣
⎢
⎢
⎢
⎡
1 𝜌𝜌 𝜌𝜌2 … 𝜌𝜌𝑙𝑙𝑖𝑖−1
𝜌𝜌 1 𝜌𝜌 … 𝜌𝜌𝑙𝑙𝑖𝑖−2
𝜌𝜌2 𝜌𝜌 1 … 𝜌𝜌𝑙𝑙𝑖𝑖−3
⋮ ⋮ ⋮ ⋱ ⋮
𝜌𝜌𝑙𝑙𝑖𝑖−1 𝜌𝜌𝑙𝑙𝑖𝑖−2 𝜌𝜌𝑙𝑙𝑖𝑖−3 … 1 ⎦⎥⎥
⎥
⎤. (3.5) 
Note that the error terms ε are added in log-scale, and so Σ specifies the 
covariance for the log-transformed response values ln(Y) = Z.  
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Table 2. Methods of regression analysis used in Papers I–IV. 
Notation 
(Papers) 
Fitting 
method 
Response ~ 
Distribution 
Model 
 (matrix notation) 
Σ matrix 
MLLN 
(I, II, III) 
ML 
Y ~  Log-normal 𝝁𝝁𝑌𝑌= 𝑿𝑿𝜷𝜷  𝜎𝜎𝑍𝑍2𝑰𝑰 
MLLN 
(IV) 
ML 
Y ~  Log-normal 𝝁𝝁𝑌𝑌 =  𝑿𝑿𝜷𝜷  CS, AR(1) 
WLS 
(I, II, III) 
WLS 
Y ~  Log-normal 𝝁𝝁𝑌𝑌 =  𝑿𝑿𝜷𝜷  𝜎𝜎𝑍𝑍2𝑰𝑰 
LSlin 
(I, II) 
LS 
Y ~  Normal 𝝁𝝁𝑌𝑌 =  𝑿𝑿𝜷𝜷 𝜎𝜎𝑌𝑌2𝑰𝑰 
LSexp 
(II) 
LS ln(Y)= Z ~ Normal 𝝁𝝁𝑍𝑍 =  𝑿𝑿𝑿𝑿 𝜎𝜎𝑍𝑍2𝑰𝑰 
GLMG 
(II) 
ML 
Yi ~ Gamma(v, 𝝁𝝁𝒀𝒀/v) 𝝁𝝁𝑌𝑌 =  𝑿𝑿𝜷𝜷 𝑑𝑑𝑖𝑖𝑣𝑣𝑑𝑑 �𝝁𝝁𝒀𝒀𝟐𝟐𝑣𝑣 �* 
GLMN 
(II) 
ML ln(Y)= Z ~ Normal exp(𝝁𝝁𝑍𝑍) =  𝑿𝑿𝑿𝑿 𝜷𝜷 =  𝑿𝑿 ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒(𝜎𝜎𝑍𝑍2 2⁄ ) 
𝝁𝝁𝑌𝑌 =  𝑿𝑿𝜷𝜷 𝜎𝜎𝑍𝑍2𝑰𝑰 
Margexp 
(IV) 
ML ln(Y)= Z ~ Normal 𝝁𝝁𝑍𝑍 =  𝑿𝑿𝑿𝑿 CS, AR(1) 
* diag(V) is a diagonal matrix with the elements of vector V in the diagonal. 
3.1 Methods for Regression Analysis 
A total of seven regression methods were used in the four papers, with a 
regression method being defined here as a combination of regression model 
and model fitting techniques. An overview of the methods is given in Table 2. 
All analyses, with the exception of those regarding the generalized linear 
model in Paper II, were performed using MATLAB® software (MATLAB 
R2012a). Analyses using methods based on generalized linear models (i.e. 
GLMG and GLMN) were performed using SAS (SAS, 2013). 
The parameters in model (3.2) can be estimated using maximum likelihood 
based on the likelihood function of the log-normal distribution. This was 
suggested by Yurgens (2004) in a licentiate thesis. However, the method, here 
denoted MLLN, has to our knowledge not been published elsewhere. The 
likelihood function L(𝜷𝜷, 𝜎𝜎𝑍𝑍2, 𝚺𝚺�𝒙𝒙) is the joint probability density function of 
X, 𝑓𝑓(𝒙𝒙�𝜷𝜷, 𝜎𝜎𝑍𝑍2, 𝚺𝚺), but as a function of 𝜷𝜷, 𝜎𝜎𝑍𝑍2 and Σ; that is, L(𝜷𝜷, 𝜎𝜎𝑍𝑍2, 𝚺𝚺�𝒙𝒙) =
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𝑓𝑓(𝒙𝒙�𝜷𝜷, 𝜎𝜎𝑍𝑍2, 𝚺𝚺). Generally, the maximum likelihood estimator of some 
parameters θ is the value at which L(θ) attains its maximum as a function of θ. 
The likelihood function for model (3.2) can be expressed as 
𝐿𝐿(𝜷𝜷, 𝜎𝜎𝑍𝑍2, 𝚺𝚺)= exp �- 12 �𝑙𝑙𝑙𝑙(𝒀𝒀) - 𝑙𝑙𝑙𝑙(𝑿𝑿𝜷𝜷) + 𝜎𝜎𝑍𝑍22 �
𝑇𝑇
𝚺𝚺−1 �𝑙𝑙𝑙𝑙(𝒀𝒀) - 𝑙𝑙𝑙𝑙(𝑿𝑿𝜷𝜷) + 𝜎𝜎𝑍𝑍22 �� ∏ 1𝑦𝑦𝑖𝑖𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖=1|𝜎𝜎|1 2⁄ (2𝜋𝜋)𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡 2⁄ ,   
where ntot is the total number of observations. The estimates are derived using 
a Newton-Raphson iteration scheme. The estimated covariance matrix of b, Sb, 
is obtained by the inverse of the observed Fisher’s information matrix (the 
negative of the second derivative, i.e. the Hessian matrix, of the logarithm of 
the likelihood function). MLLN is considered for independent observations 
(i.e. 𝚺𝚺 = 𝜎𝜎Z2𝑰𝑰) in Papers I–III, and for repeated measurements in Paper IV. In 
Paper IV, Σ is fitted with both a CS and an AR(1) pattern; see (3.4) and (3.5). 
The first and second derivatives of (3.2) are presented in Paper I (for 
independent observations) and the derivatives for repeated measurement are 
presented in the supplementary web material to Paper IV. 
Ordinary least squares regression, here denoted LSlin, can be used to estimate 
the regression parameters in a linear model with independent observations; 
that is, 𝚺𝚺 = 𝜎𝜎Z2𝑰𝑰. In Paper I, we use LSlin to estimate the parameters β in (3.2) 
as 
 𝒃𝒃     =    �𝑿𝑿𝑻𝑻𝑿𝑿�−𝟏𝟏�𝑿𝑿𝑻𝑻𝒚𝒚�. (3.6) 
  (𝑒𝑒 × 1)                                                              
LSlin does not assume the errors e = Y − Xb to be normally distributed. 
However, for the inference to be valid they are assumed to be independent and 
homoscedastic; that is, 𝑣𝑣𝑣𝑣𝑣𝑣(𝑒𝑒) = 𝜎𝜎𝑌𝑌2, see e.g. (Casella and Berger, 2001). The 
variance 𝜎𝜎𝑌𝑌2 is estimated by the mean square error, MSE. The covariance 
matrix of b, Σb, is then estimated by  
  𝐒𝐒𝒃𝒃 =    𝑀𝑀𝑀𝑀𝐸𝐸 ⋅ �𝑿𝑿𝑻𝑻𝑿𝑿�−1.   
  (𝑒𝑒 × 𝑒𝑒)                                                      
A least squares method that can handle the heteroscedasticity in model defined 
in (3.2) is the method of weighted least squares (WLS), in which the estimates 
of β are determined so as to minimize the squared sum of weighted residuals. 
If the nature of the heteroscedasticity of the response Y is known, the weights, 
W, of the residuals are determined so that they are proportional to the inverse 
of var(Y|X); that is, 𝑊𝑊𝑖𝑖 ∝ 𝜎𝜎𝑌𝑌|𝑋𝑋−2 . The WLS approach were used to fit the 
parameters in (3.2) for independent, 𝚺𝚺 = 𝜎𝜎Z2𝑰𝑰, in Papers I–III.  The variance 
parameter 𝜎𝜎𝑍𝑍2 is the constant variance in log-scale, and using the relationships 
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specified in Table 1 produces the following expression for the variance of Y 
given X: 
 𝛔𝛔𝑌𝑌2      =  exp( 𝜎𝜎𝑍𝑍2 − 1) (𝑿𝑿𝜷𝜷)2. (3.7) 
 (𝑙𝑙 × 1)                                               (𝑙𝑙 × 1)  
Here n denotes the total number of observations, since WLS is used on 
independent observations. From Equation (3.7) it can be seen that (𝑿𝑿𝒊𝒊𝜷𝜷)2 ∝  𝜎𝜎𝑌𝑌|𝑋𝑋2 , so the weights in WLS can be estimated by 𝑾𝑾 =
𝑑𝑑𝑖𝑖𝑣𝑣𝑑𝑑((𝑿𝑿𝒃𝒃)−2). W is a diagonal matrix with the elements of vector (𝑿𝑿𝒃𝒃)−2 in 
the diagonal. The b-values can be obtained using LSlin. The weighted mean 
squared error, MSEW, will give an estimate of the constant part of the variance 
of Y and is the WLS estimate of 𝜎𝜎𝑍𝑍2. MSEW is given by  
  𝑀𝑀𝑀𝑀𝐸𝐸𝑊𝑊    =    𝒆𝒆𝑇𝑇    𝑾𝑾   𝒆𝒆  /(𝑙𝑙 − 𝑒𝑒).   
                 (1 × 𝑙𝑙)(𝑙𝑙 × 𝑙𝑙)(1 × 𝑙𝑙)   
The WLS estimate of b is obtained as 
 𝒃𝒃 =  �𝑿𝑿𝑻𝑻𝑾𝑾𝑿𝑿�−1�𝑿𝑿𝑻𝑻𝑾𝑾𝒚𝒚�, (3.8) 
with the estimated covariance matrix of b given by  
 𝐒𝐒𝒃𝒃 =  𝑀𝑀𝑀𝑀𝐸𝐸𝑊𝑊�𝑿𝑿𝑻𝑻𝑿𝑿�−1.   
For independent observations, the parameters in (3.2) can also be estimated by 
a generalized linear model, GLM. Two GLMs were used in Paper II. The 
GLMN method uses the exponential link, g(μ) = exp(μ), and assumes a normal 
distribution for the response Z = ln(Y). The exponential link is not frequently 
used in GLM, but is used in this case in an attempt to obtain the same 
estimates as in MLLN, but with the use of a GLM. The estimations were done 
using PROC GLM in SAS. The model of GLMN can be represented by  
 𝒁𝒁~  𝑁𝑁(𝝁𝝁𝒁𝒁 , 𝜎𝜎𝑍𝑍2), where 𝝁𝝁𝒁𝒁 = ln(𝑿𝑿𝑿𝑿).  
The estimates of ϕ are not interpreted directly but are used to obtain estimates 
of the absolute-effects β. A comparison between 𝝁𝝁𝒁𝒁 = ln(𝑿𝑿𝑿𝑿) and the 
relationship between the mean in a log-normal and normal distribution (Table 
1) gives the following link between β and ϕ: 
 𝜷𝜷  =   𝑿𝑿 ⋅ exp(𝜎𝜎𝑍𝑍2 2⁄ ). (3.9) 
   (𝑒𝑒 × 1)      (𝑒𝑒 × 1)                                      
 The estimated covariance matrix of b is then given by 
   𝑺𝑺𝒃𝒃  = 𝑺𝑺𝑿𝑿� ⋅ exp(𝜎𝜎𝑍𝑍2 2⁄ ).   
                  (𝑒𝑒 × 𝑒𝑒)                                      
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The GLMG method uses the identity link and assumes a gamma distribution to 
approximate the log-normal distribution. The model for Y in GLMG can be 
expressed as  
𝝁𝝁𝒀𝒀 = 𝑿𝑿𝜷𝜷, with 𝑌𝑌𝒊𝒊 ~  𝐺𝐺𝑣𝑣𝑚𝑚𝑚𝑚𝑣𝑣(𝑘𝑘 , 𝑿𝑿𝒊𝒊𝜷𝜷/𝑣𝑣 ). 
where k is the shape parameter of the gamma distribution. From this we 
get 𝝈𝝈𝑌𝑌2 = 𝑑𝑑𝑖𝑖𝑣𝑣𝑑𝑑((𝑿𝑿𝜷𝜷) 𝑣𝑣⁄ ) and 𝜎𝜎𝑍𝑍2= ln(1/𝑣𝑣+1). 
As mentioned earlier, the use of log-transformations is a common approach to 
handle a log-normally distributed response variable. A linear model is often 
assumed for the log-transformed response Z = ln(Y), so that 
 ln(𝒀𝒀) = 𝒁𝒁 = 𝑿𝑿𝑿𝑿 + 𝜺𝜺,  with 𝜺𝜺 ~  𝑁𝑁( 𝟎𝟎 , 𝚺𝚺 ). (3.10) 
For independent observations, the model in (3.10) can be estimated using 
ordinary least squares regression; in Paper II, this approach is denoted as LSexp. 
The model is also used for repeated measurements in Paper IV, assuming 
either an CS or an AR(1) pattern for Σ. The repeated measurements models, 
denoted by Margexp, are estimated using maximum likelihood for normal data. 
The likelihood function used in Margexp is   
𝐿𝐿(𝑿𝑿, 𝜎𝜎𝑍𝑍2, 𝚺𝚺) = exp �− 12 (𝑍𝑍 − 𝑿𝑿𝑿𝑿)𝑇𝑇𝚺𝚺−1(𝑍𝑍 − 𝑿𝑿𝑿𝑿)�|𝚺𝚺|12(2𝜋𝜋)𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡2 ,   
where ntot is the total number of observations.  
Methods estimating the relative effects δ in (3.10) are here called relative-
effects methods, while methods estimating the absolute effects β in (3.2) are 
called absolute-effects methods.  
3.2 Inference 
Asymptotic inference is used in all four papers (see Section 3.2.1). In Paper 
III, the asymptotic inference is evaluated for smaller sample sizes (ntot < 30) 
and an alternative inference for small samples, not based on asymptotic theory, 
is presented (see Section 3.2.2). 
3.2.1 Asymptotic Inference 
Statistical inference based on asymptotic criteria and approximations is called 
asymptotic inference. Maximum likelihood estimators have asymptotic 
normality given some regularity conditions, see e.g. (Casella and Berger, 
2001). The LSlin and WLS estimates of β are linear combinations of Y, as 
shown in (3.6) and (3.8), and a linear combination of independent normally 
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distributed variables is normally distributed, see e.g. (Kutner, Nachtsheim and 
Neter, 2004). Hence, if Y is independent and normally distributed, these 
estimates of β will also be normally distributed.  
Hypothesis testing of the regression parameters  
A Wald-type test (sometimes denoted z-test), based on the normal distribution, 
or the t-test, based on the t-distribution, is used for hypothesis tests of the 
parameters. In the applications, two-sided tests are used and a p-value less than 
0.05 is considered significant. In the simulation studies, the type I error is 
evaluated for tests of H0: β = βT, where βT is the parameter value specified in 
the simulation model.  
Confidence intervals 
Wald-type intervals are used to construct confidence intervals (CIs) for the 
regression parameters (δ for the relative-effects methods LSexp and Margexp, 
and β for the absolute-effects methods). A Wald-type interval can be 
expressed as 𝜃𝜃� ± 𝐶𝐶 ⋅ 𝑠𝑠𝑒𝑒(𝜃𝜃�) where C is the 100∙(1−α/2) percentile of a 
symmetric reference distribution. In this case the reference distribution is 
either the normal distribution, 𝑧𝑧1−𝛼𝛼/2, or a t-distribution, 𝑡𝑡1−𝛼𝛼/2,𝑑𝑑𝑑𝑑, where df 
denotes the degrees of freedom.   
For variance parameters we use χ2-distribution based intervals, and a 95% CI 
for 𝜎𝜎𝑍𝑍2 is then given by �𝑑𝑑𝑓𝑓 ⋅ 𝑠𝑠𝑧𝑧2 𝜒𝜒0.025;𝑑𝑑𝑑𝑑2� � <  𝜎𝜎2 <  �𝑑𝑑𝑓𝑓 ⋅ 𝑠𝑠𝑧𝑧2 𝜒𝜒0.975;𝑑𝑑𝑑𝑑2� �, 
where df are the degrees of freedom. As an approximation of the degrees of 
freedom, we use 𝑑𝑑𝑓𝑓� = 2𝑠𝑠𝑍𝑍4 𝑣𝑣𝑣𝑣𝑣𝑣(𝑠𝑠𝑍𝑍2)⁄ . When estimating σZ, rather than 𝜎𝜎𝑍𝑍2, and 
only 𝑣𝑣𝑣𝑣𝑣𝑣(𝑠𝑠𝑍𝑍) are available, the variance for 𝑠𝑠𝑧𝑧2 can be approximated 
by 𝑣𝑣𝑣𝑣𝑣𝑣(𝑠𝑠𝑍𝑍2) ≅ 4𝑠𝑠𝑍𝑍2 ⋅ 𝑣𝑣𝑣𝑣𝑣𝑣(𝑠𝑠𝑍𝑍). 
The Fisher Z transformation tanh−1(𝜌𝜌) is used to construct a CI for ρ. The 
transformation is assumed to be normally distributed, and the lower and upper 
limit (LL and UL) can be found as tanh−1(𝑣𝑣) ±  𝑧𝑧1−𝛼𝛼
2
(1 − 𝑣𝑣2)−1𝑠𝑠𝑒𝑒(𝑣𝑣). A 
100∙(1−α)% CI for ρ is then given by tanh(𝐿𝐿𝐿𝐿) < ρ < tanh(𝑈𝑈𝐿𝐿). 
The formula for the CI for μY|X differs between the models. For absolute-
effects methods that give direct estimates of β (i.e. MLLN, LSlin, Margexp, WLS, 
and GLMG), standard Wald intervals are used and a 100(1−α)% CI for μY|X is 
calculated as ?̂?𝜇𝑌𝑌𝑖𝑖|𝑿𝑿𝑖𝑖 ± 𝑧𝑧𝛼𝛼/2 ⋅ 𝑠𝑠𝑒𝑒�?̂?𝜇𝑌𝑌𝑖𝑖|𝑿𝑿𝑖𝑖�. The sample-specific standard error is 
estimated as 𝑠𝑠𝑒𝑒�?̂?𝜇𝑌𝑌|𝑿𝑿𝑖𝑖� = �𝑿𝑿𝑖𝑖𝑇𝑇𝑺𝑺𝑏𝑏𝑿𝑿𝑖𝑖�1 2⁄ , where Xi is the predictor value for the 
i:th observation. For the GLMN estimates, the 100(1−α)% CI for μY|X is 
calculated as 
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�exp�?̂?𝜇𝑍𝑍𝑖𝑖|𝑿𝑿𝒊𝒊� ± 𝑧𝑧𝛼𝛼 2⁄ ⋅ 𝑠𝑠𝑒𝑒�?̂?𝜇𝑍𝑍|𝑿𝑿𝒊𝒊�� exp(𝑠𝑠𝑍𝑍2/2), 
where 𝑠𝑠𝑍𝑍2 is the estimate of 𝜎𝜎𝑍𝑍2, 𝑣𝑣𝑣𝑣𝑣𝑣�exp�?̂?𝜇𝑍𝑍𝑖𝑖|𝑿𝑿𝒊𝒊�� = 𝑿𝑿𝑖𝑖𝑇𝑇𝑺𝑺𝜙𝜙� 𝑿𝑿𝑖𝑖, and 𝑺𝑺𝜙𝜙�  is the 
covariance matrix for the estimates of 𝑿𝑿 in (3.9). The form of the 100(1-α)% 
CI for μY|X for the log-linear models, estimated by LSexp and Margexp, is based 
on Cox’s method (Land, 1972):  exp �?̂?𝜇𝑍𝑍|𝑋𝑋 + 𝑠𝑠𝑍𝑍2/2 ± 𝑧𝑧𝛼𝛼 2⁄ �𝑣𝑣𝑣𝑣𝑣𝑣 �?̂?𝜇𝑍𝑍𝑖𝑖|𝑋𝑋� + 𝑠𝑠𝑍𝑍4 (2 ⋅ 𝑑𝑑𝑓𝑓)⁄  �, 
where df denotes the degrees of freedom for 𝑠𝑠𝑍𝑍2 (df = ntot − p −1 for 
independent observations) and 𝑣𝑣𝑣𝑣𝑣𝑣�?̂?𝜇𝑍𝑍𝑖𝑖|𝑿𝑿𝒊𝒊� = 𝑿𝑿𝑖𝑖𝑇𝑇𝑺𝑺𝑑𝑑𝑿𝑿𝑖𝑖, where 𝑺𝑺𝑑𝑑 is the 
covariance matrix for the estimates of δ in (3.10). 
Prediction intervals 
A prediction interval for a new observation 𝑌𝑌∗ from a new individual, based on 
a linear model with a log-normal response, is created as a symmetric Wald-
type interval in log-scale: ?̂?𝑍∗ ± 𝐶𝐶 ⋅ 𝑠𝑠𝑒𝑒�𝑌𝑌�∗�, which is then retransformed back 
to the original. However, since ?̂?𝑍∗ = log�𝑌𝑌�∗� − 𝑠𝑠𝑍𝑍2 2⁄ , we also have to take 
into account that sZ is an estimate. The 100 (1 − α) % prediction intervals for 
𝑌𝑌∗ can be approximated by  
 exp �log�𝑌𝑌�∗� − 𝑆𝑆𝑍𝑍2
2
±𝑡𝑡n𝑡𝑡𝑡𝑡𝑡𝑡-p,1−𝛼𝛼2�𝑣𝑣𝑣𝑣𝑣𝑣(𝜇𝜇�𝑌𝑌∗)𝜇𝜇�𝑌𝑌∗2 +𝑠𝑠𝑍𝑍2𝑣𝑣𝑣𝑣𝑣𝑣(𝑠𝑠𝑍𝑍) − 2𝑆𝑆𝑍𝑍𝑐𝑐𝑡𝑡𝑣𝑣(𝜇𝜇�𝑌𝑌∗ ,𝑆𝑆𝑍𝑍)𝜇𝜇�𝑌𝑌∗ +𝑠𝑠𝑍𝑍2�, 
where 𝑌𝑌�∗ = 𝑿𝑿∗𝒃𝒃, 𝑠𝑠𝑍𝑍 is the estimate of 𝜎𝜎𝑍𝑍, 𝑑𝑑𝑓𝑓 denotes the degrees of freedom 
for 𝑠𝑠𝑍𝑍2, and 𝑐𝑐𝑐𝑐𝑣𝑣�𝑌𝑌�∗, 𝑠𝑠𝑍𝑍� = 𝑐𝑐𝑐𝑐𝑣𝑣(𝑏𝑏0, 𝑠𝑠𝑍𝑍) + ∑ 𝑋𝑋𝑖𝑖𝑐𝑐𝑐𝑐𝑣𝑣(𝑏𝑏𝑖𝑖, 𝑠𝑠𝑍𝑍)𝑝𝑝−1𝑖𝑖=1 . The prediction 
interval for methods that assume a log-linear model, as in (3.10), is given by exp �?̂?𝑍∗ + 𝑠𝑠𝑍𝑍2
2
± 𝑡𝑡𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡-p ,1−𝛼𝛼2�𝑣𝑣𝑣𝑣𝑣𝑣�?̂?𝑍∗� + 𝑠𝑠𝑍𝑍42⋅𝑑𝑑𝑑𝑑 +𝑠𝑠𝑍𝑍2�. 
3.2.2 Small-Sample Inference 
In practice, it is common with smaller sample sizes.  Simulation studies have 
shown that asymptotic inference on small datasets typically leads to substantial 
underestimation of variance, an inflated type I error for hypothesis testing 
(Kenward and Roger, 1997; Munro and Wixley, 1970; Zhou, Gao and Hui, 
1997), and liberal confidence intervals, see e.g. (Zhou and Gao, 1997). In 
Paper III, the method of bootstrapping was used to get more reliable results for 
small-sample confidence intervals and hypothesis testing of β.  
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Bootstrapping is a resampling method (Efron (1979) used to estimate the 
variance and bias of an estimate. The r bootstrap samples can be obtained 
directly by resampling with replacement from the observed data, Y and X, or 
through the direct estimates b, Sb, and sz calculated from Y and X.  
Estimates of β, Σb, and σz are then calculated for each of the r bootstrap 
samples. The j:th bootstrap estimates are denoted 𝒃𝒃𝑖𝑖∗,  𝑺𝑺𝑏𝑏∗ , and 𝑠𝑠𝑍𝑍∗ , the variances 
of  𝒃𝒃𝑖𝑖∗ (i.e. the diagonal elements of 𝑺𝑺𝑏𝑏∗ ) are denoted 𝑣𝑣𝑣𝑣𝑣𝑣𝑖𝑖(𝒃𝒃∗), and the standard 
errors are denoted 𝑠𝑠𝑒𝑒𝑖𝑖(𝒃𝒃∗). The distribution of the r bootstrap estimates is used 
for testing hypotheses, estimating confidence intervals, and estimating the 
bias.   
Bootstrapping approaches  
There are different types of bootstrapping, including nonparametric, semi-
parametric, and parametric bootstrapping. Paper III uses parametric and semi-
parametric approaches.  
In the parametric bootstrap approach, the response is assumed to have a log-
normal distribution and the bootstrap samples are simulated on the basis of the 
direct estimates, b and sZ, and the assumed model. That is, the observations y* 
of the bootstrap samples are simulated according to ln(𝒚𝒚∗) = ln(𝑿𝑿𝒃𝒃) −
𝑠𝑠𝑍𝑍
2 2⁄ + 𝒆𝒆∗ with 𝒆𝒆∗~𝑁𝑁(0, 𝑠𝑠𝑍𝑍2𝑰𝑰), where X is the observed predictor.   
In the semi-parametric bootstrapping approach, the bootstrapping sampling is 
nonparametric, but a linear model with a log-normal response is still assumed 
when calculating the bootstrap estimates. 
Hypothesis testing of β  
In the bootstrap t-test (bt-test) of the hypothesis H0:β=βT, the value of the 
direct test statistic 𝑡𝑡𝑑𝑑𝑖𝑖𝑣𝑣= (𝑏𝑏 − 𝛽𝛽𝑇𝑇) 𝑠𝑠𝑒𝑒(𝑏𝑏)⁄  is compared to the percentiles of the 
distribution of 𝑡𝑡𝑖𝑖∗= (𝑏𝑏𝑖𝑖∗ − 𝑏𝑏) 𝑠𝑠𝑒𝑒𝑖𝑖(𝒃𝒃∗)⁄ , see e.g. (Fox, 1997).  
In Paper III, the behavior of the tests under H0 is evaluated. The α-sensitivity 
of a test is defined as the probability of rejecting H0 when the estimate b is 
extreme according to the true distribution under H0 (i.e. when the β-estimate is 
smaller than the 100∙α percentile or larger than the 100(1−α) percentile). 
Further, we define the α-specificity as the probability that the test does not 
reject H0 when the estimate b is moderate according to the true distribution 
under H0 (i.e. when the β-estimate is between the 100∙α and 100(1−α) 
percentiles). The α-sensitivity and α-specificity are used to evaluate how well 
the test statistics follow the distribution of the β-estimates, given that H0 is 
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true. The true distribution and percentiles of the estimates b, under H0: β=βT, 
are determined on the basis of 3 000 000 simulated samples.  
Confidence intervals for β 
There are several suggested methods for constructing a confidence interval 
using bootstrap methodology. In a bootstrap-t interval (here denoted boot-t) 
the percentiles of 𝑡𝑡𝑖𝑖∗ are used such that 
�𝑏𝑏 + 𝑡𝑡(𝑣𝑣⋅𝛼𝛼 2⁄ )∗ ⋅ 𝑠𝑠𝑒𝑒∗(𝑏𝑏∗),  𝑏𝑏 + 𝑡𝑡(𝑣𝑣⋅(1−𝛼𝛼 2⁄ ))∗ ⋅ 𝑠𝑠𝑒𝑒∗(𝑏𝑏∗)�. 
Unlike the asymptotic theory interval (tdist), the boot-t interval is not 
necessarily symmetric and can to some extent mimic a possible skewness in 
the distribution of b. For independent observations, the boot-t interval has been 
shown to have second-order accuracy. This means that the error of the limits is 
of order O(n−1); that is, if LLboot-t(α/2) denotes the lower limit of a 100(1-α)% 
boot-t interval of β, then P[β ≤ LLboot-t(α/2)] ≤ α/2 + O(n−1) = α/2 + c ∙ n−1, 
where n is the sample size and c is some constant. However, unlike tdist, boot-
t is not transformation-respecting and can also be sensitive to outliers in the 
data (DiCiccio and Romano, 1995; Efron and Tibshirani, 1994). The bootstrap 
percentile interval (here denoted PCI) is obtained from the percentiles of the 
empirical distribution of the bootstrap estimates 𝑏𝑏𝑖𝑖∗, see e.g.  (Fox, 1997):  
�𝑏𝑏(𝑣𝑣⋅𝛼𝛼 2⁄ )∗ ,  𝑏𝑏(𝑣𝑣⋅(1−𝛼𝛼 2⁄ ))∗  �. 
In comparison to the bootstrap-t interval, PCI is less sensitive to outliers and 
hence is often considered more reliable (Efron and Tibshirani, 1994). The PCI 
has second-order accuracy, and unlike boot-t is transformation-respecting. 
Heteroscedasticity might lead to a skewed distribution, and if the distribution 
is skewed, the PCI tends to be too narrow (Efron, 1982). In the bootstrap bias-
corrected accelerated percentile interval (BCa), the limits of the percentile 
interval are corrected for bias and skewness (DiCiccio and Efron, 1996; Fox, 
1997). The BCa interval uses the correction factors ?̂?𝑧0(correcting for bias) and 
𝑣𝑣� (correcting for skewness by allowing different variances for the estimates):  
�𝑏𝑏(𝑣𝑣⋅𝑧𝑧[𝛼𝛼 2⁄ ])∗ ,  𝑏𝑏(𝑣𝑣⋅[1−𝛼𝛼 2⁄ ])∗  �, 
where 𝑧𝑧[𝛼𝛼] = Φ �?̂?𝑧0 + ?̂?𝑧0+𝑧𝑧𝛼𝛼1−𝑣𝑣�⋅(?̂?𝑧0+𝑧𝑧𝛼𝛼)�. If ?̂?𝑧0 = 𝛼𝛼� = 0, then BCa will give the 
same limits as PCI. The BCa interval has been shown to be transformation-
respecting and to have second-order accuracy. 
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3.3 Evaluating Goodness of Fit  
An important step of any regression analysis is to evaluate how well the fitted 
model fits the dataset. Suitable methods of evaluation include residual analysis 
and goodness of fit statistics.  
Residual analysis 
A major assumption in this thesis is that the response Y is log-normally 
distributed, given the predictor values. This implies that if the residuals, e, are 
given in log-scale, they should be normally distributed:  
𝒆𝒆 = ln�𝑌𝑌�� − 𝑠𝑠𝑍𝑍2 2⁄ − ln (𝑌𝑌)  and  𝒆𝒆 ~  𝑁𝑁( 𝟎𝟎 , 𝚺𝚺 ). 
A visual examination of residual plots, such as quantile-quantile plots or 
histograms, can give an initial test of this assumption. The use of residual plots 
to assess the distribution has the advantage of being easy to present, regardless 
of sample size, but also has the major disadvantage that assessment of the 
correctness of the distribution assumption becomes highly subjective.   
A more objective approach to assess the distribution of e is to use a normality 
test. There are a number of normality tests available, but like many statistical 
tests, distribution tests often have low power for small datasets and high power 
for large sets. Hence, they rarely reject the distribution of the null hypothesis 
for small sample sizes but often reject it for larger sample sizes. The Shapiro-
Wilk W-test usually has a high power compared to many other normality tests 
(Razali and Wah, 2011; Yazici and Yolacan, 2006), which can help in the case 
of small and moderate sample sizes, but the problem  of rejecting the 
normality assumption for large datasets remains.   
If the model fits the data, the residuals are assumed to be random and 
homoscedastic. One approach to checking the randomness assumption for e 
could be to use a residual regression model, 𝑒𝑒𝑖𝑖 = 𝛽𝛽0′ +𝛽𝛽1′⋅𝑌𝑌𝚤𝚤�+𝛽𝛽2′ ⋅𝑌𝑌�𝑖𝑖2. If e is 
random, an F-test of the residual regression model should be non-significant 
and all 𝛽𝛽1′  estimates should be small and also non-significant. This model can 
also be used to check for heteroscedasticity using the White test (White, 1980). 
This residual model can be fitted by LSlin for non-repeated measurements and 
by a linear mixed model with a subject-specific random intercept for repeated 
measurements. 
Goodness of fit measures  
A popular measure of fit is the coefficient of determination, denoted R2. In 
LSlin, R2 is simply the proportion of variance explained by the model: R2 = 1 −  𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑡𝑡 𝑀𝑀𝑀𝑀𝑣𝑣𝑟𝑟𝑠𝑠⁄  where 𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑡𝑡 = ∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑙𝑙𝑖𝑖  is the total sum of 
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squares, which is proportional to var(Y), and 𝑀𝑀𝑀𝑀𝑣𝑣𝑟𝑟𝑠𝑠 = ∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2𝑙𝑙𝑖𝑖  is the 
residual sum of squares. Since sum of squares can be strongly affected by 
outliers, this R2 is more valid as a measure of fit if the errors are 
homoscedastic. Hence, for a model with a log-normal response we choose to 
let R2 denote the variance explained in log-scale. In a repeated measurement 
situation (i.e. mixed models) there are various possible R2s, including the 
likelihood based R2 and the Wald R2 (Kramer, 2005). All these will give the 
same results as R2 = 1 - 𝑀𝑀𝑀𝑀𝑡𝑡𝑡𝑡𝑡𝑡 𝑀𝑀𝑀𝑀𝑣𝑣𝑟𝑟𝑠𝑠⁄  when applied to independent 
observations. When using mixed models with a random intercept, the 
proportion of variance explained can be divided into between, within, and total 
variance explained, see e.g. (Nakagawa and Schielzeth, 2013). Paper IV uses 
the total variance explained in the log-scale: RZ2  = 1 − 𝑠𝑠𝑍𝑍2 𝑠𝑠𝑧𝑧02⁄ , where 𝑠𝑠𝑧𝑧02  is the 
estimated variance of the null model. 
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4 MATERIAL 
The methods were evaluated using real data, presented in Section 4.1, and 
large-scale simulations using simulation models, presented in Section 4.2. 
4.1 Data 
The datasets were used either to create a realistic simulation model or to 
illustrate the properties of the methods. None of the papers were aimed at 
giving a complete statistical model for the response, but rather the datasets 
were used to compare the statistical methods presented in Section 3.1. A list of 
the datasets used in each paper is given in Table 3. 
Table 3. Real-life datasets used in Papers I–IV. Data Paper I Paper II Paper III Paper IV 
Personal exposure to PM2.5 particles X X X  
Personal exposure to 1,3-butadien and 
NO2  
X   X 
Abdominal adiposity and biomarkers 
of inflammation and insulin resistance 
 X   
Personal exposure to benzene   X  
Creatinine-adjusted cadmium in urine    X 
4.1.1 Personal Exposure to PM
2.5
 Particles 
The simulation models in Papers I–III were based on a dataset including the 
concentration (μg/m3) of personal exposure to airborne particles with a 
diameter of less than 2.5 μm (PM2.5 particles) in the city of Gothenburg, 
Sweden. A detailed description of these data is given elsewhere (Johannesson 
et al., 2007). PM2.5 particles are small enough to bypass the respiratory 
defenses and enter into the lungs. The dataset contains personal exposure, 
collected over one week in 2000, for 30 persons living in Gothenburg; 20 were 
randomly selected from the population register and 10 were recruited among 
the employees at the Department of Occupational and Environmental 
Medicine in Gothenburg.  
4.1.2 Personal Exposure to 1,3-Butadien and NO
2
  
A set of data including personal exposure to certain carcinogenic substances 
and nitrogen dioxide (NO2) among the general population in five Swedish 
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cities was used to illustrate the properties of the methods compared in Papers I 
and IV. The measurements were taken on a yearly basis in one of five different 
Swedish cities according to a rotating study plan, and each city had data 
available for either one year or two years: Gothenburg for 2000 and 2006, 
Umeå for 2001 and 2007, Stockholm for 2002, Malmö for 2003 and 2008, and 
Lindesberg for 2005. However, NO2 levels were not measured in Gothenburg. 
Background data were collected via daily activity diaries in which the 
participants recorded time spent in different microenvironments: outdoors in 
traffic, outdoors at the workplace, outdoors elsewhere, indoors at home, 
indoors at the workplace, and indoors elsewhere. The participants also 
recorded time exposed to environmental tobacco smoke (ETS) and time spent 
in homes during burning of wood or pellets. The datasets are described in 
detail elsewhere (Hagenbjork-Gustafsson et al., 2013).  
The response of interest in Paper I was 1,3-butadiene. The original dataset 
contained 1,3-butadiene exposures for 275 individuals. The predictors of 
interest were proportion of time spent in traffic, city of residence (Lindesberg, 
Malmö, Stockholm, Gothenburg, or Umeå), exposure to burning of wood or 
pellets (yes/no), and smoking habits (exposed to ETS, non-smoker, or current 
smoker). Of the 275 individuals, 268 had measurements on all the predictors 
of interest. The dataset contained repeated measurements, but only the first 
measurement was used in Paper I.  
The response of interest in Paper IV was personal exposure to NO2. The 
dataset contained NO2 measurements from 233 individuals living in Sweden. 
The potential determinants were city of residence (Lindesberg, Malmö, 
Stockholm, or Umeå), year (2001, 2002, 2003, 2007, or 2008), occupational 
exposure (yes/no), proportion of the time spent in their own home, use of a gas 
stove (yes/no), and use of oil heating (yes/no). City and year were included as 
an interaction, since measurements were only performed in one city for each 
year. Of the 233 individuals, 209 were included in the analysis; 98 of these 
(47%) had two measurements per individual, while the rest had only one 
measurement each. 
4.1.3 Personal Exposure to Benzene 
Paper III used MLLN and WLS to assess which determinants were associated 
with personal exposure to benzene (μg/m3) in the general population in 
Gothenburg. Personal measurements were accumulated over a six-day period 
for 40 randomly selected individuals, 35 of whom had measurements for all 
predictors of interest in Paper III. Half of these individuals had two 
measurements, but only the first one was used in Paper III. The dataset is 
further described elsewhere (Sallsten, Ljungkvist and Barregard, 2003).  
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The predictors of interest in Paper III were method of heating (1 = oil, 
0 = electricity or central heating), smoking status (1 = current smoker, 
0 = non-smoker), home exposure (measurements from bedroom multiplied by 
proportion of time spent in residence), time spent in cars/buses (hours), time 
spent indoors but not at home (hours), and time spent outdoors (hours). 
4.1.4 Abdominal Adiposity and Biomarkers of 
Inflammation and Insulin Resistance   
Paper II used MLLN, WLS, LSlin, LSexp, GLMG, and GLMN to quantify the 
association between abdominal adiposity and biomarkers of inflammation and 
insulin resistance. The data were collected in a study known as DIWA 
(Diabetes and Impaired glucose tolerance in Women and Atherosclerosis). The 
DIWA dataset is drawn from a population based cohort of 64-year-old women 
and living in Gothenburg at the time of the screening process. All women were 
64 years old at the time of the examination (and born between 1937 and 1940). 
All eligible women were invited to the screening examination. Glucose 
tolerance was defined for each participant according to the World Health 
Organization (WHO) criteria. The participants were divided into three sub-
groups according to metabolic status: diabetes mellitus (DM, ntot = 220), 
impaired glucose tolerance (IGT, ntot = 204), or normal glucose tolerance 
(NGT, ntot = 188). A random sample of participants was recruited from each 
group for a longitudinal follow-up study. The baseline examination was 
performed in 2001-2004. A detailed description of the baseline examination is 
given elsewhere (Brohall et al., 2006). 
The potential predictors in Paper III were smoking (current smoker = 1, 
non-smoker = 0), physical activity, waist circumference (measured in 
decimeters), insulin resistance (measured by a variable named HOMA-IR) and 
glucose tolerance (DM, IGT, or NGT). 
4.1.5 Urinary-Cadmium Biomarker  
Paper IV used MLLN and Margexp to identify important determinants for 
excretion of urinary cadmium (U-Cd). The dataset contained spot urine 
samples from 26 healthy non-smoking residents of Gothenburg (14 men and 
12 women). Samples from two of the women were considered incomplete and 
were excluded from the study, so the final analysis used data from 24 
participants (14 men and 10 women). The samples were collected at six fixed 
time points during a 24-hour period. The original study used measurements 
from six days; that is, 6×2 measurements per individual. However, Paper IV 
only used measurements from the first day. The determinants used were age, 
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gender, time point of spot sample, and urinary flow rate (UF, mL/h).  The 
dataset are described in detail in Akerstrom et al. (2013).  
4.2 Simulation Models 
The simulation models were based on the real-life dataset of personal exposure 
to either PM2.5 particles (described in Section 4.1.1) or benzene (described in 
Section 4.1.3).  
In these simulation models, the outcome was personal exposure and the 
expected outcome was assumed to be a linear combination of one or more 
predictors, Xi: 
𝐸𝐸[𝑌𝑌|𝑋𝑋] = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + ⋯ + 𝛽𝛽𝑖𝑖𝑋𝑋𝑖𝑖. 
The observations were then simulated according to ln (𝑌𝑌𝑖𝑖) = ln(𝐸𝐸[𝑌𝑌|𝑋𝑋]) − 𝜎𝜎𝑍𝑍2 2⁄ + 𝑒𝑒𝑖𝑖, 
where 𝑒𝑒𝑖𝑖~𝑁𝑁(0, 𝜎𝜎𝑍𝑍2). The parameter values used in the simulations are 
presented in Table 4. The predictors used were smoking status (Smoker, 
1 = Yes, 0 = No), number of cigarettes per day (Smoke), number of hours spent 
in their own home (Home), residential outdoor concentration of PM2.5 
(ConcOut, μg/m3), and proportion of time spent in traffic (Traffic). 
In order to facilitate interpretation and comparison without the introduction of 
unnecessary variation, balanced design matrices were used in the simulations. 
For PM2.5, the design matrix was created so that each predictor had 3 levels 
(ConcOut = 2, 8, or 14 units; Smoke = 0, 7, or 14 cigarettes/day; and Home = 
8, 16, or 24 hours/day), and every combination of predictor was equally 
frequent. In the Paper IV models with benzene as response, the predictors were 
smoking status (𝑋𝑋𝑆𝑆𝑆𝑆𝑡𝑡𝑖𝑖𝑟𝑟𝑣𝑣) and proportion of time spent in traffic ( 𝑋𝑋𝑇𝑇𝑣𝑣𝑣𝑣𝑑𝑑𝑑𝑑𝑖𝑖𝑐𝑐). 
These models were used to simulate repeated measurements per individual; the 
Smoker predictor was kept constant within each individual while Traffic 
varied. Half of the subjects were assumed to be smokers, and the traffic 
observations were simulated from a uniform distribution 𝑋𝑋Traffic~ U(0,0.3). 
Table 4. Models used in the simulation studies.   Paper Y Model ΣZ ρ I PM2.5 𝜇𝜇𝑌𝑌=4.803 + 0.574 ⋅ 𝐶𝐶𝑐𝑐𝑙𝑙𝑐𝑐𝐶𝐶𝐶𝐶𝑡𝑡 0.354 - I PM2.5 𝜇𝜇𝑌𝑌=0.761⋅𝐶𝐶𝑐𝑐𝑙𝑙𝑐𝑐𝐶𝐶𝐶𝐶𝑡𝑡+2.092⋅𝑀𝑀𝑚𝑚𝑐𝑐𝑘𝑘𝑒𝑒+0.218⋅𝐻𝐻𝑐𝑐𝑚𝑚𝑒𝑒 0.450 - II, III PM2.5 𝜇𝜇𝑌𝑌=1.564 + 0.122⋅𝑀𝑀𝑚𝑚𝑐𝑐𝑘𝑘𝑒𝑒 + 0.075⋅𝐶𝐶𝑐𝑐𝑙𝑙𝑐𝑐𝐶𝐶𝐶𝐶𝑡𝑡 0.383 - IV Benzene 𝜇𝜇𝑌𝑌=1.42 + 1.15⋅𝑀𝑀𝑚𝑚𝑐𝑐𝑘𝑘𝑒𝑒𝑣𝑣 + 9.00⋅Traffic 0.707 0.36 
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5 RESULTS 
The results are presented separately for applications (Section 5.1) and for 
simulation studies (Section 5.2).  
5.1 Applications 
5.1.1 Personal Exposure to 1,3-Butadiene 
Potential determinants for personal exposure to 1,3-butadiene (μg/m3) were 
assessed in Paper I using MLLN, WLS, and LSlin. The three methods produced 
similar estimates for regression coefficients, but different standard errors and 
hence different confidence intervals (CIs); see Figure 3. The only predictors 
shown as significant by all three methods were city of residence, with 
Lindesberg as reference, and smoking habits, with non-smokers that had not 
been exposed to ETS as reference. The expected exposure for residents of 
Gothenburg was about 0.5 μg/m3 lower than that of the residents of 
Lindesberg, and smokers had an increased expected exposure of between 
0.6−0.7 μg/m3 compared to the non-smokers.  
The MLLN produced the narrowest CIs and LSlin generally the widest, with the 
exception of the coefficient for smoking, where LSlin had the narrowest CI and 
WLS the widest. The 95% CIs for the regression parameters did overlap 
between the methods, but the LSlin intervals were 37–91% wider than those of 
MLLN (except for the estimate for smoking), and the WLS intervals were 26–
43% wider than those of MLLN. As a consequence there was a difference in 
significant predictors. MLLN showed a significantly lower exposure in 
Gothenburg, Malmö, and Umeå compared to Lindesberg, whereas WLS and 
LSlin only showed a significant difference between Gothenburg and 
Lindesberg. MLLN also showed a significant increase in exposure levels among 
current smokers and non-smokers exposed to ETS compared to non-smokers 
who were not exposed to ETS, whereas WLS and LSlin showed significantly 
increased levels among smokers (but not for non-smokers exposed to ETS).  
All methods indicated an increasing effect of time spent in traffic with about 
0.01 μg/m3 per percentage point, but the effect was not significant (p = 0.123 
for WLS, p = 0.290 for LSlin, and p = 0.054 for MLLN).  
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Figure 3. Estimates of βi, and their 95% confidence intervals for regression analysis with 
1,3-butadiene as the response. Estimates made using ordinary least squares regression 
(LSlin), least squares regression (WLS), and maximum likelihood regression with a 
likelihood based on the log-normal distribution (MLLN) (adapted from Figure 3 in Paper 1). 
5.1.2 Small-Sample Data on Personal Exposure to 
Benzene 
Potential determinants for personal exposure to benzene (μg/m3) were assessed 
in Paper III, based on data from 35 persons. Because of the small sample, 
bootstrapping methods were used in the inference for MLLN and WLS, in 
addition to the asymptotic inference.  
The bias-corrected estimates 𝑏𝑏𝐵𝐵𝐵𝐵∗  were similar to the direct estimates b. There 
were only minor differences between MLLN and WLS in point estimates of β. 
However, in cases where there was a difference, the WLS based b tended to 
have a larger deviation from zero; that is, |bWLS| > |bML|. The WLS based se(b) 
were 27−40% larger than the MLLN based se(b) and the WLS based intervals 
were wider than the MLLN based intervals.  
In comparison to the MLLN based intervals, the intervals based on WLS were 
23−39% wider for tdist, 14−33% wider for boot-t, and 25−33% wider for BCa.  
A comparison between the asymptotic theory based interval tdist and the 
parametric bootstrap intervals boot-tP and BCaP showed that the boot-tP 
intervals were the widest and the BCaP intervals were often the narrowest. The 
t-boot intervals were 2−16% wider than the asymptotic theory based interval 
tdist. The BCa intervals were between 5% narrower and 7% wider than tdist. 
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The only predictors that were shown as significant by all 95% CIs were the 
number of hours spent in cars and buses and the estimated home exposure. The 
personal exposure was expected to increase by around 1.2 μg/m3 per μg/m3 of 
home exposure, and by about 0.06 μg/m3 per hour spent in cars or buses.  
The asymptotic theory based tdist intervals revealed that smoking habits, total 
time spent in car or bus, and home exposure were all significant predictors for 
an increased benzene exposure, both for MLLN and WLS. For MLLN, these 
three determinants were also significant based on the parametric bootstrap 
intervals, boot-tP and BCa. However, the WLS based boot-tP interval did not 
show smoking as a significant predictor.  
5.1.3 Repeated Measurements of Personal 
Exposure to NO
2
 
Potential predictors for personal NO2 exposure were assessed in Paper IV 
using the methods MLLN and Margexp.  
The MLLN and Margexp estimates had the same sign and the same significant 
predictors. However, the MLLN method estimates absolute effects, β, while the 
Margexp estimates relative effects, δ. All predictors were significant but none 
of the categories of city and year were significantly different from the 
reference category, Umeå in the year 2001. Both methods showed city as a 
significant predictor, with higher exposure levels for Malmö in the year 2003 
(7.5 μg/m3 with MLLN and 82% with Margexp) and Stockholm in the year 2002 
(6.4 μg/m3 with MLLN and 65% with Margexp). Also, both methods showed a 
significant increase in expected NO2 exposure in Umeå between the years 
2001 and 2007; the estimated increase was 4.1 μg/m3 with MLLN and 47% 
with Margexp.  
The estimated exposures for persons living in Umeå, expressed as a function 
of time spent in their own home, are presented in Figure 4. Margexp and MLLN 
gave very similar exposure estimates for persons who spent 70% of the time in 
their own homes (Home ≈ 0.7) and had no additional risk factors (i.e. no 
occupational exposure, no oil heater, and no gas stove). Such a person would 
have an expected NO2 exposure of 8.9 μg/m3, and the 95% CI would be 
[7.7; 10.1] using MLLN and [7.7; 10.2] using Margexp. If this reference person 
was compared to a similar person who also had an occupational exposure, the 
expected difference would be 2.7 μg/m3 using MLLN and 2.2 μg/m3 using 
Margexp. If our reference person was compared to a similar person who heated 
their home with oil, the expected difference would be −2.7 μg/m3 with MLLN 
and −2.3 μg/m3 with Margexp. Finally, if the reference person was compared to 
a similar person using a gas stove, the expected difference in exposure would 
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be 6.7 μg/m3 with MLLN and 3.4 μg/m3 with Margexp. To examine the 
estimated effects of proportion of time spent at home, we compared the 
estimated exposures of three persons living in Umeå in the year 2001 and who 
had no additional risk factors. If these three persons spent 70%, 80%, and 90% 
of the time in their own homes, their expected exposure would be 8.9, 8.3, and 
7.6 μg NO2/m3 based on the MLLN estimates and 8.9, 8.4, and 8.0 μg NO2/m3 
based on the Margexp estimates.  
The linear model (estimated by MLLN) had a slightly larger coefficient of 
determination than the log-linear model (estimated by Margexp); 𝑅𝑅𝑍𝑍2 = 0.46 
versus 𝑅𝑅𝑍𝑍2 = 0.44. 
 
Figure 4. Expected personal exposure to NO2 for a person living in Umeå, estimated with 
MLLN and Margexp. 
5.1.4 Associations between Abdominal Adiposity 
and Biomarkers of Inflammation and Insulin 
Resistance 
The association between abdominal adiposity, measured by waist 
circumference (WC), and CRP (biomarker of inflammation) and HOMA-IR 
(biomarker of insulin resistance) was estimated in Paper II using five different 
methods: LSlin, WLS, GLMG, GLMN, MLLN, and LSexp. The final models were 
determined by backward elimination using MLLN. 
Among the absolute-effects methods (i.e. all but LSexp), the LSlin based 
estimates had the widest confidence intervals for β, while the maximum 
likelihood methods (GLMG, GLMN, and MLLN) had the narrowest intervals. 
All methods showed a significant association between CRP and WC. The β 
estimates of the methods WLS, GLMG, GLMN, and MLLN were similar, while 
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the LSlin based estimates differed. The expected absolute increase in CRP was 
about 1 mg/L (between 0.74 and 1.07 mg/L) for every 10 cm of WC. Using the 
relative-effects method, LSexp, the expected increase was 49% for every 10 cm 
of WC. All methods also indicated a positive association between HOMA-IR 
and CRP. However, the association was not significant for LSlin and was very 
high for GLMG and WLS (0.41 and 0.42, respectively). The expected increase 
in CRP was between 0.12 and 0.42 mg/L for every unit increase of HOMA-IR 
in the absolute-effects methods and 3% per unit of HOMA-IR for LSlin.  
All methods found a positive association between HOMA-IR and WC in all 
glucose tolerance groups. Women with DM had a significantly stronger 
association with WC than women with NGT, and this was significant for all 
methods. The results also indicated a stronger association with WC for women 
with IGT and DM, compared to women with NGT; the interaction term 
WC•DM was significant for all absolute-effects methods, and the interaction 
term WC•IGT was significant for all absolute-effects methods except LSlin. 
Among the absolute-effects methods, HOMA-IR was expected to increase by 
0.64–1.00 per 10 cm WC for women with DM, 0.42−0.74 for women with 
IGT, and 0.39–0.70 for women with NGT. The relative-effects method showed 
an expected increase in HOMA-IR of 39% per 10 cm for women with DM, 
31% for women with IGT, and 27% for women with NGT. 
A comparison between the linear model for CRP, estimated by MLLN, and the 
log-linear model for CRP, estimated by LSexp, showed a slightly larger 
coefficient of determination for the linear model; 𝑅𝑅𝑍𝑍2 = 0.22 versus 𝑅𝑅𝑍𝑍2 = 0.21. 
The LSexp estimate had a significant residual regression model, indicating a 
non-random residual. The residuals of MLLN were however considered as 
random. A predicted versus observed plot showed that, especially for lower 
values of CRP, the linear model had a better fit. 
A corresponding comparison between the linear model for HOMA-IR and the 
log-linear model for HOMA-IR showed a slightly larger coefficient of 
determination for the log-linear model; 𝑅𝑅𝑍𝑍2 = 0.48 versus 𝑅𝑅𝑍𝑍2 = 0.46. The MLLN 
estimate had a significant residual regression model (i.e. non-random residual). 
The residual regression model was not significant for LSexp. However, the 
residuals for both models had a skewed distribution, γ < −0.7, and showed 
signs of heteroscedasticity. A plot of predicted versus observed values showed 
that, especially for higher values of HOMA-IR, the log-linear model had a 
better fit. 
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5.1.5 Repeated Measurements of Creatinine-
Adjusted Urinary Cadmium 
The methods MLLN and Margexp were used in Paper IV to assess the possible 
predictors for the excretion of urinary cadmium (U-Cd). To simplify the 
comparison between the two methods, we defined a reference person as being 
a 40-year-old man with a urinary flow rate of 70 mL/h (the median values for 
men in our data). For this reference man, MLLN estimated the expected level to 
be 0.10 μg cadmium/g creatinine (95% CI: 0.07; 0.13), while Margexp 
estimated it to be 0.08 μg cadmium/g creatinine (95% CI: 0.06; 0.09).  
All the MLLN and Margexp estimates had the same signs, but not the same 
significant predictors. Both MLLN and Margexp showed the time of day as 
important: both methods had the highest estimate for time = 9:30 and the 
lowest for time = 22:00, both significantly different from the reference 
category time = ON (overnight). Both methods showed a significant decrease 
for time = 17:30 and a non-significant increase for time = 14:30, when 
compared to ON. Both methods also showed the interaction between UF and 
gender as not significant. All other factors were significant for Margexp, while 
neither gender nor time = 12:00 were shown as significant by MLLN. The 
correlation between observations from the same person was high (0.75 and 
0.71 for MLLN and Margexp respectively), which could indicate that the 
between-subject variance was dominant.  
Both methods showed the cadmium levels to increase with age; for MLLN, an 
expected increase of 0.002 μg cadmium/g creatinine per year of age, and for 
Margexp, an increase of 3% per year of age. To compare the MLLN and Margexp 
estimates, consider an example with samples of overnight spot urine from 
three men aged 30, 40, and 50, each with a urinary flow of 70 mL/h. The 
expected cadmium levels of these three men would be 0.08, 0.09, and 0.11 μg 
cadmium/g creatinine when estimated with MLLN, and 0.06, 0.08, and 0.10 μg 
cadmium/g creatinine when estimated with Margexp. MLLN gave higher 
expected values for men in the interval 30-50 years of age. However, as seen 
in the left side of Figure 5, Margexp gave higher values for the oldest men (at 
age 60). 
Both methods gave higher estimates for women than for men (Figure 5). 
However, the gender difference was only significant for Margexp. The 
difference was constant for MLLN estimates (0.01 μg cadmium/g creatinine), 
while the difference for the Margexp estimates increased with increasing age 
(see the left side of Figure 5).   
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The log-linear model (estimated by Margexp) had a larger coefficient of 
determination than the linear model (estimated by MLLN), 𝑅𝑅𝑍𝑍2=0.53 versus 
𝑅𝑅𝑍𝑍
2=0.42. A plot of observed versus predicted values with the two models also 
showed the log-linear model as a better fit for the data. 
 
Figure 5. Expected urinary cadmium in overnight spot urine, estimated with MLLN and 
Margexp. Left: The estimates as a function of age. Right: The estimates as a function of 
urinary flow rate, UF.   
5.2 Results from Simulation Studies  
The results from the simulation studies are presented separately for the large-
sample (asymptotic) results obtained from Papers I, II, and IV and the small-
sample results obtained from Paper III. 
5.2.1 Large Samples  
Larger sample sizes, with at least 100 individuals, were used in Papers I, II, 
and IV. In Papers I and II, all observations were independent, while Paper IV 
used repeated measurements; that is, correlated observations within 
individuals.  
As in the applications, the simulations showed that all the absolute-effects 
methods tended to give similar estimates of β. These estimates were basically 
unbiased for larger samples sizes (more than 100 individuals). The largest 
biases were observed for MLLN based estimates. However, all biases were 
negligible when compared to the standard deviations of the estimates, 
|E[b] − β| < 0.2∙SD(b). In Paper I, two different sample sizes were evaluated, 
n = 108 and n = 216, with independent observations; some of the results for 
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MLLN are presented in Table 5. The bias of MLLN based estimates decreased 
with increasing sample size; the relative bias was between −0.22% and 0.86% 
for n=108, and between −0.11% and 0.48% for n=216.  
Table 5. Some results for MLLN based estimates of β from Paper I.  
σZ n   β E[b] 
bias (b) SD[b] E[se]  bias [se(b)]  γ(b) corr [b, se] 0.356 108 b0 4.803 4.806 0.06% 0.430 0.424 -1.3% 0.14 0.58 
  b1 0.574 0.574 -0.07% 0.064 0.064 -1.2% 0.05 0.27  216 b0 4.803 4.804 0.03% 0.304 0.302 -0.6% 0.10 0.58   b1 0.574 0.574 -0.04% 0.045 0.045 -0.6% 0.04 0.28 0.450 108 b1 2.092 2,087 -0.22% 0.195 0.19 -2.9% 3.94 0.46 
  b2 0.761 0.760 -0.10% 0.136 0.132 -2.9% 1.51 0.39    b3 0.218 0.220 0.86% 0.061 0.059 -2.8% 0.33 0.50  216 b0 2.092 2.09 -0.11% 0.141 0.14 -0.8% 0.09 0.51   b1 0.761 0.761 -0.07% 0.099 0.098 -0.8% 0.09 0.45   b2 0.218 0.219 0.48% 0.046 0.045 -0.9% 0.18 0.70  
Some positive skewness could be seen for the distribution of all the β 
estimates, where β ≠ 0, independent of the method used. However, the 
skewness was minor in most cases, γ(b) ≪ 0.5, and the results from 
independent observations in Paper I showed that the skewness also decreased 
with increasing sample size. The only result with any notable skewness was 
for the estimates of the regression coefficients in the no-intercept model in 
Paper I, where two of the estimates had γ(b1)=3.9 and γ(b2)=1.5, respectively, 
for n=108. However, in both cases the skewness decreased to γ(b)=0.09 when 
the sample size increased to n=216. There was a noticeable positive correlation 
between the β estimates and se(b). This correlation was between 0.25 and 0.86, 
and a comparison between the different sample sizes used in Paper I showed 
that the correlation did not decrease when the sample size increased.  
As in the applications, the simulations showed that LSlin tended to give larger 
se(b) than the other absolute-effects methods. The smallest se(b) was seen for 
MLLN, GLMN, and GLMG. The simulation approach allowed a comparison 
between the estimated deviation, se(b), and the actual deviation, SD(b); this 
showed that, for all methods, se(b) tended to be an underestimation of SD(b). 
This bias was usually minor, |bias| < 3%, for the absolute-effects methods that 
handled the heteroscedasticity of Y (i.e. MLLN, WLS, GLMG, and GLMN). The 
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comparison of different sample sizes of independent observations in Paper I 
showed that the bias decreased from between −2.9% and −0.7% for n=108 to 
between −1.2% and −0.2% for n=216. However, the bias of the LSlin based 
se(b) was between −8% and 80%, and there was no noticeable decrease in bias 
for increased sample sizes; the relative bias in Paper I was between −8.1% and 
79% for n=108, and between −7.4% and 80% for n=216. 
The narrowest CIs for β were seen for the maximum likelihood based methods, 
while LSlin tended to have the widest intervals; this is in accordance with the 
sizes of their se(b). For a sample with 108 independent observations, the 
coverage probability for a 95% CI for β was between 0.943 and 0.948 for 
MLLN, GLMN, GLMG, and WLS, and between 0.928 and 0.974 for LSlin. For 
repeated measurements (100 individuals, four measurements per individual), 
the coverage probability of a MLLN based 95% CI for β was between 0.947 
and 0.950, given a correctly specified covariance pattern. 
Both the relative methods and the absolute-effects methods, with the exception 
of LSlin, could be used to estimate σZ. MLLN, Margexp, GLMN, and WLS all 
tended to give a slight underestimation of σZ, while GLMG gave a larger 
underestimation of σZ. The bias for MLLN, Margexp, GLMN, and WLS was 
usually small, between −1.8% and −1% for the independent observations 
methods in Papers I and II and between −0.7% and −0.1% for the repeated 
measurements methods (i.e. MLLN and Margexp) in Paper IV. In Paper II, the 
GLMG based σZ estimate, in which a gamma distribution is assumed instead of 
a log-normal distribution, had a much larger bias at about −6.5%. 
In Paper IV, repeated measurements were used and the correlation parameter ρ 
was estimated. Both the absolute effects method MLLN and the relative-effects 
method Margexp tended to underestimate ρ. The MLLN based estimates had a 
bias between −2.2% and −1.7%, while the Margexp estimates had a bias 
between −3.1% and −2.2%.  
Some consequences of using a wrongly specified covariance pattern were also 
investigated in Paper IV. Data were simulated according to one of the patterns, 
AR(1) or CS, but the other pattern was assumed in the estimation. Using the 
wrong covariance pattern in the estimation did not affect the point estimates of 
β, but the underestimation of SD(b) increased; that is, |E[se(b)]−SD(b)| was 
larger for models with misspecified patterns, compared to correctly specified 
models. The bias for se(b) based on a wrongly assumed AR(1) pattern was 
between −12% and −6% for the coefficient of a predictor that was constant 
within the individual, while it was only about −2% for a predictor that varied 
within the individual. The bias of se(b) based on a wrongly assumed CS 
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pattern was about −2%, both for the varying and for the constant-within-
individual predictor.  
In the estimation of the expected value μY, the absolute-effects methods gave 
similar, and basically unbiased, estimates. The consequences of estimating a 
log-linear model for a linear relationship could be seen in the μY estimates of 
the relative-effects methods, LSexp and Margexp, which overestimated the μY 
values in the highest and lowest quantile and underestimated values near the 
median. For samples with at least 100 individuals, the coverage of 95% CIs of 
μY was around 0.95 for MLLN (both for independent and repeated 
measurements) and WLS, between 0.92 and 0.99 for LSlin, around 0.93 for 
GLMG, around 0.94 for GLMN, and between 0.83 and 0.95 for LSexp and 
Margexp. 
5.2.2 Small Samples with Independent 
Observations 
Smaller sample sizes were investigated in Paper III using MLLN and WLS. 
Only results for n = 18 are presented in the paper, but sample size n = 27 was 
also investigated and the results were similar. 
The direct MLLN estimates of β had only a small bias of less than 2%, and the 
WLS estimates of β were unbiased. The parametric and semi-parametric bias-
corrected bootstrap estimate reduced the bias of the MLLN estimates to less 
than 0.5%.  
As with the applications described in Section 5.1.2, the MLLN based se(b) were 
smaller and the MLLN based intervals narrower than the WLS based se(b) and 
intervals. For a sample size of n = 18, the bias of se(b) was about −10% for the 
MLLN based estimates and between −8% and −6% for the WLS based 
estimates. 
The MLLN based intervals were narrower than the WLS based intervals, in the 
same way as with the applications. Both intervals had roughly the same 
coverage probability. Again as with the applications, the bootstrap-t intervals 
were wider than the Wald-type and BCa intervals (the Wald-type intervals used 
were based on the t-distribution). However, for the effects (β1 and β2), the 
bootstrap-t intervals were the only intervals with a correct coverage; either 
equal to the nominal 0.95 or a small over-coverage (between 0.95 and 0.96). 
The 95% Wald-type interval had a coverage probability of about 0.93, and the 
BCa intervals had a substantial under-coverage at about 0.90 for the parametric 
bootstrap and between 0.90 and 0.93 for the semi-parametric bootstrap. The 
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bootstrap percentile intervals had about the same coverage as the BCa 
intervals. 
The actual type I error, when testing H0: β = βT, where βT is the parameter 
value specified in the simulation model, was compared to the nominal type I 
error. The Wald-test and t-test (based on asymptotic assumptions) had inflated 
αT, up to twice the size of the nominal value. Also, αT was unequal for one-
sided tests; αT for H1: β < βT was larger than αT for H1: β > βT. For the effects 
(β1 and β2), the bootstrap t-tests (bt-tests) were the only test with an αT close to 
α, as well as similar αT for the two one-sided tests. The bt-test based on the 
bias-adjusted estimate (only performed for MLLN) did not give better results 
than the bt-test based on the direct estimate. The actual αT was overall closer to 
α for the bt-test compared to asymptotic theory based tests. 
The α-specificity for tests of H0: βi = βT, was between 91 and 100%. However, 
the α-sensitivity was low, and varied both between the test statistics and 
depending on α level. For both the parametric and semi-parametric bt-tests, the 
α-sensitivity increased with increasing α-values, while no such pattern could 
be seen for the regular t-test. The α-sensitivity was higher for the parametric 
bt-test than for the semi-parametric bt-test. The average difference in α-
sensitivity between parametric and semi-parametric bt-tests was, for the 
effects, 9.8 percentage points for MLLN and 14.2 for WLS. When comparing 
MLLN and WLS for the parametric bt-test, they had similar α-sensitivity; for 
the effects the average difference was 0.9 percentage points in favor of MLLN. 
The differences were larger for the semi-parametric bt-test, averaging 5.3 
percentage points when only the effects were considered. The asymptotic 
theory test (the standard t-test) had a very low α-sensitivity; an average of 
1.1% using MLLN and 0.6% using WLS (for the effects in both cases).  
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6 DISCUSSION 
The focus in this thesis is on linear regression models for an untransformed 
log-normally distributed response.  
6.1 Parameter Estimates and Standard 
Errors 
Point estimates 
The MLLN estimates of β showed a small bias both for independent 
observations and for repeated measurements. This was not surprising, since 
many maximum likelihood estimators are biased, see e.g. (Cordeiro and 
McCullagh, 1991; Diggle, 1988). However, maximum likelihood estimators 
are also known to be consistent and asymptotically efficient under some 
regularity conditions (see e.g. (Casella and Berger, 2001)), and so the bias 
decreases with increasing sample size and the estimates usually have a small 
variance (Casella and Berger, 2001). The MLLN based β estimates followed the 
pattern of a consistent estimator, and the bias decreased with increasing 
sample size. For independent observations we found an absolute bias of 
< 1.7% for n = 18, < 1% for n = 108, and < 0.5% for n = 216. For repeated 
measurements with ρ = 0.36, the absolute bias was < 0.4% for 100 individuals 
and 4 measurements per individual (Paper IV); this decreased to <0.2% for 
100 individuals and 5 measurements per individual. We found the bias to be 
negligible in comparison to the standard deviation; bias(b) ≤ 0.03∙SD(b). In 
most situations, this bias will probably be too small to have clinical relevance.  
Almost all the β estimates, both for independent observations and for repeated 
measurements, had a slightly positively skewed distribution; but the skewness 
was in most cases moderate (γ < 0.5) and decreased with increasing sample 
size. For example, the skewness of MLLN based estimates of β2= 0.122 in the 
model μY = 1.564 + 0.122∙X1 + 0.075∙X2 (from Papers II and III) decreased 
from γ(β2) = 0.119 for n = 18 to γ(β2) = 0.022 for n = 108.  
Standard errors for b 
The MLLN based standard errors for b, se(b), were usually a slight 
underestimation of the standard deviation; 0.97∙SD(b) < E[se(b)] ≤ SD(b). In 
maximum likelihood estimation, the estimated covariance matrix for b is given 
by the observed Fisher information. For independent observations, this is 
known to have bias of order n−1, hence se(b) should have bias of order n−1/2, 
see e.g. (Efron and Hinkley, 1978).  
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Confidence intervals for β 
Wald-type intervals for β were evaluated in all of the papers (I–IV). For larger 
sample sizes with more than 100 observations, the MLLN based Wald-type 
intervals had a coverage probability close to the nominal confidence level.  
For independent observations we also investigated small sample sizes 
(Paper III). In samples with less than 30 observations the Wald-type intervals 
became liberal; that is, the coverage probability was less than the nominal 
confidence level. We found that intervals with a more accurate coverage 
probability could be achieved with bootstrapping (see Section 3.2.2). Since 
small samples can produce estimates with bias and skewness, much of the 
literature suggests that the bootstrap bias corrected accelerated percentile 
interval, BCa, should be used for constructing confidence intervals for β, rather 
than the bootstrap t-statistics based interval, boot-t, see (Efron, 1987). 
However, in our results the boot-t intervals outperformed BCa when it came to 
coverage probability. BCa gave narrower intervals and had less variance in 
interval length, but also a severe under-coverage. For example, with the MLLN 
based estimates, the coverage probability for the parametric BCa was 
0.90−0.91 for a 95% CI for the effect estimates, while boot-t had a coverage 
probability of 0.95-0.96 for the same estimates.   
As expected, the underestimation by se(b) was more noticeable for smaller 
sample size, about −10% for MLLN and about −7% for WLS. However, this 
underestimation had little effect on the coverage of the bootstrap confidence 
intervals. The bootstrap percentile interval and the BCa interval are not based 
on se(b), so their liberal coverage was not due to the underestimation by se(b). 
On the other hand, boot-t is based on estimated standard errors. Nevertheless, 
even though the underestimation for se(b) was larger for MLLN, the MLLN and 
WLS based intervals had about the same coverage for the effect. The boot-t 
interval is based on both the standard errors for the parameter, se(b), and the 
bootstrap standard errors, se*(b*), and underestimation of these estimates will 
have adverse effects; if se(b) is an underestimation this will narrow the interval 
and increase the risk of under-coverage, while if the bootstrap estimates se*(b*) 
are underestimations this will widen the boot-t interval, since it is based on the 
percentiles of t* = (b*− b)/se*(b*).  
Since the MLLN estimates are maximum likelihood estimates, there might be 
arguments for the likelihood ratio interval being a better choice (see e.g. 
(Pawitan, 2001). The reason for using Wald-type intervals was that these can 
be calculated for all the methods compared, which we felt would lead to a 
fairer comparison between the methods. The same reasoning was behind the 
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choice of using z-tests or t-tests instead of a likelihood ratio test for hypothesis 
testing of β.  
Hypothesis testing of β 
For larger samples with more than 100 participants, the two-sided t-test (i.e. 
tests of H0: β≠βT, where βT was the value specified in the simulation model) 
gave accurate results with actual α-levels, αT, close to the nominal for MLLN 
based estimates. However, the one-sided t-tests had a slightly uneven type I 
errors; αT for tests of H0: β < βT tended to be smaller than αT for tests of H0: 
β > βT. This discrepancy between the one-sided tests is probably due to a 
correlation between b and se(b). Consider a β-estimate bH > βT and a β-
estimate bL < βT, such that bH − βT = βT − bL > 0. We get 
tH = (bH − βT)/se(bH) > 0 and tL = (bL− βT)/se(bL) < 0. The positive correlation 
will probably give us se(bH) > se(bL), hence we will get |tH| < |tL|. So even if 
the β-estimates had a symmetric distribution, the test statistic will have a 
negative skewness. This correlation between b and se(b) is not present when 
the response is normally distributed, and is most likely a result of the 
increasing variance for the log-normal distribution. The difference in αT 
between one-sided t-test were about 0.015, for nominal α = 0.05. A conclusion 
draw from this is that for balanced datasets with more than 100 participants, 
t-test of H0: β ≠ βT can be used for MLLN with less than four predictors, but 
that one-sided t-test should be avoided if possible. 
From our simulations with smaller datasets we draw the conclusion that for 
MLLN, with more than one predictor, a sample size of 30 observations is too 
small to obtain valid test results for t-test of H0: β ≠ βT, but that bootstrap-t test 
can be used instead. For smaller samples, the t-test had inflated type I errors; 
that is, αT was larger than the nominal α. The bootstrap t-test however had for 
the effects αT values close to α. As mentioned earlier, the MLLN based β 
estimates were slightly biased, and this bias could be decreased by using the 
bootstrap bias corrected estimates. There was however no gain in using a bias 
corrected bootstrap t-test, compared to the regular bootstrap t-test, with regard 
to type I error or symmetry between one-sided tests.     
Confidence intervals for μ
Y
 and prediction intervals  
For larger samples, with at least 100 participants, the MLLN based confidence 
and prediction intervals had a nearly accurate coverage probability that did not 
depend on the value of μY. The 95% MLLN confidence intervals in Papers II 
and IV all had coverage probabilities between 0.94 and 0.95. For small 
samples (Paper III), the Wald-type confidence intervals for μY became too 
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liberal for samples with less than 30 participants, similarly to the confidence 
intervals for β.  
For MLLN confidence intervals for μY and prediction intervals, we draw similar 
conclusions about Wald-type intervals as we did regarding t-test of H0: β≠βT; 
more than 30 observations are needed for the Wald-type interval to be valid for 
MLLN with more than one predictor, but that for balanced data with more than 
100 participants, the Wald-type intervals give adequate coverage for MLLN 
with less than four predictors. 
Sample size  
Since we only investigated a limited number of sample sizes, we are not able 
to give an absolute guideline regarding the minimum number of observations 
needed to use asymptotic inference in multivariate regression. The literature 
contains a number of guidelines, such as n ≥ 10∙k (Kleinbaum et al., 1998; 
Maxwell, 2000; Wampold and Freund, 1987) and n ≥ 104 + (p−1) or 
n ≥ 50 + 8∙(p−1) for (p−1) < 7 (Green, 1991), where p is the number of 
regression coefficients in the model. However, these limits are based on 
expected effect sizes and power, and do not take into account the sample size 
needed to achieve the asymptotic properties. In our situation, with balanced 
and slightly unbalanced data and at least two predictors, our results show that a 
sample size of 108 was sufficient to achieve the asymptotic properties. In the 
application on benzene exposures in Paper III, we had n = 40 and p = 6, and 
could still see indications that the asymptotic distributions were not achieved.   
Other models for estimating absolute effects 
In the case with independent observations, the results of MLLN were compared 
to the results of other methods estimating the absolute effects, including 
weighted least squares (WLS) regression and a generalized linear model 
(GLMN).  
WLS produces unbiased estimates, as seen in our results where the bias for b 
was < 0.02% for n>100. The WLS based covariance matrix for b is based on 
the assumption that 𝜎𝜎𝑍𝑍2 and the weights W are known and not estimated, and 
therefore a small downward bias is expected; this could also be seen in our 
results from Papers I–III, where 0.98∙SD(b)  ≤  E[se(b)] ≤ SD(b). This bias 
was usually slightly smaller than the bias for the MLLN based standard errors, 
but at the same time the SD(b) were usually larger for the WLS based 
estimates than for the MLLN based estimates. Hence, the difference in actual 
bias, SD(b) − E[se(b)], was negligible. The difference in standard deviation 
can be the difference between a predictor being significant or not at a 0.05 
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significance level, as in the 1,3-butadiene exposure application in Paper I and 
the small-sample benzene exposure example in Paper III.  
To obtain estimates of β, and se(b), the direct GLMN estimates were 
transformed using the term exp(𝜎𝜎𝑍𝑍2 2⁄ ), or rather the estimate exp(𝑠𝑠𝑍𝑍2 2⁄ ). The 
GLMN estimates in Paper II were similar to the MLLN estimates both in point 
estimates and standard errors. Like MLLN, GLMN is a maximum likelihood 
method and hence the same downward bias is expected for se(b), which also 
could be seen in the results from Paper II; 0.98∙SD(b) ≤ E[se(b)] ≤ SD(b).  
Like MLLN, WLS and GLMN provided correct coverage probabilities for the 
confidence interval for μY|X. This coverage probability did not depend on μY|X, 
and was close to the nominal confidence level. However, GLMN had a slight 
under-coverage, with a coverage probability of about 0.94 for the 95% CIs. 
The WLS CIs tended to be wider than the MLLN intervals, which is not 
surprising since the WLS estimates had larger standard errors. GLMN had 
narrower but as earlier mentioned also slightly liberal intervals. The under-
coverage of the GLMN based intervals was a result of using the estimate 𝑠𝑠𝑍𝑍2, 
and thus not including the stochastic variation of 𝑠𝑠𝑍𝑍2. An approximate CI taking 
into account this stochastic variation could be derived using, for example, the 
delta method, see e.g. (Casella and Berger, 2001). 
6.2 Models for Repeated Measurements 
We used a mixed model approach to adapt the MLLN method for handling 
repeated measurements. There are different ways in which mixed models can 
handle repeated measurements. In this thesis, we used a covariance pattern 
model which we define as a marginal model; that is, a model without random 
effects, in which a structure is specified for the covariance matrix in order to 
handle the correlation between observations. One reason to use a covariance 
pattern model as a first approach is that in environmental medicine 
measurements are often taken over a time period, and covariance pattern 
models offer a simple way to allow us to specify a correlation that changes 
over time. Like Brown and Prescott (2006), we define covariance structure 
within the residual matrix; that is, the covariance matrix for the random errors. 
If instead a random effects model were used, it would be possible to also 
specify the covariance pattern within the covariance matrix for the random 
effects. However, that approach is beyond the scope of this thesis.  
A relatively simple alternative to a covariance pattern model, which also 
allows for correlation between measurements, is to use a random intercept 
model. However, this assumes a constant correlation between all 
measurements on the same individual. A random intercept model will in most 
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cases give similar estimates to a compound symmetry (CS) covariance pattern. 
The relations between the σZ and ρ estimates for CS and the between-
individual variance 𝜎𝜎𝐵𝐵2 and within-individual variance 𝜎𝜎𝑊𝑊2  estimated by the 
random intercept model can then be written as 𝜎𝜎𝑍𝑍2 = 𝜎𝜎𝑏𝑏2 + 𝜎𝜎𝑤𝑤2  and 𝜎𝜎𝐵𝐵2 = 𝜌𝜌𝜎𝜎𝑍𝑍2. 
However, theoretically, there are some situations where a random intercept 
model and a CS covariance pattern model would give completely different 
results and where the random intercept model would be preferred. Such a 
situation might be when the trend for the individuals is the opposite of the 
trend for the mean values of the individuals. In a covariance pattern model, the 
intercept will be estimated on the basis of the overall mean values, and so the 
trend will go in the opposite direction of the individual trends. This is basically 
a version of Simpson’s paradox (Simpson, 1951). A random intercept model, 
however, will be based on the individual mean values and the slope will follow 
the individual trends. This particular situation might be detected by using a 
plot of expected versus observed values, in which marks indicates from which 
individual the observation belong to. 
In a situation with equal variance in all subgroups, Brown and Prescott (2006) 
recommend the use of a random intercept rather than a covariance pattern 
model when the response over time is of interest; that is, if time is included as 
a predictor.  
6.3 Model Misspecification 
Consequences of assuming other distributions for the 
response 
In Papers I and II, the effects of ignoring the skewness and heteroscedasticity 
of a log-normally distributed response were demonstrated by using ordinary 
least squares regression on untransformed log-normal data. This approach is 
denoted by LSlin. The use of LSlin often resulted in large standard errors for the 
estimated effects and large bias for the standard errors. The LSlin estimates also 
tended to have inflated type I errors for tests of the effects, and hence 
erroneous coverage for CIs of the effects. This approach also produced 
erroneous coverage for CIs of the expected response ?̂?𝜇𝑌𝑌. LSlin produced 
intervals with over-coverage for smaller values and under-coverage for higher 
expected values, which could be expected since this approach ignores the 
increasing variance in the data.  
It has been argued that statistical analysis based on assumptions of log-normal 
distribution and gamma distribution will provide basically the same results 
(Atkinson, 1982; Firth, 1988; McCullagh and Nelder, 1989). However, these 
examples have assumed multiplicative models. Some studies have shown 
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discrepancies between gamma and log-normal assumptions even for these 
multiplicative models (Das and Park, 2012; Wiens, 1999). In Paper II we used 
a generalized linear model with gamma distribution and the identity link, 
denoted GLMG, to estimate the linear model and the constant variance term σZ. 
Our results showed that MLLN and GLMG gave similar β and σZ estimates. 
However, while MLLN provided the nominal coverage for the confidence 
intervals for μY, the GLMG based intervals for μY showed a constant under-
coverage; for example, the coverage was 93% for a 95% CI. The reason for 
approximating the log-normal distribution with the gamma distribution is that 
the generalized linear model is a common procedure and hence a built-in 
option in statistical software such as SPSS® (IBM, 2013), SAS® (SAS, 2013), 
and MATLAB® (MATLAB R2014b). In our simulations, we know the 
distribution to be log-normal, but as discussed by Atkinson (1982) and 
Wien (1999) it might in practice be hard to distinguish between a gamma and a 
log-normal distribution.  
Consequences of log-transforming a linear relationship 
Since skewed data are common, many approaches have been developed to 
enable regression analysis on skewed data. Often a transformation is used to 
stabilize the variance, such as ordinary least squares regression or linear mixed 
models on log-transformed data. This log-transformation implies an 
exponential rather than a linear relationship between response and predictors. 
Another approach is to use generalized linear models or their mixed model 
extension, generalized linear mixed models. These generalized linear models 
also use a transformation, the link function. Unless the link function is the 
identity link, this will also imply a nonlinear relationship between response 
and predictors. In Papers II and IV, the consequences of assuming an 
exponential relationship for a linear relationship were investigated by applying 
ordinary least squares regression or linear mixed models on a log-transformed 
response, denoted LSexp and Margexp, respectively. These approaches fit an 
exponential model to a linear relationship, and therefore it is not surprising that 
they severely overestimated both lower and higher μY values. They also 
produced under-coverage for the 95% confidence intervals of μY. The size of 
the under-coverage varied for different μY, but tended to be more severe for 
the highest and lowest μY values. In Paper IV, we also investigated the 
prediction intervals of a new observation Y* for Margexp and found that the 
length of the interval was severely underestimated, especially for higher μY 
values.  
The choice between a linear and log-linear model is probably less crucial in 
situations where all predictors are categorical. In group comparisons, for 
example where the only predictor is workgroup, a log-linear and linear model 
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will provide the same estimates for μY. In situations where there is more than 
one categorical predictor, for example if both workgroup and smoking habits 
are predictors, the two models will asymptotically give the same expected 
values for the estimates for μY if interaction terms are included. A log-
transformation might however affect the statistical significance of the 
predictors, and hence the conclusions drawn from the results.  
Consequences of a misspecified covariance pattern 
Two types of covariance patterns were used for repeated measurement in 
Paper IV; a first order autoregressive (AR(1)) pattern and a compound 
symmetry (CS) pattern. The methods’ robustness against misspecifications of 
the covariance patters was investigated. A misspecified covariance pattern 
means that if simulations were done according to an AR(1) pattern, 
estimations were done assuming a CS pattern, and vice versa.  
A misspecification of the covariance pattern did not affect the point estimate 
of the regression coefficients, which was expected since the regression 
coefficients β were the same for all covariance patterns. It did however affect 
the standard errors se(b) and in some cases the point estimates of the 
covariance parameters ρ and the standard error of the σZ estimate.   
A slight underestimation could be seen for se(b), even for the correctly 
specified models; E[se(b)] ≈ 0.99∙SD(b). This underestimation increased when 
the covariance pattern was misspecified; 0.88∙SD(b) ≤ E[se(b)] ≤ 0.98∙SD(b).  
The effect of the misspecification was smaller for β2, the coefficient associated 
with the varying-within-individual predictor; E[se(b)] ≈ 0.98∙SD(b). The 
largest underestimations were produced by a wrongly assumed AR(1) for 
coefficients associated with the constant within-individual predictors, se(b0) 
and se(b1); E[se(b0)] = 0.94∙SD(b1) and E[se(b1)] = 0.88∙SD(b2). However, the 
point estimates of both ρ and σZ were about the same as for a correctly 
specified model. The unbiased estimate of ρ is most likely a consequence of 
the AR(1) based ρ estimate only depending on the correlation between the 
residuals of sequential observations, corr(residuali, residuali+1), and for both a 
CS and AR(1) pattern we have corr(residuali, residuali+1) = ρ. A wrongly 
assumed CS pattern had less problems with underestimation of se(b); 
E[se(b)] = 0.98∙SD(b). However, it severely underestimated ρ, probably 
because the maximum likelihood estimate for ρ under the assumption of a CS 
covariance pattern is basically the mean of all within-individual pairwise 
correlations. Since the pairwise correlation for an AR(1) pattern decreases with 
distance, the mean of the correlations will be less than ρ, and so the ρ estimate 
of a wrongly assumed CS pattern will be an underestimation.  
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6.4 Linear Models for Biological Data  
In this thesis, we applied MLLN to two different kinds of data; personal 
airborne exposures in Papers I, III, and IV, biomarkers in blood in Paper II and 
in urine in Paper IV. The results were compared to those of log-linear model 
approaches (i.e. linear models for log-transformed response data).  
It is not always obvious whether a linear or log-linear model is more 
appropriate. To assess the fit of the models, we used the total variance 
explained by the model in log-scale (R𝑍𝑍2), compared observed and estimated 
values in scatter plots, and estimated residual regression models to assess 
trends among the residuals. 
In our applications, we saw an overall better fit for the linear exposure models, 
while most of the biomarkers were better fitted by a log-linear model. It might 
be reasonable to assume that the cumulative direct exposure has a linear 
relationship to the exposure time. Larson (1969) showed that the median 
exposure was proportional to the average exposure time; this would indicate a 
log-linear relationship between time and exposure, since the median in original 
scale is exp(μZ). However, Larsen did not compare the mean and median 
exposures. One reason for preferring a linear over a log-linear model in cases 
when the two have a similarly good fit is that no additional transform is 
needed before interpreting the estimated effects, which makes the model easier 
to understand and present. 
Biomarkers can be measured in different elements, including blood as in Paper 
II and urine as in Paper IV. Studies have shown that the relationship between 
exposure and biomarker is often better fitted by more complex, non-linear, 
models (Johnson et al., 2005; Johnson and Rappaport, 2007). Biomarkers often 
reflect reactions within the body, and can therefore sometimes be seen as a 
continuous health outcome. The relationship between health outcome and 
exposure is usually not seen as a linear model, but rather as a model on the 
log-scale, see e.g. (Rappaport and Kupper, 2008). However, partly due to the 
complexity of the human body and the range of different exposures and 
biomarkers, the relationship between exposure and biomarker relationship 
should not be generalized in advance but must be assessed for each exposure 
and biomarker combination. For example, in our applications, the log-linear 
model showed a clearly better fit than the linear model when modeling 
urinary-cadmium (Paper IV) and a slightly better fit for HOMA-IR (Paper III), 
but the linear model had a better fit when modeling CRP, the biomarker for 
inflammation (Paper II).  
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7 CONCLUSIONS 
For linear regression with a log-normal response, the suggested maximum 
likelihood method MLLN can be used to obtain estimates of the absolute 
effects, for both independent and repeated measurement data, while taking into 
account the heteroscedasticity of the data. 
The MLLN based β estimates have small biases in both the independent and the 
repeated data situation. The bias will decrease further with increasing sample 
size. 
In the independent data situation, MLLN estimates tend to have narrower 
confidence intervals than weighted least squares based estimates. However, the 
differences are minor, so weighted least squares can be a valid alternative to 
MLLN. 
For inference in the small-sample situation, asymptotic theory methods should 
not be used, but bootstrapping can be used to obtain valid values. We found 
that for MLLN estimates the often-recommended BCa intervals had a severe 
under-coverage and that the bootstrap-t intervals should be used instead. 
MLLN can handle repeated measurements by specifying a non-diagonal 
covariance pattern within the residual matrix. Our results showed that 
misspecification of the covariance pattern had little effect on the point 
estimates of the regression parameter. However, the underestimation by the 
standard errors was more severe when a first order auto regressive pattern was 
wrongly assumed for data with a compound symmetry structure, than vice 
versa.  
If the relationship is linear, log-transformation of the response leads to liberal 
predictor intervals with a severe under-coverage. The MLLN based estimates 
give wider and more accurate intervals.  
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8 FUTURE PERSPECTIVES 
As previously mentioned, there are situations with repeated measurements data 
in which a random effects model would be preferred over a covariance pattern 
model. A future perspective could be to include random effects in a linear 
model with a log-normally distributed response. 
In this thesis, we investigated small-sample properties for MLLN for 
independent observations. A next step could be to investigate small-sample 
inference for repeated measurements data. Bootstrapping could also be a valid 
option here. A suggested nonparametric resampling could be to resample 
individuals, and not specific observations, in order to preserve the within-
individual correlations.  
Our results revealed a minor bias for the MLLN estimates of the covariance 
parameters ρ and σZ. A suggested way to obtain unbiased estimates of the 
variance and covariance parameters in Σ is to use residual maximum 
likelihood. Future work could establish a way to use this method to estimate 
the parameters in Σ, with the aim of reducing the bias observed for the MLLN 
estimates of ρ and σZ.   
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ERRATA 
This document lists errors found in the published version of Paper II. Only 
errors that matter from a computational or interpretational viewpoint are 
listed. 
 
Location Original text Correction 
p3524, line 6 
Equation (5)  2𝑒𝑒𝑝𝑝−1𝑒𝑒𝑝𝑝 ⋅ cov�β�𝑝𝑝−1, β�1� 2𝑒𝑒𝑝𝑝−1𝑒𝑒𝑝𝑝 ⋅ cov�β�𝑝𝑝−1, β�𝑝𝑝� 
p3524, line 9 �exp�𝜇𝜇𝑌𝑌|𝑋𝑋� ± �var�exp�?̂?𝜇𝑌𝑌|𝑋𝑋��� �exp�?̂?𝜇𝑍𝑍|𝑋𝑋� ± �var�exp�?̂?𝜇𝑍𝑍|𝑋𝑋��� 
p3524, line 11 
Equation (6)  2𝑒𝑒𝑝𝑝−1𝑒𝑒𝑝𝑝 ⋅ cov�𝜙𝜙�𝑝𝑝−1, 𝜙𝜙�1� 2𝑒𝑒𝑝𝑝−1𝑒𝑒𝑝𝑝 ⋅ cov�𝜙𝜙�𝑝𝑝−1, 𝜙𝜙�𝑝𝑝� 
p3524, line 13 𝑣𝑣𝑣𝑣𝑣𝑣�?̂?𝜇𝑍𝑍|𝑋𝑋�2 𝑣𝑣𝑣𝑣𝑣𝑣�?̂?𝜇𝑍𝑍|𝑋𝑋� 
p3524, line 15 
Equation (7)  2𝑒𝑒𝑝𝑝−1𝑒𝑒𝑝𝑝 ⋅ cov�δ�p−1, δ�1� 2𝑒𝑒𝑝𝑝−1𝑒𝑒𝑝𝑝 ⋅ cov�δ�𝑝𝑝−1, δ�𝑝𝑝� 
p3527, line 4 
Table caption 95% confidence interval for ?̂?𝜇𝑌𝑌, 95% confidence interval for μY, 
 
