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Abstract
Suppose p is a prime, P is a finite p-group, and A is an abelian subgroup of P . Does P possess
a normal abelian subgroup of the same order as A? J. Alperin showed that the answer is negative
in general, but affirmative under certain conditions. In [J. Alperin, G. Glauberman, J. Algebra 203
(1998) 533–566], using an idea from algebraic group theory, he and the author generalized this work
under the restriction that A be elementary abelian, and obtained some related results for p-groups
and nilpotent Lie algebras over fields of characteristic p. In this paper, we remove the restriction by
extending the application of algebraic group theory. We also obtain generalizations to subgroups of
small nilpotence class, not necessarily abelian, and to nilpotent Lie algebras over local rings.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In his PhD dissertation in 1959, John Thompson obtained [11] his celebrated theorem
that the Frobenius kernel of a Frobenius group is nilpotent. He accomplished this by
proving a fundamental theorem about normal p-complements in finite groups. In 1964,
Thompson strengthened the latter theorem [12] by using the abelian subgroups of maximal
rank in a Sylow subgroup of a finite group. These subgroups, as well as the abelian
subgroups of maximal order in a Sylow subgroup, were used by Thompson and others
in further results about Sylow subgroups. One may ask whether one of these subgroups is
normal in the Sylow subgroup. More generally, consider the following questions about a
prime p and a finite p-group P :
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possess a normal elementary abelian subgroup of order pn?
Question 2. Suppose A is an abelian subgroup of order pn in P . Does P possess a normal
abelian subgroup of order pn?
(Question 1 may be viewed as asking whether P must have a normal abelian subgroup
of rank n if it has some abelian subgroup of rank n.) In this paper, dedicated to John G.
Thompson on the occasion of his 70th birthday, we use techniques stemming from his work
to study these and related questions.
In general, the answer to all of the questions above is “no,” by a family of examples
of J. Alperin [7, p. 349]. For example, Question 1 has a negative answer for the dihedral
group of order 16. However, in [1], Alperin and the author provided affirmative answers to
some special cases of Question 1 and obtained some related results about groups and Lie
algebras. That paper started from an earlier paper of the author [4] and from the observation
by B. Kostant that the analogous question for a nilpotent complex Lie group G has an
affirmative answer, a result obtained by taking the Lie algebra corresponding to G and
applying Borel’s Fixed-Point Theorem to the action of G on a projective variety associated
to certain subspaces of L [9, p. 155], [1, p. 534]). A key result of [1] (Proposition 2.2) was
an analogue of this application of Borel’s Theorem.
In this paper, we obtain analogues for Question 2 of the results about Question 1
in [1], and generalizations to subgroups of small nilpotence class, not necessarily abelian.
This requires an extension of the key result mentioned above, from a vector space of
characteristic p to an R-module for the ring R = Z/peZ, where e is an arbitrary natural
number. Following a suggestion of Charles Weibel, we have proved this extension for
a more general type of Artinian ring (Theorem 2.3). Weibel has raised the question of
whether this extension follows from the Valuative Criterion for Properness in the case
when the ring is commutative.
Since our main results are rather complicated, we now summarize the abelian case as
an illustration. Here, we obtain analogues of the results about Question 1 in [1]. We show
(Theorem A) that Question 2 has an affirmative answer if n is small relative to p, or if P
has nilpotence class at most p − 1 (case (A1) of Theorem B). The latter result depends
on its analogue for Lie rings of class at most p (Theorem C) and on a theorem of Lazard
(Theorem 5.1) that shows that p-groups of class at most p − 1 may be regarded as Lie
rings.
Finally, we consider the case of a general p-group P , where Question 2 has a negative
answer, i.e., there is in general no normal abelian subgroup of order pn. We obtain (case
(A1) of Theorem D) a “second-best” result when p  5: there exists an abelian subgroup
A∗ of order pn in P such that
A∗ is normalized by every subgroup of nilpotence class at most p− 1 in P
that is normalized by A∗,
and
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(This also extends Theorem 2 of [4].)
We require some standard notation for our main results.
Henceforth in this section, assume that p is a prime and P is a finite p-group.
For a subgroup B of P , the normal closure of B in P is the subgroup of P given by
〈
BP
〉= 〈Bx : x ∈ P 〉.
The derived subgroup, or commutator subgroup, of B is given by
B ′ = 〈x−1y−1xy: x, y ∈B〉.
Theorem A. If A is an abelian subgroup of order pn in P , then there is a normal abelian
subgroup of the same order contained in the normal closure of A in P , provided that p is
greater than 4n− 7.
Theorem B. Suppose that P has nilpotence class at most p− 1, B is a subgroup of order
pn in P , k is a natural number, and B satisfies one of the following conditions:
(Ak) B has nilpotence class at most k;
(Bk) B has nilpotence class at most 2, and |B/B ′| pk ; or
(Ck) |B| · |Z(B)| pk .
Then there exists a normal subgroup B∗ of order pn in P that is contained in the normal
closure of B in P and satisfies the same condition as B .
We note that condition (A1) above just states that B is abelian. Condition (Bk) is of
interest because of a theorem of Thompson (quoted in this section before Theorem E).
We consider condition (Ck) because A. Chermak and A. Delgado have proved some
remarkable properties of subgroups B of P for which |B| · |Z(B)| is maximal. (In their
article [3], let H =G and α = 1, and let G act on itself by conjugation.)
Theorem C. Suppose that R is a commutative Artinian local ring, R/pR is a field, L is a
Lie algebra over R and A is a subalgebra of L. Assume that L is finitely generated as an
R-module and is nilpotent of class at most p.
Then there exists an ideal B of L that is contained in the ideal closure of A in L, has
the same composition length as A as an R-module, and has nilpotence class the same as
that of A, or smaller.
Our next result requires some further standard notation. For elements or subsets X and
Y of P we let (Y,X; k) be defined inductively for k  1 by letting (Y,X;1)= (Y,X) be
the subgroup generated by all commutators y−1x−1yx , x ∈ X, y ∈ Y ; and then letting
(Y,X; i + 1)= ((Y,X; i),X)).
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and B is a subgroup of order pn in P that satisfies (C).
Set k′ = k if (C) is (Ak) and k′ = 2 if (C) is (Bk). Assume k′  p. Let s be the largest
integer m such that mk′  p.
Then there exists a subgroup B∗ of order pn that is contained in the normal closure of
B in P and satisfies (C) as well as the following conditions:
(I) Suppose B∗ normalizes a subgroup T of P having nilpotence class at most p− 1− k′
(at most p− 1 if (C) is (A1)). Then T normalizes B∗.
(II) Suppose p  k′(k′ + 2) and p  5. Let N be the normal closure of B∗ in P . Then
(IIa) B∗ is normal in N and in 〈(B∗)α: α ∈ AutP 〉; and
(IIb) if x ∈ P and (N,x; s)= 1 and ((N,x; i), (N,x; j))= 1 whenever i, j  1 and
i + j  p, then x normalizes B∗.
As explained in Remark 5.10, we cannot take (C) to be of the form (Ck) in Theorem D,
but there are many other choices for (C) that could have been taken. In particular, we could
have combined (Ak) or (Bk) with the requirement that B have exponent p.
It seems likely that the bounds in the hypotheses of Theorems A–D can be weakened,
subject to the limits imposed by Alperin’s examples and the examples of Berkovich [2] and
of Alperin and the author [1, Examples 3.5 and 3.6]. A particularly interesting question is
whether condition (IIa) of Theorem D can be satisfied for p < 5. That is, if p = 2 or p = 3
and P contains an abelian subgroup of order pn, does P contain an abelian subgroup
of order pn that is normal in its normal closure? The analogous question for elementary
abelian subgroups is open for p = 3, but not for p = 2, as is shown by a Klein four-group
in the dihedral group of order 32.
To avoid technical complications, we have limited the statement of Theorem C. It can be
extended (Corollary 4.7) to include Lie algebras generated by certain Engel elements and
subalgebras satisfying conditions analogous to conditions (Bk) and (Ck) of Theorem B.
A beautiful theorem of Thompson [13] states that P contains a subgroupQ of nilpoten-
ce class at most two such that |Q/Q′| |P/P ′|. Therefore, case (Bk) of Theorem D yields
the following result:
Theorem E. Suppose p  11. Let pk be the maximum of the orders |Q/Q′| as Q ranges
over all the subgroups of P . Then there exists a subgroup B of P such that
(a) |B/B ′| = pk;
(b) B has nilpotence class at most two;
(c) B is normal in its normal closure in P ; and
(d) B is normalized by every element x of P such that (B,x; (p− 1)/2)= 1.
Our new basic results, including the analogue of Kostant’s application of Borel’s
Theorem, are stated in Section 2 and proved in Section 3. We prove our main results about
Lie algebras and finite p-groups in Sections 4 and 5, respectively.
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We now come to our generalization of Proposition 2.2 of [1] and some related results,
which will be proved in Section 3. This requires quite a few preliminary assumptions, and
some notation:
Hypothesis 2.1.
(i) n is a positive integer.
(ii) R is an Artinian ring such that:
(iia) q1 is invertible in R for each prime q  n, where 1 is the identity element in
R; and
(iib) every maximal right ideal of R is a two-sided ideal.
(iii) L is a finitely generated right R-module (and hence possesses an R-composition
series).
(iv) For every R-submodule M of L, c(M) denotes the composition length of M .
(v) α is an R-module automorphism of L.
(vi) λ is the R-module endomorphism α−1 of L (i.e., λ(x)= α(x)−x for every x ∈L).
(vii) λn = 0.
(viii) δ =∑n−1i=1 (−1)i+1λi/i .
Note that condition (iib) is satisfied if R is a commutative ring or a division ring.
It is easy to see that δn = 0. Since (α− 1)n = 0 = δn, we have in the notation of [1] that
δ = Logα and Exp δ =
n−1∑
i=0
δi
i! .
By a small, obvious change in the proof of Proposition 2.1 of [1], we obtain
Proposition 2.2. The endomorphisms α and δ satisfy
α = Exp(Logα)= Expδ =
n−1∑
i=0
δi
i! .
Notation. Let t be an indeterminate over R, and let L[t] be the module
L⊗R R[t]
over the polynomial ring R[t]. We have the usual embedding of R into R[t], and we embed
L into L[t] by identifying x ∈L with x ⊗ 1 ∈ L[t].
For each element u in the center of R[t], define a mapping τu :L[t]→L[t] by
τu(x)= (Expuδ)(x)=
n−1∑ ui
i! δ
i(x).i=0
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α = Exp δ = τ1.
We put σ = τt . Let f be any nonzero element of L[t], so that
f =
k∑
i=0
cit
i
for some nonnegative integer k and some c0, c1, . . . , ck ∈ L with ck = 0. We put degf = k
and C(f )= ck .
For each R-submodule M of L, let S(M) be the R[t]-submodule of L[t] generated by
the elements σ(x), x ∈M . We put
M∗ = {0} ∪ {C(f ): 0 = f ∈ S(M)}.
It is easy to see that M∗ is an R-submodule of L.
Now we may finally state our key theorem:
Theorem 2.3. Assume Hypothesis 2.1 and the notation above. Let M be an R-submodule
of L. Then the R-submodule M∗ of L has the following properties:
(a) M∗ is invariant under α;
(b) if M is invariant under α, then M∗ =M;
(c) M and M∗ have the same composition length, i.e., c(M)= c(M∗);
(d) for every R-submodule N of M , one has N∗ M∗; and
(e) if
0 = L0  L1  · · · Lm = L
is an ascending series of R-submodules of L such that
λ(Li) Li−1 for i = 1,2, . . . ,m,
then
M∗ ∩Li >M ∩Li
for some i , 1 i m, unless M is invariant under α.
Corollary 2.4. In the notation of Theorem 2.3, for every α-invariant R-submodule X of L,
(M ∩X)∗ M∗ ∩X and c(M ∩X) c(M∗ ∩X).
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algebra over R, α is an R-automorphism of L, M is a subalgebra of L, and N is an ideal
of M . Assume also that, for all x, y ∈M ,
[
λi(x), λj (y)
]= 0
whenever i and j are natural numbers with i + j  n. Then:
(a) M∗ is a subalgebra of L;
(b) [M∗,N∗] [M,N]∗;
(c) (Z(M))∗  Z(M∗);
(d) if k is a natural number and M is nilpotent of class at most k, then so is M∗; and
(e) if b ∈ R and Mb= 0, then M∗b= 0.
Note. As usual, an ideal N of L is an R-subalgebra of L such that [N,L]N .
3. Proofs for Section 2
Here we prove the results of Section 2. Most of this section is devoted to the proof of
Theorem 2.3.
Assume the hypothesis and notation of Theorem 2.3. In particular, λ= α− 1, λn = 0,
δ = Logα =
n−1∑
i=1
(−1)i+1λ
i
i
,
α = Expδ =
n−1∑
i=0
δi
i!
and
σ(x)=
n−1∑
i=0
t i
i! δ
i(x) for each x ∈ L.
For each nonzero element f =∑ki=0 cit i with ck = 0, we put k = degf and C(f )= ck .
Finally, we let S(M) be the R[t]-submodule of L[t] generated by the elements σ(x),
x ∈M , and put
M∗ = {0} ∪ {C(f ): 0 = f ∈ S(M)}.
Reductions for Theorem 2.3. Part (d) is obvious. If M is invariant under α, then
S(M)M[t] and M∗ M.
Thus, (b) will follow from (c). ✷
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Clearly, we may assume c(M) 1.
Take an α-invariant R-submodule X of L which is maximal subject to the condition
that X does not contain M . Then L/X = 0. Since λn = 0, λ induces a nilpotent
R-endomorphism λ′ on L/X. The kernel of λ′ is nonzero and therefore contains an
irreducible R-submodule X0/X of L/X. By maximality of X, we have that X0 M .
As X0 M +X >X and X0/X is irreducible,
X0 =M +X.
Let N =X ∩M and take c ∈M \N . Then M =N + cR and M/N is irreducible. Since σ
is an R-homomorphism,
S(M)= σ(M)R[t] = σ(c)R[t] + σ(N)R[t] = σ(c)R[t] + S(N). (3.1)
Clearly, M∗ N∗. By induction, c(N∗)= c(N). Therefore,
c
(
M∗
)
 c
(
N∗
)= c(N)= c(M)− 1. (3.2)
Since X is an α-invariant R-submodule of L,
λ(X)X and δi(N) δi(X)X for all i = 0,1, . . . , n− 1.
Therefore,
S(N)XR[t] =
∑
i0
Xti .
As N =M ∩X and c ∈M \N , we have c /∈X. Recall that
σ(c)= c+
n−1∑
i=1
δi(c)
i! t
i .
We consider an arbitrary polynomial f of the form f = σ(c)tk + g, where k  0 and
g ∈ S(N). Let b be the coefficient of tk in g. Then the coefficient of tk in f is c+ b, which
is nonzero since
c+ b ≡ c ≡ 0 (mod X).
Hence, degf  k. We choose f0 a polynomial as above which minimizes (degf0)−k. Let
g0 = f0 − σ(c)tk, d = degf0 and f0 =
d∑
ait
i . (3.3)
i=0
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Let e= degh. If d  e, put
f ∗ = f0 − htd−e = σ(c)tk +
(
g0 − htd−e
);
then f ∗ has the form above and
degf ∗ < degf0 and
(
degf ∗
)− k < degf0 − k,
contrary to the choice of f0. Therefore, d < e. In this case, however, we obtain a similar
contradiction by taking
f ∗ = f0te−d − h= σ(c)tk+e−d +
(
g0t
e−d − h),
since
(
degf ∗
)− (k + e− d) < degf0 + (e− d)− (k + e− d)= (degf0)− k.
This shows that ad does not lie in N∗. Hence M∗ >N∗. By (3.2),
c
(
M∗
)
 c
(
N∗
)+ 1 = c(M). (3.4)
To complete the proof of Theorem 2.3(c), we must show that c(M∗)  c(M) or,
equivalently, that M∗/N∗ is irreducible. Take f0, k and ad as in (3.3). Let
M1 = adR+N∗ and A= {r ∈R: cr lies in N}. (3.5)
Since M = N + cR and M/N is irreducible, A is a maximal right ideal of R and M/N
is isomorphic to R/A as an R-module. By Hypothesis 2.1(iib), A is actually a two-sided
ideal. For r ∈A, we have cr ∈N and, from (3.3),
f0r =
d∑
i=0
(air)t
i and f0r = σ(cr)tk + g0r ∈ S(N).
This shows that either adr = 0 ∈ N∗ or adr = C(f0r) ∈ N∗. Either way, adr ∈ N∗.
Therefore, adA  N∗. As ad lies in M∗ \ N∗, (3.5) gives us that M1/N∗ is irreducible
and that
for r ∈ R, adr ∈N∗ if and only if r ∈A. (3.6)
Therefore, it suffices to show that M1 =M∗.
Take any nonzero f in S(M). We must show that C(f ) is in M1. By (3.1),
f = σ(c)g + h for some g ∈ R[t] and h ∈ S(N).
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f tk = σ(c)tkg+ tkh= f0g − g0g+ tkh,
where k, f0 and g0 are as above. In particular, g0 ∈ S(N). Hence
g0g, t
kh ∈ S(N). (3.7)
Now, g is a sum of terms of the form biti , where bi is in R. Let g1 be the sum of those
terms biti for which bi ∈ R \A, if there are any; otherwise, let g1 = 0. Let g2 = g − g1.
Then
f tk = f0g1 + f0g2 − g0g + tkh, and f0g2 ∈ S(M)A.
By (3.1), S(M)= σ(c)R[t] + S(N). As RAA and cAN ,
f0g2 ∈ S(M)A σ(c)A[t] + S(N) σ(cA)R[t] + S(N)= S(N).
Therefore, by (3.7),
f tk = f0g1 + g∗, where g∗ ∈ S(N). (3.8)
Note that C(f tk)= C(f ).
If g1 = 0 or degf0g1 < degg∗, then
C(f )= C(f tk)= C(g∗) ∈N∗ M1,
as desired. Therefore, we may assume that g1 = 0 and degf0g1  degg∗. Let r = C(g1),
so r ∈ R \A. By (3.3) and (3.6), C(f0)= ad and adr /∈N∗. In particular, adr = 0, whence
C(f0g1)= adr /∈N∗.
By (3.5), adr ∈M1. Recall that degf0g1  degg∗. Therefore, by (3.8),C(g∗) ∈N∗ and
C(f )=
{
C(f tk)= adr ∈M1 if degf0g1 > degg∗,
C(f )= adr +C(g∗) ∈M1 \N∗ if degf0g1 = degg∗.
In both cases, C(f ) ∈M1 as desired. This completes the proof of Theorem 2.3(c). ✷
Now we prove parts (a) and (e) of Theorem 2.3.
Proof of Theorem 2.3(a). Recall that α and δ are R-endomorphisms of L. We extend
the domain of δ to all of L[t] by specifying that δ should be an R[t]-endomorphism of
L[t]. Thus, δ commutes with multiplication by any element of R[t]; in particular, with
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formal manner:
for f =
∑
i0
ait
i , f ′ =
∑
i0
(i + 1)ai+1t i .
Recall that, for x ∈M ,
σ(x)=
n−1∑
i=0
δi(x)
i! t
i .
Therefore,
δ
(
σ(x)
)=
n−1∑
i=0
δi+1(x)
i! t
i = (σ(x))′.
(This says that (eδt )′ = δeδt , as one would expect.)
Take any element f of S(M). Let d = degf . Then, for some xi ∈ M , cj ∈ L and
fi ∈ R[t],
f =
d∑
j=0
cj t
j =
∑
i
σ (xi)fi.
For each i , δ(σ (xi)fi) = δ(σ (xi))fi = σ(xi)′fi , since δ is an R[t]-endomorphism.
Therefore,
δ(f )=
d∑
j=0
δ(cj )t
j =
∑
i
δ
(
σ(xi)
)
fi =
∑
i
σ (xi)
′fi . (3.9)
For each i , the usual properties of the formal derivative give us that (σ (xi)fi)′ = σ(xi)′fi+
σ(xi)f
′
i . Hence
δ(f )=
∑
i
(
σ(xi)fi
)′ −∑
i
σ (xi)f
′
i = f ′ − g (3.10)
for some element g of S(M).
To show that α(M∗)=M∗, it suffices to show that δ(M∗)M∗, since α = Exp δ. This
requires that, in the previous paragraph, δ(cd) ∈M∗. This is trivial if δ(cd)= 0, so assume
otherwise. Then, by (3.9),
degδ(f )= d and δ(cd)= C
(
δ(f )
)
.
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degg = d and C(δ(f ))=−C(g) ∈M∗
as desired. ✷
Proof of Theorem 2.3(e). Here, we use induction on c(L). Note that M ∩ L0 = 0 =
M∗ ∩L0. Take i as large as possible so that
M ∩Lj =M∗ ∩Lj for j = 0,1, . . . , i. (3.11)
Then 0 i < m and
M ∩Li+1 =M∗ ∩Li+1. (3.12)
Put
N =M ∩Li+1, W = λ(N)+ λ2(N)+ · · · + λn−1(N) and X =N +W.
Then W and X are invariant under α and W = λ(X). From Hypothesis 2.1(viii) and the
definition of N∗ for the submodule N ,
N∗ N + δ(N)+ · · · + δn−1(N)N +W =X. (3.13)
Now, X  Li+1 and W  λ(X) λ(Li+1)Li . Hence,
N ∩W = (M ∩Li+1)∩ (Li ∩W)= (M ∩Li)∩W.
Then, by (3.11),
N ∩W = (M∗ ∩Li)∩W =M∗ ∩W,
which is invariant under α. Therefore, by parts (b) and (d) of the theorem,
N ∩W = (N ∩W)∗
N∗ ∩W∗ =N∗ ∩W = (M ∩Li+1)∗ ∩W
M∗ ∩W =N ∩W.
Clearly, we must have equality everywhere, and
N ∩W =N∗ ∩W. (3.14)
By (3.14),
(
N∗ +W)/W ∼=N∗/(N∗ ∩W)=N∗/(N ∩W).
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c
((
N∗ +W)/W)= c(N∗/(N ∩W))= c(N/(N ∩W))
= c((N +W)/W) = c(X/W).
By (3.13), N∗ X. Hence, N∗ +W X and we obtain
N∗ +W =X. (3.15)
Since W , X and N∗ are invariant under α, (3.15) gives
X/N∗ = (N∗ +W)/N∗ = (N∗ + λ(X))/N∗ = λ(X/N∗).
As λ is nilpotent, we obtain
X/N∗ = 0 and so X =N∗.
Then, by parts (b) and (d),
M ∩Li+1 =N X =N∗ = (M ∩Li+1)∗ M∗ ∩L∗i+1 =M∗ ∩Li+1.
Consequently, by (3.12), M ∩Li+1 <M∗ ∩Li+1. This yields (e) and completes the proof
of Theorem 2.3. ✷
As mentioned in Section 1, C. Weibel has asked whether Theorem 2.3 follows from the
Valuative Criterion for Properness [5, p. 101] when R is commutative. Here, the Valuative
Criterion should be applied to the family of self-maps τ of the projective scheme over R
corresponding to L.
Corollary 2.4 follows directly from Theorem 2.3.
To prove Theorem 2.5, we consider the following analogue of Hypothesis 2.3 of [1]:
Hypothesis 3.1.
(i) R, n, L, α, λ and δ satisfy Hypothesis 2.1.
(ii) R is a commutative ring and L is a Lie algebra over R.
(iii) α is an algebra automorphism of L.
(iv) M is a subalgebra of L over R.
(v) For all u,v ∈M and all natural numbers i , j such that i + j  n, [λi(u), λj (v)] = 0.
Proposition 3.2. Assume Hypothesis 3.1 and the notation of Theorem 2.3. In particular, let
σ(x)=
n−1∑
i=0
t i
i! δ
i(x) for each x ∈L.
Then
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δk
([u,v])=
k∑
i=0
(
k
i
)[
δi(u), δk−i (v)
]
for all u, v in M; and
(b) σ([u,v])= [σ(u), σ (v)] for all u, v in M .
Proof. Here, we just follow the proof of Proposition 2.4 of [1] (replacing λ there by
our δ). Note that, by Hypothesis 2.1(iia), various integers are invertible in R, so that the
Vandermonde matrix appearing in that proof is invertible. ✷
Proof of Theorem 2.5. Here we have Hypothesis 3.1. Put P = [M,N] and let x ∈M∗
and y ∈N∗ be nonzero. By the definitions of M∗ and N∗, there exist nonzero polynomials
f ∈ S(M) and g ∈ S(N) so that x is the leading coefficient of f and y the leading
coefficient of g; i.e.,
C(f )= x and C(g)= y. (3.16)
Moreover, there exist natural numbers r , s and elements
u1, . . . , ur ∈M, v1, . . . , vs ∈N and f1, . . . , fr , g1, . . . , gs ∈ R[t]
so that
f (t)=
r∑
i=1
σ(ui)fi(t) and g(t)=
s∑
j=1
σ(vj )gj (t). (3.17)
Proposition 3.2(b) gives us that, for each i , j ,
[
σ(ui), σ (vj )
]= σ ([ui, vj ]) ∈ S(P ).
Therefore, [f,g] ∈ S(P ). Since x and y are the leading coefficients of f and g, either
[x, y] = 0 or [x, y] is the leading coefficient of [f,g]. Thus [x, y] ∈ P ∗. Of course,
[0,N∗] = [M∗,0] = 0. This proves (b).
We obtain (a) by taking N =M in (b), and (c) by taking N =Z(M) in (b). An obvious
induction argument, starting from (b), gives (d). To prove (e), note that, if Mb = 0, then
S(M)b = 0. ✷
4. Unipotent automorphisms of Lie algebras
In this section, we apply the results of Section 2 to a Lie algebra L. We obtain
Theorem C and some results which will be transformed later into results about nilpotent
groups.
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automorphisms. The key idea is that, in Theorem 2.3, if M =M∗, then M ≺M∗ for a
partial ordering ≺ on subalgebras of L. We start with some basic assumptions drawn from
Hypotheses 2.1 and 3.1.
Hypothesis 4.1.
(i) R is an Artinian commutative local ring. We shall denote the identity element of R by
1 and its radical by RadR.
(ii) R/RadR has characteristic p.
(iii) L is a Lie algebra over R which is finitely generated as an R-module.
(iv) For every R-submodule M of L, we denote by c(M) its composition length.
Note that, for every prime q , the element q1 of R is invertible in R if p = 0 or if q < p.
This will be useful for checking Hypothesis 2.1.
Definition 4.2. Assume Hypothesis 4.1. We define a chain C of submodules of L to be an
ascending sequence
0 = L0  L1  · · ·Ls = L
of R-submodules of L. The length of the chain C is s.
Given a chain C of submodules of L, we define a partial ordering ≺=≺C on the set of
all R-submodules of L as follows: M ≺M ′ if c(M)= c(M ′) and if
(a) c(M ∩Li) c(M ′ ∩Li) for i = 1,2, . . . , s; and
(b) c(M ∩Li) < c(M ′ ∩Li) for some i , 1 i  s.
Definition 4.3. Assume Hypothesis 4.1. Suppose G is a group of automorphisms of L
over R. We say that G is unipotent on a chain C of submodules of L if
(α − 1)Li  Li+1, for i = 1,2, . . . , s and every α ∈G. (4.1)
We say that G is a restricted unipotent group of automorphisms of L if
(a) G is unipotent on some chain C of submodules of L; and
(b) if p > 0, then G is generated by a subset S such that, for all α ∈ S,
(α − 1)p = 0 (4.2)
and
[
(α − 1)iu, (α− 1)j v]= 0 (4.3)
for all u,v ∈ L and all i, j  1 such that i + j  p.
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for each natural number i inductively by
[y, x;1] = [y, x]
and
[y, x; i+ 1] = [[y, x; i], x], for i = 1,2,3, . . . .
For subalgebras X and Y , define [Y,X; i] to be the R-submodule spanned by all elements
[y, x; i] for x ∈X and y ∈ Y (i = 1,2,3, . . .).
Theorem 4.4. Assume Hypothesis 4.1. Suppose that G is a restricted unipotent group of
automorphisms of L, N is a G-invariant ideal of L, and C is a chain of submodules of L
on which G is unipotent.
Suppose M is a subalgebra of N over R, k is a natural number and M satisfies one of
the following conditions:
(Ak) M has nilpotence class at most k;
(Bk) M has nilpotence class at most 2 and c(M/[M,M]) k; or
(Ck) c(M)+ c(Z(M)) k.
Then there exists a subalgebra M∗ of N over R such that
(a) M∗ =M or M ≺M∗ for the partial ordering ≺=≺C in Definition 4.2;
(b) c(M∗)= c(M);
(c) M∗ satisfies the same condition ((Ak)–(Ck) above) as M; and
(d) M∗ is invariant under G.
Proof. Consider the set of all subalgebras M ′ of N over R such that c(M ′) = c(M),
M =M ′ or M ≺M ′ and M ′ satisfies the same condition (in the statement of the theorem)
as M . Among all these subalgebras, let M0 be maximal under ≺.
Assume first that p > 0. Take a set S as in Definition 4.3. Pick an α ∈ S and let
n = p, λ = α − 1 and δ =∑p−1i=1 (−1)i+1λi/i . Then Hypothesis 2.1 and the hypotheses
of Theorem 2.5 are satisfied, with M0 in place of M . Now we apply Theorems 2.3 and 2.5
with M0 in place of M .
By Theorem 2.3,
c
(
M∗
)= c(M0)= c(M) and M0 =M∗ or M0 ≺M∗;
and, since N is invariant under G,
c(M0)= c(M0 ∩N) c
(
M∗ ∩N) c(M∗)= c(M0).
Thus M∗ N .
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M∗ is at most equal to the nilpotence class of M0,
c
(
M∗
)+ c(Z(M∗)) c(M∗)+ c((Z(M0))∗)= c(M0)+ c(Z(M0))
and, similarly,
c
(
M0/[M0,M0]
)= c(M0)− c([M0,M0]) c(M∗)− c([M∗,M∗]).
Therefore, M∗ =M0 by maximality of M0. By Theorem 2.3, M0 is invariant under α.
Since this is true for each α ∈ S, we see that M0 is invariant under G.
Next, assume that p = 0. Let s be the length of C and put n = 2s. Take any element
α ∈G and put λ= α − 1. Then
0= (α − 1)sL= (α − 1)nL.
Whenever i and j are natural numbers and i + j  n, then i  s or j  s, so that
λi(L)= 0 or λj (L)= 0.
Now we may repeat the previous argument. ✷
Remark 4.5. By using the methods of Section 3 of [1], one may generalize Theorem 4.4
to arbitrary non-associative algebras and weaken condition (4.3) by requiring that
(
(α − 1)iu) · ((α − 1)j v)= 0
only for u,v ∈M∗ (where M∗ is as in the proof above), rather than for all u,v ∈ L.
We note a minor correction to the proof of Theorem 3.3 of [1]: One should let Vi =
0 ⊕ (Li ∩ [KK]) for i = 1,2, . . . , s and Vi = Li−s ⊕ [KK] for i = s + 1, s + 2, . . . ,2s.
Proposition 4.6. Assume Hypothesis 4.1. Suppose δ is a nilpotent derivation of L. If p > 0,
assume that δp = 0 and [δi(u), δj (v)] = 0 for all u,v ∈ L and all i, j  1 such that
i + j  p. Then Expδ exists and is an automorphism of L.
Proof. We just follow the proof of the corresponding result, Proposition 2.5(b), in [1]. ✷
Corollary 4.7. Assume Hypothesis 4.1. Suppose also that L is a nilpotent Lie algebra, M
is a subalgebra of L over R, k is a natural number and M satisfies one of the conditions
(Ak)–(Ck) of Theorem 4.4. If p > 0, assume also that L satisfies one of the following
conditions:
L is generated by elements x such that
[y, x;p] = 0= [[u,x; i], [v, x;p− i]] (4.4)
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L is generated by elements x such that
[y, x;n] = 0 for n= ⌊(p+ 1)/2⌋ and all y ∈L; or (4.5)
L has nilpotence class at most p. (4.6)
Then there exists an ideal M∗ of L for which
(a) M∗ M +∑i1[M,L; i];
(b) c(M∗)= c(M); and
(c) M∗ satisfies the same condition ((Ak)–(Ck) of Theorem 4.4) as M .
Proof. If p = 0, let E = L.
If p > 0, note that L satisfies (4.4), since (4.5) and (4.6) are clearly stronger. Let E be
the generating set for L described in (4.4).
In all cases, let
N =M +
∑
i1
[M,L; i].
Then N is an ideal of L. Take any central series C of L consisting of R-modules.
Take any x ∈E, and let δx be the adjoint action of x on L; i.e.,
δx(y)= [y, x] for every y ∈L.
Recall that δx is a derivation of L. Since L is nilpotent, so is δx . Using (4.4) if p > 0, we
see that δx satisfies the hypothesis of Proposition 4.6. Therefore, Expδx exists and is an
automorphism of L.
Now let G be the group of automorphisms of L generated by
{Expδx : x ∈E}.
Since C is a central series of L, we see that G is unipotent on C and is a restricted group
of automorphisms of L. Moreover, N is invariant under G. Take M∗ as in Theorem 4.4.
Then c(M∗)= c(M) and M∗ satisfies the same condition as M . Moreover,M∗ is invariant
under G and hence an ideal of L. ✷
Proof of Theorem C. Clearly, this result follows directly from Corollary 4.7. ✷
5. Applications to p-groups
By using results of Mal’cev and Lazard [8, Chapter 10], one may transfer results about
nilpotent Lie algebras to results about corresponding nilpotent groups. Since this is well
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groups, we now restrict our attention to finite p-groups.
Henceforth, in this section, assume that all groups are finite, that p is an arbitrary prime
and that P is an arbitrary (finite) p-group.
As in Section 4 of [1], the main tool for the transformation is a theorem of M. Lazard:
Theorem 5.1 ([10, Théorème II.4.6, pp. 179, 180], [8, pp. 121–124]). Suppose P has
nilpotence class at most p − 1. Then, by means of an inversion of the Baker–Campbell–
Hausdorff formula, P may be regarded as a Lie ring. For these structures, the notions of
subgroup (respectively, normal subgroup) and of subalgebra (respectively, ideal ) coincide.
Moreover, for x, y ∈ P and any integer n, xn (in the group) is equal to nx (in the
algebra), and xy = yx (in the group) if and only if [x, y] = 0 (in the algebra).
Note. Let pe be the exponent of P . Theorem 5.1 is stated as Theorem 4.3 in [1] for the
special cases e = 0 and e = 1, when P may be regarded as a Lie algebra over the prime
field Fp . If e 2, we will regard P as a Lie algebra over the ring Z/peZ.
Notation. We recall some notation from Section 1. For x, y ∈ P , let (x, y)= x−1y−1xy
(this disagrees with [10, p. 105], but we will not make further reference to [10]). Then, for
x, y ∈ P , we define (y, x; i) for each positive integer i inductively by (y, x;1)= (y, x)
and
(y, x; i+ 1)= ((y, x; i), x) for i = 1,2,3, . . .
(this is analogous to our definition of the iterated commutators [v,u; i] for u and v in a Lie
algebra, which appeared before Theorem 4.4).
If Q is a subgroup of P and x ∈ P , let (Q,x) be the subgroup of P generated by the
elements (y, x), y ∈Q.
Lemma 5.2. SupposeQ P and g ∈ P . Assume that Q has nilpotence class at most p−1
and that g normalizes Q. Let α be the automorphism of Q given by conjugation by g, i.e.,
α(x)= g−1xg for x ∈Q.
Consider α as an additive endomorphism of Q, regarded as a Lie ring. Then
(a) (Q,g) is normalized by Q; and
(b) (α − 1)Q is contained in (Q,g).
Proof. This is Lemma 4.4 of [1]. (The restriction there on the exponent of Q is not used
in the proof.) ✷
Definition 5.3. Suppose Q P . A P -central chain C in Q is an ascending series
1=Q0 Q1  · · ·Qs =Q (5.1)
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Given C , we define a partial ordering ≺ = ≺C on the set of all subgroups of Q as
follows: A≺ B if |A| = |B| and
(a) |A∩Qi | |B ∩Qi | for i = 1,2, . . . , s; and
(b) |A∩Qi |< |B ∩Qi | for some i , 1 i  s.
Note that, in Definition 5.3, C is a central series in Q. If Q= P , a P -central chain in P
is the same as an ascending central series of P .
Hypothesis 5.4.
(i) Q P .
(ii) Q has nilpotence class at most p− 1.
(iii) P is generated by Q and a set E such that, for each g ∈E,
(Q,g;p)= 1
and
(
(u, g; i), (v, g; j))= 1
for all u,v ∈Q and all natural numbers i , j such that i + j  p.
Definition 5.5. Suppose Q  P . For each natural number k, consider the following
conditions on a subgroup B of Q:
(Ak) B has nilpotence class at most k.
(Bk) B has nilpotence class at most 2 and |B/B ′| pk .
(Ck) |B| · |Z(B)| pk .
Assume (C) is one of these conditions and B0 is a subgroup of Q that satisfies (C). We say
that B0 is a maximal (C)-subgroup of Q relative to P if there exist
(i) a normal subgroup N of P containing B0; and
(ii) a P -central chain C in Q
so that B0 is maximal (with respect to ≺C) among all subgroups B of N satisfying (C).
Theorem 5.6. Assume Hypothesis 5.4. Suppose that (C) is one of the conditions in
Definition 5.5 and B is a maximal (C)-subgroup of Q relative to P . Then B  P .
Proof. Take N and C as in Definition 5.5. By replacing N by N ∩Q if necessary, we may
assume that N  Q. Since Q has nilpotence class at most p − 1, each element g of Q
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P is generated by the set E in Hypothesis 5.4(iii). (5.2)
We may assume that Q > 1. Let pe be the exponent of Q. We apply Theorem 5.1 to
transform Q into a Lie algebra over the ring R = Z/peZ. An R-submodule M of Q is the
same as an additive subgroup, and the R-composition length c(M) of M is given by
pc(M) = |M|.
It is easy to see that Hypothesis 4.1 is satisfied with L = Q. Moreover, C is a chain
of submodules of Q (as defined in Definition 4.2), and the partial orderings ≺C of
Definitions 4.2 and 5.5 coincide.
LetG= P/CP (Q). Then conjugation in P induces a faithful action of G on Q. Since C
is a P -central chain in Q, G is unipotent on C (as defined in Definition 4.3); furthermore,G
is a restricted unipotent group of automorphisms of Q (as in the same definition) by (5.2)
and Lemma 5.2. Since N  P and N  Q, it follows that N is an ideal of Q which is
invariant under G.
Observe that the conditions (Ak)–(Ck) of Definition 5.5 translate into the conditions
(Ak)–(Ck) of Theorem 4.4. Therefore, the hypothesis of Theorem 4.4 is satisfied for
M = B .
Take M∗ as in the conclusion of Theorem 4.4. Since B is a maximal (C)-subgroup of
Q relative to P , conditions (a)–(c) of the conclusion give us that M∗ = B . Since M∗ is
invariant under G, we have B  P . ✷
Corollary 5.7. Suppose P has nilpotence class at most p − 1, B is a subgroup of P
and k is a natural number. Assume that B satisfies one of the conditions (Ak)–(Ck) of
Definition 5.5, say (C). Then there exists a subgroup B∗ of P so that
(a) |B∗| = |B|;
(b) B∗ satisfies (C);
(c) B∗  P ; and
(d) B∗  〈BP 〉.
Proof. Let Q = P ; C be any ascending central series in P ; and N = 〈BP 〉. Let B∗ be a
subgroup of N which is maximal subject to
B∗ satisfies (C), and B∗ = B or B ≺C B∗.
Then B∗ is a maximal (C)-subgroup of P relative to P . By Theorem 5.6, B∗  P . ✷
Proofs of Theorems A and B. Theorem B is just a restatement of Corollary 5.7.
Theorem A of [1] is proved by reducing it (see p. 535) to Theorem B of [1]. The same
argument (ignoring the comments about orders of elements in [1]) shows that Theorem A
of the present article follows from Theorem B of the present article for p odd. (The case
when p = 2 is obvious.) ✷
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(a) (Fitting) Suppose P =Q1Q2 · · ·Qn, where Q1, . . . ,Qn are normal subgroups having
nilpotence classes c1, . . . , cn. Then P has nilpotence class at most c1 + c2 + · · · + cn.
(b) Suppose p  3, B is an abelian subgroup of P and x ∈ P . Assume that
P = 〈B,x〉, B  〈BP 〉, (B, x;p)= 1
and ((B,x; i), (B, x; j))= 1 whenever i, j  1 and i + j  p.
Then 〈BP 〉 has nilpotence class at most p− 1.
Proof. Part (a) follows from Satz III.4.1 of [7, p. 276] and induction. Part (b) is part of
Lemma 5.2 of [1]. ✷
Theorem 5.9. Suppose p  3; (C) is one of the conditions (Ak) or (Bk) of Definition 5.5;
B is a maximal (C)-subgroup of P relative to P ; and T is a subgroup of P normalized
by B . Let c be the nilpotence class of T . Suppose that
(i) c p− 1, if (C) is (A1);
(ii) k + c p− 1, if (C) is (Ak) for some k  2; and
(iii) 2+ c p− 1, if (C) is (Bk) ( for any k).
Then T normalizes B .
Proof. We use induction on |T |. Note that
T has nilpotence class c, and c p− 1. (5.3)
Let U be a subgroup of T of index p which is normalized by B . Then U  BT . Take
x ∈ T \U . By induction, U normalizes B . Since |BT : BU | = p, BU BT . Thus
B,U  BU and BU  BT . (5.4)
Let N and C be such that Definition 5.5 is satisfied for Q= P .
Now let
Q= 〈Bxi : i ∈ Z〉 and P ∗ = 〈Q,x〉.
Then Q P ∗. By (5.4),
Q BU and B Q. (5.5)
Since T = 〈U,x〉 and U normalizes B , it will suffice to show that B  P ∗. To do this,
we wish to apply Theorem 5.6 with P ∗ in place of P . It is easy to see that B is a maximal
150 G. Glauberman / Journal of Algebra 272 (2004) 128–153(C)-subgroup of Q relative to P ∗: in Definition 5.5, one replaces N by N ∩ P ∗ and C by
the chain
{C ∩Q: C ∈ C}.
Therefore, we need only check that Hypothesis 5.4 is satisfied with P ∗ in place of P .
We saw above that Q P ∗. By (5.3),
(Q,T ;p)= 1
and ((Q,T ; i), (Q,T ; j)) = 1 whenever i, j  1 and i + j  p. Therefore, to satisfy
Hypothesis 5.4 and prove the theorem, it suffices to show that Q has nilpotence class
at most p− 1.
Assume first that (C) is (A1). Then Q has nilpotence class at most p − 1 by
Theorem 5.8(b).
Next, assume that (C) is (Ak) for some k  2. Then B has nilpotence class at most k.
By (5.3), (5.4), (5.5) and Theorem 5.8(a), BU (and hence Q) have nilpotence class at most
k + c. By (ii), k + c p− 1.
Finally, assume that (C) is (Bk) and k  2. Then B has nilpotence class at most 2. By
(iii), c+ 2 p− 1. Arguing as in the previous case, we are done. ✷
Remark 5.10. The restriction p  3 in Theorem 5.9 is unnecessary. If we remove it, the
only additional case that occurs is when p = 2, (C) is (A1) and c 1. In this case, B and T
are abelian. Here, the conclusion is a consequence of Thompson’s Replacement Theorem
and is essentially proved in Corollary X.3.2 of [6, p. 20].
We cannot take condition (C) to be (Ck) in Theorem 5.9, since there is no bound on
the nilpotence class of B in that condition. However, by going back to Theorem 2.5 and
possible variations of it, one may extend the applicability of Theorem 5.9 and most of the
theorems of this section to other choices of condition (C). The basic criteria for a condition
to be suitable are whether it may be translated to a condition on Lie rings (as is done for
the conditions (Ak)–(Ck) in the proofs of Theorems 5.6 and 4.4) and whether it imposes a
bound on the nilpotence class of B . (This idea is suggested in Remark 2.7 of [1].)
For example, one may modify the conditions (Ak)–(Ck) by adding the restriction that
B have exponent p (and using Theorem 2.5(e)). However, here we cannot allow p = 2 in
Theorem 5.9. A counterexample would be obtained by taking B of order 4 and T cyclic of
order 8 in a dihedral group of order 16.
Theorem 5.11. Suppose p  3, Q  P , (C) is one of the conditions (Ak) or (Bk) in
Definition 5.5 and B is a maximal (C)-subgroup of Q relative to P . Let k′ be a positive
integer and let x ∈ P and
Q∗ = 〈Bxi : i ∈ Z〉.
Assume that B Q∗ and that
(
Q∗, x; k′)= 1
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that
(i) kk′  p, if (C) is (Ak) for some k; and
(ii) 2k′  p, if (C) is (Bk) for some k.
Then x normalizes B .
Proof. If k′ = 1, then x centralizes B . Therefore, we may assume that k′  2. We repeat
some of the arguments in the proof of the previous theorem (Theorem 5.9).
Let P ∗ = 〈B,x〉. Then Q∗  P ∗. It will suffice to prove thatB  P ∗. As in the previous
proof, we will apply Theorem 5.6, in this case replacing P and Q there by P ∗ and Q∗.
(Note that Q∗ Q, since B Q  P .) The methods of the previous proof show that B
is a maximal (C)-subgroup of Q∗ relative to P ∗ and that it suffices to prove that Q∗ has
nilpotence class at most p− 1.
By Lemma 2.2 of [4] (or p. 561 of [1]),
Q∗ = 〈B,Bx,Bx2, . . . ,Bxk′−1 〉= BBxBx2 · · ·Bxk′−1 .
Thus
Q∗ is the product of k′ normal subgroups, each of the same nilpotence class as B. (5.6)
Now we divide the proof into cases. Let c be the nilpotence class of Q∗.
Suppose (C) is (A1). Then B is abelian and k′  p. By Theorem 5.8(b), c p− 1.
Next, suppose (C) is (Ak) for some k  2. Then B has nilpotence class at most k.
Since p is prime and kk′  p, we have kk′  p − 1. By (5.6) and Theorem 5.8(a),
c kk′  p− 1.
Finally, suppose (C) is (Bk) for some k. Here, B has nilpotence class at most 2 and
2k′  p. Arguing as in the previous case, we obtain c 2k′  p− 1.
Thus, in all cases, c p− 1, and the proof is complete. ✷
Theorem 5.12. Suppose p  5, (C) is one of the conditions (Ak) or (Bk) in Definition 5.5
and A and B are maximal (C)-subgroups of P relative to P (possibly for different choices
of N and C in Definition 5.5). Assume that
(i) k(k + 2) p, if (C) is (Ak) for some k; and
(ii) p  11, if (C) is (Bk) for some k.
Then
(a) A and B normalize each other;
(b) A is normal in 〈Aα : α ∈ AutP 〉, the smallest characteristic subgroup of P containing
A; and
(c) A is normal in 〈AP 〉.
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inner automorphism) of P takes A to a maximal (C)-subgroup of P relative to P . We prove
(a) by induction on |P |. By symmetry, it suffices to show that B normalizes A.
We may assume that A < P . Let M be a maximal subgroup of P which contains A,
and let Q= 〈AP 〉. Since P is nilpotent, QM  P . Since each element of P induces an
automorphism of Q by conjugation, AQ by induction and (b). Therefore,
(P,A;2) (Q,A)A.
If B < P , the symmetry of A and B yields
(P,B;2) B. (5.7)
If B = P , (5.7) is trivial. Thus, (5.7) is valid in all cases.
Assume first that (C) is (Ak) for some k. Then B has nilpotence class at most k.
Therefore, by (5.7),
(P,B; k + 2) (B,B; k)= 1. (5.8)
Take x ∈ B . By (i), p  k(k+ 2) k + 2. Therefore, by (5.8),
(P, x;p) (P, x; k + 2) (P,B; k + 2)= 1.
Now suppose i and j are natural numbers such that i + j  p. Assume first that i  j .
Then, in particular, i  (p+ 1)/2. If k = 1, then
i  (p+ 1)/2 3 = k + 2.
If k  2, then i  (p+ 1)/2 p/k  k + 2. Thus, in both cases, (5.8) gives
(
(P, x; i), (P, x; j))= 1. (5.9)
By the symmetry of i and j , we obtain (5.9) as well if j  i , and hence for all possible i, j .
By Theorem 5.11, x normalizes A. Since x was an arbitrary element of B , B
normalizes A. By symmetry, A normalizes B .
Note that, for condition (A2), assumption (i) states that p  8.
Assume finally that (C) is (Bk) for some k. Here, A and B have nilpotence class at
most 2. The argument for (A2) above shows that A and B normalize each other, since
p  11> 8 here. ✷
Proof of Theorem D. Take B , k, k′, s and (C) as in Theorem D. Then
sk  p if (C) is (Ak), and 2s  p if (C) is (Bk). (5.10)
Let N = 〈BP 〉, and choose B∗ to be a maximal (C)-subgroup of P relative to P , subject to
the restriction that B N . Then B∗ satisfies part (I) of Theorem D by Theorem 5.9.
G. Glauberman / Journal of Algebra 272 (2004) 128–153 153Now assume that p and k′ satisfy the hypothesis of part (II) of Theorem D. Let
Q = 〈B∗P 〉. By Theorem 5.12, B∗ satisfies (IIa) with N replaced by Q. In particular,
B∗  Q. It is easy to see that B∗ is a maximal (C)-subgroup of Q relative to P . By
Theorem 5.11 (with k′ replaced by s) and (5.10), B∗ satisfies (IIb). ✷
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