Abstract-Online Bayesian learning has been successfully applied to online learning for multilayer perceptrons and radial basis functions. In online Bayesian learning, typically, the conventional transition model has been used. Although the conventional transition model is based on the squared norm of the difference between the current parameter vector and the previous parameter vector, the transition model does not adequately consider the difference between the current observation model and the previous observation model. To adequately consider this difference between the observation models, we propose a natural sequential prior. The proposed transition model uses a Fisher information matrix to consider the difference between the observation models more naturally. For validation, the proposed transition model is applied to an online learning problem for a three-layer perceptron.
I. INTRODUCTION
G IVEN data z t (t = 1, 2, 3, . . .) generated sequentially from unknown time-varying systems, the problem of approximating the target system by a parameterized probabilistic model P(z t |θ) via the data sequence z 1:t = (z 1 , . . . , z t ) is often called an online learning problem. Such online learning problems can be found in many fields in science and engineering, e.g., control systems, signal processing, and data analysis. In many cases, approaches for tackling such problems are required to sequentially track the target system behind the data, under the condition that one variable after another is given.
A reasonable approach to such problems is the online Bayesian approach. In many cases, two probabilistic models are considered with the online Bayesian approach: 1) an observation model P(z t |θ t ) parameterized by time-varying parameter θ t (∈ IR k ) for the behavior of the observation data z t at time t, and 2) a transition model (prior distribution) P(θ t |θ t −1 ) to describe the behavior of the time-varying parameter θ t . By using these two models, online Bayesian approach enables us to track the unknown system behind the data z t . Here, the integer k stands for the dimension of the parameter θ t . The observation model P(z t |θ t ) and transition model P(θ t |θ t −1 ), described later, depend on hyperparameters β t , denoting the Manuscript received April 11, 2012 ; revised February 12, 2013 ; accepted February 20, 2013 . Date of publication March 29, 2013 ; date of current version December 13, 2013 .
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Digital Object Identifier 10.1109/TNNLS. 2013.2250999 noise level of observation data, and γ t , controlling the scale of transition of θ t . For simplicity, the dependencies of the models on the hyperparameters are omitted until Section IV. 1 In many applications of online Bayesian approaches, the definition of the transition model P(θ t |θ t −1 ) can be an important problem. Here, let us consider a case where the observation model P(z t |θ t ) can be defined obviously from knowledge about the system behind the data. In this case, the relation between the parameter of the observation model P(z t |θ t ) and the target system behind the data z t may be clear. Moreover, the implications of the transition model P(θ t |θ t −1 ) can be understood, and modeling of the transition model P(θ t |θ t −1 ) may not be such a difficult task. Actually, online Bayesian approaches have been successfully applied to real-world problems, with several observation models based on linear regression models or auto regressive (AR) models (e.g., [1] - [6] ).
On the other hand, in many cases where sufficient knowledge about the system behind the data is not available, probabilistic models based on (nonlinear) basis functions (such as multilayer perceptrons and radial basis functions), which can approximate various functions/systems, are used as the observation models P(z t |θ t ). For such observation models P(z t |θ t ) with basis functions, transition models P(θ t |θ t −1 ) based on the squared norm of differences between the current parameter θ t and the previous parameter θ t −1 , which can be written as
have been typically considered (e.g., [7] - [10] ). Here, the variable γ t is often called the hyperparameter, which controls the scale of the transition. However, the squared norm ||θ t −θ t −1 || 2 does not adequately relate to the difference between the current observation model P(z t |θ t ) and the previous observation model P(z t −1 |θ t −1 ), and the changes between the observation models P(z t |θ t ) and P(z t −1 |θ t −1 ) are highly dependent on the values of θ t −1 . Therefore, the change between the observation models is extremely small at θ t −1 = θ a , whereas the change between the observation models is large at θ t −1 = θ b with the transition model (1) . We may consider that this phenomenon can happen when the eigenvalues of the Fisher information matrix are small at θ t −1 = θ a and when the eigenvalues of the Fisher information matrix are large at θ t −1 = θ b . This phenomenon of the transition model (1) can adversely affect the learning and/or tracking of the system behind the data z t . In this paper, we propose the natural sequential prior transition model
to adequately consider the difference between the observation models P(z t |θ t ) and P(z t −1 |θ t −1 ), and to avoid influences on the learning and/or tracking of the target system. Here, θ t = θ t − θ t −1 , and T stands for the transpose operator of vectors and matrices. The natural sequential prior uses a Fisher information matrix F t −1 = P(z|θ t −1 )(∂ log P(z|θ t −1 )/ ∂θ t −1 )(∂ log P(z|θ t −1 )/∂θ t −1 ) T dz derived from the observation model P(z t −1 |θ t −1 ), in order to consider the difference between the observation models more naturally. In information geometry approaches, this Fisher information matrix F t −1 (∈ IR k×k ) is defined as a metric matrix of a model manifold corresponding to the observation model P(z t −1 |θ t −1 ) [11] . The natural sequential prior is based on the norm θ t T F t −1 θ t , which considers such a metric of the model manifold.
This paper is mainly related to learning methods based on Bayesian approaches. Although the contribution of this paper is likely to be of interest mainly to researchers of Bayesian approaches, we do not target only these researchers. For example, we consider many researchers who are interested in approaches based on information theory and/or information geometry as potential readers, since the proposed model is closely related to several studies based on such approaches, which have widely contributed to improved learning theories for neural networks and learning systems. In addition, many approaches based on information theory [12] - [14] and/or information geometry [15] , [16] can be found in this journal. Thus, we believe that this paper will be of interest not only to specific groups but also to a broader readership of this journal.
In the next section, we mention some related work of this paper from several viewpoints. Section III describes an information-theoretic view of the natural sequential prior. In Section IV, concrete model specifications with the natural sequential prior are described for online Bayesian learning. An implementation of online Bayesian learning with the natural sequential prior is explained in Section V. For validation, the natural sequential prior is applied to the online learning problem for a three-layer perceptron in Sections VI and VII. In Section VIII, we discuss two possible improvements. In the last section, we give some conclusions and describe future work.
II. RELATED WORK
In this section, we mention some work related to this paper considered from four viewpoints: 1) state space models; 2) prior distributions; 3) Bayesian machine learning; 4) non-Bayesian online learning.
A. State Space Models
Combinations of an observation model for observation data and a transition model for unknown variables, such as parameters, can be described as state space models [17] - [21] . At least three classes of state space models can be found: 1) standard state space models for linear Gaussian models; 2) general state space models, which are an extension of the standard state space models for nonlinear and/or non-Gaussian models; and 3) self-organizing state space models, which also consider transition models of hyperparameters. More details of self-organizing state space models are described in [20] and [21] .
Such state space models, in particular standard state space models, have a long history. Models that can be classified as standard state space models have been proposed and applied in several fields, including Bayesian statistics and time-series analysis. For instance, we can find standard state space models such as time-varying AR models [1] - [3] and dynamic linear models [4] - [6] . For these models, the Kalman filter method [22] has been used as an implementation method to evaluate the filtering distributions (posterior distributions) and/or the predictive distributions.
For extended models of such standard state space models involving partial nonlinearity and/or non-Gaussian properties, the extended Kalman filter (EKF) method [23] has been used for a long time to approximate the filtering distribution. The EKF method approximates a target filtering distribution by a unimodal Gaussian distribution. Therefore, the EKF method has often been shown to be inadequate for approximating filtering distributions of generalized state space models when the filtering distributions are multimodal.
On the other hand, the sequential Monte Carlo (SMC) method (also known as a particle filter or Monte Carlo filter) began to attract attention with the explosive growth in computational power over the past few decades. The SMC method can be applied to a wider variety of filtering distributions, including multimodal cases, e.g., online estimation of stochastic volatility models in finance timeseries analysis [20] , [30] - [32] , online learning for perceptrons and/or radial basis functions [7] - [10] , and online estimation of hyperparameters in self-organizing state space models [19] .
The model structure used in this paper can be viewed as a state space model. The challenge in this paper was to propose a more natural state space model for online Bayesian learning compared with other studies of state space models.
B. Prior Distributions
This paper can also be regarded as an attempt to design natural and/or adequate prior distributions by considering the characteristics of the observation model and/or posterior distribution. Many attempts to design such natural and/or adequate prior distributions have been proposed from several concepts based on (subjective or objective) Bayesian statistics, information theory, and information geometry.
For instance, the natural conjugate prior [33] was proposed by considering the natural conjugacy between a prior distrib-ution and a posterior distribution. Such a natural conjugate prior is known to be a mathematically convenient family of prior distributions which facilitates mathematical analysis and/or computational implementation. In [34] , the use of such a natural conjugate prior was advocated for an exponential family.
The Jeffreys (invariant) prior [35] , which uses the Fisher information matrix-which was designed based on a parameter transformation invariance under proper conditions-is another well known example. Another example is the reference prior [36] based on maximization of an expected KullbackLeibler (KL) divergence between a prior distribution and a posterior distribution. An extension of the Jeffreys prior can be found in the α-parallel prior [37] based on information geometry. These priors can be seen as attempts to design to natural noninformative priors from objective Bayesian concepts.
The entropic prior [38] - [41] can be considered to be the most important example for this paper. The entropic prior is designed by using the Fisher information matrix and the KL divergence between an observation model and a reference measure of observation. More details are given in Section III.
In such related studies of prior distributions, however, we could not find any attempt to design an adequate prior distribution for parameter changes by using a Fisher information matrix, as we did in our study.
C. Bayesian Learning
This section describes several studies related to Bayesian learning for basis functions, such as a multilayer perceptron and a radial basis function. Several well-known Bayesian learning methods can be found, e.g., a parameter learning method by using maximum a posteriori estimation [42] , a hierarchical learning method for parameters and hyperparameters based on an evidence framework with a Gaussian approximation method [43] , [44] , and a posteriori sampling method based on the Markov chain Monte Carlo approach [45] , [46] . These methods have been extended and employed in many applications, e.g., nonlinear time-series predictions [47] , [48] . The above Bayesian learning methods are not based on online frameworks but are based on batch Bayesian frameworks (typically using a weight decay prior to avoid overfitting). On the other hand, several methods can also be found for online problems. Online Bayesian methods based on EKF can be found in [49] - [51] . Gaussian approximation methods without EKF have also been proposed in [52] and [53] . SMC-based online learning methods, which are described in [7] - [10] , enable us to approximate the posterior distribution (filtering distribution) without Gaussian approximation methods, including EKF.
In such studies of Bayesian learning methods, we could not find a transition model (prior distribution) for parameter changes based on a Fisher information matrix.
D. Non-Bayesian Online Learning
A vast number of online learning methods [54] - [57] that are not based on Bayesian frameworks have been proposed. Many such non-Bayesian online methods are described in [58] .
Mainly these online methods are based on gradients of loss functions (such as negative log-likelihood functions). Among such online methods, the most important with regard to this paper is an online learning method with a natural gradient [59] . This natural gradient method is extended in [60] and [61] . In [60] , a natural gradient method with an online adaptive approximation of the Fisher information matrix is proposed. In [61] , a natural gradient method combining a regularization method via network information criteria is described. In the natural gradient method, the parameter updating based on a Fisher information matrix has some similarity to the online learning method described in this paper. There is, however, an obvious difference in the parameter update procedures. While the update procedure of the natural gradient method uses the gradient of negative log-likelihood functions, the update procedure described in this paper is based on Monte Carlo methods within an online Bayesian framework.
III. INFORMATION-THEORETIC VIEW OF NATURAL SEQUENTIAL PRIOR
As mentioned in Section I, the natural sequential prior can be described as a transition model designed by using a Fisher information matrix as the metric matrix of the model manifold from an analogy with information geometry. This natural sequential prior can be elicited by considering optimization problems with two other types of information: KL divergence (also known as relative entropy) and Shannon entropy. This section describes the process of eliciting a natural sequential prior.
A. Preliminaries and Conditions
In this section, a transition model P(θ t |θ t −1 ) is assumed as a multivariate Gaussian distribution, which has a property such as
where the matrix t (∈ IR k×k ) is a covariance matrix at time t, and the function Z (·) stands for a normalizing constant. Note that this model (3) is the natural sequential prior (2) when the covariance matrix t is t ∝ F
Under the condition t ∝ I , the model (3) is identical to the conventional transition model (1) based on the squared norm ||θ t − θ t −1 || 2 , where the matrix I stands for a unit matrix.
To simplify the discussion here, the following two conditions are assumed for the observation model P(z t |θ t ): 1) the observation model P(z t |θ t ) is continuously differentiable enough times at all θ t for any z t , and 2) the Fisher information matrix F t −1 is a symmetric positive-definite matrix. Similar to previous sections, the dependencies of the models on the hyperparameters are omitted for simplicity.
B. Concepts
This part describes two design concepts for the transition model by using a Shanon entropy S
which describes the degree of uncertainty in the parameter space of θ t ; and an expectation of KL divergence L
which can represent information loss from the previous time t − 1. Here, D K L (θ t −1 ||θ t ) stands for the KL divergence 2 between P(z|θ t ) and P(z|θ t −1 )
More concretely, we consider two approaches, as follows: Approach 1: Maximize the Shannon entropy S with respect to P(θ t |θ t −1 ) under the fixed expected KL divergence L.
Approach 2: Minimize the expected KL divergence L with respect to P(θ t |θ t −1 ) under the fixed Shannon entropy S.
From the context of online learning, the Shannon entropy (4) can be related to an area for searching in the parameter space. On the other hand, we can consider the expected KL divergence (5) as an expected degree of forgetting of the observation model. In such a context, these two approaches can be regarded as optimizations of the transition model by considering its characteristics of searching and forgetting.
One can also see that Approach 1 has some similarity with the frameworks of the Maximum Entropy (MaxEnt) prior [62] , which also considers a maximization of the Shannon entropy (or its variants). In this sense, the first approach can be regarded as an approach for online Bayesian learning within the MaxEnt prior frameworks.
C. Optimization Problems
This section mentions optimization problems based on the above-described approaches. Under the setting (3), the Shannon entropy (4) can be written as
where det denotes the determinant of a matrix. The expected KL divergence L is difficult to treat when the observation model P(z t |θ t ) is complex. To ease this difficulty, the expected KL divergence L is expanded around θ t −1 by using Fisher information F t −1 as follows: 
which is a single-parameter generalization of KL divergence by α ∈ I R, or symmetrized KL divergence
be ignored, we get an approximation of the expected KL divergence L as
by using the covariance matrix t of the transition model (3). 3 Here, the operator tr is defined as the trace of a matrix. By using (7) and (9), we can derive the following optimization problems with respect to the symmetric nonnegative matrix t from the approaches described in the previous subsection.
Problem 1: Minimize tr (F t −1 t ) subject to det t = c 1 .
Here, c 1 and c 2 are (positive) constants.
To derive these optimization problems, we use the relation that the Shannon entropy (7) is a monotonic increasing function of det t . One can see that the solutions of these optimization problems satisfy the relation t ∝ F −1 t −1 ; namely, the natural sequential prior is a solution for both optimization problems.
D. Relation to Entropic Prior
As mentioned in Section II, there is a relation between the natural sequential prior and the entropic prior [38] - [41] . Actually, the natural sequential prior can also be elicited by considering an approximation for an extension of the entropic prior. This part describes an elicitation of the natural sequential prior from the entropic prior.
The entropic prior can be regarded as a special extension of the MaxEnt prior [62] based on an entropy for the joint distribution of observation data z and a parameter θ . For a parametric probabilistic model P(z|θ) of the observation data z parameterized by θ , the entropic prior P(θ ) is given by
where the function (·) stands for a normalizing constant
and the function (θ) stands for "entropy of the likelihood" [41] (
The matrix F(θ ) stands for the Fisher information matrix at θ , and the function m(z) is the reference measure (or distribution), which can be considered as a prior distribution for the data z. The (nonnegative) variable ζ stands for a hyperparameter of the entropic prior (10) . One can easily see that this entropic prior (10) is identical to the Jeffreys prior [35] : P(θ ) ∝ √ det F(θ ) with the hyperparameter ζ set to ζ = 0. One may see that this prior (10) has parametertransformation invariance, similar to the Jeffreys prior. From this context, we can regard the entropic prior (10) as a single-parameter extension of the Jeffreys prior by using the hyperparameter ζ and the entropy of the likelihood (θ).
In Bayesian frameworks with the entropic prior, the reference measure m(z) can be selected by considering the characteristics of the observation data z [41] . A reasonable setting for the reference measure m(z) was described by Rodríguez in [39] . Rodrí guez's idea is that the reference measure m(z) is defined as m(z) = P(z|θ * ) by using the model P(z|θ) at θ = θ * . Here, the parameter value θ * is an "initial guess" of the parameter θ . Specifically, Rodríguez's entropic prior is given by
since the entropy of the likelihood (θ) can be written as
We can extend Rodríguez's entropic prior (13) to the time-varying parameter θ t in online Bayesian frameworks by considering the current parameter θ t as the target parameter θ and the previous parameter θ t −1 as the initial guess value θ * . That is, an extension of Rodríguez's entropic prior for online Bayesian frameworks is
The logarithm of this extension (14) is written as
In the following argument, let us make two assumptions:
and 2) we can ignore the influence of the second term, 1 2 log det F(θ t ), in (15) . 4 Under these two assumptions, we can approximate (15) by
That is, the extension of Rodríguez's entropic prior (14) is approximated by
where the function Z (·) stands for a normalizing constant. This approximated prior (18) is obviously identical to the natural sequential prior (2) with γ t = ζ .
IV. MODEL SPECIFICATIONS
This section explains the model specifications for online Bayesian learning with the natural sequential prior. Note that the dependencies of the models on the hyperparameters β t and γ t are explicitly described here.
A. Observation Model
In this paper, we consider the observation data z t generated by an input-output system. The observation model P(z t |θ t , β t ) describing the observation data z t is
where the variables y t (∈ IR) and x t (∈ IR n x ) stand for the output variable and the input variable at time t, respectively, and the observation data z t is considered as the set of these variables x t and y t , i.e., z t = (y t , x t ). The function P(x t ) describes a probability distribution of the input variable x t , and we assume that this distribution P(x t ) does not depend on the parameter θ t ; i.e., the distribution P(x t ) is not a target to be estimated here. On the other hand, the conditional distribution P(y t |x t , θ t , β t ) for the output variable y t is
by assuming that the variable y t contains Gaussian noise. The variable β t ∈ (0, ∞) stands for a hyperparameter describing the inverted variance of the Gaussian noise at time t. The function Z (·) is a normalizing constant. The function f (·) denotes a parameterized basis function.
In the experiments described later, a three-layer perceptron defined as follows is used as the function f (·)
where the integer n h (> 0) denotes the number of hidden units, and the integer n x (> 0) is the dimension of the input variable x t . The parameter a 0,t (∈ IR) is the output bias, the parameter a i,t (∈ IR) (i = 1, . . . , n h ) describes a weight parameter of the i th hidden unit, and the parameter vector b i,t (∈ IR n x +1 ) (i = 1, . . . , n h ) denotes a weight parameter vector connecting from the inputs x t and the input bias to the i th hidden unit. The function σ (·), which is the output function of the hidden units, is ,t ) ). In the experiments described in this paper, the following logistic sigmoid function is used as the function φ(·)
In the settings described here, the parameter θ t is described as θ t = (a t , b t ) , where a t = (a 0,t , . . . , a n h ,t ), and b t = (b 1,t , . . . , b n h ,t ) .
B. Fisher Information Matrix
Given the observation model in (19) , the Fisher information matrix F t can be written as
Specifically, when the conditional distribution of the output variable y t is written as (20) , the Fisher information matrix (24) can be described as 
, and x 0,t = 1. More specifically, we can describe the Fisher information matrix (24) as
where
F ab i ,t jl = β t a i,t s j −1,t s i,t x l−1,t P(x t ) dx t F b i b j ,t lm = β t a i,t a j,t s i,t s j,t x l−1,t x m−1,t P(x t ) dx t .
Here, the operator [·] i j denotes the element in row i and column j of the matrix,
C. Natural Sequential Prior for Parameter
The natural sequential prior for the parameter θ t can be written by using the Gaussian distribution with the covariance matrix γ
Here, the variable γ t ∈ (0, ∞) is a hyperparameter controlling the scale of the transition, the function Z (·) is a normalizing constant, and the variable τ t is defined as τ t = (γ t , β t ). Unfortunately, when we use the observation model (19) and (20) with a three-layer perceptron, as in the experiment described later, we cannot ensure that the Fisher information matrix F t −1 is a positive-definite matrix, though the matrix F t −1 can be ensured to be a nonnegativedefinite matrix. Therefore, it is difficult to use the prior (27) .
For such cases, the Fisher information matrix F t −1 is modified to a positive-definite matrix F t −1 = F t −1 + δ I in this paper; i.e., we use a modified natural sequential prior
in the experiment described later. Here, the matrix I denotes a unit matrix, and the constant δ is a positive real number (i.e., δ > 0). A detailed discussion of such singularity of the Fisher information with a multilayer perceptron can be found in [63] .
D. Hyperparameters
In the experiment described later, the hyperparameters β t and γ t are specified in two ways, as follows: 1) both of the hyperparameters β t and γ t are fixed; i.e., we set β t = β and γ t = γ , where the variables β and γ are fixed values, and 2) the hyperparameter transition models as described in this paper are used for automatic tuning of hyperparameters; i.e., we use the transition models based on a log normal distribution as follows:
where the variables σ γ and σ β are often called hyperhyperparameters.
E. Filtering Distribution and Predictive Distribution
Within an online Bayesian framework under the model specifications described here, our goal is to evaluate the filtering distribution of all parameters t = (θ t , β t , γ t ) P( t |z 1:t ) = P(y t |x t , θ t , β t )P( t |z 1:t −1 ) P(y t |x t , θ t , β t )P( t |z 1:t −1 ) d t (31) and the predictive distribution of the observation y t +1 P(y t +1 |x t +1 , z 1:t )
The implementation method use to evaluate these distributions (31) and (32) is described in the next section.
V. IMPLEMENTATION
The model described in the previous section obviously involves partial nonlinearity and non-Gaussian properties. Therefore, it is difficult to use analytical implementation methods such as the Kalman filter method for evaluating the filtering distribution (31) and the predictive distribution (32) . This indicates that we need a numerical approximation method to evaluate the distributions (31) and (32) . In this paper, the SMC method, which has been successfully applied to approximate filtering distributions of many nonlinear/non-Gaussian models [64] , is used to evaluate the distributions.
The SMC method consists of two steps: 1) an importance sampling step, and 2) a resampling step. By iterating these two steps, the SMC method enables us to draw samples from the filtering distribution (31) sequentially. The predictive distribution is approximated by using the samples from the filtering distribution (31) . Although there are several variants of the SMC method, here we use the SMC implementation summarized in Fig. 1 . The integer N denotes the number of particles in Fig. 1 .
VI. APPLICATION TO ONLINE LEARNING FOR PERCEPTRONS
In this section, the natural sequential prior is applied to the online learning problem for the three-layer perceptron. Although examples described in this section are related to regression problems, similar examples related to classification problems can be found in several papers on adaptive classifiers, e.g., JIT adaptive classifiers [65] , [66] , and Learn ++ . NSE [67] .
A. Target Problem
In this section, we consider a nonlinear regression problem given the sequential observation data, with the following conditions. 1) Unknown functional form: The model does not involve any information about the form of the true function.
2) Unobservable variable:
There is an unknown variable, which cannot be observed directly, in the true function. 
3) Uncertainty of observation:
The observation data involves probabilistic uncertainty (i.e., observation noise). These conditions correspond to cases where not enough knowledge about the system behind data is available, as described in Section I. More concrete settings of the target problem are mentioned in the following sections.
1) True Function:
We consider the true function ρ(x; v) = 2.6 sin(0.5x + πv) cos(2.0x) (33) where the variable x ∈ IR stands for an input variable (known), and the variable v ∈ IR is an unobservable variable (unknown). The true function is plotted in Fig. 2 stands for stochastic independent noise generated from the standard Gaussian distribution, v 0 = 0.0, and κ = 1.0/1000. 3) Observation Data: By using the true function (33) with the unobservable variable v t , the observation data z t = (y t , x t ) is generated as follows:
where the observation noise ν t is generated from the Gaussian distribution with mean 0.0 and variance 0.03, and the input variable x t is generated from the uniform distribution with range (−3.0, 3.0). 
B. Model Settings
This part describes model settings for the experiment.
1) Observation Model Settings:
In this section, we use the observation model described by (19) and (20) . To approximate the true function ρ(·) (33) , the parameterized function f (·) is set for a three-layer perceptron (21) with the number of hidden units n h = 8.
2) Parameter Transition Model Settings:
When we use the observation model with the three-layer perceptron (21), we cannot ensure that the Fisher information matrix is positive definite. Therefore, the transition model described by (28) with δ = 0.1 is used here. For comparison, we also use the standard transition model based on the squared norm ||θ t − θ t −1 || 2 (conventional model), as follows:
For both cases, the components of the initial parameter θ 0 are generated independently from the standard normal distribution.
3) Settings for Hyperparameters:
In this section, the hyperparameters β t and γ t are treated in two ways, as described before. First, the hyperparameters β t and γ t are fixed. More specifically, the hyperparameter β t is fixed at the inverse variance of noise in (35), i.e., β t = β = 0.03 −1 . On the other hand, the hyperparameter γ t is fixed at various values depending on the case: γ t = γ = 50, 100, 250, 500, 1000, 2500, and 5000. Second, we use the transition model of the hyperparameters (29) and (30) . We set σ γ = σ β = 0.01 for the conventional model (36) , and σ γ = σ β = 0.05 for the proposed model. 6 The initial values of the hyperparameters β t and γ t are generated independently from the standard lognormal distribution.
C. Computation of Fisher Information Matrix
This subsection explains the computation of the Fisher information matrix F t . When we used the observation model with 6 More specifically, these variables of the hyper-hyperparameters show the best performance (within 0.1, 0.05, 0.025, 0.01, and 0.005) in terms of the sum of the averaged squared error in the last 100 data points of all four examples with a single trial. the three-layer perceptron, we could not find any analytical solution for the Fisher information matrix F t (24) , except for several special cases. 7 Therefore, we used a Monte Carlo integration to compute the Fisher information F t , as described by
where g θ,t (x) = ∂ f (x; θ t )/∂θ t and x (s) (s = 1, . . . , 100) are generated from P(x t ).
D. Results
This part describes the results. For all cases, we consider the range t = 1, . . . , 2000, and all of the results are averaged over 20 trials. The number of particles is N = 1000 for the SMC method.
1) Results With the Fixed Hyperparameter:
The results obtained with the fixed hyperparameter are given here. Fig. 3 plots the averaged squared errors for the last 100 data points:
Here, the variableŷ t stands for the predictive mean evaluated by the our implementation. Fig. 4 plots the transition of the moving-average squared errors: Fig. 5 shows the cumulative squared errors:
The results shown in Figs. 4 and 5 were computed with the best hyperparameters in terms of the averaged squared error for the last 100 data points for each case.
It can be observed from Fig. 3 that the averaged errors in the last 100 data points with the proposed model (natural sequential prior) tend to be smaller than those with the conventional model (36) . We can also observe that the proposed model is superior to the conventional model in the case of the best hyperparameter in terms of the averaged errors in the last 100 data points. From Figs. 4 and 5, the average errors and the cumulative errors with the proposed model are 7 For example, we can find an analytical solution in [68] with the condition that the probability distribution of the input variable P(x t ) is the normal distribution (with mean 0 vector and unit covariance matrix), and the output function of hidden units σ (·) can be written as ψ (r) =
(a) (b) smaller than those with the conventional model after t = 200. In Examples 2 and 3, one can see that the average errors with the conventional model increase temporarily around t = 1000, since the true function greatly changes in Examples 2 and 3 around t = 1000. On the other hand, one cannot see such an obvious increase in the average errors with the proposed model around t = 1000.
2) Best Fixed Hyperparameters:
In order to consider the degree of the changes in the four examples, let us consider the squared norm of the time difference of the true functions as follows:
. Table I shows the averaged values and the maximum values of the squared norms (38) for the last 100 points in each example. These values for Example 4 were averaged over 100 trials. From this table, one can see that Example 3 has the largest averaged squared norm in the last 100 data points. The table also shows that Example 4 has the largest maximum value. These results indicate that the true functions ρ(·) of Examples 3 and 4 changed more dynamically than those of Examples 1 and 2 in the last 100 data points.
In Fig. 3 , one can see that the best hyperparameters γ of the conventional model are similar for the four examples. Therefore, the best fixed hyperparameters γ of the conventional model are not considered to adequately reflect the characteristics of each example. However, the best fixed hyperparameters γ of the proposed model in Examples 3 and 4 are much smaller than those in Examples 1 and 2. This result indicates that the proposed model properly captured the characteristics of each example, and these characteristics were reflected in the best fixed hyperparameters.
3) Results With the Transition Model of Hyperparameters:
The results obtained with the hyperparameter transition models (29) and (30) are described here. Fig. 6 shows the time evolution of the moving-average squared errors: 1 100 t t =t −99 (y t −ŷ t ) 2 . Fig. 7 plots the cumulative squared errors:
From these figures, one can see that the averaged squared error and the cumulative squared errors obtained with the proposed model tend to be smaller than those obtained with the conventional model, similar to the case with the fixed hyperparameter. 
4) Results by Considering Computational Time:
In the results described in the previous sections, the number of particles N is set at N = 1000 for both the conventional model and the proposed model. However, the computational cost with the proposed model is larger than that with the conventional model with the same number of particles N, since the proposed model requires computation of the Fisher information matrix. Therefore, the conventional model with N = 20 000 is also 
VII. DEMONSTRATION WITH ABRUPT CHANGE
In the previous section, the unobservable variable v t was fixed or gradually changed. To consider the more difficult situation of a changing environment, an example including an abrupt change is used in this section.
A. Settings
In this experiment, the true function ρ(·) (33) is also used, and the variable v t is defined as v t = t/1000 (0 < t ≤ 1000) and v t = t/1000 + 1 (1000 < t ≤ 2000). Note that there is an abrupt change at t = 1001 in this case. The hyperparameters β t and γ t are treated in two ways, similar to the previous section. In the cases with the fixed hyperparameters, the hyperparameter β t is fixed to β t = 0.03 −1 for both the conventional model and the proposed model, and the hyperparameter γ t is fixed to γ t = 100 for the conventional model and γ t = 250 for the proposed model, since these settings showed the best performance (among γ t = 50, 100, 250, 500, 1000, 2500, 5000) in terms of the averaged squared error for the last 100 data points. In the cases with the transition model of the hyperparameters, we set σ γ = σ β = 0.01 for the conventional model and σ γ = σ β = 0.05 for the proposed model, similar to the previous section. Other settings are the same as used in the previous section.
B. Results
Fig . 11 plots the averaged squared errors for 100 data points. Fig. 12 plots the cumulative squared error. These results are averaged over 20 trials. Fig. 11 shows that the averaged squared errors in all cases have peaks after the abrupt change occurs. The averaged squared error with the fixed hyperparameters of the proposed model has a slightly higher peak than that of the conventional model around t = 1100. However, the averaged squared errors of the proposed model are lower than those of the conventional model in the other parts. From Fig. 12 , we can see that the cumulative error with the proposed model is smaller than that with the conventional model in this case.
VIII. DISCUSSION
In this section, we discuss two possible improvements: 1) an improvement to the modification of the Fisher information matrix, and 2) an improvement to the proposed transition model.
A. Improving the Modification of the Fisher Information Matrix
In the experiments reported in this paper, the parameter δ of the modification was set to δ = 0.1 in the transition model (28) . Although an extremely small value of δ seems to be suitable in a theoretical sense, the numerical calculations can become unstable with an extremely small δ in practice. Such problems mainly occur when the minimum eigenvalue of the modified matrix F t is too small to be compared with the maximum eigenvalue of F t . Actually, there were problems in the calculations with δ = 0.01 in our preliminary experiment. On the other hand, the proposed transition model with δ = 1.0 performed worse than that with δ = 0.1, since the proposed transition model is quite similar to the conventional transition model (1) when δ is large.
To overcome such problems, one can consider several adaptive methods for setting δ, based on information about F t . For example, we can use a simple adaptive method with a trace of F t , such as δ = δ 0 tr(F t ). Here, the variable δ 0 is a small positive number. In this method, the minimum eigenvalue of the modified matrix F t is not less than δ 0 /(1 + kδ 0 ) times the maximum eigenvalue of F t , i.e.,
Here, the functions λ max (·) and λ min (·) are the maximum eigenvalue function and the minimum eigenvalue function, and the integer k denotes the size of F t (i.e., F t ∈ IR k×k ). Alternatively, one can consider another method in which the eigenvalues are directly used,
, where η ∈ (0, 1). By using this method, it is guaranteed that the minimum eigenvalue is not less than η times the maximum eigenvalue (i.e., λ min (F t ) ≥ ηλ max (F t )).
Instead of the modification F t = F t + δ I , one may consider using another modification is a small positive number. In this modification, the minimum eigenvalue is not less than times the maximum eigenvalue (i.e., λ min (F t ) ≥ λ max (F t )).
B. Improving the Proposed Transition Model
In the proposed model, the quadratic form with the Fisher information matrix (metric tensor) F t is used to approximate the KL divergence. 9 Therefore, more complicated information of the manifold (e.g., connection, curvature) is not directly considered in this model. Moreover, the approximation of the expected KL divergence L may not be valid when the hyperparameter γ t is small. Specifically, the approximation error of the expected KL divergence with the proposed transition model can be written as O(γ −2 t ||F −1 t || 2 ) under several conditions. A simple way to reduce the approximation error is to adopt an approach using multiple transitions with the step size := 1/s (where s is a positive integer). More specifically, the transition model for θ t + given θ t is defined as P(θ t + |θ t )
In this approach, s transitions are considered in one step using this transition model (39) (i.e., the transitions generate θ t −1+ , θ t −1+2 , . . . , θ t ). The error term of the expected KL divergence (5) with one transition with can be written as O( 2 γ −2 t ||F −1 t || 2 ). This approach can also be derived by using the stochastic process dθ t = r t t dW t (40) where the vector W t stands for the k-dimensional Wiener process, the matrix t is the square root of F −1 t , and the 9 To simplify the discussion here, the Fisher information matrix F t is assumed to be a positive-definite matrix.
variable r t denotes a scaling parameter, defined as r t = γ t . When this stochastic process is discretized with the step size by the Euler method for stochastic processes (also known as the Euler-Maruyama method) [69] , one can obtain the transition model (39) . Although the complicated information of the model manifold is not used explicitly in this approach, this approach (with the small step size) is more valid, at least in terms of the approximation error of the expected KL divergence.
Alternatively, one may also consider another approach with a modification of the process (40) , which is based on a more differential geometrical concept dθ t = r t t dW t + r 2 t χ t dt (41) where χ t = (χ 1,t , . . . , χ k,t ) T , χ l,t = − i j (θ t ) is the Christoffel symbol of the second kind. This stochastic process (with the scaling parameter r t fixed) is a definition of Brownian motion derived by the Laplace operator on a (Riemannian) manifold (i.e., the Laplace-Beltrami operator) with the metric tensor F t [70] . By considering a discretization of this stochastic process with the step size , the modification of the transition model (39) can be obtained as follows:
where μ t = θ t + r 2 t χ t . With this modification (42) , it can be very costly to calculate the vector χ t , at least for complex models such as three-layer perceptrons; however, we consider that this modification (and its variants) may be interesting from the viewpoint of Bayesian learning based on information geometry and stochastic process theory.
IX. CONCLUSION
In this paper, we described a natural sequential prior which uses a Fisher information matrix to consider the difference between the observation models more naturally. For validation, the proposed model was applied to the online learning problem for a three-layer perceptron with several settings. As a result, we confirmed the superiority of the proposed model in terms of errors. One of the most important aspects of future work will be to generalize and/or extend the proposed model to apply it to other types of observation models.
