Abstract The generalized Hamming weights of a linear code have been extensively studied since Wei first use them to characterize the cryptography performance of a linear code over the wire-tap channel of type II. In this paper, we investigate the generalized Hamming weights of three classes of linear codes constructed through defining sets and determine them partly for some cases. Particularly, in the semiprimitive case we solve an problem left in Yang et al. (2015) [30] .
Introduction
Throughout this paper let p be an odd prime and q = p m for some positive integer m. Let n 1 be a positive integer coprime to p and without loss of generality we assume that m is the least positive integer such that p m ≡ 1 (mod n 1 ). Denote by Fp (or Fq) the finite field with p (or q) elements. Let α be a fixed primitive element of We recall the definition of the generalized Hamming weights of a linear code [28] . Suppose that U is an r-dimensional subspace of C, the support of U is defined to be Supp(U) = ∪ x∈U Supp(x), where Supp(x) is the set of coordinates where x is nonzero, i.e.,
The notion of generalized Hamming weights dr(C), which can be dated back to the 1970's [14, 20] , is a natural generalization of the minimum distance d = d 1 (C). In 1991, Wei first use it to characterize the cryptography performance of a linear code over the wire-tap channel of type II [28] . Among other applications there are t-resilient functions [25] , trellis complexity of linear block codes [10] , list decoding from erasures [12] and secure network coding for wiretap networks [8, 23] . A connection between GHWs and the covering radius of linear codes was found by Janwa and Lal [19] .
For a set D = {d 1 , d 2 , . . . , dn} ⊂ Fq, define a linear code of length n over Fp by
D is called the defining set of C D . The construction was first proposed by Ding et al. in [5] and many linear codes with few weights could be produced by chosing appropriate defining sets [3, 4, 5, 6, 7] . In this paper, we shall employ Gauss periods to investigate the generalized Hamming weights of the following three classes of C D :
D is a skew set of Fq.
When D is given by (2) and (3) 
The rest of this paper is organized as follows. In Sect. 2, we introduce some notations and basic results on Gauss periods used in this paper. In Sect. 3, we investigate the generalized Hamming weights of three classes of C D . In Sect. 4, we conclude this paper.
Preliminaries
Firstly, we introduce several bounds on GHWs of a linear code.
(1) Singleton type bound:
(2) Plotkin-like bound:
Griesmer-like bound:
The dimension of C D defined by (1) is determined by D and we have the following lemma:
In the remaining parts of this section we introduce basic results on Gauss periods. For more details we refer to the book [3] and the paper [22] . Let ζp = e 2π √ −1 p be the primitive p-th root of unity. The canonical additive character of Fq can be defined by
The orthogonal property of additive characters is given by 
The exact values of Gauss periods have been calculated for several particular cases. To present known results we need to introduce the period polynomial which is defined to be
Lemma 4 Suppose that q = p m and N = 2. The Gaussian periods are given by
and η (2,q) 1
Lemma 5 Suppose that q = p m and N = 3. If p ≡ 2 (mod 3), then m is even and the factorization of Ψ (3,q) (X) is given by
Lemma 6 Suppose that q = p m and N = 3. If p ≡ 1 (mod 3) and m ≡ 0 (mod 3), then the factorization of Ψ (3,q) (X) is given by
, where c 1 and d 1 are given by 4p
These restrictions determine c 1 uniquely, and d 1 up to sign.
Lemma 7
Suppose that q = p m and N = 4. If p ≡ 3 (mod 4), then m is even and the factorization of Ψ (4,q) (X) is given by
Lemma 8 Suppose that q = p m and N = 4. If p ≡ 1 (mod 4) and m ≡ 0 (mod 4), then the factorization of Ψ (4,q) (X) is given by
where u 1 and v 1 are given by p 
(b) In all the other cases, 
In this paper we need c to be an isomorphism, which is automatic when D is given by (2) and (4). When D is given by (3), we can prove that c is an isomorphism when 1 ≤ N 1 ≤ √ q (see Theorem 2 below).
For 1 ≤ r ≤ m, c induces the following bijection:
where
By the orthogonal property of additive characters
3.1 D given by (2) When D is given by (2), Sp(D) = Fp(θ) = Fq. By Lemma 2, C D is an [n 1 , m] linear code and c in (5) is an isomorphism. Lemma 10 ([3] ) Let e be a positive divisor of q − 1 and let i be an integer with 0 ≤ i < e. We have the following multiset equality:
(gcd(
Proof Note that the multiplication by any z ∈ F * p is a linear automorphism of H r . By formula (7) and Lemma 10 we have
(9)
The formula (8) is derived from (6) and (9).
Corollary 1 Let D be given by (2) .
If N 1 ≥ 2, let m 1 be a positive factor of m such that N 1
. Without loss of generality we assume that max η (N1,q)
. For 1 ≤ r ≤ m 1 , we can take H r to be an r-dimensional subspace of F p m 1 so that H r 0 = H r \{0} and H r i = ∅ for all i = 0. Therefore the maximal value in right-hand side of (8) (2) .
Proof Since N 1 = gcd(N, 
Corollary 3 Let D be given by (2) .
Proof Since p ≡ 2 (mod 3) and m ≡ 2 (mod 4), 3
Corollary 4 Let D be given by (2) . If N 1 = 3, p ≡ 2 (mod 3) and 4l|m where l is an odd positive integer, for 1 ≤ r ≤ l,
Proof Since p ≡ 2 (mod 3) and l is odd, 3
Corollary 5 Let D be given by (2) .
where c 1 , d 1 are defined in Lemma 6.
Proof Since N 1 = 3 and p ≡ 1 (mod 3), m ≡ 0 (mod 3) and 3
Corollary 6 Let D be given by (2) . If N 1 = 4, p ≡ 3 (mod 4) and m ≡ 2 (mod 4),
Proof Since p ≡ 3 (mod 4) and m ≡ 2 (mod 4), 4
Corollary 7 Let D be given by (2) .
Proof Since p ≡ 3 (mod 4) and m ≡ 0 (mod 4), 4
Corollary 8 Let D be given by (2) . If N 1 = 4 and p ≡ 1 (mod 4),
where u 1 , v 1 are defined in Lemma 8.
Proof Since N 1 = 4 and p ≡ 1 (mod 4), m ≡ 0 (mod 4) and 4
Corollary 9 Let D be given by (2) . Assume that N 1 ≥ 3 and q = p 2jγ , where N 1 |(p j + 1) and j is the smallest such positive integer. For 1 ≤ r ≤ j,
By Lemma Remark 2 The value of dr(C D ) in the semiprimitive case discussed in [30] is a little complicated, where the authors considered two subcases. Essentially they failed to compute dr(C D ) when γ is odd and N 1 is even (See the remark after Theorem 13 in [30] ).
In this paper we solve this problem. Proof We need a naive theorem in group theory:
Suppose that H and K are two subgroups of a group G.
. There is a coset decomposition of H:
).
Proof By formula (7) we have
The formula (12) is derived from (6) and (13) .
Remark 4 Similar corollaries can be obtained using the method in the above subsection, so we omit here. 
D given by (4)
Proof Note that aD = {ad : d ∈ D} is also a skew set of Fq for any a ∈ F * q . By formula (7) we have N (U r ) = 
The formula (14) is derived from (6) and (15) . 
Concluding remarks
In this paper we investigate the generalized Hamming weights of three classes of linear codes and determine them partly for some cases. The generalized Hamming weights of many families of codes have been determined, such as Hamming codes [28] , Reed-Muller codes [13] , BCH codes [11, 2, 27] , cyclic codes [9, 18] , trace codes [24] , binary Kasami codes [15] , Melas and dual Melas codes [26] , AG codes [1, 29, 21, 17, 16] , etc. The readers are referred to [25] for a survey.
