We present the effective range expansions for the 1 S0 and 3 S1 scattering phase shifts, and the relativistic deuteron wave functions that accompany our recent high precision fits (with χ 2 /N data 1) to the 2007 world np data below 350 MeV. The wave functions are expanded in a series of analytical functions (with the correct asymptotic behavior at both large and small arguments) that can be Fourier-transformed from momentum to coordinate space and are convenient to use in any application. A fortran subroutine to compute these wave functions can be obtained from the authors.
I. INTRODUCTION
This paper presents the effective range expansions and relativistic deuteron wave functions that accompany the recent high precision fits to the 2007 world np data (containing 3788 data) below 350 MeV [1] . These fits, obtained using the covariant spectator theory (CST) [2, 3] , resulted in two new one boson exchange models of the np interaction, both of which also reproduce the experimental triton binding energy without introducing additional irreducible three-nucleon forces [4] . One model (WJC-1) has 27 parameters and fits with a χ 2 /N data = 1.06. The other model (WJC-2) has only 15 parameters and fits with a χ 2 /N data = 1.12. The main body of the paper is divided into three sections. In Sec. II the 6th order effective range expansions for the 1 S 0 and 3 S 1 phase shifts are given; it is shown that these expansions provide an excellent description of the phase shifts up to 50 MeV lab kinetic energy. Then, in Sec. III, the relativistic deuteron wave functions that automatically emerge from these fits are discussed. The deuteron binding energy was constrained during the fits, so both models have the correct binding energy.
Section III begins with a review of the definitions of the wave functions and a description of how they are related to the relativistic dnp vertex functions defined in the CST. It is shown how the CST wave functions are decomposed into four independent amplitudes, and how these can be identified with the familiar u (S-state) and w (D-state) components, plus two P-state components of purely relativistic origin [5, 6] . Because these P-states are * gross@jlab.org † stadler@cii.fc.ul.pt associated with the virtual antinucleon degrees of freedom they have positive parity. One P-wave component has a symmetric total spin triplet structure (denoted v t ) and the other an antisymmetric total spin singlet structure (denoted v s ). The antisymmetric v s wave function would be zero if both nucleons had the same energy, but because one is on-shell and the other off-shell, the relative energy is E p − 1 2 M d (where E p is the total relativistic energy of a nucleon with three momentum p and M d is the deuteron mass), allowing for the existence of this odd state. The normalization of the wave functions is discussed [7] . It turns out that the probability of the WJC-1 P-state components is only about 0.3% while the WJC-2 P-state components are much smaller (with a combined probability of less than 0.02%). These components are retained because they are required by the manifest covariance of the CST , but they are not present in some other relativistic approaches [8] . The wave functions are expanded in a series of analytic functions that can be conveniently Fourier-transformed to coordinate space, giving analytical wave functions in both momentum and coordinate space convenient to use in any application. The section concludes with a discussion of the asymptotic D/S ratio. Calculations of the magnetic and quadrupole moments require the evaluation of interaction currents, which is beyond the scope of this paper and is deferred to future work.
Our results are summarized in the conclusion, Sec. IV. There are also three Appendices. Appendix A gives details of the construction and evaluation of the kernels omitted from Ref. I [1] . Appendix B discusses the method used to evaluate the angular integrals, complicated by the presence of a cusp in the region of integration. Finally, Appendix C gives more details about the definitions, extraction, and normalization of deuteron wave functions.
II. EFFECTIVE RANGE EXPANSIONS
The four-term effective range expansion for the 1 S 0 and 3 S 1 phases that we use is
where a is the scattering length, r 0 the effective range, and P and Q the dimensionless third and fourth order parameters. Here
where k is the magnitude of the cm momentum of the nucleons, E lab the laboratory kinetic energy, and we used m = 938.9 MeV and c= 197.3288 MeV fm = 1. Recall that Eq. (2.2) holds for both relativistic and nonrelativistic kinematics, allowing us to compare our results directly with nonrelativistic calculations.
To fix these parameters we evaluated the phase shifts at four energies: 0.0001, 10, 25, and 50 MeV. The first energy of 0.0001 MeV is so low that it effectively fixes the scattering length (and hence the total cross section at the np threshold). The use of these four energies resulted in a small error between the phases calculated at 1 and 5 MeV, and those predicted using (2.1). The effective range parameters and the errors at 1 and 5 MeV are summarized in Table I .
The effective range expansion is surprisingly accurate over a wide energy range. As shown in Fig. 1 , the expansions are qualitatively accurate up to E lab of about 150 MeV (the small errors shown in Table I are completely invisible on the figure). In the fitting we used the expansions instead of the phase shifts to calculate the S wave contributions to the observables of all energies below 50 MeV. In doing the final minimizations we constrained both the deuteron binding energy and the 1 S 0 phase shift at 0.0001 MeV (which we fixed at δ = 1.4937 o ). This was a very effective way to maintain an accurate fit to the low energy cross section data. 
III. DEUTERON WAVE FUNCTIONS
The CST deuteron wave functions have been developed and defined in a number of references. The earliest reference is the work of Buck and Gross [5] ; more recent references include Refs. [9] (referred to as Ref. II) and Ref. [10] , where many practical details for how to use the wave functions in practical calculations are developed. While all of these references use the same basic definitions, details of how to interpret and use the wave functions have improved with time. In section we first present a brief review of the necessary definitions (relating them to the earlier references), and then present the numerical results for the wave functions of models WJC-1 and WJC-2. V 12 (p, k; P )G 2 (k 2 )M 12 (k, p ; P ) , (3.1) where P is the conserved total four-momentum, and p, p , and k are relative four-momenta related to the momenta of particles 1 and 2 by p 1 = 1 2 P + p, p 2 = 1 2 P − p. E k1 = m 2 + k 2 1 is the energy of the on-shell particle 1, and the covariant integral is
Note that these covariant operators can be written either in terms of the independent momenta {P, p, p } or {P, p 1 , p 1 }. The scattering amplitude,
is the matrix element of the Feynman scattering amplitude M between positive-energy Dirac spinors of particle 1. The definition of the nucleon spinors u(p 1 , λ 1 ) (with λ 1 the helicity of the nucleon) is given in Eq. (A3); the on-shell spinor has four-momentum p 1 with three momentum component p 1 , and p 2 1 = m 2 . The propagator for the off-shell particle 2 is See Appendix C for further discussion of the nucleon form factor h and the role it plays in the deuteron wave functions. Just below threshold, the np scattering amplitude has a pole at the deuteron mass,
. Near the pole this amplitude, in the CST, can be written
where λ 1 , λ 1 are the helicities of the outgoing and incoming on-shell particle 1, β, β are the Dirac indices of the off-shell particle 2, λ d is the helicity of the deuteron, G is
(Color online) Diagrammatic representation of the vertex function (3.8). The on-shell particle is labeled by the ×, so that p 2 1 = m 2 , and the relative four-momentum is p = 1 2
The deuteron is also on-shell, with
the contracted dnp vertex functions describing the coupling of the deuteron to the neutron and proton, and R is a remainder function finite at the pole. The equation for G can be found by substituting (3.6) into the scattering equation (3.1) and demanding that it hold at the pole (see Refs. [3, 7] and II), giving
The contracted vertex function is a Lorentz scalar product of a Dirac matrix element and the covariant polarization vector of the deuteron, ξ µ (λ d ):
where O is the "uncontracted" dnp vertex function for
with C the Dirac charge conjugation matrix. To simplify the language, G will always be called the contracted vertex function, and the functions O (or sometimes Γ) will be referred to simply as the "vertex function". The contracted vertex function is illustrated diagramatically in Fig. 2 
Here N d is a normalization constant, chosen to be
As discussed in Ref. [10] , it is the vertex function that enters directly into any Feynman diagram involving an incoming or outgoing deuteron state, so if a Feynman amplitude is expressed in terms of the wave function instead of the vertex function, one must be careful to divide by the normalization constant (3.11). The reason for this choice of normalization constant will be discussed further below.
The normalization of the wave function (3.10) is discussed in detail in Refs. [3, 7] , II, and Appendix C. The exact result, in the notation of Eq. (3.7), is 12) where summation over repeated indices is implied, and
with the partial derivative holding p 1 and p 1 constant. This normalization integral will be simplified and related to the usual nonrelativistic normalization in Appendix C 3 below. While it is often convenient to use the fully covariant expression (3.10), the physical content of the wave function can be displayed if we expand the off-shell propagator into positive and negative energy pieces. (Note that an alternative expansion given in Eq. (A21) of Ref. [10] is sometimes more convenient for applications.) Working in the rest frame, where we choose p 1 = −p 2 = p, the propagator can be decomposed
where ρ 2 is the ρ-spin of the off-shell particle 2. The
and u and v are the positive-and negative-energy spinors of particle 2, with u ρ = u ± and u
. Using this notation the wave function can be conveniently written
where the wave functions ψ ρ2 are
Suppressing the Dirac indices in the matrix elements gives (p) contains no additional factors of m/E; these are written explicitly in (3.17), and will be identified whenever they appear below.
B. Partial wave CST equations for the deuteron vertex functions Equation (3.1), and the companion equation (3.7) for the bound state are solved by expanding the amplitudes into partial waves. The connection between the wave functions in momentum space and their partial waves will be briefly outlined in this subsection; for further details see Appendix E of Ref. I, and, for the deuteron channel, Appendix A.
The first step is to extract the J = 1 partial waves from the momentum space amplitudes Γ ρ2 λ1λ2,λ d (p) defined in Eq. (3.18). These amplitudes have a simple angular dependence. If p = p{sin θ cos φ, sin θ sin φ, cos θ} (where, from here up to section III G below and again in Appendix C, we will use the notation p = |p| in order to avoid confusion with the four-momentum p), the form of these functions is (3.19) where 
the relation is
and the deuteron wave functions corresponding to (3.17) are
The next step is to use the properties of the partial wave amplitudes under parity and particle interchange (derived in Refs. I and II) to show that there are only four independent vertex functions. We begin by restoring reference to the ρ-spin of particle 1 and the relative energy p 0 = (p 10 − p 20 )/2 (previously suppressed for convenience), which transforms the partial wave vertex functions (3.21) into
where, in the cm frame with particle 1 on shell,
Under parity (P) and particle interchange (P 12 ), it was shown in Appendix E of Ref. I that these partial wave amplitudes (for J = 1) satisfy the transformation properties
The parity relation shows that only two (of the four possible) helicity states are independent (which we chose to be λ 1 = +; the states with λ 1 = − can be obtained using parity) and the exchange relation shows that the exchange amplitudes (with particle 2 on-shell and negative relative energy) can be obtained from the direct amplitudes (with particle 1 on-shell and positive relative energy). The detailed construction of the deuteron bound state equation is reviewed in Appendix C 1, where it is shown how these symmetry properties are derived and used to reduce the initial set of coupled equations to only four independent ones. Using these results, the vertex functions (3.21) can be organized into the column vector
where, in the matrix representations, we return to the notation p to represent the momentum dependence of the vertex function. With this notation, the original Eq. (3.7) can now be written as four independent equations for these vertex functions. In a convenient matrix form the equations are
where V d (p, k) (the kernel at the deuteron pole) and g(k) are 4×4 matrices. The equations are independent of the projection of the total angular momentum, which for the deuteron is its helicity (m J = λ d ). With the factors of m/E explicitly included in the definition of the column vector (3.25) and in the kernel V d (p, k), the propagator is the 4×4 diagonal matrix:
with G ρ (k) defined in Eq. (3.15), and the kernel is the 4×4 matrix 
These functions differ by some factors of 2 from those originally introduced by Blankenbecler and Cook [6] . Since the deuteron is on mass-shell, so that
, they are functions of p 2 only. Using the explicit definition of the spinors given in Appendix A and substituting the expansion (3.29) into the Dirac matrix elements (3.18), the wave functions (3.17) can be reduced to 2-component matrix elements, with four independent scalar wave functions u, w, v t , and v s written as linear combinations of the four invariant functions F, G, H, and I [5] :
For explicit formulae connecting the F, G, H, and I to u, w, v t , and v s , see Eqs. (45) and (46) of Ref. [5] [note that the normalization factor (3.11) sets the scale of the connection]. Herep = {sin θ, 0, cos θ} lies in the x, z plane. For a deuteron at rest with its polarization vector defined along the z direction, the three-vector components of the polarization are
The nucleon spinors can be either helicity spinors, or spinors with spin projections along the (fixed) z direction. In the latter case, we must replace λ 1 → s 1 and −λ 2 → s 2 (since, when θ = 0, the helicity and spin projection of particle 2 are in opposite directions). In either case (by inspection) the wave functions are real. The wave functions u, w, v t , and v s have a convenient physical interpretation that follows from the structure of the 2-component matrix elements that multiply them. This follows most directly if the nucleon spin projections are fixed in the z direction. In this case the ρ = + wave functions is symmetric in the spins, (3.32) showing that the spin state is a spin-one triplet. The ρ = − term includes a symmetric piece (the spin triplet v t ) and an antisymmetric piece (corresponding to a spin singlet state, denoted by the s subscript on v s ).
In the CST, wave functions in coordinate space are defined to be the Fourier transforms of the momentum space wave functions (3.30) [5] 
Using the expansion of the plane wave (3.34) and noting that the coefficient of w(p) involves a linear combination of the Y 2m spherical harmonics
(where the c ij are constants) it follows that the coordinate space spin representation of the deuteron wave functions is r ψ
where, denoting the typical wave function by z (so that z 0 = u, z 2 = w, and z 1 = v t or v s ), the momentum and position space wave functions are related by the spherical Bessel transforms
where j is the spherical Bessel function of order with the convenient recursion relation
Note the appearance of the minus sign multiplying w(r) and the factor of i multiplying both of the P-state terms. These come from the factor of i in the plane wave expansion and can be easily overlooked.
D. Normalization of the wave functions
In Appendix C 3 the normalization condition (3.12) is reduced to the following simple form
The derivative term is negative and of the order of a few percent (see Table II ).
The origin of the derivative term can be understood in two rather different ways. First, it can be derived from the requirement that a nonlinear version of the equation, used to derive the unitarity relation for positive energies, also hold at the deuteron pole [3, 7] . From this point of view, the normalization condition ensures that the strength of the pole is not altered by repeated interactions near the pole and shows that the normalization is a consequence of the equation itself. But the normalization condition also follows from the requirement of current conservation, where it is seen to give precisely the correct factor to insure that the conservation of charge is an automatic consequence of the correct normalization of the deuteron wave functions [7] .
The second interpretation shows, indirectly, that interaction current contributions to the deuteron charge (which give rise to the derivative term) are necessarily of the order of a few percent. Hence, the calculation of any electromagnetic property of the deuteron (including the magnetic and quadrupole moments) that does not include interaction currents can be expected ab initio to be in error by a few percent. Since the famous discrepancy in the quadrupole moment is about 5%, it is quite possible that a careful CST calculation (including interaction currents) could explain it, but this calculation is, unfortunately, beyond the scope of this paper. For this reason, we will not report deuteron moments here.
If these wave functions in are used in any calculation that neglects interaction currents, it is probably a better approximation to use what we will refer to as the scaled normalization condition
This is the normalization condition used in the earliest treatments of the CST deuteron wave functions [5] , and is also appropriate for electromagnetic calculations using the relativistic impulse approximation (RIA) [10, 11] .
E. Asymptotic behavior of the wave functions
Using the CST equations for the bound state it is possible to predict the asymptotic behavior of the wave functions. The derivation and discussion are given in Appendix C. The result is:
Before the convergence of the angular integrals was improved (as discussed in Appendix B) the numerical solutions had power law behaviors which differed from the integers predicted in (3.41) by about 0.1 to 0.2. With the newly converged angular integrals, the actual solutions exhibit the correct behavior. The odd powers for u and w (and even powers for the v's) require special consideration when analytic representations of the wave functions are constructed in the following sections.
F. Numerical results for the wave functions
The solutions for the wave functions are tabulated in Tables III and IV , with the high momentum behavior shown graphically in Fig. 3 . The figure shows that the asymptotic estimates (3.41) hold for momenta larger than about 10 GeV, and that in this large momentum region the small P-state wave functions are larger than the dominant S and D-state wave functions. The wave functions of model WJC-1 satisfy the approximate relations u w, and the D-state wave functions of the two models are also comparable, but the S-state wave function of model WJC-2 has a zero at large momentum and is considerably smaller than its counterpart. The P-state wave functions for both models are comparable to within a factor of 2, with v t ∼ −v s .
The probabilities for each of the components of the wave function are summarized in Table II. This Table re ports both the exact probabilities (3.39) and the renormalized probabilities (3.40).
G. Fitted wave functions
It is convenient to fit the deuteron wave functions to a series of simple functions that can be analytically integrated to obtain the wave functions in r space, and to interpolate for any value of the momentum. This subsection will describe in detail how this is done.
Scaling the wave functions
The first step in the fitting process is to scale out the rapid dependence of each wave function on the momentum, so that it may be studied on a linear plot. Constructing these scaling functions took some care, but in the end we found that the functions
(where the functional form of v scale is used to scale both v t and v s , and we return to denoting the magnitude of the three-momentum by p [instead of p, as we did in the previous sections]) work very well. Note that these scaling functions have the desired (and observed) p behavior at small p and the correct asymptotic p dependence for all the states. The parameter α 0 is determined from the asymptotic relation which differs slightly from the nonrelativistic α 0 = √ m , as has been emphasized in the literature [8] . This parameter is fixed by the deuteron binding energy, but since the P-states vanish outside of the range of the potential, their leading mass, m s0 is treated as a free parameter. This and the other parameters used in the scale functions are given in Tables V and VI. 
Fitting the momentum space wave functions
In order to obtain simple and accurate fits to the wave functions, we found it convenient to use two types of expansion functions. For all but the high momentum tail, we use functions that go asymptotically like an even power of p for the S and D-states (in practice, p −6 ), and an odd power of p for the P-states ( p −5 ). These functions go to zero precisely one power of p faster than the observed asymptotic behavior and are very conveniently transformed to coordinate space giving a superposition of simple exponentials. However, the asymptotic tail cannot be accurately described by such functions, and it is best to use one special function with the correct asymptotic behavior in order to describe the wave functions at very large p. This function has a Fourier transform that can be written in terms of the modified Bessel functions of the second kind, K n (z).
For the first set of functions we choose
where the factor of 2/π is introduced for convenience, is the angular momentum of the state, n =2 for the S and P states and n = 3 for the D-state. Note that, near p = 0, the expansion functions have the normalization
The tail wave function, chosen to have the correct falloff as p → ∞ and the same normalization at p = 0, is
Denoting the typical wave function by z (as we did above) the full momentum space wave functions are expanded in terms of G
As this notation implies, the last function in the sum (when i = n) is the "tail" function (3.47), while the first n − 1 are of the type (3.45). Since all of the functions have the same normalization at p = 0, the relative size of the expansion coefficients is a measure of the relative size of each function (at least at small momenta). The masses m i and M i (for i = 1 to n−1) used in each of the wave functions (3.45) were defined by the relations where the "step" mass m x was chosen to depend on the number of functions n used in the expansion, so that
Hence, as n increases, m x decreases, giving a finer "grid" of mass scales. It was found that the precise value of M 0 was not critical, except that fitting the complicated structure of u(2) at large p (to save writing in this section, we will sometimes use the notation z(i) to denote the generic wave function for model WJC-i, with i = 1, 2) required a large value of M 0 which we chose to be 10 GeV.
For all other wave functions we chose M 0 = 1.2 GeV. The leading mass α determines the asymptotic behavior of the wave function at large distances in coordinate space, and was therefore chosen to be α 0 of Eq. (3.44) for the S and D states, and m s0 from Tables V and VI for the P Table III with the probabilities "scaled" to 100% as outlined in Table II ) to the scale functions from Eq. (3.42). In each panel the dots are the tabulated wave functions for 60 Gauss points, the solid curve the fit, and the dashed curve the fit without the tail wave function of Eq. (3.47).
states. The mass M n used in the tail wave functions was fixed at 2 GeV for all z i except u(2), where it was fixed at 11 GeV. Using these choices, excellent fits to the momentum space wave functions were found. These are shown in Figs. 4 and 5. The expansion parameters are given in Tables VII and VIII. Note that the coefficients of the tail wave functions are very small. The tail makes a negligible contribution at low momenta, but is very important for the description of the high momentum components (for p 3 GeV). Remember that the figures show ratios; the actual values of the wave functions are quite small above p 3 GeV, as already shown in Fig. 3 . In any case it will be possible to study the sensitivity of any observable to the very high momentum components simply by setting this last coefficient to zero.
The components z(i) are compared in Fig. 6 , which shows the wave functions for momenta up to 1 GeV, and in Fig. 7 , which gives an exploded view of the wave functions from 500 MeV to 1 GeV, a region where all of the components might be important, depending on whether or not the larger u and w components interfere in a given matrix element.
In general we observe that the P-state components are very small, particularly so for WJC-2. However, in the region shown in Fig. 7 all of the WJC-1 components are larger than the WJC-2 ones, and it is possible that, in some observables, P-state components might compensate for the differences between the larger S and D-state components. Table IV with the probabilities "scaled" to 100% as outlined in Table II ) to the scale functions from Eq. (3.42). In each panel the dots are the tabulated wave functions for 60 Gauss points, the solid curve the fit, and the dashed curve the fit without the tail wave function of Eq. (3.47). The origin of the many small wiggles in u is not clear, but u is very small in this region, as illustrated in Fig. 3 . The first vs point is probably inaccurate because of numerical cancellations.
Transformations to coordinate space
The coordinate space wave functions are constructed from the spherical Bessel transforms (3.37). The details are given in Appendix C 4. The coordinate space expansion functions for the terms i < n are
where The last terms with i = n are
where K n (z) are the modified Bessel functions of the second kind (see Appendix C). At large r the functions G i (i < n) have the asymptotic behavior expected for solutions of the Schrödinger equation with orbital angular momentum . The tail functions fall-off like exponentials multiplied by a fractional power of r, but, because of their large mass (short range), do not contribute to the overall asymptotic behavior of the wave functions in coordinate space. At small r the functions
behavior. However, the tail functions contribute some nonanalytic logarithmic behavior at small r, as described in Appendix C. As it turns out, this behavior is too small to be seen at the level of one percent.
Wave functions in coordinate space
The coordinate-space wave functions are shown in Figs. 8 and 9 . Note that the P-state wave functions vanish beyond 2 fm, and that they are larger for WJC-1, as already seen in momentum space. Particularly notable is the zero in u(1) near 0.35 fm, leading to a dip at very small r. This dip is not an artifact of the fits; it is related to the deeper dip in the momentum space u(1) near 600 MeV, clearly seen in Figs. 6 and 7. A similar (but much smaller and not visible in the figures) dip is also present in u(2) inside of 0.15 fm. The fact that the dip in WJC-1 is larger may be a consequence of its larger P-state components. Before any physical conclusions can be drawn from the differences in the wave functions for WJC-1 and WJC-2, observables must be calculated from these models. Electromagnetic observables (such as the quadrupole moment) will be sensitive to interaction currents, which will be different in each case, and might very well compensate for any difference arising from the wave functions. However, these calculations, which will be a subject for a future paper, are beyond the scope of this work.
Asymptotic normalization and the D/S ratio
One observable that can be calculated immediately is the ratio of the asymptotic normalization constants for the S and D-state wave functions. The results for the two models, together with the asymptotic normalization A s , are summarized in Table IX . These quantities can be extracted from the expansions (3.51):
Note that η is more accurately determined than A s , and that the values of η predicted by the two models are in agreement with each other (within errors), and also agree (to less than 2 standard deviations) with the results of Ref. [12] . The agreement is even better with most other experimental and theoretical results for η quoted in Ref. [12] , which are all situated in the range between 0.0259 and 0.0272.
IV. CONCLUSIONS
In this paper we present (Table I) Since the effective range expansions emerge directly from the new high precision phase shift analysis described in Ref. I, they can be regarded as an up-to-date, precision determination of the effective range parameters that should constrain any modern theory of the nuclear force, such as effective (or chiral effective) field theories. It does not matter that they were determined using the CST.
The covariant deuteron wave functions presented here have four components: two that have a nonrelativistic analogue, and two (the P-states) of purely relativistic origin. Convenient analytic representations of these wave functions are presented, with expansion coefficients given in Tables VII and VIII. These expansions (and subroutines that are available from the authors) make it easy and convenient to use these wave functions with any calculation. When these wave functions are used in a covariant theory with one nucleon off-shell they provide a precise description of the non-perturbative interactions that lead to the deuteron bound state. However, even in this case a completely consistent description requires that we include other contributions, such as final state interactions or interaction currents, that are also generated by the one-boson-exchange dynamics. That these effects cannot be ignored, even in the low-energy or momentum limit, is indicated by the size of the derivative of the kernel that contributes to the normalization [recall Eq. (3.39)]. This is about −5% for WJC-1 and −2% for WJC-2, and could, of course, be much larger at higher energies for some observables. In particular, the calculation of any electromagnetic property of the deuteron (including the magnetic and quadrupole moments) that does not include interaction currents can be expected ab initio to be in error by a few percent. It is therefore quite possible that a careful CST calculation of the quadrupole moment could resolve the current ∼ 5% discrepancy between theory and experiment, but this calculation must wait until the exchange currents have been accurately calculated.
For this reason it is also unclear how to incorporate the wave functions given in this paper into a calculation which uses dynamics different from the CST (nonrelativistic or another form of relativistic dynamics -including light-front). In such cases we are inclined to suggest that the best procedure is to renormalize the wave functions as shown in Eq. (3.40), which is also why our numerical wave functions are presented here in this normalization.
One observable that does not depend on the normalization of the wave functions is the asymptotic D/S ratio. Our results (Table IX) determine this ratio to an accuracy about 10 times smaller than the experimental accuracy and are in good agreement with measured values. Still, it would be interesting to review the theory that has gone into the analysis of the experiments that determine the D/S ratio and to see if there are any relativistic corrections previously overlooked. [9] ; it is simpler and more transparent allowing changes in the kernel to be made more easily.
Review of definitions from Ref. I
In Ref. I the kernels are defined to be
where
, and I the isospin) is the phase of V under p 0 → −p 0 and ρ 1 ↔ ρ 2 , and δ S = δ P ρ 1 ρ 2 η (with δ P = ±1 the parity), and in both experssions η = (−1) J−1 is a ubiquitous phase. These linear combinations are very similar to (but different from) those used referred to as Ref.
II.
If particle 1 is on-shell, ρ 1 = ρ 1 = +. Using the parity relation,
the amplitudes (A1) can always be organized so that λ 1 = λ 1 = +1/2, leaving the helicities of particle 2 and the phases δ S and δ p 0 unconstrained. Hence there are 2 4 = 16 independent kernels for each J, ρ 2 and ρ 2 . Our particular choice of independent kernels is denoted v i and defined in The evaluation of the matrix elements V J is simplified by the fact that one can write the nucleon spinors as direct products of two two-component spinors, one of which contains all angle-dependence, while the other describes the dependence on momentum and ρ-spin. Recall that the nucleon spinors (from Eq. (E1) of Ref. I) are:
where the ρ-space spinors are
with p = |p| and tanh ζ = p/E p . Note that, at large p,
For momenta limited to thexẑ plane, the spin 1/2 spinors are
(A6)
Extracting the angular integrals
Each term in the Feynman meson-exchange operator can be written in the generic form
where O i are operators in the ρ-spin space, S j operators in the spin-space, g i and s j are constants, and the sums are over all operators needed to describe the meson exchange interaction. Here D b is the scalar part of the propagator
with q(θ, p 0 ) the four-momentum transferred by the exchanged meson and f b the meson form factor. The operator O(p 0 ) acts in the 2 × 2 ρ-spin space, and S operates in the 2 × 2 spin space, so that O ⊗ S is a 4×4 matrix. Using this notation, the matrix elements of V reduce to (suppressing the index b for simplicity)
withN = N † τ 3 the Dirac conjugation in ρ-spin space, and use is made of the fact that the partial wave amplitude may be calculated by aligning the initial momentum p in the +z direction. Note that the sign of p 0 in the operators O(±p 0 ) is captured in the last subscript of the matrix elements O, that the superscripts for O group together the ρ-spin indices for particle 1, followed by the ρ-spin indices for particle 2, and that the matrix elements of S do not depend on the ρ-spin of the states. We keep λ 1 unspecified in these formulae even though only the case λ 1 = + needs to be considered. The linear combinations (A1) restrict λ 1 = +, but the individual terms in the sum use both signs of λ 1 , so it cannot be restricted in (A10). Recalling that the partial wave projections are of the form
we see that each of the matrix elements λ 1 λ 2 |λ 1 λ 2 will be multiplied by the rotation function d J λ λ (θ), where λ = λ 1 − λ 2 and λ = λ 1 − λ 2 . It turns out that the ρ-spin matrix elements generate an additional factor of z = cos θ, so matrix elements with an additional factor of z are needed; these are handled by multiplying each of the matrix elements by z i , where i = 0 or 1. The 16 integrals we require are defined in Table X , with explicit expressions for these 16 matrix elements in terms of 5 independent integrals summarized in Table X and Dirac matrix elements (defined below) as follows: 
where the + and − integrals include the propagator
and, in each case, the upper sign goes with the upper index (of the two lower indices) and the lower sign with ( the lower index (of the two lower indices), so that, for example, v 1 is symmetric under p 0 → −p 0 and v 5 is antisymmetric. The 16 ρ-spin matrix elements that enter into these expressions, all independent of θ, result from the fact that the general ρ-spin matrix elements O given in Eq. (A10) are linear in z, and can therefore be separated into two terms using the notation
The O 1 's arise only from the exchange of vector mesons; all of the O's arising from the exchange of each meson will be computed below.
Particle momenta
In some applications there is the possibility that both particles in the final state could be off-shell (the possibility that both particles in the initial state are off-shell is not considered at this time). To allow for this possibility, we will write the final state momenta in the cm system of the two-nucleon system in the general form
where x 0 is a dimensionless number varying between −∞ and ∞, and W is the total two-body energy. Note that when x 0 = 1, particle 1 is on-shell (with energy E p ), while when x 0 = −1, particle 2 is on-shell. Hence changing the sign of x 0 is a convenient way to interchange the energies of particles 1 and 2 in the final state, and we may construct the ±p 0 combinations of Eq. (A1) merely by changing the sign of x 0 . (A similar variable, y 0 , could be used for the initial state.)
Single particle ρ-spin matrix elements
We now turn our attention to the form of the ρ-spin matrix elements O ρ1ρ 1 ,ρ2ρ 2 ,i λ1λ2,λ 1 λ 2 . In all but the simplest cases, these are best calculated by first constructing matrix elements on each nucleon line and then multiplying these together to get the total O. The one-nucleon matrix elements are evaluated numerically by matrix multiplication, best described separately for each type of meson exchange. The total ρ-spin matrix elements for each meson will be summarized in the next subsection.
a. Scalar mesons
The calculation of the on-shell scalar exchange is very straightforward, with
where 1 is the unit matrix in 2×2 space, and the additional superscript s labels these O's as the contributions from scalar mesons. It is convenient to calculate the general matrix element
and then construct all of the products (A17), avoiding as much algebra as possible. This also allows the off-shell matrix elements to be calculated without any extra work. In what follows we will generalize the notation of (A18):
where O is any 2×2 operator in the ρ-spin space. Explicitly, the Dirac matrices are written as a direct product of two 2×2 matrices (where the first matrix operates in the 2×2 ρ-spin space and the second in the spin space):
Hence, the ρ-spin matrices in the 2×2 spin independent part of the Dirac space are the familiar Pauli matrices. We frequently encounter off-shell couplings, which in every case give factors of
where we have used the Dirac equation for the (always) on-shell spinor u ρ (p, λ) and recalled that u
This use of the Dirac equations allows us to replace the angular dependent γ · p term by an angular independent factor. (Similar steps work off-shell couplings in the final state.) Off-shell couplings therefore do not involve any new angular integrals, but they do require evaluation of a new 2×2 Dirac matrix element. Since the most general scalar Feynman operator is
the spin independent part of the matrix element in the general scalar case is then
where, in the last line, we define the first of the oneparticle ρ-spin matrix elements needed in this calculation. The definition of R s restores explicit reference to the helicities λ i and λ i implicitly contained in the matrix elements 1 i and τ 3 i , and replaces p i0 by ±p 0 , with p 10 = W/2 + p 0 and p 20 = W/2 − p 0 (so that sign of p 0 is positive for particle 1 and negative for particle 2). We emphasize that the spin dependent angular part is unchanged by the off-shell couplings.
We encounter the off shell factors numerous times, so it is convenient to denote
However, note that
because one of the two particles is always in shell.
b. Pseudoscalar mesons
The pseudoscalar Feynman operator is
Using the same arguments, the pseudoscalar matrix elements become ζ, c = cosh 1 2 ζ , s = 2λ sinh 1 2 ζ, and s = 2λ sinh 1 2 ζ , where ζ was defined below Eq. (A4).
where we introduced the new matrix element R p . This requires evaluation of the matrix elements of τ 1 and iτ 2 , but the spin dependent matrix elements are the same as in the scalar case. For the evaluation of the matrix elements, see Table XIV .
c. Vector mesons
The vector matrix elements introduce new spin dependent factors, and the terms O 1 linear in z. The first step in the reduction of the vector-meson exchange terms is to reduce the Pauli interaction term using the generalized Gordon decomposition:
Combining this result with the general definition of the vector Feynman operator
where the last line anticipates later use of the Dirac equation to reduce the operators m− p. These two vertex operators are contracted with the spin-one meson propagator, which gives
where the factor η = 1 is included solely to keep track of the effect of the q µ q ν /m 2 v in the meson propagator (note that the sign follows from −q
To simplify, note that
where we introduced the new matrix elements R v1 and R v2 .
The three-vector part introduces the spin-dependent operators σ i and angle-dependent terms from the factor (p + p )
i . These are first separated into two terms,
where we remind the reader that the subscript i labels the particle number (1 or 2), and A i is the spin-independent coefficient of the spin-dependent operator σ j , and the spin-dependent part of the second term is the identity, suppressed in the expression. The coefficient A i is
which defines the matrix element R v3 . In calculating the operator Λ p 2 ) we encounter the cross terms
where the evaluation has been carried out in the center of mass system and use was made of the fact that the helicity eigenstates satisfy the eigenvalue conditions
(For incoming particle 2, for example, 1 2 is a state with spin down in theẑ direction, and p 2 is in the −ẑ direction, so that σ · p 2
where we use p 2 , p 2 , and p to denote the square of the three-vector, the four-vector, and the magnitude of the three-vector, respectively. Combining (A33) -(A37) gives the following:
where, for clarity, we have included the term λ 1 λ 2 |λ 1 λ 2 that multiplies the terms in the {}; this term is not part of the ρ-spin matrix element and will be removed once the effect of the operator σ 1 ·σ 2 has been expressed using the relation
where T will be determined shortly. The extra z = cos θ dependence in the last term of (A38) is the origin of the special linear z dependent terms described in Eq. (A14) above. In our model, only vector-meson exchanges contribute such terms. To determine T correctly note that the helicity states |+− or |−+ correspond to the spin states |↑↑ or |↓↓ , respectively, and hence are spin triplet states with T = 1. The same argument works for both initial or final states. This leaves only the combinations with equal helicities in both the initial and final states: λ 1 = λ 2 = ± and λ 1 = λ 2 = ±. Looking at Eq. (A12), the only potentials affected are v 1 , v 5 , v 9 , and v 13 , and using the results
the T term in these kernels leads to the decomposition
where S = −3. If the T operator is absent, the same expression holds, but with S = 1, so this decomposition can be used for both cases. With this relation it is not necessary to explicitly calculate the matrix elements λ 1 λ 2 |σ 1 · σ 2 |λ 1 λ 2 .
d. Axial vector mesons
Only the simplest possible coupling was used for the axial vector mesons, namely
and this was contracted with the g µν tensor, giving
with
which defines the last two ρ-spin matrix elements, R a1 and R a2 .
5. Two-particle ρ-spin matrix elements
The two-particle ρ-spin matrix elements are the ones defined in Eq. (A14). They are constructed from the helicity matrix elements D ρρ λλ , n given in Table XIV, and 
Pseudocalar, from Eq. (A27):
Vector, from Eqs. (A32), (A34), and (A38):
In these expressions we used the fact that D 4 does not depend on p 0 .
Axial Vector, from Eqs. (A43) and (A44):
Once again we note that the D's do not depend on p 0 .
Treatment of the photon
For the photon we assume that F 1n = 0 and that all other form factors are equal:
The photon is an isovector-vector exchange, obtained using the following couplings (with α 0.007297):
These couplings require a special construction and cannot easily be incorporated into the general vector formulae above.
As a first step, define artificial couplings designed to reproduce the ratio G 2 /G 1 = κ eff = κ p = 1.7930 and g Then, we will factor out the coupling g eff from the R's so that it occurs as an overall multiplicative factor with the correct (negative) sign.
Next, note that all terms in the photon exchange must involve at least one factor of κ, so that B ∼ R v2 does not contribute. The R v1 and R v3 squared terms must have the g 2 eff terms subtracted. Noting that ν = 0 for the photon, and redefining the photon R's so that g v = 1 and κ v = κ p , this gives Photon:
where the redefined R's are [recalling Eqs. (A32) for R v1 and (A34) for R v3 with ν = 0 and
For the exchange of isovector mesons, one must evaluate the factor τ 1 · τ 2 . This operator preserves the isospin symmetry of the state; therefore its value is the same for each of the 16 kernels (or 4 when J = 0) that make up the coupled array describing the singlet (S), triplet (T), or coupled (C) channels: namely it must equal unity on isovector np states and −3 on isoscalar np states. To determine the correct value look at the leading amplitudes (those which are symmetric under the change in sign of p 0 , and hence survive when both particles are on shell), and note that, for these amplitudes, the Pauli principle requires that L + S + I be odd. For singlet and triplet states, J = L while for coupled states J = L ± 1. Hence we have the identification:
These are summarized by:
To determine the correct isospin factor for each v , and v 11 do not contribute to the triplet channels, while kernels v 5 , v 7 , v 13 , and v 15 contribute only to triplet channels. The rest contribute to either, depending on their ρ-spin. In particular, contributions to the triplet channels come from
• the ++ sector of v 6 and v 8 ,
• the +− sector of v 10 and v 12 ,
• the −+ sector of v 2 and v 4 , and
• the −− sector of v 14 and v 16 , with the other sectors of these kernels contributing to either singlet or coupled.
Charge symmetry breaking induced by pion exchange
In order to include important violations of charge symmetry and to better describe the important pion exchange, both models treat the charged π ± and the neutral π 0 as independent mesons, with their masses fixed to their experimental values. Model WJC-1 allows the couplings of the pions to be varied independently while model WJC-2 assumes that the couplings (written in terms of g and not f ) of both are the same.
In addition to the couplings and masses, the correct isospin factor for the exchange of each pion must be worked out. There are two ways to do this. The operator τ 1 · τ 2 can be decomposed into
where τ ± = (τ 1 ±τ 2 )/2 are the raising and lowering operators (normalized to 1 and not √ 2 as is more commonly done) and the first term arrises from π 0 exchange and the second from π ± exchange. Noting that
we see that
These factors can also be obtained by using the fact that isospin invariance gives couplings for {p → pπ 0 , n → nπ 0 , p → nπ + , n → pπ − } in the ratios {1, −1, √ 2, √ 2}. The implication of (A56) for π ± couplings is to replace the isospin factors from (A53) by
The angular integrals needed for this problem are defined to be
where D b is the dressed propagator (including form factor) for meson b, defined in Eq. (A8), and the fourmomentum transfer for the direct (+) and alternating (−) terms is
where in this paper the initial state always has particle 1 on-shell, so that y 0 = 1. These integrals are assembled from the matrix elements of Table X and the functions  of Table XIII , leading to the identities of Table XI. All of the integrals A are recalculated for each J, p, x 0 , p , and y 0 , so these arguments are not included in the list of subscripts denoting the dependences of A.
Mapping for the direct terms
For the direct term the meson propagator is strongly peaked in the forward direction (z = 1). For the recent at the point p = p = pmax. Columns labeled y use no mapping; those labeled z(y) use the mapping function (B5). Here the nucleon form factor has been set to 1. With the correct form factor, all of these matrix elements are reduced by a factor of 7×10 −15 . (All numbers in this table are multiplied by 10 −3 ) at the point p = p = pmax. Columns labeled y use no mapping; those labeled z(y) use the mapping function (B8). Here the nucleon form factor has been set to 1. With the correct form factor, all of these matrix elements are reduced by a factor of 7×10 −15 . N N fits, the meson propagators have the form
where m b and Λ b are the meson mass and form factor mass of meson b, respectively, and
with ξ = 0 if the incoming and outgoing momenta (p and p ) are equal in magnitude, and ξ > 0 when p = p . [Since z 0 ≥ 1, the absolute value in (B3) can be ignored.] At the largest momenta used in the numerical solutions, A 1800 GeV 2 , compared to (for example) the pion mass squared m 2 π 2 × 10 −4 GeV 2 . Under these conditions, numerical evaluation of the integral, with its narrow and large forward peak is difficult.
To carry out the integration numerically, we apply a Gauss-Legendre quadrature rule to discretize the integration variable z into a grid of Gauss points distributed between -1 and +1. However, it is convenient to map the integration variable z → y, where y will vary slowly in the region where F (z) is large. One possible function that will accomplish this, and still remain bounded between −1 and 1 is
When b 0 is close to 1, this function spreads out the intervals near z = ±1, so that more Gauss points may be placed in the region of the forward peak. The mapping function, for four different values of b 0 , is shown in Fig. 10 . Using these mappings, the propagator becomes a function of the integration variable y (instead of the physical variable z), and the integrand, as a function of the mapped variable y, is shown in Fig. 11 (for the same four choices of b). The angular integral is transformed to
Clearly, without any mapping (b 0 > 10) the forward peak is very poorly sampled. If we take b 0 = 1 + , with small, but larger than zero (to avoid the "singularity" at b 0 = 1), we are able to evaluate the integrals accurately. In practice, we found that b 0 = 1.2 (one of the cases shown in the figures) gave a good sampling of the forward peak and the integration converged rapidly.
Mapping for the exchange terms
The exchange propagator has the same form as Eq. (B3), except now where W is the total energy of the N N system in its center of mass, and the last expression holds if p = p → ∞. We see that it is now possible for |z 0 | to be less than unity, so that the peak can lie in the region of integration.
To handle this case we need a mapping where the number of Gauss points is strongly distributed near z = z 0 , where F (z) is sharply peaked. It is convenient to use a mapping which maps the points y = z 0 , 1, −1 into z = z 0 , 1, −1 respectively. Such a mapping is
and ζ is a parameter. This mapping (with ζ = 4) is shown in Fig. 12 . Note that each curve distributes the 90 Gauss points so that they are densely spaced in the region of z = z 0 . Both the mapped and unmapped meson propagators are shown in Fig. 13 , for each of the cases z 0 = −0.5, 0, and 0.5. Note that the unmapped propagator has a very narrow peak at y = z 0 , and that this peak is described by only a few Gauss points, even when the total number of points is quite large (90 in this case). The mapped functions, however, have their peaks spread out with many Gauss points distributed around the peak. From this picture, it is easy to see why the mapping allows a more accurate evaluation of the integrals. (In practice, a better result was obtained by dividing the interval into 1 = [−1, z 0 ] and 2 = [z 0 , 1], and doing separate Gaussian integrations over each interval. The points assigned to each interval, n i , depended on the value of z 0 . If z 0 < −0.5, we chose n 1 = n/4 and n 2 = n, for −0.5 ≤ z 0 < 0, n 1 = n/2 and n 2 = n − n/4, for 0 ≤ z 0 < 0.5, n 1 = n − n/4 and n 2 = n/2, and for 0.5 ≤ z 0 , n 1 = n and n 2 = n/4, so that in all cases we actually used 5n/4 Gauss points.) Finally, the angular convergence is illustrated in Tables  XV and XVI defined in Eq. (A12)] at one of the most difficult points: the diagonal elements with p = p = p max where p max 30 GeV, the largest momenta used in the numerical solutions of the equations. Table XV shows the convergence of the direct terms (those with x 0 = 1) and Table XVI the exchange terms (those with x 0 = −1). Note that the direct terms calculated with unmapped integrations (the columns labeled with y in the tables) do not converge, and that the convergence of the exchange terms is very marginal. With the mappings (columns labeled z), the direct terms converge even at n = 20, but excellent results for the exchange terms requires n ≥ 40. Because the high-momentum matrix elements only make a small contribution to the solutions of the equation, smaller values of n give very good results for the phase shifts, and these improved angular integrations only affect the accuracy with which the asymptotic deuteron wave functions can be determined.
Appendix C: DEUTERON WAVE FUNCTIONS: SOME DETAILS
In this appendix we start by showing in detail how the matrix equation (3.26) is derived, and then use the equation to study the asymptotic behavior of the wave functions, obtaining the results (3.41). We conclude with a demonstration of how the general normalization condition (3.12) reduces to (3.39). 
We will show how the full kernel with well defined parity, Eq. (A1), will emerge automatically, but the phase of the amplitude under particle interchange cannot emerge automatically in the CST (as discussed in Refs. I and II); that phase must be imposed by hand from the start by using the symmetrized kernel (C1). The phase δ p0 = ±1 is related but not equal to the phase under particle exchange [because the helicities λ 1 , λ 2 are not exchanged in (C1)]. Using this kernel, the deuteron bound state equation is
The dependence of the amplitudes on the total momentum P has been dropped, and the energy factors of m/E, written explicitly, will be absorbed later when we go to the matrix notation of Eq. 
Hence the equation satisfied by the transformed vertex function,
is identical to the original equation, showing that the parity relation (3.24) is satisfied. Using this result we may reduce the sum over µ 1 , µ 2 from four to two terms. Dropping the redundant ρ 1 = ρ 1 = + indices, we can write the summation over the two values of µ 1 explicitly and use the parity relations to reduce the equation to a form in which only µ 1 = + 
Asymptotic behavior of the wave functions
Starting from Eq. (C5), the wave function (3.22) has the following general behavior at large p
where, in this section, we return to the notation k ≡ |k| for the magnitude of the three-momentum, and V d is the appropriate partial wave projection of the Feynman OBE amplitudes [shown in detail in Eq. (C6)]. All we need know about the function C(k) is that it provides the convergence for the k integral. The kernels include a factor of m/E p , which contributes to the large p behavior.
The kernels V d are multiplied by nucleon form factors [recall Eq. (3.5)], one of which depends on the intermediate momentum (k) and the other on the final momentum (p). The final state form factor, h(p), plays an important role in the asymptotic behavior of the wave function. It depends only on p 2 , which is the square of the mass of the off-shell nucleon
Hence,
so the form factor behaves like p −4 . This contributes a k −4 behavior to the function C(k), which, together with the internal nucleon form factor h(k) that is part of V d , assures that the integral over k will converge. Hence we may conclude that the wave functions go like
where the mean value theorem has been used to write the integral over k, withk a four-vector whose three-vector part has some fixed (unknown) valuek in the interval [0,∞).
To finish this discussion we examine the asymptotic behavior of the partial wave amplitudes for one of the OBE terms in the kernel. If the form factors h(p) and h(k) are removed, this integral has the generic form
where q 2 is the momentum transferred by the boson with mass m b , form factor f (Λ b , q), and momentum dependent coupling g b (p)→ p (as p→ ∞, where is yet to be determined). We have isolated the m/E p term incorporated into the definition of V d , and d(z) includes the z dependence that arises from the generic rotation matrices of the type tabulated in Table XI 
Note that this is zero if ρ 2 = −1, insuring immediately that 8 of the deuteron kernels (C6) have no special terms of order p 2 . To see that this is also true of the other 8 cases set ρ 2 = 1 (and recall that ρ 1 = 1) and substitute for the matrix elements 1 and τ 1 using the results from Table XIV (with ρ 2 ↔ ρ 1 ) and the high momentum limits (A5)
