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A TWO-WEIGHT INEQUALITY BETWEEN Lp(ℓ2) AND Lp
TUOMAS HYTÖNEN AND EMIL VUORINEN
Abstract. We consider boundedness of a certain positive dyadic operator
T σ : Lp(σ; ℓ2)→ Lp(ω),
that arose during our attempts to develop a two-weight theory for the Hilbert
transform in Lp. Boundedness of T σ is characterized when p ∈ [2,∞) in terms of
certain testing conditions. This requires a new Carleson-type embedding theorem
that is also proved.
1. Introduction
This paper is an outgrowth of our attempts, so far incomplete, to develop a real-
variable Lp-theory for two-weight inequalities of the Hilbert transform, which thus
far has been achieved in the case p = 2, by Lacey, Sawyer, Shen and Uriarte-Tuero
[4, 5] (see also [2]). The search for an Lp-analogue of certain intermediate results
in the existing approach (op. cit.) to the L2-theory led us to the present problem
which, in our opinion, is natural and interesting in its own right.
The problem we have in mind is that of characterising the boundedness of a certain
positive bilinear form, which is in the spirit of the one appearing in the famous
bilinear embedding theorem of Nazarov, Treil and Volberg [8] and its extension
(from L2 to Lp) by Lacey, Sawyer and Uriarte-Tuero [6]; these, in turn, are dyadic
versions of an old theorem of Sawyer [9]. The new feature that distinguishes our
problem from those just mentioned is that we want to understand the boundedness
not just on Lp but on Lp(ℓ2), the space of Lp functions with values in ℓ2 or, if the
reader prefers, a mixed-norm Lp space. Recall that such spaces or norms frequently
arise in the context of Littlewood–Paley theory, and this is also the prospective link
of the new bilinear embedding theorem to the sought-after Lp-theory of the Hilbert
transform.
While this link is pure speculation for the time being, our mixed-norm embedding
seems independently interesting, both on the level of the result (a Sawyer-type
testing, or “local T (1)”, characterisation), and of the proof. The latter is a non-trivial
modification of the successful parallel stopping cubes technology, adapted to the
mixed-norm situation; among other things, this extension calls for a new Carleson
embedding theorem, proved in Section 2, which might also have an independent
interest.
Both authors were supported by the ERC Starting Grant “Analytic–probabilistic methods for
borderline singular integrals”. They are members of the Finnish Centre of Excellence in Analysis
and Dynamics Research.
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In order to give a more detailed discussion, we first need to set up some notation.
Fix a dimension n of Rn. Let σ and ω be two locally finite non-negative Borel
measures in Rn. For every real number a ∈ R let δa denote the Dirac point mass at
the point a. Using the point masses, we define a measure on (0,∞) by η :=
∑
k∈Z δ2k .
We equip Rn+1+ := R
n × (0,∞) with the product measure σ × η.
A σ × η-measurable function f : Rn+1+ → C can be identified with the sequence
{fk}k∈Z of Borel functions defined by fk(x) := f(x, 2
−k). Conversely, a sequence
{fk}k∈Z of Borel functions on R
n can be identified with the σ×η–measurable function
f(x, t) :=
∑
k∈Z
1{2−k}(t)fk(x).
For a set A ⊂ Rn+1+ , A ⊂ R
n or A ⊂ R, we write 1A for its characteristic function.
Let p ∈ [1,∞). For a σ × η-measurable function f , we write
(1.1) ‖f‖Lp(σ; ℓ2) :=
(∫
Rn
(∑
k∈Z
|fk(x)|
2
)p
2
dσ(x)
) 1
p
,
and the space Lp(σ; ℓ2) is defined to be the set of those f such that (1.1) is finite.
If f is a σ × η-measurable function, we write
|f |ℓ2(x) :=
(∑
k∈Z
|fk(x)|
2
) 1
2
, x ∈ Rn.
For any Borel function g on Rn, we define
(1.2) ‖g‖Lp(ω) :=
(∫
Rn
|g(x)|pdω
) 1
p
.
The space Lp(ω) is the set of those g such that (1.2) is finite. Using the measure σ
we define similarly ‖g‖Lp(σ) and the space L
p(σ).
Let D be the dyadic lattice
D :=
{
2−k
(
[0, 1)n +m
)
: k ∈ Z, m ∈ Zn
}
.
For every Q ∈ D denote by Q̂ the Carleson box Q × (0, ℓ(Q)], where ℓ(Q) is the
side length of the cube Q. Let µ be a fixed non-negative σ× η-measurable function,
and suppose that for each dyadic cube Q ∈ D there is associated a non-negative
real number λQ.
If f : Rn+1+ → [0,∞) is σ × η-measurable and g : R
n → [0,∞) is a Borel function,
we define
(1.3) Λ(f, g) :=
∑
Q∈D
λQ
∫∫
Q̂
fµ dηdσ
∫
Q
gdω,
and also for every Q0 ∈ D the localized version
ΛQ0(f, g) :=
∑
Q∈D
Q⊂Q0
λQ
∫∫
Q̂
fµ dηdσ
∫
Q
gdω.
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The problem we are considering is when there exists a constant C such that the
inequality
(1.4) Λ(f, g) ≤ C‖f‖Lp(σ; ℓ2)‖g‖Lp′(ω)
holds for all non-negative f and g, where p ∈ (1,∞) and p′ is the Hölder conjugate
of p. We emphasize that we consider the function µ and the coefficients {λQ}Q∈D
related to the definition of Λ as fixed here. If such a constant C exists then we may
define Λ(f, g) for every f ∈ Lp(σ; ℓ2) and g ∈ Lp
′
(ω) by (1.3), and (1.4) continues
to hold for these functions. Note that we could rephrase this problem equivalently
by asking whether the operator
T σf :=
∑
Q∈D
λQ
∫∫
Q̂
fµ dηdσ1Q
is bounded from Lp(σ; ℓ2) into Lp(ω).
If (1.4) holds, then ‖1Q̂µ‖Lp′(σ; ℓ2) < ∞ for every Q ∈ D such that λQ, σ(Q) and
ω(Q) are non-zero. Therefore, without changing the problem, we may assume that
(1.5) ‖1Q̂µ‖Lp′(σ; ℓ2) <∞, for every Q ∈ D .
We answer this question when p ≥ 2 in terms of a testing characterization, i.e.,
we show that to have the inequality (1.4) it is enough to test it with a certain class
of test functions. To get a precise meaning for this we next state our main theorem:
Theorem 1.1. Let p ∈ [2,∞). For every Q ∈ D define the function
(1.6) ϕQ := |1Q̂µ|
p′−2
ℓ2 1Q̂µ,
that satisfies ‖ϕQ‖Lp(σ; ℓ2) <∞ by (1.5).
Let T and T ∗ denote the smallest possible constants, with the understanding that
they may be ∞, such that
(1.7) ΛQ(ϕQ, g) ≤ T ‖ϕQ‖Lp(σ; ℓ2)‖g‖Lp′(ω)
and
(1.8) ΛQ(f, 1Q) ≤ T
∗‖f‖Lp(σ; ℓ2)‖1Q‖Lp′(ω)
hold for every Q ∈ D and every non-negative σ× η-measurable function f and non-
negative Borel function g. Then there exist a constant C <∞ such that (1.4) holds
if and only if T +T ∗ <∞. Moreover, if T +T ∗ <∞, the smallest possible constant
‖Λ‖ in (1.4) satisfies
‖Λ‖ ≃ T + T ∗.
To prove Theorem 1.1 we use, as already mentioned, the method of parallel stop-
ping cubes. This technique was first introduced by Lacey, Sawyer, Shen and Uriarte-
Tuero [5] in an earlier arXiv version of their work, but replaced by other tools in
the published paper. In [3] the parallel stopping cubes were used to study a similar
problem but with usual Lp norms rather than mixed ones. Our approach was to
follow the outline of the proof in [3], but in the set-up of this paper, it is not clear
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in the beginning what should be the class of test functions in (1.7). However, if one
assumes that there exists a family {ϕQ}Q∈D of test functions on R
n+1
+ and starts
to follow the outline of [3], then there comes a situation that allows to guess the
test functions, which leads to the definition (1.6). Then it turns out, that these test
functions are of the right form to conclude the proof. We show in the end of Section
3 how one can arrive at the definition (1.6).
The case p = 2 in Theorem 1.1 reduces to easier techniques. In fact, it can be
seen as a special case of the result in [8]. The case p ∈ (1, 2) is an open problem,
that we discuss more in Section 4, where we also state our conjecture about the
two-weight inequality of the Hilbert transform in Lp.
For two numbers α, β ≥ 0 we use the notation α . β to mean that there exists an
absolute constant C such that α ≤ Cβ. Sometimes we write for example α .p β to
indicate that the implicit constant depends on p. Two sided estimates α . β . α
are abbreviated as α ≃ β.
2. An embedding theorem
In this section we start collecting tools to prove the main theorem 1.1. In partic-
ular, we prove a Carleson-type embedding theorem that arises naturally during the
proof in the next section.
We begin with a lemma that is the reason why we need to have p ≥ 2 in Theorem
1.1.
Lemma 2.1. Let p ≥ 2. Suppose {Ei}i∈I is a countable collection of σ × η-
measurable sets such that Ei ∩ Ej = ∅ if i 6= j. Let f be a non-negative σ × η-
measurable function. Then∑
i∈I
‖1Eif‖
p
Lp(σ; ℓ2) ≤ ‖f‖
p
Lp(σ; ℓ2).
Proof. Since p
2
≥ 1, we have
∑
i∈I
‖1Eif‖
p
Lp(σ; ℓ2) =
∫
Rn
∑
i∈I
(∑
k∈Z
1Ei(x, 2
k)f(x, 2k)2
) p
2
dσ(x)
≤
∫
Rn
(∑
i∈I
∑
k∈Z
1Ei(x, 2
k)f(x, 2k)2
)p
2
dσ(x)
≤ ‖f‖pLp(σ; ℓ2).

Next we state the well known dyadic Carleson embedding theorem that will be
applied later. Let ν be a locally finite non-negative Borel measure in Rn and suppose
{aQ}Q∈D is a collection of non-negative real numbers. We write the average over
Q ∈ D of a Borel function h : Rn → [0,∞) as 〈h〉νQ := ν(Q)
−1
∫
Q
hdν, that is
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understood to be zero if ν(Q) = 0. Let p ∈ (1,∞). There exists a constant C such
that
(2.1)
∑
Q∈D
(
〈h〉νQ
)p
aQ ≤ C
∫
Rn
hpdν
holds for all Borel functions h : Rn → [0,∞) if and only if there exists a constant
C ′ such that
(2.2)
∑
Q′∈D
Q′⊂Q
aQ′ ≤ C
′ν(Q)
holds for all Q ∈ D . Moreover, the smallest possible constants in (2.1) and (2.2)
satisfy C ≃p C
′.
Stopping cubes. Here we show how to construct the collections of stopping cubes
relevant to the present purposes. Let Q0 ∈ D and let g : R
n → [0,∞) be a locally
ω-integrable function. Set G0 := {Q0}, and suppose that the collections Gj, j ∈
{0, 1, . . . , k}, are defined for some k. If G ∈ Gk, we define chG (G) to be the collection
of maximal dyadic cubes Q ∈ D such that Q ⊂ G and 〈g〉ωQ > 2〈g〉
ω
G. Then we set
Gk+1 :=
⋃
G∈Gk
chG (G), and the collection of stopping cubes with the top cube Q0
is defined as G :=
⋃∞
k=0 Gk.
If Q ∈ D , Q ⊂ Q0, we denote by πG (Q) the smallest cube G ∈ G that contains
Q. From the definition of G it is seen that
〈g〉ωQ ≤ 2〈g〉
ω
πG (Q)
.
It follows from the construction that G is a 2-Carleson family (with respect to ω),
which means that for every G ∈ G there holds∑
G′∈G
G′⊂G
ω(G′) ≤ 2ω(G).
This combined with the dyadic Carleson embedding theorem stated above implies
that
(2.3)
∑
G∈G
(
〈h〉ωG
)p
ω(G) .p
∫
hpdω
holds for every Borel function h : Rn → [0,∞) and every p ∈ (1,∞).
Let then f : Rn+1+ → [0,∞) be a σ × η-measurable function such that∫∫
Q̂0
fµdηdσ <∞,
where again Q0 ∈ D is some fixed cube. We want to define a similar collection of
cubes for the function f involving the test functions ϕQ from (1.6). The reason why
we define the collection as follows becomes more apparent when one studies what
happens in the equations (3.7) and (3.8) below in the proof of the main theorem.
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First set F0 := {Q0}, and suppose F0, . . . ,Fk are defined for some k. Let F ∈ Fk.
We define chF (F ) to be the set of maximal cubes Q ∈ D such that Q ⊂ F and
(2.4)
∫∫
Q̂
fµdηdσ∫∫
Q̂
ϕFµdηdσ
> A
∫∫
F̂
fµdηdσ∫∫
F̂
ϕFµdηdσ
,
where A > 0 is a big enough constant to be specified during the proof of the main
theorem in Section 3. Then Fk+1 :=
⋃
F∈Fk
chF (F ) and the collection of stopping
cubes for f with the top cube Q0 is F :=
⋃∞
k=0 Fk.
If Q ∈ D , Q ⊂ Q0, we denote by πF (Q) the smallest cube F ∈ F that contains
Q. It follows from the construction of F that
(2.5)
∫∫
Q̂
fµdηdσ∫∫
Q̂
ϕFµdηdσ
≤ A
∫∫
F̂
fµdηdσ∫∫
F̂
ϕFµdηdσ
, F = πF (Q).
Related to these define for Q ∈ D the average-type quantity
(2.6) [f ]Q :=
∫∫
Q̂
fµdηdσ∫∫
Q̂
ϕQµdηdσ
.
. For later use we record here a few identities related to the test functions ϕQ.
Namely, a direct computation shows that
(2.7)
∫∫
Q̂
ϕQµdηdσ =
∫
Q
|1Q̂µ|
p′
ℓ2dσ = ‖1Q̂µ‖
p′
Lp′(σ; ℓ2)
= ‖ϕQ‖
p
Lp(σ; ℓ2).
Now we are ready for the embedding theorem that is the main result of this
section.
Proposition 2.2. Let p ∈ [2,∞) and Q0 ∈ D. Let f : R
n+1
+ → [0,∞) be a σ × η-
measurable function such that ∫∫
Q̂0
fµdηdσ <∞.
Let F be the collection stopping cubes for the function f with the top cube Q0 as
described above. Then
(2.8)
∑
F∈F
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2) .p ‖f‖
p
Lp(σ; ℓ2).
It is important to note that here we need the fact p ≥ 2, because in the proof we
apply Lemma 2.1 that does not hold for p ∈ (1, 2).
Inequality (2.8) somewhat resembles Inequality (2.1), and we shall actually inter-
pret the left hand side of (2.8) in a way that allows us to apply the dyadic Carleson
embedding theorem.
Proof of Proposition 2.2. Our first goal is to show that for every F ∈ F there holds
(2.9)
∑
F ′∈chF (F )
‖ϕF ′‖
p
Lp(σ; ℓ2) ≤
1
2
‖ϕF‖
p
Lp(σ; ℓ2)
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if the parameter A related to the construction of F is big enough. Recall the
identity ‖ϕQ‖
p
Lp(σ; ℓ2) =
∫
Q
|1Q̂µ|
p′
ℓ2dσ. Fix a cube F ∈ F and define
H :=
{
x ∈ F : |1F̂µ|ℓ2(x) > B
∑
F ′∈chF (F )
|1
F̂ ′
µ|ℓ2(x)
}
,
where B > 0 is a big constant that will be fixed soon. Then there holds∑
F ′∈chF (F )
∫
F ′∩H
|1F̂ ′µ|
p′
ℓ2dσ ≤
∑
F ′∈chF (F )
B−p
′
∫
F ′∩H
|1F̂µ|
p′
ℓ2dσ
≤ B−p
′
∫
F
|1F̂µ|
p′
ℓ2dσ,
(2.10)
since the cubes F ′ ∈ chF (F ) are pairwise disjoint.
On the other hand, because p′ − 2 ≤ 0, we can estimate in F ′ \H , where F ′ ∈
chF (F ), that∫
F ′\H
|1F̂ ′µ|
p′
ℓ2dσ =
∫
F ′\H
|1F̂ ′µ|
p′−2
ℓ2 |1F̂ ′µ|
2
ℓ2dσ ≤ B
2−p′
∫
F ′\H
|1F̂µ|
p′−2
ℓ2 |1F̂ ′µ|
2
ℓ2dσ
≤ B2−p
′
∫∫
F̂ ′
ϕFµdηdσ.
Hence, the stopping condition (2.4) gives∑
F ′∈chF (F )
∫
F ′\H
|1F̂ ′µ|
p′
ℓ2dσ ≤ B
2−p′
∑
F ′∈chF (F )
∫∫
F̂ ′
ϕFµdηdσ
≤ B2−p
′
A−1
∫∫
F̂
ϕFµdηdσ∫∫
F̂
fµdηdσ
∑
F ′∈chF (F )
∫∫
F̂ ′
fµdηdσ
≤ B2−p
′
A−1
∫∫
F̂
ϕFµdηdσ
= B2−p
′
A−1
∫
F
|1F̂µ|
p′
ℓ2dσ.
(2.11)
Combining estimates (2.10) and (2.11) with the identity ‖ϕF‖
p
Lp(σ; ℓ2) =
∫
F
|1F̂µ|
p′dσ
we have ∑
F ′∈chF (F )
‖ϕF ′‖
p
Lp(σ; ℓ2) ≤
(
B−p
′
+B2−p
′
A−1)‖ϕF‖
p
Lp(σ; ℓ2).
From here it is seen that if we choose for example B := 4
1
p′ and A := 4B2−p
′
, then
(2.9) is satisfied. By summing a geometric series, from (2.9) it follows that
(2.12)
∑
F ′∈F
F ′⊂F
‖ϕF ′‖
p
Lp(σ; ℓ2) ≤ 2‖ϕF‖
p
Lp(σ; ℓ2)
holds for every F ∈ F .
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Next we view the sum
∑
F∈F [f ]
p
F‖ϕF‖
p
Lp(σ; ℓ2) in a way that allows to apply the
dyadic Carleson embedding theorem. If F ∈ F , we write
EF (F̂ ) := F̂ \
⋃
F ′∈chF (F )
F̂ ′.
Note that the sets EF (F̂ ) are pairwise disjoint. Moreover, there holds
F̂ =
⋃
F ′∈F
F ′⊂F
EF (F̂
′)
for every F ∈ F .
Define a measure ν on Rn+1 by
ν :=
∑
F∈F
‖ϕF‖
p
Lp(σ; ℓ2)δz(F ), z(F ) :=
(
centre(F ),
3
4
ℓ(F )
)
,
where centre(F ) is the centre of the n-dimensional cube F , and z(F ) is the centre
of the upper-half of the (n + 1)-dimensional cube F̂ . Define also a function α on
Rn+1 by
α :=
∑
F∈F
∫∫
EF (F̂ )
fµdηdσ
‖ϕF‖
p
Lp(σ; ℓ2)
1{z(F )},
and recall that
∫∫
F̂
ϕFµdηdσ = ‖ϕF‖
p
Lp(σ; ℓ2) by Equation (2.7).
Let F ∈ F . Then, by (2.12), there holds that
ν(F̂ ) =
∑
F ′∈F
F ′⊂F
‖ϕF ′‖
p
Lp(σ; ℓ2) ≃ ‖ϕF‖
p
Lp(σ; ℓ2),
and thus also
(2.13)
∑
F ′∈F
F ′⊂F
ν(F̂ ′) ≃
∑
F ′∈F
F ′⊂F
‖ϕF ′‖
p
Lp(σ; ℓ2) = ν(F̂ ).
This says that the collection F̂ := {F̂ : F ∈ F} is a Carleson family with respect
to the measure ν.
Notice that for every F ∈ F we have∫∫
F̂
fµdηdσ =
∑
F ′∈F
F ′⊂F
∫∫
EF (F̂ ′)
fµdηdσ
‖ϕF ′‖
p
Lp(σ; ℓ2)
‖ϕF ′‖
p
Lp(σ; ℓ2) =
∫
F̂
αdν,
and hence
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2) =
(∫∫
F̂
fµdηdσ
‖ϕF‖
p
Lp(σ; ℓ2)
)p
‖ϕF‖
p
Lp(σ; ℓ2) ≃
(∫
F̂
αdν
ν(F̂ )
)p
ν(F̂ ).
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We can now apply the dyadic Carleson embedding theorem to conclude that∑
F∈F
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2) ≃
∑
F∈F
(∫
F̂
αdν
ν(F̂ )
)p
ν(F̂ ) .
∫
Rn+1
αpdν.
Writing out the definition of α and ν we have∫
Rn+1
αpdν =
∑
F∈F
(∫∫
EF (F̂ )
fµdηdσ
‖ϕF‖
p
Lp(σ; ℓ2)
)p
‖ϕF‖
p
Lp(σ; ℓ2)
≤
∑
F∈F
(‖1EF (F̂ )f‖Lp(σ; ℓ2)‖1F̂µ‖Lp′(σ; ℓ2)
‖ϕF‖
p
Lp(σ; ℓ2)
)p
‖ϕF‖
p
Lp(σ; ℓ2)
=
∑
F∈F
‖1EF (F̂ )f‖
p
Lp(σ; ℓ2) ≤ ‖f‖
p
Lp(σ; ℓ2),
where we used the identity ‖ϕF‖
p
Lp(σ; ℓ2) = ‖1F̂µ‖
p′
Lp′(σ; ℓ2)
and applied Lemma 2.1.
This concludes the proof.

3. Proof of Theorem 1.1
In this section we prove Theorem 1.1. After the proof we show how one can arrive
at the definition (1.6) of the test functions ϕQ.
Proof of Theorem 1.1. If (1.4) holds, then it is clear that the testing conditions
(1.7) and (1.8) hold, and that max(T , T ∗) ≤ ‖Λ‖. Hence we can focus on the
converse, that is, we assume that T , T ∗ < ∞ and show that ‖Λ‖ . T + T ∗. By
monotonicity it is enough to fix an arbitrary cube Q0 ∈ D and two non-negative
functions f ∈ Lp(σ; ℓ2) and g ∈ Lp
′
(ω), and to show that
(3.1)
∑
Q∈D
Q⊂Q0
λQ
∫∫
Q̂
fµ dηdσ
∫
Q
gdω . (T + T ∗)‖f‖Lp(σ; ℓ2)‖g‖Lp′(ω).
Let F and G be the collections of stopping cubes for the functions f and g,
respectively, with the top cube Q0 as described in Section 2. Using F and G we
can reorganize the sum in the left hand side of (3.1). If Q ∈ F , Q ⊂ Q0, then there
exists a unique pair (F,G) ∈ F × G , denoted by π(Q), such that πF (Q) = F and
πG (Q) = G. Since in this case clearly F ∩ G 6= ∅, it follows from the properties of
dyadic cubes that either F ⊂ G or G ⊂ F . Hence it is seen that the left hand side
of (3.1) satisfies
LHS(3.1) =
∑
F∈F
∑
G∈G
G⊂F
∑
Q∈D
π(Q)=(F,G)
+
∑
G∈G
∑
F∈F
F(G
∑
Q∈D
π(Q)=(F,G)
=: I + II.
The proof divides into considering the parts I and II separately.
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Estimate for II. For G ∈ G define the collection
ch∗G (G) :=
{
G′ ∈ chG (G) : πF (G
′) ⊂ G
}
.
Also, write EG (Ĝ) := Ĝ \
⋃
G′∈chG (G)
Ĝ′.
Let Q ∈ D , F ∈ F and G ∈ G be such that F ( G and π(Q) = (F,G). Note
first that
Ĝ = EG (Ĝ) ∪
⋃
G′∈chG (G)
Ĝ′.
Because Q ⊂ G, and accordingly Q̂ ⊂ Ĝ, this implies that
Q̂ =
(
EG (Ĝ) ∩ Q̂
)
∪
⋃
G′∈chG (G)
(
Ĝ′ ∩ Q̂
)
.
Let G′ ∈ chG (G). If G
′ ∩ Q = ∅, then clearly Ĝ′ ∩ Q̂ = ∅. Assume G′ ∩ Q 6= ∅.
Then, since πG (Q) = G, it must be that G
′ ( Q. Also, since G′ ( Q ⊂ F ( G, we
can conclude that G′ ∈ ch∗G (G). This reasoning shows that actually
(3.2) Q̂ =
(
EG (Ĝ) ∩ Q̂
)
∪
⋃
G′∈ch∗
G
(G)
G′(Q
Ĝ′,
where one should note that the sets EG (Ĝ) and Ĝ′, G
′ ∈ chG (G), are pairwise
disjoint.
If Q ∈ D , F ∈ F and G ∈ G are such that F ( G and π(Q) = (F,G), we can
write in view of (3.2) that∫∫
Q̂
fµdηdσ =
∫∫
Q̂
fGµdηdσ,
where
fG : = 1EG (Ĝ)f +
∑
G′∈ch∗
G
(G)
∫∫
Ĝ′
fµdσ∫∫
Ĝ′
ϕπF (G′)µdσ
1Ĝ′ϕπF (G′).
Hence
II ≤ 2
∑
G∈G
〈g〉ωG
∑
F∈F
F(G
∑
Q∈D
π(Q)=(F,G)
λQ
∫∫
Q̂
fGµ dηdσ
∫
Q
1Gdω
≤ 2
∑
G∈G
〈g〉ωGΛG(fG, 1G) ≤ 2T
∗
∑
G∈G
〈g〉ωG‖fG‖Lp(σ; ℓ2)ω(G)
1
p′
≤ 2T ∗
(∑
G∈G
‖fG‖
p
Lp(σ; ℓ2)
) 1
p
(∑
G∈G
(
〈g〉ωG
)p′
ω(G)
) 1
p′
.
(3.3)
Equation (2.3) gives that
(3.4)
(∑
G∈G
(
〈g〉ωG
)p′
ω(G)
) 1
p′
. ‖g‖Lp′(ω).
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Fix some G ∈ G . We have
‖fG‖Lp(σ; ℓ2) ≤ ‖1EG (Ĝ)f‖Lp(σ; ℓ2) +
∥∥∥ ∑
G′∈ch∗
G
(G)
∫∫
Ĝ′
fµdσ∫∫
Ĝ′
ϕπF (G′)µdσ
1
Ĝ′
ϕπF (G′)
∥∥∥
Lp(σ; ℓ2)
.
For every G′ ∈ ch∗G (G) there exists a cube F ∈ F such that G
′ ⊂ F ⊂ G and
πF (G
′) = F , whence it follows that πG (F ) = G or F ∈ chG (G). Hence the sum over
G′ ∈ ch∗G (G) can be written as
(3.5)
∑
G′∈ch∗
G
(G)
=
∑
F∈F :
πG (F )=G or
F∈chG (G)
∑
G′∈chG (G)
πF (G
′)=F
.
Also, the stopping condition implies for G′ ∈ ch∗G (G) that
(3.6)
∫∫
Ĝ′
fµdσ∫∫
Ĝ′
ϕπF (G′)µdσ
≤ A[f ]πF (G′).
Since the cubes G′ ∈ ch∗G (G) are pairwise disjoint, (3.5) and (3.6) give that∥∥∥ ∑
G′∈ch∗
G
(G)
∫∫
Ĝ′
fµdσ∫∫
Ĝ′
ϕπF (G′)µdσ
1Ĝ′ϕπF (G′)
∥∥∥p
Lp(σ; ℓ2)
≤ Ap
∑
F∈F :
πG (F )=G or
F∈chG (G)
[f ]pF
∑
G′∈chG (G)
πF (G
′)=F
‖1Ĝ′ϕF‖
p
Lp(σ; ℓ2)
≤ Ap
∑
F∈F :
πG (F )=G or
F∈chG (G)
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2).
Using the estimate for ‖fG‖Lp(σ; ℓ2) we get(∑
G∈G
‖fG‖
p
Lp(σ; ℓ2)
) 1
p
≤
(∑
G∈G
‖1EG (Ĝ)f‖
p
Lp(σ; ℓ2)
) 1
p
+ A
(∑
G∈G
∑
F∈F :
πG (F )=G or
F∈chG (G)
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2)
) 1
p
.
Lemma 2.1 implies that
∑
G∈G ‖1EG (Ĝ)f‖
p
Lp(σ; ℓ2) ≤ ‖f‖
p
Lp(σ; ℓ2). Since for every F ∈
F there exist at most two cubes G ∈ G such that πG (F ) = G or F ∈ chG (G),
Proposition 2.2 gives∑
G∈G
∑
F∈F :
πG (F )=G or
F∈chG (G)
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2) ≤ 2
∑
F∈F
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2) . ‖f‖
p
Lp(σ; ℓ2).
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Hence we have shown that
∑
G∈G ‖fG‖
p
Lp(σ; ℓ2) . ‖f‖
p
Lp(σ; ℓ2), and combining this
with (3.3) and (3.4) yields
II . T ∗‖f‖Lp(σ; ℓ2)‖g‖Lp′(ω).
Estimate for I. Similarly as with the cubes G ∈ G we define for F ∈ F the
collection
ch∗F (F ) :=
{
F ′ ∈ chF (F ) : πG (F
′) ⊂ F
}
.
Denote EF (F ) := F \
⋃
F ′∈chF (F )
F ′. Suppose Q ∈ D , F ∈ F and G ∈ G are
such that G ⊂ F and π(Q) = (F,G). Then, by a similar reasoning as above when
estimating the term II, there holds that∫
Q
gdω =
∫
Q
gFdω,
where
gF := 1EF (F )g +
∑
F ′∈ch∗
F
(F )
〈g〉ωF ′1F ′.
Also, the construction of F shows that∫∫
Q̂
fµdηdσ =
∫∫
Q̂
fµdηdσ∫∫
Q̂
ϕFµdηdσ
∫∫
Q̂
ϕFµdηdσ
≤ A[f ]F
∫∫
Q̂
ϕFµdηdσ.
(3.7)
Using these we have
I ≤ A
∑
F∈F
[f ]F
∑
G∈G
G⊂F
∑
Q∈D
π(Q)=(F,G)
λQ
∫∫
Q̂
ϕFµdσ
∫
Q
gFdω
≤ A
∑
F∈F
[f ]FΛF (ϕF , gF ) ≤ AT
∑
F∈F
[f ]F‖ϕF‖Lp(σ; ℓ2)‖gF‖Lp′(ω)
≤ AT
(∑
F∈F
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2)
) 1
p
(∑
F∈F
‖gF‖
p′
Lp′(ω)
) 1
p′
.
(3.8)
Proposition 2.2 gives again that( ∑
F∈F
[f ]pF‖ϕF‖
p
Lp(σ; ℓ2)
) 1
p
. ‖f‖Lp(σ; ℓ2).
To conclude the proof it remains to consider
∑
F∈F ‖gF‖
p′
Lp′(ω)
. If F ∈ F , then
‖gF‖
p′
Lp′(ω)
= ‖1EF (F )g‖
p′
Lp′(ω)
+
∑
F ′∈ch∗
F
(F )
(
〈g〉ωF ′
)p′
ω(F ′).
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Clearly ∑
F∈F
‖1EF (F )g‖
p′
Lp′(ω)
≤ ‖g‖p
′
Lp′(ω)
,
since the sets EF (F ), F ∈ F , are pairwise disjoint. Rewriting the sum as in (3.5),
the other term satisfies∑
F∈F
∑
F ′∈ch∗
F
(F )
(
〈g〉ωF ′
)p′
ω(F ′) ≤ 2p
′
∑
F∈F
∑
G∈G :
πF (G)=F or
G∈chF (F )
(
〈g〉ωG
)p′ ∑
F ′∈chF (F )
πG (F
′)=G
ω(F ′)
≤ 2p
′
∑
F∈F
∑
G∈G :
πF (G)=F or
G∈chF (F )
(
〈g〉ωG
)p′
ω(G)
≤ 21+p
′
∑
G∈G
(
〈g〉ωG
)p′
ω(G) . ‖g‖p
′
Lp′(ω)
.
Thus we have shown that
∑
F∈F ‖gF‖
p′
Lp′ (ω)
. ‖g‖p
′
Lp′(ω)
, and this concludes the proof
of Theorem 1.1.

Let us now discuss how one can arrive at the definition (1.6) of the test functions
ϕQ. Suppose we want to find a family {θQ}Q∈D of non-negative σ × η-measurable
functions such that if
(3.9) ΛQ(θQ, g) ≤ C1‖θQ‖Lp(σ; ℓ2)‖g‖Lp′(ω)
and
(3.10) ΛQ(f, 1Q) ≤ C2‖f‖Lp(σ; ℓ2)‖1Q‖Lp′(ω)
hold uniformly for Q ∈ D and non-negative functions f and g, then
Λ(f, g) . (C1 + C2)‖f‖Lp(σ; ℓ2)‖g‖Lp′(ω)
holds for all non-negative f and g. To find this kind of family, we first assume that
{θQ}Q∈D is some collection of functions such that (3.9) and (3.10) hold, and then
try to follow the method of parallel stopping cubes. We can proceed precisely as in
Section 3 until we have to prove the estimate
(3.11)
∑
F∈F
( ∫∫
F̂
fµdηdσ∫∫
F̂
θFµdηdσ
)p
‖θF‖
p
Lp(σ; ℓ2) . ‖f‖
p
Lp(σ; ℓ2),
where now the collection F is defined with the functions θQ instead of ϕQ.
To prove (3.11), we might want to minimize the ratios
‖θF‖
p
Lp(σ; ℓ2)(∫∫
F̂
θFµ dηdσ
)p .
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However, one should note that this is not directly a minimization of the sum in
the left hand side of (3.11), because the collection F depends on the choice of the
functions θQ.
Hölder’s inequality implies
‖θF‖
p
Lp(σ; l2)(∫∫
F̂
θFµ dηdσ
)p ≥ 1‖1F̂µ‖pLp′(σ; ℓ2) ,
and equality is reached with
θF = |1F̂µ|
p′−2
ℓ2 1F̂µ.
This is the definition given in (1.6).
One may wonder what happens if one tries to find in this way a family {ϑQ}Q∈D
of test functions in place of the indicators in (3.10). Then one would be led to
minimize the ratios
‖ϑG‖
p′
Lp′ (ω)(∫
G
ϑGdω
)p′
for G in some collection of dyadic cubes. Again by Hölder’s inequality this is mini-
mized by ϑG = 1G.
4. Open problems and discussion
As mentioned in Introduction, the problem of this paper arose when we tried
to build two-weight Lp-theory for the Hilbert transform. One part in the existing
L2-theory is to bound the so-called tail form. In [2], Section 6, this part is reduced
to an estimate of the form
(f, g) 7→
∑
Q∈D
λQ
∫
Q+
fdσ
∫
Q−
gdω . ‖f‖L2(σ)‖g‖L2(ω),
where Q+ and Q− are two distinguished child cubes of the cube Q ∈ D . The
estimate
(4.1)
∑
Q∈D
λQ
∫∫
Q̂
fµ dηdσ
∫
Q
gdω . ‖f‖Lp(σ; ℓ2)‖g‖Lp′(ω)
came up as a model problem when we considered possible Lp-generalizations related
to the tail form.
We raise here the following question: If p ∈ (1, 2), when does estimate (4.1) hold?
In order to suggest one approach, we briefly describe some results related to the
operator Sσf :=
∑
Q∈D λQ
∫
Q
fdσ1Q. Let S
ω be the corresponding operator with
the measure ω.
The L2-result from [8] and its generalization in [6], mentioned in Introduction,
state that if 1 < p ≤ q < ∞, then a similar theorem as Theorem 1.1 characterizes
boundedness of Sσ from Lp(σ) into Lq(ω); Sσ is bounded if and only if Sσ and Sω
satisfy a testing condition with indicators 1Q of dyadic cubes Q ∈ D . Boundedness
of Sσ : Lp(σ) → Lq(ω) in the range 1 < q < p < ∞ was characterized by Tanaka
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[10] in terms of a discrete Wolff’s potential. See also a unified theorem for all
exponents p, q ∈ (1,∞) by Hänninen, Hytönen and Li [1]. In [1] it was shown that
the indicator testing conditions do not imply boundedness of Sσ : Lp(σ)→ Lq(ω) if
1 < q < p < ∞; this example is even in the case when both the measures σ and ω
are equal to the Lebesgue measure.
The estimate (4.1) can be equivalently formulated as the boundedness of
T σf :=
∑
Q∈D
λQ
∫∫
Q̂
fµ dηdσ1Q
from Lp(σ; ℓ2) into Lp(ω). The fact that we were not able to characterize the
estimate (4.1) when p ∈ (1, 2) somewhat fits to the known results about boundedness
of Sσ : Lp(σ) → Lq(ω) and the relative order of the exponents p and q. Namely,
with the operator Sσ the indicator testing conditions imply boundedness only when
1 < p ≤ q < ∞, and in the range p ≥ 2 where we can characterize boundedness of
T σ, the exponent p related to Lp(ω) is greater than or equal to both the exponents
2 and p related to Lp(σ; ℓ2).
The approach to studying boundedness of T σ : Lp(σ; ℓ2) → Lp(ω), p ∈ (1, 2), that
we propose here, is to use a certain quadratic testing that was introduced by the
second author in [11, 12], and was introduced to the second author by the first
author in connection with a PhD project. It was shown in [11] that if p, q ∈ (1,∞),
then Sσ : Lp(σ) → Lq(ω) is bounded if and only if Sσ and Sω satisfy the quadratic
testing condition.
Suppose p ∈ (1,∞). Define again the test functions
(4.2) ϕQ := |1Q̂µ|
p′−2
ℓ2 1Q̂µ, Q ∈ D .
For Q ∈ D let T σQ to be the corresponding localized version of the operator, defined
with the sum extending only over Q′ ⊂ Q. Let T σp be the smallest possible constant
such that
(4.3)
∥∥∥(∑
Q∈D
(
aQT
σ
QϕQ
)2) 12∥∥∥
Lp(ω)
≤ T σp
∥∥∥(∑
Q∈D
(aQϕQ)
2
) 1
2
∥∥∥
Lp(σ; ℓ2)
holds for all collections {aQ}Q∈D of real numbers, with the understanding that T
σ
p
may be ∞. We say that T σ satisfies the quadratic testing condition in Lp if the
constant T σp is finite. Similarly, we define the quadratic testing constant T
ω
p′ for the
formal adjoint operator T ωg :=
∑
Q∈D λQ
∫
Q
gdω1Q̂µ using indicators 1Q, Q ∈ D , as
test functions.
The precise question we want to ask is the following:
Question 4.1. Let p ∈ (1, 2). If T σp +T
ω
p′ <∞, then does it follow that T
σ : Lp(σ; ℓ2)→
Lp(ω) is bounded, and that the estimate
‖T σf‖Lp(ω) . (T
σ
p + T
ω
p′ )‖f‖Lp(σ; ℓ2), f ∈ L
p(σ; ℓ2),
holds?
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We remark that when p ∈ (1, 2) it is possible that one should use some other
class of test functions than the ones defined in (4.2); when using quadratic testing
the proof does not offer a similar situation as described in the end of Section 3 to
guess the test functions.
It is not immediately obvious that the quadratic testing condition is a necessary
consequence of boundedness of T σ; nevertheless it follows in the spirit of a classi-
cal theorem by Marcinkiewicz and Zygmund [7] that if T σ : Lp(σ; ℓ2) → Lp(ω) is
bounded, then T σp + T
ω
p′ . ‖T
σ‖Lp(σ; ℓ2)→Lp(ω), see [11] or [12].
Two-weight inequality of the Hilbert transform. Finally, we state our conjec-
ture about the two-weight inequality of the Hilbert transform in Lp. In the following
we assume that σ and ω are non-negative locally finite Borel measures in R. We
shall somewhat imprecisely just talk about the Hilbert transform as an operator Hσ
or Hω, where σ and ω refer to the measure of integration in the definition of these
operators. The operators Hσ and Hω should be thought of as formal adjoints of
each other, in the sense that∫
R
gHσ(f)dω = −
∫
R
fHω(g)dσ =
∫∫
R×R
g(x)f(y)
x− y
dω(x)dσ(y)
for f and g in a suitable class of functions. We refer to [4, 5] and [2] for a precise
definition of the Hilbert transform in this two-weight setting.
Let p ∈ (1,∞). We say that Hσ satisfies the global quadratic testing condition
in Lp if there exists a constant C such that the inequality
(4.4)
∥∥∥( ∞∑
i=1
(
aiH
σ1Ii
)2) 12∥∥∥
Lp(ω)
≤ C
∥∥∥( ∞∑
i=1
(ai1Ii)
2
) 1
2
∥∥∥
Lp(σ)
holds for all collections {Ii}
∞
i=1 of intervals in R and all collections {ai}
∞
i=1 of real
numbers. The smallest possible constant H σp in this inequality is the quadratic
testing constant for Hσ. Similarly, we define the testing constant H ωp′ for the
operator Hω by replacing Hσ with Hω, p with p′ and reversing the roles of σ and ω
in (4.4).
In [4, 5] and [2] it was shown that the two-weight inequality
(4.5) ‖Hσf‖L2(ω) ≤ C‖f‖L2(σ), f ∈ L
2(σ),
holds if and only if Hσ and Hω satisfy a global indicator testing condition if and only
if Hσ and Hω satisfy a local indicator testing condition and Muckenhoupt-Poisson
two-weight A2 condition holds. Moreover, the smallest constant N2 in (4.5) satisfies
N2 ≃ H
σ
2 + H
ω
2 ,
and there is also an equivalence with suitable local testing constants and a two-
weight A2 constant; see the cited papers for details. We remark that in L
2 the
quadratic testing conditions are equivalent with the indicator testing conditions;
hence we use the same notation for the constants.
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Conjecture 4.2. Let p ∈ (1,∞). There exists a constant C such that the Hilbert
transform Hσ satisfies the two-weight inequality
(4.6) ‖Hσf‖Lp(ω) ≤ C‖f‖Lp(σ), f ∈ L
p(σ),
if and only if Hσ and Hω satisfy the global quadratic testing conditions in Lp and
Lp
′
, respectively. Moreover, the smallest possible constant Np in (4.6) satisfies
Np ≃p H
σ
p + H
ω
p′ .
We also think that the two-weight inequality can be characterised in terms of
certain local testing conditions together with a condition on the measures. Let
p ∈ (1,∞). We say that Hσ satisfies the local quadratic testing condition if for
some constant C
(4.7)
∥∥∥( ∞∑
i=1
(
ai1IiH
σ1Ii
)2) 12∥∥∥
Lp(ω)
≤ C
∥∥∥( ∞∑
i=1
(ai1Ii)
2
) 1
2
∥∥∥
Lp(σ)
holds for all collections {Ii}
∞
i=1 of intervals in R and all collections {ai}
∞
i=1 of real
numbers. The dual condition for Hω is obtained from (4.7) by replacing p by p′ and
reversing the roles of the measures. We denote the smallest possible constants by
H σp,loc and H
ω
p′,loc.
If there exists a constant C such that
(4.8)
∥∥∥( ∞∑
i=1
(
1Ii
∫
Ici
|fi(x)|
|x− ci|
dσ(x)
)2)1/2∥∥∥
Lp(ω)
≤ C
∥∥∥( ∞∑
i=1
|fi|
2
)1/2∥∥∥
Lp(σ)
holds for all collections {Ii}
∞
i=1 of intervals and all collections {fi}
∞
i=1 of functions, we
say that the pair (σ, ω) of measures satisfies a (one-sided) quadratic Muckenhoupt-
Poisson two-weight Ap condition. Here I
c is the complement of the interval I. We
denote the smallest constant C in (4.8) by [σ, ω]p. We will also need the dual
condition of (4.8), which is obtained from (4.8) by replacing p by p′ and reversing
the roles of the measures. The best constant in the dual inequality is denoted by
[ω, σ]p′. We note that these conditions are positive in the sense that there is no
cancellation involved.
We still formulate one condition, which we define to be satisfied if and only if
there exists a constant C such that
∞∑
i=1
∣∣〈aiHσ1Ii, bi1J(Ii)〉ω∣∣
≤ C
∥∥∥( ∞∑
i=1
|ai1Ii|
2
)1/2∥∥∥
Lp(σ)
∥∥∥( ∞∑
i=1
|bi1J(Ii)|
2
)1/2∥∥∥
Lp′(ω)
(4.9)
holds for all collections {Ii}
∞
i=1 of intervals and all collections {ai}
∞
i=1, {bi}
∞
i=1 of real
numbers. Here J(Ii) is an interval of equal length with Ii and adjacent to Ii. If
(4.9) is satisfied, let us denote the smallest constant C in the inequality by T .
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In addition to Conjecture 4.2 we suspect that the two-weight inequality (4.6) holds
if and only if the local quadratic testing conditions, the quadratic Muckenhoupt-
Poisson two-weight Ap condition and the condition (4.9) hold, and that we have the
estimate
(4.10) Np ≃p H
σ
p,loc + H
ω
p′,loc + [σ, ω]p + [ω, σ]p′ + T .
At the moment it is unclear whether (4.9) follows from (4.7), (4.8) and their dual
statements. In any case, all the conditions are necessary for the two-weight inequal-
ity, and the estimate “&p” in (4.10) holds. The known L
2-result is analogous to
(4.10), except that in the L2-case the condition (4.9) is known to follow from the
Muckenhoupt-Poisson A2 condition.
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