We provide combinatorial arguments based on a two-dimensional extension of a locally-free semigroup allowing us to compute the growth rate, Λ, of the partition function ZN = N θ Λ N of the N -particle directed animals (N ≫ 1) on a simple cubic lattice in a three-dimensional space. Establishing the bijection between the particular configuration of the lattice animal and a class of equivalences of words in the 2D projective locally-free semigroup, we find ln Λ = limN→∞ ln ZN /N with Λ = 2( √ 2 + 1) ≈ 4.8284.
I. INTRODUCTION
We propose the combinatorial solution of the three-dimensional directed lattice animal (DA) problem on a simple cubic lattice with nearest-neighboring interactions. The term "lattice animals" is a collective name for a bunch of models describing the growth of aggregates of particles. Besides the physics of growing clusters, several other problems in pure mathematics and mathematical physics are connected with the DA model. To name but a few, various aspects [1] [2] [3] [4] of the enumerative combinatorics of partitions related to growth of 2D directed lattice animals should be mentioned in first turn. Besides, in [5] the statistics of growing braids has been linked to the statistics of two-dimensional directed lattice animals; in [6] the general asymptotic theory of directed two-dimensional lattice paths in half-planes and quarter-planes has been reviewed; and in [7] the algebraic ansatz for the steady-state of the asymmetric simple exclusion process (ASEP) on an open line [8] has been interpreted in terms of DA.
The most transparent way to define DA is to describe its construction recursively on some symmetric lattice (for simplicity we consider square 2D and cubic 3D lattices only). Let us start with the empty layer (the first layer, or the "floor" of the lattice), on which we distribute the particles denoted as "roots" (or "source points"). Now, we add to the system new particles which do not touch the floor, but are nearest-neighbors to the particles of the first level. These new particles belong to the second layer. Repeating such construction recursively, we define particles on third, fourth,... etc layers. The directed animal is an aggregate of N particles satisfying the condition that each particle in the layer t has at least one nearest-neighbor in the layer t − 1. Thus, any occupied site of the lattice can be reached from at least one root along a directed path containing only occupied sites. The path is called directed if it connects layers in a sequentially increasing order. The main goal of the DA problem deals with the evaluation of the asymptotics of the partition function Z N ∼ N θ Λ N of all allowed distinct configurations of N ≫ 1 particles for a given set of root points in a D-dimensional space with the defined lattice symmetry. The critical exponent θ is universal for a given D, while Λ is lattice-dependent. The two-dimensional DA on planar square and triangular lattices is exhaustively studied and this model plays the role of a "testing ground" for various approaches -from purely combinatorial which use the concept of partially commutative monoids [9] [10] [11] , to the ones bases on the diagonalization of a special transfer matrix and involve Bethe ansatz computations [1, [12] [13] [14] . Much less is known about analytic computations of the configurational sum of the three-dimensional DA. To the best of our knowledge, the only known solution of 3D DA has been obtained in 1983 by D. Dhar in [14] by the exact mapping of the DA on the body-centered hypercubic lattice onto the two-dimensional hard hexagon model. The solution of the latter model has been obtained by R. Baxter using the machinery of the Bethe ansatz [15] .
The analytic solution to the 3D DA on a simple cubic lattice proposed in our work relies on the two-dimensional generalization of the locally free group (semigroup) [5] , which has been repeatedly rediscovered in the literature under various names, however in all cases the main ingredients of the construction conceptually trace back to partiallycommutative monoids of G. Viennot [9] . The approach proposed below involve: i) establishing bijection of the 3D DA on a simple cubic lattice and the 3D "tetris" model (3D heap of pieces) on the same lattice, ii) identification of a specific configuration of a heap with the unique class of equivalences of words in the two-dimensional extension the locally-free semigroup, iii) counting of these classes of equivalences by the two-dimensional transfer matrix, iv) diagonalization of the transfer matrix and identification of its largest eigenvalue, Λ, with the growth rate of the large (N ≫ 1) heap (i.e. of the directed lattice animal). The explicit computations of the critical exponent θ and of the dependence of the partition function Z N on the set of the root points is postponed to the forthcoming paper.
The concept of a two-dimensional heap of pieces (HP) was introduced by G. Viennot in 1986 -see [9] for a review. A heap of pieces is a collection of elements which are piled together. If two elements intersect in their horizontal projections, then the resulting heap depends on the order in which the two elements are placed. The element which is placed second is said to be above the element placed first. The elements in 2D can be drawn as unit squares (boxes) which are not allowed to touch each other with their vertical edges. The resulting heap does not depend on the order in which two elements are placed if their horizontal projections do not intersect. Figures Fig. 2a -c demonstrate the sequential steps of a bijection of directed animals on a planar square lattice tilted by π/4 ( Fig. 2a ) and a heap of pieces on a square lattice ( Fig. 2c ). Given a directed animal, we draw boxes around the occupied sites. If a box is not supported "from below", we shift it downwards until it gets supported. The corresponding mapping is invertible. The black particles in Fig. 2a are the roots of directed animals, they get mapped onto black boxes in Fig. 2c . The sequence of thin arrows in Fig. 2c shows the so-called "Mikado" enumeration of the pieces which provide so-called "normal ordering" of words in locally free semigroup -see the explanation below. 
II. GROUP-THEORETIC APPROACH TO THE HEAPS OF PIECES COUNTING
A. HP on a square lattice and word enumeration in a locally free semigroup
The algebraic approach to counting 2D heaps of pieces consists in assigning to each unique configuration of HP an equivalence class of words in a locally-free semigroup with given commutation relations. Specifically, the locally free semigroup, F + n , with n generators {g 1 , ..., g n }, is set by the relations
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Each pair of neighbouring generators, (g k , g k±1 ) produces a free sub-semigroup of F + n . The visualization of (1) is depicted in Fig. 3a-b , while the connection with the specific case of the square lattice is fixed by the condition g 2 i = g shown in Fig. 2d . Equation (1) equipped with the condition g 2 i = g i defines the projective locally free group (semigroup). g g 2 1 g g 1 2 In [5] it has been shown that the partition function of an N -particle HP in a 2D bounding box of n columns coincides with the partition function of a special N -step Markov chain on F + n . Namely, any configuration of HP one can bijectively associate with a class of equivalent words in F + n . Now each equivalence class contains a unique word written in a normally ordered form of letters (generators of F + n ). Normal ordering means that generators with smaller indices are pushed as left as possible in consistence with the commutation relations (1) . Consequently, the word w = g s1 g s2 . . . g sN is in normal form if and only if the indices s 1 , ..., s N satisfy the conditions:
The generic condition (2b) is shown schematically in Fig. 3c . Thus, any N -site heap in a bounding box of n columns can be uniquely represented by an N -letter "spelled" by the generators of F + n in a normal order. For a given heap, the normally ordered word can be obtained by an algorithm which sets a constructive geometrical way of normal ordering. We refer this enumeration procedure to as the Mikado ordering since it resembles the famous Mikado game, the goal of which consists in the sequential removal of sticks from a random pile, sequentially one-byone, without disturbing the resting sticks in the heap. To proceed, define in a heap a set of 1D "roof" sites, T 1D , -see Fig. 2c , each of which can be removed from the heap without disturbing the remaining pieces. Let us remove first the rightmost element of T 1D . In the updated roof, T ′ 1D , remove again the rightmost element to get T ′′ 1D , and so on, until the heap gets empty. The sequence of one-by-one removed elements is normally ordered and uniquely enumerates the heap (i.e. the directed lattice animal). For the heap shown in Fig. 2c , the Mikado ordering is depicted by the sequence of arrows and is consistent with (2).
The rules (2) permit to compute the number of distinct classes of equivalences of words of length N in a semigroup F + n , which by definition, coincide with the partition function of different heaps of N pieces in the bounding box of width n. Define by W N (x) ≡ W N (x, |x 0 ) the "correlation function" of words written in the normally ordered form, whose first and last letters are respectively g x0 and g x (1 ≤ x ≤ n). The function W N (x) satisfies the recursion
The recursion (3) allows to find the exact expression of the partition function of the ensemble of N -particle lattice animals with a given configuration of root points in a bounding box of size n. Since this expression is known and coincides with the one obtained by Nadal in [1] , we do not reproduce the details of computations. However, it is instructive to reproduce from (3) the generating function of "strict half-pyramids" in notations of [4, 10] on the square lattice, since the same approach will be used for the derivation of the generating function of "strict half-pyramids" in 3D. Considering the difference W N (x) − W N (x + 1), one can write the recursion equation in (3) for the generating function W (x, s) = ∞ N =0 W N (x)s N as follows
Seeking the solution of (4) in the form W (x, s) = q −x , where q ≡ q(s), we get the quadratic equation sq 2 − (1 + s)q + (1 + s) = 0 with the roots q 1,2 :
The function
is the generating function of strict half-pyramids in a 2D plane (compare to [4] ). The growth rate, Λ, defined as ln Λ = lim N →∞ ln Z N /N of pyramids (and of heaps) can be obtained by applying the inverse transform to (6) . Thus, λ is given by the closest to s = 0 pole of Q(s) in the complex plane (ℜs, ℑs), providing Λ = 3 for the square lattice.
B. HP on a simple cubic lattice and word enumeration in a "surface" locally free semigroup
Now we are in position to generalize the algebraic approach of the previous section to the enumeration of threedimensional heaps. To this aim we define the surface locally free group (semigroup). The locally free semigroup SF + n has n 2 generators {g 11 , ..., g 1n , ..., g n1 , ..., g nn } with the following commutation relations:
where 1 ≤ {i, j, k, m} ≤ n. Supposing that the indices (i, k) and (j, m) represent the position of the generator along xand y-axes respectively, we can visualize the commutation relations (7) as geometric constraints shown in Fig. 4a The bijection between directed lattice animals and heaps of pieces is valid for all dimensions and is particularly true for the 3D cubic lattice. The typical configuration of the corresponding heap is shown in Fig. 5 . The projective condition g 2 km = g km ensures the symmetry of the simple cubic lattice (compare to the 2D-case discussed in the previous section).
Each configuration of the heap can be encoded by a class of equivalences of words in the surface locally free semigroup SF + n . Thus, to compute the number of distinct heaps, we should define the unique way of enumeration of non-equivalent words, i.e. define the extension of the normal ordering of words in SF + n . To solve this problem we should extend the "Mikado ordering" to the process of pieces removal from the 3D heap. The most transparent way to define Mikado ordering for 3D heaps deals with the straightforward extension of the algorithm used for 2D heaps.
Define the 2D "roof" T 2D of a 3D heap, as a set of pieces which can be removed from the heap without disturbing the rest. Since the requested sequence of generators is a one-dimensional array, find the rightmost (along the x-axis) piece, g xy , which belongs to the roof T 2D . If there are few such pieces (i.e. all of them have the same coordinate along x-axis), we find the topmost piece from this subset (the piece with maximal y). By repeating such a construction recursively, we fix a unique encoding of a heap by a word in terms of generators of the surface locally free semigroup SF + n . The proposed Mikado algorithm for the 3D heap contraction dictates the available set of generators which can be put after the last generator g xy in the normally ordered word ω -this is the straightforward generalization of the rules (2) and Fig. 3 to the word counting in the surface locally-free semngroup SF + n . If the last generator of the N -letter word ω written in the normally ordered form (which encodes some unique heap in a bounding box of square base n × n), is g xy , then in the position N + 1 we can put any letter from the set schematically depicted in Fig. 6 by arrows. Let Q N (x, y) ≡ Q N (x, y|x 0 , y 0 ) be the "correlation function", i.e. the number of all normally ordered words of N letters with first and last generators g x0y0 and g xy correspondingly. The function Q N (x, y) satisfies the recursion on a square grid as shown in Fig. 6 (compare to (3)):
The partition function Q N (C) = n x=1 n y=1 Q N (x, y), where C is some configuration of root points of the heap, in the limit N ≫ 1 has the universal asymptotic behavior Q N (C) ∼ N γ Λ N (n), where Λ(n) is the largest eigenvalue of the boundary problem (8) . At n ≫ 1 the growth of the heap is bounded by the limiting value Λ = lim n→∞ Λ(n).
One can essentially simplify (8) by writing the recursion relation for the difference Q N (x, y) − Q N (x, y + 1):
For U (x, y) ≡ U (x, y, s) = ∞ N =0 Q N (x, y)s N , the recursion in (9) gets converted to the following two-dimensional difference equation (compare to (4)):
To extract the leading behavior of the partition function (10) in the unbound space (i.e. when n → ∞), we can seek the solution of (10) in the generic form U (x, y, s) = v −x−y (compare to the 1D case considerd above). Clearly, this ansatz does not respect the boundary conditions and more accurate computations for finite n are requested. We know that the asymptotics of the partition function of the heap in 2D is independent on the configuration of root points and we expect that the same is true in 3D. Under these assumptions, the asymptotic solution of the full generation function Ξ(s) = x,y U (x, y, s) is
where A and B are some constants and v 1,2 ≡ v 1,2 (s) are the roots of the characteristic equation 2sv 2 −(1+2s)v+1+s = 0 of (10):
The function Ξ(s) has four singularities: the two square-root singularities given by (12) , and the solutions of two extra equations v 1 (s) = 1 and v 2 (s) = 1, namely 2s − 1 = ± √ 1 − 4s − 4s 2 . One of these two additional singularities (poles) is at s = 0, which means that at s → 0 the function U becomes an (x, y)-independent constant, and the generating function Ξ(s) diverges. In fact, that is not much surprising: we have symmetric rules of adding particles to the heap, so in the limit N ≫ 1 the "roof" is indeed flat, apart from the vicinity of the boundary. Since in reality n and N are finite, we should be careful of taking √ n ≫ N and √ n ≪ N limits. When √ n ≫ N , the typical heap of size N is just a set of isolated cubes located in different points of the plain, and the number of such configurations is of order of C N n×n , i.e. grows superexponentially with N . That is exactly the behavior we probe by our consideration: we took n → ∞ at the very beginning, so N cannot ever grow over it. However, what we are interested in the reverted limit √ n ≪ N when N grows large enough. It seems that the correct answer for that limit is simply to disregard s = 0 singularity. The same problem arises in 2D, and there we know that it is the right way to proceed. Supposing that the growth of the heap is controlled by the pole s 1 closest to zero on the complex plane (ℜs, ℑs), we arrive at the following expression for the growth of the 3D heap on the simple cubic lattice ln Λ = ln s 1 = lim N →∞ ln Z N N ; Λ = 2( √ 2 + 1) ≈ 4.8284 (13) III. CONCLUSION
In the paper we have proposed the combinatorial way of computing the growth rate, Λ (see (13) ), of the partition function Z N of ensemble of large (N ≫ 1) three-dimensional directed lattice animals on a simple cubic lattice. The solution is based on the bijection between particular configuration of the lattice animal and a class of equivalences of words in the projective "surface" locally free semigroup, SF + , which is the natural extension of the projective locally-free semigroup discussed in [5] .
We have proposed for SF + the unique way of word enumeration which we have denoted as "Mikado algorithm" and which provides visualization of the 2D extension of the "normal ordering" of words in 1D case for F + . Constructing the transfer matrix consistent with 2D Mikado ordering and computing its largest eigenvalue, we have predicted that the growth rate of the directed animal on a 3D simple cubic lattice is ln Λ = lim N →∞ ln Z N /N , where Λ = 2( √ 2+1) ≈ 4.8284.
