Abstract. In this paper we proof that every Fourier multiplier on homogeneous Sobolev spaceẆ 1 1 (R d ) is a continuous function. This theorem is generalization of A. Bonami and S. Poornima result for Fourier multipliers, which are homogeneous functions of degree zero.
Introduction
In the present paper we consider the invariant operators on the homogeneous Sobolev spaces on R d given by Fourier multipliers. The Sobolev spaceẆ 1 1 (R d ) consists of those functions on R d whose distributional derivatives of order one are integrable. The pseudonorm, given by ∇f 1 , is a norm on the quotient by constant functions (cf. [1] ). A measurable function m : R d → R is called a (Fourier) multiplier if the operator given by the formula T m f = F −1 (m · F (f )) is bounded. Fourier transforms of a bounded measures are examples of multipliers. Indeed, the convolution with a bounded measure is a bounded operator on every translationaly invariant space where shifts operators are continuous, in particular on the homogeneous Sobolev space.
the most important questions about the invariant subspace of L 1 is how singular bounded operators acting on it may be. The class of invariant singular operators, which plays the most important role in analysis, are the Calderon -Zygmund operators which are given (in the invariant case) by the multipliers that are noncontinuous at 0. Therefore, the question of the continuity of a multiplier arises quite naturally in the theory.
The simplest case of noncontinuous multipliers was settled by A. Bonami and S. Poornima who proved that the only multipliers which are homogeneous functions of degree 0 are the constant functions. In their beautiful proof they use very delicate result by Ornstein (cf. [8] ) on the nonmajorization of a partial derivative by the other derivatives of the same order. While the class of homogeneous multipliers, containing e.g. Riesz transforms, is the most important one, the question of the continuity of general multipliers remained open. The aim of this paper is to fill the gap. We prove that any multiplier acting on the homogeneous Sobolev space with integral norm is a continuous function.
Our proof uses three main ingredients. The first one is the BonamiPoornima result. The second is the Riesz product techniques which allows us to make the crucial estimates on the torus group which would be sufficient for our purpose, provided we are able to transfer the problem from R d to T d . This transference in the case of multipliers on L 1 space is the subject of the theorem of deLeeuw. However, in the case of multipliers on the homogeneous Sobolev space no equivalent of the deLeeuw transference theorem is known. We are able to overcome this difficulty due to the special form of functions on which the multiplier reaches its norm. The question of general deLeeuw type theorem for the homogeneous Sobolev spaces remains open and we believe that this paper will provide a motivation for futher research in this direction. For a formal statement of the main theorem we need some auxiliary definitions and notations.
One can find more details on the function spaces mentioned above in [10] . We define the Fourier transform as in [11] . We write
where α is a multi-index and D α is the corresponding distributional derivative and k ∈ N + . Analogously we writeẆ
with the seminorm
where α, D α and k are the same as above. The homogeneous Sobolev spaces are the special cases of Beppo-Levy spaces which are discussed in [3] . In the following part of the paper we will use the symbolẆ 
We use the symbol M (X, X) to denote the space of Fourier multipliers on X. Now we can state the main result of this paper
In the proof of the main theorem we will use the following theorem of A. Bonami 
Then
For the proof see [1] . We will also use the classical theorem on pointwise convergence of multipliers on L 1 (R d ) and deLeeuw theorems.
Suppose that φ is continuous. Then the limit function φ has the form
Proof of this theorem is in [5] as Corollary 33.21.
) and the following inequality holds
and
Proof of these two theorems are in [11] .
Remark 1.6. -In Theorem 1.5 it is sufficient to take convergent to zero a sequence {ǫ j } instead of every ǫ > 0.
In the next section we prove the main result. To focus the attention on the main line of the proof, some technical lemmas are formulated in that section without proofs. For the reader's convenience proofs of the technical lemmas are given in the last section.
Proof of main theorem
In this section we prove the main result of this paper (Theorem 1.1). We already know that m(·)
Then it is enough to show that lim x→0 m(x) exists. Prior to proof of the theorem we need one more definition. Let f : R d → R. We say that f has almost radial limits at 0 iff the following condition (*) holds:
Proof. -Theorem 1.1 Since m is bounded, there are three possibilities:
I m(·) satisfies condition (*). II Condition (*) does not hold. Then one of the following is satisfied (a) There exist sequences {a 1,n } n∈N , {a
Proof in the case I
To prove the continuity in this case we need the following lemma on the pointwise convergence of multipliers. 
The prove of this lemma one can find in the Appendix. In the next lemma we use Theorem 1.2 to show that the multipliers satisfying condition (*) are continuous.
Proof. -Note first that m has the radial limit at 0 (we apply (*) to
We can choose increasing sequences n j and k j so that
But this contradicts (*) because
Since the norm of the multipliers from M (Ẇ
is invariant under rescaling, the functions m( 1 n ·) are Fourier multipliers with equal norms. By Lemma 2.1 their pointwise limit, being bounded and continuous on R d \{0}, is a Fourier multiplier. Then Theorem 1.2 implies that Ω is a constant function which in turn means that all radial limits of m are equal:
We show that this implies the continuity of m. Indeed, suppose oppositely, there exists a sequence
But from (*) we get
Proof in the case IIa
From now on we assume that d = 2. This allows us to simplify the notation yet not loosing the generality. We can also assume, transforming linearly if necessary, that a = 1, b = −1 and v = (1, 0). In the proof we will use the following lemma to get estimates on the norm of the multiplier m.
Lemma 2.3. -(cf. [13] ) There exist C ∈ R + and {M s } s∈N + such that for every s ∈ N + there exists {σ(j)}
Cs,
Remark 2.4. -The precise value of M s follows from Theorem 5 on page 563 from [7] which says that whenever s k=1 |d k | |d k+1 | < K then the expression appearing in the lemma is equivalent to the similar one with functions ξ → cos(2π d j , ξ ) replaced by cosines of independent Steinhaus variables. And after this replacement the lemma is just Lemma 1 of [13] . Similar, but stronger conditions for this equivalence was found by M. Dechamps [2] .
Let us assume that operator T m corresponding to multiplier m is bounded.
T m K
Now we will construct a function h s fromẆ
To do this we take the sequence {σ(j)} s j=1 ∈ {−1, 1} s chosen according to the above lemma, and construct a sequence of balls B(c k , r k ) and
log(2) | + 2 and ǫ > 0 the following conditions hold:
We define sequences {c k } and {r k } inductively. There is no problem with r n because it is chosen always after c n and by B and G it just need to be sufficiently small. For c n note that the conditions D and F require only that c n is small enough. For condition A it is enough to take c n as an element of sequence {a σ(1),k } (2.1) and if we additionally select sufficiently big k, the conditions E and H are satisfied. At the end we adjust our choice to the condition C: since the rationals are dense in R and all other inequalities are strict, we can do this in such way that inequalities remain valid. The condition I follows from B, D and F. Indeed for k ∈ {1, . . . , s − 1}
and for k ∈ {1, . . . , s − 1}, ζ j ∈ {−1, 0, 1} and j ∈ {k + 1, ..., s} and
where ζ k ∈ {−1, 1} and ∀ j∈{k+1,...,s} ζ j ∈ {−1, 0, 1}. Note that the representation of
is unique. For φ ∈ Q 2 we denote by χ(φ) the number of non zero summands in the representation (2.3). There exists λ s ∈ N + such that λ s c k ∈ N 2 . We define set
, with a norm no greater than the norm of φ.
We check at once that for given
where R is the modified Riesz product:
is invariant under rescaling, we have Corollary 2.6. -
Another crucial property of H θ s is following Lemma 2.7.
-There exist θ = θ(s) ∈ N + such that
where constant C is independent of s. ξ1 is a tempered distribution. We define a tempered distribution h s by the formula
By standard properties of the Fourier transform acting on tempered distributions, we get
Since we already proved that both H Now we pass to the estimation of the norm of T m h s from below. Once again we use the invariance under rescaling of the multiplier norm. We have
(2.8)
. Hence the operator Q s defined by
From identities (2.7),
where P s :
is given by the Fourier multiplier
From the definition of H θ s we know that m(λ
is a polynomial. Comparing the Fourier coefficients we get
We put 
By the conditions I and A, any coefficient of Z s differs by at most ǫ from the corresponding coefficient of Y s . Since both polynomials have no more then 3 s non-zero coefficients, we get (2.14)
It is easy to verify that
Since by the condition F, 
By Lemma 2.3,
Combining now successively (2.8), (2.9), (2.10), (2.12), (2.13) and (2.14), we get
Cs what due to the uniform boundedness of h s Ẇ 1 1 (R 2 ) proves that T is unbounded.
Proof in case IIb
The proof in this case is very similar to case IIa. The only difference is that due to lack of symmetry we have to replace Lemma 2.3 by its asymmetric counterpart. We will use the following result from [13] . 
We construct the sequence of balls B(c n , r n ) and B(−c n , r n ) satisfying A. |m(ξ) − 1| < ǫ for B(c n , r n ) and |m(ξ)| < ǫ for ξ ∈ B(−c n , r n ) and n = 1, 2, . . . , s, B. r n+1 2 −N r n for n = 1, 2, . . . , s,
log(2) | + 2, and M 1 s as in Lemma 2.9. The inductive construction is similar to that in the case IIa. Then, analogously an as in the case IIa, we define λ s , θ(s), h s , and we get
Like in case IIa we define Y s (2.11) and due to the similar reasons
Then we put
otherwise , where k ∈ {1, 2, . . . , s}. As you can see function a(·) differs from its analog in the case IIa. Then we define a polynomial Z s by
It is easy to check that
and similar reasoning as in the case IIa (2.14) gives as
To estimate the norm of Z s from below, as in the case IIa, we define c k,s for which we get
and we check that
By Lemma 2.9, Z s L1(T 2 ) Cs.
Cs − ǫ3 s , and setting ǫ = C3 −s−1 s we get
Cs which by uniform boundedness of h s Ẇ 1 1 (R 2 ) proves that T is unbounded Remark 2.10. -R. Lata la [6] proved, that in the case IIa we could use σ(k) = (−1) k .
3. Appendix
Proof of lemma 2.1
First of all we estimate the supremum norm of the multiplier by the norm of the corresponding operator.
Note that β = 0, because αξ
Defining
we have
Since f is positive,
For λ > 0 we put
Then, by (3.2), (3.4)
The function defined by
Expressing its derivatives (j = 1 . . . , d)
we get, using the triangle inequality, our choice of β (3.1), the equality (3.6), the estimate (3.5) and (3.3),
Since the norm of the space M (Ẇ
where T 1 α m denotes the operator corresponding to the multiplier m(
where k is defined in (3.1) . By the definition of bounded multiplier,
Therefore T given by the convolution
We have
Hence T corresponds to the multiplier 2πim(
. By Theorem 1.4, the operator S given by
By (3.8), the sequence 2πim(
does not vanish only in the single point l = αξ K . Then S is the convolution with trigonometric monomial
This together with (3.9), (3.10) and (3.11) gives
what finishes the proof.
Remark 3.2. -The constant (d+1) in the inequality (3.12) is not optimal but it's sufficient for our application. However, it would be interesting to settle whether the optimal constant is equal to one as in the case of the corresponding space on T d . Now we can prove Lemma 2.1. We derive it from the corresponding result for measures (Bochner's theorem).
Proof. -Lemma 2.1.
For fixed f , by *-weak compactness of unit ball in M (R d ) there exists a sequence m kj (·) such that for j ∈ {1, 2, . . . , d} there exist measures µ j for which
By the assumptions of the Lemma 2.1, pointwise limits of Fourier transforms of these functions exist and are continuous. By Theorem 1.3, for j ∈ {1, 2, . . . , d},
Repeating this for ξ j f we get that µ j is a function. Therefore µ j ∈ L 1 (R d ) and
Since the Fourier transform is bijective on tempered distributions,
and (3.13)
Then by (3.13),
and T m could be uniquely extended to bounded operator onẆ
Proof of lemma 2.7
We begin with two technical lemmas. In this lemmas we proof essentially that multiplication of the compactly supported Fourier transform of L 1 function by sufficiently smooth function is again the Fourier transform of L 1 function. This property will be essential in the proof of the Lemma 2.7.
2 and η ∈ C ∞ 0 be such that
Then for every δ > 0 and for ǫ small enough we have
and the following inequality holds
Proof. -By the smoothness assumption for sufficiently small ǫ > 0 and 0 < |α| k, the Taylor expansion:
but from (3.16) we have the following estimate for: 0 |α| + |α
Hence
By the triangle and Hölder inequalities,
Hence for ǫ small enough we have
Moreover, the following identity holds
Now we have
(3.18)
For ǫ < 1 we get
Hence it follows from (3.17) that there exists ǫ 0 = ǫ 0 (η, ξ 0 , f, δ) such that, for any ǫ < ǫ 0 ,
Remark 3.4. -The assumptions of the above lemma are not optimal. It is enough to assume that F −1 (η) belongs to the suitable Sobolev class and the support of η is compact . 
Proof. -Since f is homogeneous of degree zero on the cone S(ξ 0 , r) and satisfies the conditions of Lemma 3.3 for ξ 0 ∈ R d , then it also satisfies them for the point λξ 0 ∈ R d for all λ > 0. From Lemma 3.3 for ǫ small enough we get
Since f is homogeneous of degree zero, D α f is homogeneous of degree −|α|. Hence for λ > 1,
For λ large enough (3.19)
. A simple calculations gives η ǫ,λξ 0 (ξ)h(ξ) = η λ −1 ǫ,ξ 0 (λ −1 ξ)h(λ −1 ξ).
From the inequality (3.19) we have
Now we can prove the Lemma 2.7.
Proof. -Lemma 2.7. By the conditions A-G (page 8 or page 13),
