Abstract-The paper is about mobile Stream Control Transmission Protocol (mSCTP) and the problems related to simultaneous mobility. Simultaneous mobility is when the both endpoints of a communication session are mobile and they move at about the same time.
I. INTRODUCTION
Stream Control Transmission Protocol (SCTP) was initially designed for the transmission of SS7 signaling across packet network. SCTP is a general-purpose transport protocol for message-oriented applications, which can be used in place of both TCP and UDP [1] , [2] . The SCTP basic service is the reliable transfer of user messages (so-called streams) between peer SCTP users. SCTP performs this service within the context of an association between two SCTP endpoints. SCTP is connection-oriented in nature, but the SCTP association is broader than the TCP connection. This means that each SCTP endpoint provides the other endpoint (during association startup) with a list of transport addresses (i.e., multiple IP addresses in combination with a SCTP port) through which the endpoint can be reached and from which it can generate SCTP packets. The association works for transfers over all possible source/destination combinations that can be generated from each endpoint list. This means that an SCTP association is more resilient to network failures and provides multi-homing facilities.
mobile SCTP (mSCTP) is an extension of SCTP designed to solve the problem of vertical handover in heterogeneous networks by dynamically switching between alternate network interfaces [3] . The extension consists of the addition of Dynamic Address Reconfiguration (DAR) [3] feature, which is a mobility enabling feature but not a mobility solution by itself. DAR allows SCTP to dynamically add or delete IP addresses while keeping the e2e connection intact, i.e., during an active SCTP association.
However, a serious problem related to these protocols is because of the basic assumption that one mobile endpoint communicates with the corresponding stationary endpoint only. This assumption does not match the situations existent today in real mobile networks, where both endpoints can be mobile and we accordingly have the problem of simultaneous mobility. The endpoints can therefore simultaneously move and update address binding. This calls for new, smarter solutions for mobility, which are able to handle such situations.
There are several solutions suggested to solve this problem. For instance, in [4] , the authors provide a very detailed analysis of the problem of simultaneous mobility. An analytical framework is introduced for analyzing certain mobility problems including but not limited to simultaneous mobility. Solutions are suggested to handle the simultaneous mobility problem for Mobile IPv6 (MIPv6), MIP with Location Register (MIP-LR) and SIP Mobility Management (SIPMM).
Another important work is [5] , where the authors mention two solutions, namely SCTP with Mobile IP [6] and using dynamic DNS [7] . A solution, called mSCTP with Reliable Server Pooling (RSerPool), is illustrated in detail to cope with the simultaneous handover problem. It acts like a shim layer between L4 and L5 (Internet Model). An important drawback of the solution SCTP with Mobile IP (MIP) is that the endpoint must support MIP and potential large handover delay may be introduced because of the well-known MIPv4 problem of triangle routing. On the other hand, for the solution using dynamic DNS, the problem is that DNS has been designed under the assumption that its entries change infrequently and the connection is not reliable because it is based on UDP.
In this paper, we suggest a new solution for mSCTP combing Address Handling Function (AHF) and Simultaneous Mobility Detection Function (SMDF) as well as Name Server (NS), to cope with the problem of simultaneous mobility. Our preliminary results show that the solution has performance as good as the standard mSCTP in a non-simultaneous mobility situation in term of packet loss for low rate stream like voice over IP. The drawback is that some modifications are needed to SCTP protocol.
The rest of the paper is organized as follows. In section II, simultaneous mobility and problems caused by it are illustrated. A simultaneous mobility management solution is advanced in section III. Evaluation of the solution is shown in section IV, and we conclude the paper in section V.
II. SIMULTANEOUS MOBILITY
Simultaneous mobility refers to the case when both endpoints of a communication session are mobile and they move at about the same time [4] . The movement of endpoint refers to the change of logical location with respect to network access point rather than user geographic position. This means that simultaneous mobility is a logical concept rather than a physical one.
There are four types of mobility [8] : terminal mobility, user mobility, session mobility and service mobility. Terminal mobility is also known as mid-session mobility. In this following, we focus on the terminal mobility only.
It is important to point out that both control message and data may experience the simultaneous mobility problem. In the following, we focus on the control messages only. This is because, compared to payload data, control messages play a more important role in maintaining the communication session. In other words, we consider that, if a suggested solution can tackle the simultaneous mobility problem of control messages, then the probability is high that the suggested solution is able to solve the problem of data messages as well.
The main problem connected with simultaneous mobility is losing the Binding Update (BU) [9] sent by mobile entities Mobile Endpoint (ME)s because it is sent to a previous address of the peer that is moving at around the same time. Both BUs may get lost in this case because of belated arrivals. Other factors, like network congestion, node failure and path error may result in the loss of BUs as well. As a consequence of this, we may have packet losses and longer packet delays. The session is thus suspended and eventually broken, with the consequence of service disruption. The simultaneous mobility problem of mSCTP occurs during the exchanging of IP address binding update using ASCONF and ASCONF-ACK chunks, as shown in Fig. 1 . For each ASCONF chunk or ASCONF-ACK chunk, referred to the peer's receiving IP address state, it may arrive before the receiving IP address becomes unreachable (so-called In-Time arrival) or after that (so-called Belated arrival).
III. SUGGESTED SOLUTION
Because mSCTP entity does not have a global unique identification during the association life span, it can not resolve the peer's latest IP address after the simultaneous mobility problem occurs. Further-more, mSCTP can not acquire the state of IP address owned by its host, thus another function entity should be employed to trigger the address binding update. In other words, mSCTP is only capable of sending and receiving address binding update. Which IP address should be updated and when to send binding update are out of its scope. All in all, the absence of address management of mSCTP prevents it from handling simultaneous mobility problem perfectly.
In order to enhance the mSCTP handling the simultaneous mobility problem, we advance a new solution combining AHF, SMDF and NS, as shown in Fig. 2 . AHF is responsible for monitoring the changing of IP address in the mobile endpoint. When the mobile endpoint gets a new IP address through DHCP, PPP or GTP, or it loses its IP address due to the detachment from access point, AHF triggers an event to notify mSCTP function to send an IP address update to its peer and the NS. Meanwhile, SMDF grabs information from the AHF and mSCTP, including state of path, cwnd, number of un-acknowledged chunks and other related statistics of SCTP association. Based on all the information gathered and the time receiving the address changing event from AHF, a decision is made if a simultaneous mobility happens. This decision is sent to the AHF to trigger a query message to NS to get the latest IP address information of its peer. NS is responsible for maintaining the binding database and Host Name Address (HNA) resolution. It acts as a pro-active query proxy server for binding updates from endpoints as well. That means NS is not only responsible for the response of name resolution query, but also keeps a copy of the query request for the time T. If it gets any updates from the queried address during the particular time, then it actively forwards the update to the sender of query, as shown in Fig. 3 .
Here, we suggest using the HNA parameter in INIT chunk [1] , [2] to exchange global unique identifier given that the address type of SCTP includes not only IPv4 and IPv6 addresses but also HNA. HNA is initially designed to work across a NAT box. However, in most cases the HNA is not routable. A NS is therefore introduced to resolve the HNA to get reachable addresses like IPv4, IPv6 or other routable addresses. That means when the simultaneous mobility problem occurs, both endpoints query the NS and acquire the peer's latest reachable address. Fig. 4 shows the INIT packet structure. The HNA is a variable-length optional field, which may be a host domain name, a dotted-decimal number, a Universal Unique ID (UUID) [10] or a randomly generated string by endpoint itself.
The signaling procedure of this solution is shown in Fig. 5 . First of all, both Mobile Endpoint A and B register HNA to the NS (steps 1-2 in Fig. 5 ). After that, the Mobile Endpoint A and B setup an end-to-end association by exchanging control chunks INIT, INIT-ACK, Cookie-Echo and Cookie-ACK similar to the standard SCTP protocol (steps 3-6 in Fig. 5 ). During the establishment of the SCTP association, endpoints A and B exchange HNA by setting the optional parameter of the INIT chunk and the responding INIT-ACK chunk (steps 3 and 4 in Fig. 5 ). After setting up the association, both endpoints resolve the host name by sending an query to a specified NS by using another SCTP association established between endpoint and the Name Server. The acquired routable IP addresses are then added to the transport address list (steps 7-10 in Fig. 5 ). Should one or more IP addresses be provided by response, then one of them will be selected as the primary address for the transmitting data and control chunks. The other addresses act as backup or alternative address.
When a ME moves to a new area, it first gets a new IP address, then the AHF detects the changing of IP address, it triggers the mSCTP updating the binding of IP address and HNA to NS and the corresponding endpoint (steps 11-13 in Fig. 5 ). Because NS is stationary, no BU is late, and the BU is received by NS. For the binding update to the peer, however, it may be late arrival and gets lost as a consequence of simultaneous mobility. Both mobile endpoints A and B should detect the simultaneous mobility and initiate requests to the NS to get the latest peer address (steps 14-15).
IV. GENERAL EVALUATION A. Setup
We investigate the performance of the solution during simultaneous mobility situation in terms of packet loss rate and bandwidth in a lab environment. For doing this, we use two Mobile Endpoints, a Name Server, two Link Delay Simulators and a Control Node, as shown in Fig. 6 . Fig. 1 ). Actually, the endpoints are not mobile. We use instead the Control Node to change the IP address of interfaces, which is considered to be a similar form as real mobility.
Two Link Delay Simulators are used to introduce latency between the Mobile Endpoint and the Name Server, to simulate the round trip delay and time detecting the simultaneous mobility. Binding update to or from the Name Server is delayed by 100, 500 and 1000ms, respectively. Link Delay Simulator runs on the same host of Mobile Endpoint A and Mobile Endpoint B, respectively.
The Name Server runs on the third notebook together with Control Node. Control Node is responsible to control the status of IP address on endpoints A and B. By sending the control command to both mobile endpoints deleting or adding IP address, the simultaneous mobility is simulated.
Four test cases are considered to simulate Real-Time VOice (RTVO) stream, Real-Time ViDeo (RTVD) stream, non-RealTime LOw (nRTLO) rate traffic and non-Real-Time HIgh (nRTHI) rate traffic, respectively. The details of each stream used in test cases are listed in Table I . We employ partially reliable extension [11] of SCTP to transmit stream in test cases 1 and 2. Partially reliable transport service is defined as a service that allows the user to specify, on a per message basis, the rules governing how persistent the transport service should be in attempting to send the message to the receiver [11] . This service allows the service user to indicate a limit on the duration of time that the sender should try to transmit/retransmit the message. One example of partially reliable service is "timed reliability" service like VoIP, where generating a new packet can provide better voice quality than retransmitting the old one.
For the partial reliability service, the life time of packet is 800 ms, which means that the packet will be discarded if no acknowledgment is received in 800 ms after being sent.
B. Evaluation Results
The first set of experiments (Test Case 1 and 3) is performed with Mobile Endpoint B sending a low rate 64 kbps stream to Mobile Endpoint A. The traffic is sent in a fully reliable way and partially reliable way, respectively. Fig. 7 shows the data rate received by the Mobile Endpoint A during the entire simultaneous mobility period for different time delays and different streams. Real time stream and nonreal time traffic show similar bandwidth utilization during the simultaneous mobility period. The data is buffered in the Mobile Endpoint B when the initial primary path broke due to simultaneous mobility, and then it is retransmitted in a burst after the second path is reestablished. Thus the bandwidth used shows a spike after the handover. From Fig. 8 , we observe that only the real time stream with 1000 ms delay suffers from packet loss because the sending mobile endpoint discards the packet given that it does not get any acknowledgment from the designated receiver in 800 ms. Regarding the fully reliable service, no packet loss is observed given that the buffer is big enough to accommodate all the packet in one second less interruption.
The second set of experiments (Test Case 2 and 4) is conducted with Mobile Endpoint B sending a higher rate 1.8432 Mbps stream to Mobile Endpoint A. The traffic is sent in a fully reliable way and partial reliable way, respectively. Fig. 9 shows the data rate received by the Mobile Endpoint A during the entire simultaneous mobility for different time delays and different streams. Similar to Fig. 7 , real time stream and non-real time traffic show similar bandwidth utilization during the simultaneous mobility period. The bandwidth used shows a spike after the handover as well. This is because the data is buffered at the sender side when the initial primary path broke and then retransmitted in a burst after the second path is re-established. In Fig. 10 , we observe that not only the real time stream with 500 ms and 1000 ms delay but also nonreal time traffic with 500 ms and 1000 ms delay suffer from packet loss, and packet loss of real time stream is relatively higher than that of non-real time stream. Compared to the low Fig. 8 , high rate stream suffers much higher packet loss rate. In Fig. 8 and Fig. 10 , both stream and traffic with 100 ms delay do not suffer from packet loss, similar to standard mSCTP handover between two interfaces. That means buffer size at the sender side plays an important role in reducing packet loss of high rate stream like video and well dimensioned buffer can reduce the packet loss rate and improve the performance during handover.
For bandwidth results shown in Fig. 7 and Fig. 9 , they display similar form as those in [5] . In Fig. 7 and Fig. 9 , we observe the packet rate becomes normal shortly after regaining the new connection. The fact proves that the solution works effectively to recover the association from the simultaneous mobility problem.
V. CONCLUSIONS
In this paper, a solution based on Host Name Address (HNA) together with additional Name Server (NS) is suggested to solve this problem. Other two functions Address Handling Function (AHF) and Simultaneous Mobility Detection Function (SMDF) are employed to detect the IP address changing and simultaneous mobility. The results of evaluation show that no packet loss were observed by a stream at a relatively low rate like Voice over IP (VoIP). For high rate service, if the association broken time is limited to a scale of 100 ms, we can also get very good performance with the help of buffer. For longer broken time caused by simultaneous mobility, the packet loss is inevitable. Anyhow, the normal transmission is quickly resumed after the network connectivity is regained.
An important advantage of the suggested solution is that it is transparent to upper layer applications. It is mSCTP that handles the simultaneous mobility problem, and an upper layer application can not even sense the problem. Another important advantage is that no change is needed to be done at the network layer. Further, a reliable connection using SCTP is established for address updating instead of a connectionless UDP session used in Dynamic DNS (DDNS) solution.
However, the suggested solution has several drawbacks as well. The first is that we need to modify the SCTP protocol. Furthermore, we need one more SCTP association for transmitting HNA binding update and name query as well as response. Reusing the SCTP association for name resolution between different applications can be a solution to reduce the number of SCTP associations in an endpoint.
Future research is about deploying the NS system in a largescale network. Another important issue is how to find the nearest NS with reference to minimizing the name resolution delay, which is critical to the performance of simultaneous mobility and seamless roaming. Finally, another direction is about extending the function of the NS in the sense that more information is stored in the NS like, e.g., geographic location and point of attachment to predict the mobility and minimize the simultaneous mobility detection time.
