Systems out of equilibrium exhibit a net production of entropy. We study the dynamics of a stochastic system represented by a master equation that can be modeled by a Fokker-Planck equation in a coarse-grained, mesoscopic description. We show that the corresponding coarse-grained entropy production contains information on microscopic currents that are not captured by the Fokker-Planck equation and thus cannot be deduced by it.This result suggests that the definition of equilibrium in terms of entropy production relies on the details of our description and that this is much affected by a coarse-graining procedure. Our results are amenable of experimental verification, which would help to elucidate the physical meaning of the production of entropy in systems out of equilibrium.
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PACS numbers:
Any physical system, and its characterizing processes, can be depicted by making use of different levels of description. Considering a microscopic spatial and temporal resolution, any evolution will appear purely reversible in time. Since most of the details of a system are usually unknown, they are neglected a-priori, thus requiring a mesoscopic description in terms of random variables and probabilities. The theory of stochastic thermodynamics relies on this assumption, i.e. on a temporal and spatial 'coarse-graining' [1] . Furthermore, within the possible mesoscopic descriptions, different levels of coarse-graining are allowed, and all the physical observables could be somehow affected by the information we are unaware of or deliberately ignored a-priori. Quantifying the influence of the coarse-graining on our prediction of the physical properties of a system is a long-standing problem, addressed by countless works in literature [2] [3] [4] [5] [6] [7] .
It is known [1] how the entropy balance is affected by performing a coarse-graining on the system 'microstates'. The limit of instantaneous equilibration of the internal microscopic states makes the mathematical form of the theory independent of the level of description. Remarkably, this unravels the key assumption of the stochastic thermodynamics, that is the internal structure of each state may evolve in time, but always remaining at equilibrium. In [1] the effect of neglecting information is investigated in a Markovian discrete-state dynamics, which is one of the possible way to describe a stochastic system. Among all the possible quantities that can be estimated in a system out of equilibrium, in this Letter we focus on the entropy production, a fingerprint of nonequilibrium conditions and a fundamental quantity in various fluctuation theorems [8] [9] [10] [11] [12] [13] [14] [15] . These theoretical findings stimulated several experimental confirmations in the field of stochastic thermodynamics [16] [17] [18] . Moreover, the production of entropy has a leading role in building efficient engines [19, 20] , since it can be understood as the 'cost' of performing a given task. For all these reasons it has been widely investigated both in discrete [21] [22] [23] and continuous systems [24] [25] [26] [27] .
We consider a system with a finite number, N , of accessible states whose dynamics is described by a Master Equation of the form:
where W ij is the transition rate from the state j to the state i and P i (t) is the probability to be in the state i at time t. Following Schnakenberg's formulation [21] , the (average) entropy production iṡ
where the sum is performed over all non-zero transition rates (it is assumed that W ij > 0 implies W ji > 0). Eq. (2) was originally motivated from an information theory approach [21, 28] , but it is thermodynamically consistent, as pointed out in [22, 29] . In what follows we refer to Eq. (2) as the microscopic entropy production. Stochastic systems, under suitable conditions, can be also described in terms of continuous variables by means of a diffusive equation. The standard approach [30] consists of introducing a new variable x = i∆x, that represents for example the spatial position of a particle in the state i, which becomes continuous in the limit ∆x → 0. By performing the Kramers-Moyal expansion on Eq. (1) [30] , this procedure leads to the Fokker-Planck equation [30, 31] :
where P (x, t) = P i (t)/∆x represents the probability density function to be in the state x at time t, A(
2 W ji the diffusion coefficient, in the limit ∆x → 0. This approach relies on the assumption that all the 'pseudo-moments' of the transition rates of order arXiv:1810.01833v1 [cond-mat.stat-mech] 3 Oct 2018 higher than 2 vanish when ∆x approaches 0 [32] . It is important to notice that the dynamics represented by Eq. (3) belongs to a different level of description with respect to the discrete-state dynamics, Eq. (1), and all the relevant information are now encoded in the coefficients A(x) and D(x).
In [24] , Seifert calculated the mean entropy production for systems described by a Fokker-Planck equation starting from the entropy associated to each possible trajectory, leading to the following formula:
In this Letter we address the basic question on how equations (2) and (4) are related. The former is derived within a framework considering discrete states systems, whereas the latter arises directly in the continuum limit, where many microscopic details are ignored, i.e. after a suitable spatial and temporal coarse-graining. Since both formulas refer to the same quantity at two different levels of description, we naively expect that one can be obtained from the other. As we will show, this is true only for a specific choice of the transition rates. However, in general Eq. (4) does not fully capture the contribution to the entropy production stemming from the microscopic currents, which do not enter explicitly in the Fokker-Planck equation.
As an illustration of the idea we first consider a simple model of a one-dimensional random walk where a particle can jump in both directions with different step lengths k = 1, 2, ..., n at any time (for simplicity in the formulation we skip the length scale at this point), as sketched in Fig. 1 . Jump rates are:
A description in terms of a Fokker-Planck equation, Eq. (3), can be guaranteed if we take the transition rates as
where w k ≥ 0 and β k ≥ |α k | to ensure that W ±k ≥ 0 for all ∆x. In particular, Eq. (6) leads to A = n k=1 kα k w k and D = n k=1 D k , where D k = k 2 w k is the diffusion coefficient associated to the process involving only jumps of size k, and higher-order 'pseudo-moments' of the transition rates vanish when ∆x → 0. Note that in this simple case both coefficients are independent of x [38] .
The microscopic entropy production, Eq. (2), in the continuum limit becomes:
i i-1 (2) (1) i-1 (2) i-2 , where k = 1, 2. The coarse-grained current, Ji, can be calculated considering all currents passing through a given node. This is the current appearing in the Fokker-Planck equation.
where we have defined the mesocopic probability current associated to the step of size k as (see SI sec. I)
On the other hand the current entering in the FokkerPlanck equation is given by J(x, t) = n k=1 J (k) (x, t) (see SI sec. I) leading to the Seifert's formula for the entropy production, Eq.(4):
As a consequence of the Cauchy-Schwarz inequality (see SI sec. I for details) we geṫ
It is interesting to note that Eq. (7) corresponds to the sum of the mesoscopic entropy production, as in Eq. (4), associated to each microscopic process, while the entropy production directly derived from a mesoscopic description involves an 'integrated' current and diffusion coefficient, leading to the inequality in Eq. (10). We conclude that Seifert's formula represents a lower bound for the production of entropy; instead, Eq. (7) gives a more accurate value as it captures all microscopic currents hidden in the mesoscopic description, but contributing to the entropy production.
Intuitively, the discrepancy between the two formulas relies on having different 'channels' through which the particle can move, jumping to distant locations without necessarily going through the intermediate points (see Fig. 1 ). All the microscopic currents contribute to the production of entropy. When the system is coarsegrained they are simply added up and part of the information is lost if currents through different channels flow in opposite directions.
The multi-step random walk becomes very simple to solve if we impose periodic boundary conditions. The stationary solution to the master equation corresponds to the homogeneous state P (x) * = 1/L, where L is the size of the system. Thus, the Seifert's formula for the entropy production simplifies to:
whereas the actual value for the entropy production can be found by taking the continuum limit of the microscopic entropy production:
Apart from the trivial case of n = 1 (just only one step jump), the equality holds if and only if α k = αk, where α is a constant. This case leads to the stationary kth current (see Eq. (8)) J (k) (x) * = αD k P * , which is independent of x.
Remarkably, notice that if J (k) i = 0, that is the microscopic detailed balance condition is satisfied, then also detailed balance holds in the corresponding FokkerPlanck description, i.e. J(x) = 0 [30] . However, the vice versa does not necessarily holds, that is equilibrium in the continuum description does not necessarily implies that the underlying microscopic dynamics is also at equilibrium. Indeed, if n k=1 kα k w k = 0 we obtainṠ * FP = 0 whereasṠ ∆x→0, * ME > 0, as soon as α k is not proportional to k. In other words, the system seems at equilibrium in the continuum description, while there is not detailed balance at the microscopic level.
Our results can be extended to a continuous-step model where the system can jump to any location according to a certain distribution. The continuous versions of Eqs (1) and (2) are [30] :
where W (x, r) is the rate density of a jump of size r from location x. We now consider an infinite system and therefore integrals are performed between −∞ and +∞. We take the following scaling form for the transition rates:
where f is a generic symmetric function [33] and z(x, r) = (r − A(x) )/ d(x) . Without loss of generality we have chosen f (0) such that dze −f (z) = 1. We have introduced an expansion parameter in such a way to control the right scaling of W (x, r) in the diffusive limit, → 0. The surviving terms in the Kramers-Moyal expansion lead to the Fokker-Planck equation, Eq. (3), with D(x) = d(x) dz z 2 e −f (z) /2. The entropy production, calculated in the → 0 limit, is (see SI sec. II-IV for the derivation):
where · = dz · e −f (z) . Since this general formula is quite cumbersome, in what follows we restrict our anal-ysis to two simple cases of interest: the one with nonvanishing drift and constant diffusion rate, and the case with zero drift and space-dependent diffusion coefficient. For constant diffusion coefficient (D(x) = D), we obtain:
where the inequality follows from the Cauchy-Schwarz inequality (see SI sec. IV-A). Eq. (18) emphasizes that Seifert's formula (4) needs to be corrected by a positive term, which takes into account information about the microscopic dynamics missing in the Fokker-Planck equation.
It is particularly interesting the choice of Gaussian transition rates, f (z) = z 2 + log √ π. This represents the limiting case, in this setting of constant diffusion, where there is no loss of information in the coarse-graining process, so that Eq. (18) holds as an equality (see SI sec. IV-A for details). This result agrees with the fact that, in order to consistently describe a microscopic dynamics as a Fokker-Planck equation, one needs to assume Gaussian transition rates, otherwise inconsistencies in nonequilibrium quantities may arise [34, 35] .
On the other hand, when A = 0 and D(x) is not constant, we obtain:
where
. Interestingly, this result corresponds to the expression reported by [25] for the entropy production of a system descried by a one dimensional Fokker-Planck equation, i.e. an overdamped process, if one takes γ = 0. As shown in the SI (sec. IV-B), γ is always positive and thus the strict inequalitẏ S →0 ME >Ṡ →0 ME (γ = 0) holds. Experimental analysis is needed to verify the corrections to Seifert's formula for the entropy production. However, our approach relies on knowing many microscopic details of the system -the transition rates-which are commonly unknown or not properly measurable. A simple experimental setup could be provided by a onedimensional overdamped colloidal particle with a spacedependent diffusion and zero drift, similar to the one described in [25] . In this simple scenario, the corrections to the entropy production given by Eq. (19) do not vanish (even the simplest Gaussian case f = z 2 +log √ π leads to γ = 3/2, see SI sec. IV-C), and therefore might become quantifiable by an experimental test.
It is well-known that a coarse-graining procedure, either in time or space, leads to an underestimation of the entropy production [1, 36, 37] . We have pointed out that the same applies when a mesoscopic description of the dynamics is adopted, i.e. when a coarse-graining is performed on time and space at the same time. We have shown that the Fokker-Planck equation does not always captures the non-equilibrium nature of the system, as some important information could be neglected when taking the continuum limit. The present work might provide the basis for an accurate characterization of stochastic systems and a better understanding of the microscopic world hidden behind a coarse-grained description.
