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Summary 
We present a study of the harmonic map heat flow of Eells and Sampson in the case that 
the domain manifold is a surface. Particular emphasis has been placed on the singularities 
which may occur, as described by Struwe, and the analysis of the flow despite these. 
In Chapter 1 we give a brief introduction to the theory of harmonic maps and their flow. 
Further details are to be found in [9] and [10]. In the case that the domain manifold is a 
surface we describe the existence theory for the heat flow and the theory of bubbling. 
In Chapter 2 we investigate the question of the uniformity in time of the convergence of 
the heat flow to a bubble tree at infinite time. In Section (2.1) (page 28) we give the first 
example of a non-uniform flow. In contrast, Theorem (2.2) (page 30) provides conditions 
under which the convergence is uniform and any bubbles which form are rigid. 
In Chapter 3 we give the first example of a nontrivial bubble tree - in other words we give 
a flow in which more than one bubble develops at the same point at infinite time. 
In Chapter 4 we discuss in what sense two flows are close when their initial maps are 
close. We formulate this question in various ways, providing examples of instability and 
an `infinite time' stability result (Theorem (4.2), page 56) using techniques developed in 
Chapter 2. 
From the theory of bubbling as described in Chapter 1, if an initial map has less energy 
than is required for a bubble, then the subsequent flow cannot blow up. In Chapter 5 
we ask conversely whether given enough energy for a bubble, we can find an initial map 
leading to blow-up. 
In the appendix we outline a plausible construction of a flow which can be analysed at 
two different sequences of times to give convergence to two different bubble trees, with 
different numbers of bubbles. 
A warning 
We note here that many of the theorems in this thesis assume implicitly that the heat 
flow is from a surface, and we always assume compactness of the domain and target. 
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Chapter 1 
Introduction 
1.1 Basic definitions and notions 
Let (M, y) and (1U, g) be compact Riemannian manifolds, the latter without boundary. 
For a suitably differentiable map v: M --> Al' we may assign an energy 
E(v) = 
IM 
e(v) dM, 
where the energy density e(v) is defined by 
12=1 
ap 
Ovi ovi 
e(v) = 21 dvl 27 9=j(v)ex. axa, 
using local coordinates x= (xl,..., xm) on M and v= (vl,..., vn) on N. We will often 
see v as a map to . 1V embedded isometrically inside RN for some N. Such an embedding 
is 
always possible by the Nash embedding theorem, and will be used implicitly to consider 
Sobolev spaces of maps from M to At. In this case, the energy density may be written 
e(v) -1 
IVv1 2 y«a 
äv' öv` 
22 öxo äxQ' 
With v= (vl,..., vN) 
A regular map v: M --> N is said to be `harmonic' if it is a critical point of the energy 
functional E. Harmonic maps generalise several common notions from the Calculus of 
Variations. When M= S1, they represent closed geodesics in N. Alternatively, when 
N=R, they are the ordinary harmonic functions from M. 
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We define the `tension' T(v) of a map v: M --> N to be the negation of the L2-gradient 
of E. Precisely, the tension is the vector field along the map v (ie. T(v) E r(v*(TJV))) 
which satisfies 
dE(c5) =- 
JM (T(v), 0)dß'1, 
for any 0E r(v*(T r)). Explicitly, the tension is 
T(V)= AMV `+ 7&ßNr: i(v) 
ij; 
Öxß 
where 0M is the Laplace-Beltrami operator 
10 aAM 
= aß: ß 
(v'7ß; ), 
in which 7= det(yap), and NI'; j denotes the Christoffel symbols of the target N. Alter- 
natively, we may write 
2 '1 Iij0, ov 
T (V) 1aß 
5a 
axo - ^^ra, C7xa 
+ Nrij(V 
C7xa 
5xR Öul e 
from which we see, by taking normal coordinates, that the identity map is always harmonic. 
If we are considering the target to be isometrically embedded in RN, then we write the 
tension as the vector in RV 
T(v) = (OMv)T = 0,,,, v + A(v)(Vv, Vv) - OMV + 7", 3Aij(v)äxa 
r7xp, 
(1.1) 
where (0Mv)T(x) is the component of (AMV)(x) in T(, )N, and A=ý is the second funda- 
mental form of the embedding of H in RN. 
As an example, we consider the case that the domain M is a subset of R"'1, and the target 
N is a sphere S" embedded in Rn+1. The tension is then given simply as 
T(v) = AV + vIVvI2, 
where 0 is the standard Laplacian. 
From the definition of the tension, we see that the harmonic maps are precisely the regular 
solutions of the elliptic equation 
T(v) = 0, (1.2) 
the Euler-Lagrange equation for E. We call any weak solution vE 1V"2 of (1.2) a'weakly 
harmonic' map. 
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The `harmonic map heat flow' is defined to be L2-gradient flow on the energy. Precisely, 
the flow is a solution u: Mx [0, oo) -+ N to the parabolic equation 
äu 
_ 7-(u(-, t 8t - 
)), u(-, 0) = uo, u(-, t)l am = uola. nt. (1.3) 
We refer to this equation as the `heat equation, ' to the map uo as the `initial map, ' and 
to the map uo l aM as the boundary values. We will often abbreviate u(., t) to u(t). 
For smooth flows, we find that the energy of the flow decays in time according to 
dtE(u(t)) = -IIT(u(t))IILZ(M). 
(1.4) 
In particular, we see that 
00 
E(u(T)) l im E(u(t)) =J II T(u(t))Il iz(M)dt, (1.5) 
which we will use periodically. 
Most of this thesis, and indeed everything beyond the first chapter, will concern only 
the case in which the domain M is a surface, which is special for a variety of reasons. 
The first reason is that the energy is conformally invariant. So if we have a conformal 
diffeomorphism h: P --> M (with P another surface) and any map v: M --+ N then 
E(voh) = E(v). Thus harmonicity is preserved by precomposition by a conformal map. 
Moreover, as the identity map is always harmonic, we see that conformal maps between 
surfaces are harmonic. An important example of this is that the Möbius transformations 
between 2-spheres are harmonic. Alternatively, we find that the energy is invariant under 
conformal changes of domain metric. We record however that the tension is definitely not 
conformally invariant, and is scaled inversely to any scaling of the domain metric. 
Following the above observations, we may establish a relationship between the energy of 
a map v and the area of its image A(v) (which we measure here with multiplicity). 
Proposition 1.1 Suppose v: M-N is sufficiently regular, and M is a surface. Then 
we have E(v) > A(v), with equality precisely when v is conformal. 
Proof. It is sufficient to prove the result locally. By taking local isothermal coordinates, 
and using the invariance of energy discussed above, we may assume that M is the 2-disc 
ti i 
D, say. The result then follows immediately: 
E(v) 
-2 
fDt2 
+ Ivyj2}dxdy >f {I vx12IvyI2 - 
(vi, vy)2}2 dxdy = A(v). 
  
In the case that the domain is a 2-sphere, we can exploit the extra global restriction with 
Liouville's theorem to find that the harmonic maps enjoy a further property: 
Proposition 1.2 If M is a 2-sphere, and v: M-. IV is harmonic, then v is conformal. 
Before offering a proof, we recall some complex notation. After taking isothermal coordi- 
nates x and y on the domain, we call z=x+iya local complex coordinate. Moreover, we 
write dz = dx + idy and dz = dx - idy. The metric of M may be written as o2(z)dzdz. 
For a fixed domain chart, we may consider 
wz = 
2(wx 
- iwy) and wz = 
2(w, 
+ iwy) 
where w will normally, but not always, be complex valued. We have associated geometric 
objects (independent of the chart) w, xdz and wzdz. 
Proof. (Proposition (1.2). ) 
Let z=x+ iy be a complex coordinate on M and consider the quadratic differential 
«(v)dz2 where 
cb(v) 
_ 
(IvxI2 
- IvYI2) - (2v, - vy)i. 
This is just the (2,0) part of v'g. As the domain M is a 2-sphere, we may take z to be 
a global complex coordinate (ie. we conformally chart M minus a point with C, which 
is permitted by the Uniformisation Theorem [11). For example when M is the round 
2-sphere, we may take a stereographic chart. Let us take such a chart and see v, and 0, 
as a map from C. Calculation shows that 
02 = 2vz " T(v), 
for any sufficiently regular map v, and therefore as v is harmonic, we must have that 
Oz = 0. As &)dz2 is in fact invariant of the chart we took for the domain, we must have 
that [«(v)](z) --+ 0 as z -+ oo. We may then appeal to Liouville's theorem to find that 
¢(v) must be identically zero. This is clearly equivalent to v being conformal.   
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1.2 Classical problems and results 
The fundamental existence problem of harmonic maps is the following: 
Problem 1.3 Given a map va :. M - N, can we smoothly deform it to a harmonic map 
v :. M -+ N, whilst preserving the boundary values in the case that M is a manifold with 
boundary? 
This problem is in some sense an extension of the ordinary Dirichlet problem for har- 
monic functions. The most significant progress ever made in addressing the question was 
published in 1964 by Eells and Sampson [11]. The work introduced the harmonic map 
heat flow for the first time, and used it to provide the deformation required, subject to 
curvature restrictions on the target. We will be stating the results of Eells and Sampson 
in the case in which the domain is without boundary, as they were originally. Domains 
with boundary were dealt with by Hamilton in [18]. 
The first result of theirs which we give establishes short time existence of the flow, whatever 
the dimension of the domain. 
Theorem 1.4 Suppose we have uo E C1(M, N). Then there exists tl >0 depending only 
on e(uo) and N such that (1.3) has a unique solution 
uE C1(M x (O, tl),. Af)nC°°(M x (o, ii), A). 
The main result of Eells and Sampson declared that the flow was `global' (ie. it existed 
for all time) subject to curvature restrictions on the target, and led to a positive partial 
answer to Problem (1.3) for domains of any dimension. We give their result incorporating 
an addition of Hartman [19] which we will discuss later. 
Theorem 1.5 Suppose that ., 
V has nonpositive sectional curvature. Then given any 
uo E C'(M, H), (1.3) has a unique solution uE C1(M x [0, oo), H) f C°O(m x(0, oo), AN). 
Moreover, 
u', ' = 
um u(t) (1.6) 
t-"oo 
9 
exists Ck-uniformly (for all k> 0) and defines a harmonic map homotopic to uo. 
We also mention a much more recent extension of the theorem of Eells and Sampson, 
which is due to Ding and Lin [7] and holds for domains of any dimension. 
Theorem 1.6 Let M be without boundary, and let (N, g) be the universal covering of 
(N, g). Suppose that k admits a strictly convex function pE C2(i ) with quadratic 
growth - in other words 
(i) V2p> cog on N, 
(ii) 0< p(y) < c1d2 g(y, yo) + C2 for all yE 
where co, c1, c2 >0 are constants, yo EN and dN is the distance on N. Then there exists 
a global solution u of (1.3) and u(ti) converges to a harmonic map for some sequence 
t; -+ oo. Moreover, we have that 
Ilu(t)Ilci(M) < C(E(uo)) for t>1. 
This theorem is an extension of the theorem of Eells and Sampson as if the sectional cur- 
vature of Al is nonpositive, then p= d2- (., yo) is a strictly convex function with quadratic 
growth. 
In contrast to the existence results we have given to partially answer Problem (1.3), there 
are situations in which the answer to the problem is negative. In the case that the domain 
is without boundary, the first example was given by Eells and Wood [12]. 
Theorem 1.7 There is no degree one harmonic map from (T2,7) to (S2, g) whatever the 
metrics 7 and g. 
In the case that the domain has boundary, we have the following result of Lemaire [22, 
Theorem 3.2] which provides an endless supply of examples. 
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Theorem 1.8 Any harmonic map from a contractible surface with boundary with constant 
boundary values, is itself constant. 
In particular, when M is a flat 2-disc, if we choose a target ., 
V with ir2(N) 54 0 and take vo 
to have constant boundary values but lie in a nontrivial homotopy class, then we cannot 
deform it to a harmonic map. 
1.3 The nature of the energy functional for different do- 
main dimensions 
The properties of the energy functional are dependent on the dimension of the domain. 
For domains of dimension one, the functional is very well behaved, and satisfies the Palais- 
Smale condition. Moreover, in this case, we find the following description of the heat flow. 
(See also [11] and [24]. ) 
Theorem 1.9 Suppose that M is one dimensional. Then for any uo E C'(M, N) there 
exists a unique solution u to (1.3) which is smooth on .Mx 
(0, oo), and a sequence of times 
t; -+ oo such that 
u(ti) --, u,, 
in C1'a (for any a< 2) as i -+ oo, where ua,, is a constant speed geodesic. 
In Section (2.1) we shall see that the convergence is not uniform in time in general. Of 
course, if we assumed that the target had nonpositive sectional curvature, then the result 
would be automatic, with uniform convergence, by Theorem (1.5). 
Proof. (Theorem (1.9). ) 
By Theorem (1.4) we may find a unique flow over a time interval (0, t1) for some tl > 0. 
Without loss of generality we may assume ti E (0, oo] is the largest possible time for which 
there exists a flow uE C' (M x (0, t1), N). 
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A simple calculation (especially simple if we see /V embedded in Euclidean space) reveals 
that the energy density evolves according to 
Oe(u 
aý, 
ý)) 
_ 
ate 
0BB, 
t)) 
_ _IT(u(0, t))12 < 0. 
An application of the parabolic maximum principle to this inequality immediately provides 
the estimate 
sup e(u(", t)) < sup e(uo), (1.7) 
for all tE (O, tl). 
Suppose that tl < oo. Together with (1.7), the heat equation (1.3) and (1.1) tell us that 
au 
-? ae 
I 
at E L°O(, M x 
(0, t1)) and we may apply linear parabolic theory - see [21, IV, 
Theorem 9.1] and [21, II, Lemma 3.3] - to establish that I 
ät 1, t aäe IE L9 (M x (0, ti)) for 
all q< oo, and subsequently that aL E C°"(M x (0, t1]) for any aE (0,1). In particular 
we have that u(ti) E Cl(M, A/) and we can re-apply Theorem (1.4) to continue the flow 
to give a weak solution to the heat equation on Mx (0, tl + e) for some c>0 which is 
smooth except possibly at time t= t1. However, the extended flow is smooth at t= t1 as 
like above, we have ae E C°'"(, M x (0, tl + E)) and thus 12-u t- 
aä (E C°'a(. M x (0, tl 
and consequently we can commence a Schauder iteration argument on the heat equation 
to obtain smoothness. This contradicts the maximality of tl. 
So we have a solution uE C°° (M x (0, oo ), N). It remains to find a sequence of times 
ti --+ oo at which the flow converges to a harmonic map, as the harmonic maps are all 
constant speed geodesics when M is one dimensional. In the light of (1.5) we may find 
t; -> oo such that T(u(ti)) -0 in L2(M). Together with (1.7) the form of the tension 
(1.1) then tells us that ýý 80 (ti)11L2 <C for all i, and hence that 
IIu(t; )Iil4'2,2 < c. 
The compact embedding 1ji2,2 4 C1'p for p< 2 then leads to the strong convergence 
u(ti) --" u00 
in C"' (after passing to a subsequence) for some map ums, and by passing to the limit in 
the heat equation we find that u,, is harmonic.   
When the domain has dimension at least three, the situation is much more difficult. 
Loosely speaking, a map which is restricted to a nontrivial homotopy class may find that 
12 
to reduce its energy to the minimum possible, it must become infinitely concentrated. This 
is best demonstrated by the simple example of the homotopy class of maps between m- 
spheres, for m>3, containing the identity map, in which the infimum of energy is zero (see 
[11]). We remark that a characterisation of the situations in which the minimum energy 
in a homotopy class is zero, and the corresponding references, are given in [10, (2.5)). 
As the energy is reduced by concentration in some cases, and the heat flow seeks to reduce 
its energy as quickly as possible, we would expect the heat flow to have singularities for 
domains of dimension at least three. The first examples of finite time singularities in the 
heat flow were given for such domains by Coron and Ghidaglia [6]. 
When the domain has dimension two, we are in a borderline case, and this is the case we 
concentrate on in this work. The Palais-Smale condition fails. The key to understanding 
variational problems is often to isolate the natural space of mappings associated to the 
problem, and to understand this. From the definition of the energy, we expect the Sobolev 
space W1'2 to be the natural space in which to work. The structure of the space W"P 
undergoes a significant transition as p increases beyond the dimension of the domain. In 
particular, discontinuous mappings are suddenly introduced. The fact that W1"2 does not 
quite embed continuously into C° is the central reason for many of the phenomena we will 
observe in this thesis. 
Useful intuition is gained in the two dimensional case, by considering the degree one map 
between round 2-spheres given in complex coordinates as 
z-*Az, (1.8) 
fora > 0. This map is always harmonic, and always has energy 47, as we mentioned in 
the discussion of conformal invariance in Section (1.1). As A decreases to zero, or increases 
to infinity, the map becomes infinitely concentrated. In language that we will introduce 
shortly, the map converges to a constant map and a bubble is formed at the blow-up point. 
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1.4 Heat flow from surfaces 
1.4.1 Existence and basic properties 
We now consider the case when the dimension of the domain is two. (This will be assumed 
in theorems unless otherwise stated. ) The fundamental work in this special case was 
published in 1985 by Michael Struwe [31]. He proved the existence of a flow which is 
regular except at finitely many points in space-time, and gave the initial description of 
the behaviour of the flow at these singularities. We begin with his existence theorem, 
including the extension to domains with boundary given by Chang [2], and incorporating 
a uniqueness result of Freire [14]. 
Theorem 1.10 For each initial map uo E IV1"2(M, N), with the boundary value condition 
uolaM E C2'°'(OM, N) in the case that OM 0 0, there exists precisely one solution u of 
the heat equation (1.3) amongst those maps in W1'2(M x [0, oo), N) for which E(u(t)) is 
decreasing. Moreover, u is smooth in Mx (0, oo) away from at most a finite number of 
points. 
In the sequel, when we talk of the flow corresponding to or subsequent to an initial map 
uo, we will by default be referring to the solution u to (1.3) constructed in the above 
theorem. 
Although existence will be the crucial point for us, we briefly discuss uniqueness. Freire's 
result (which extended earlier work of Freire [13] and Riviere [27]) is a parabolic version 
of a theorem of Frederic Ilelein which declares that weakly harmonic maps from surfaces 
are regular [20]. Given that many of the techniques used by Freire come from the work of 
Helein, we note that Helein's result follows immediately from Theorem (1.10). To see this, 
we take a weakly harmonic map from a surface as an initial map for the flow. Then the 
stationary flow is the unique solution to the heat equation and is singular at at most finitely 
many points. As the flow is stationary, it must be globally regular, and in particular, the 
initial map must be regular. It is not known if the condition that E(u(t)) is decreasing is 
necessary to obtain uniqueness of the flow. We speculate, without justification, that this 
14 
could at least be weakened to 
lim sup E(u(t)) < E(u(T)) + inf {E(v) IV: S2 -+ Al is nonconstant and harmonic 
tiT 
for all T>0. With higher dimensional domains, the flow need not be unique, and an 
example has been given by Coron [5]. 
Given the existence element of Theorem (1.10) we can establish the following description 
of the flow at infinite time. To avoid technical complications we will only be detailing a 
proof in the case that M is without boundary. 
Theorem 1.11 Let u be the solution of the heat equation (1.3) introduced in Theorem 
(1.10). Then there exists a sequence of times ti -+ oo, a harmonic map u,: M -º N and 
a finite set of points {x1,. .. x'} CM such that 
(i) u(ti) -, u, weakly in ºV1"2(M) (and hence strongly in L9 for any p> 1) 
asi -* 00, 
(ii) u(ti) --> ums, strongly in TWVi 
, (mal\{xi,... xm}) as i- oo. 
We will refer to the map u,, as the `body map' (also refered to as the `limit map' or the 
`principal map') and to the points xl,... x"` as `bubble points. ' The latter terminology 
will be justified at a later stage. If the set of bubble points is non-empty, we say that the 
flow has singularities at `infinite time' at the points x1, ... x'". Of course, we are assuming 
that {x1, ... xm} 
is minimal in the sense that the convergence u(ti) -: uu,, is not strong in 
W2Z2 in any neighbourhood of any point x'. When u(ti) converges for some sequence of 
times ti -º oo as above, we are liable to say that u `subconverges' as t --+ oo. 
Remark 1.12 The 1V2'2 convergence in Theorem (1.11) will be improved later to smooth 
convergence. (See Remark (2.15) on Page 40. ) For now, 1V2'2 convergence, which in 
particular implies CO convergence, will suffice. 
In order to prove Theorem (1.11), we will have to control the second spatial derivatives 
of the flow. We will do this with the following estimate in which we use the notation 
S,. = {(x, y) E R2 1 x, yE [- 2,2 )) for squares, and the abbreviation S=S. 
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Lemma 1.13 For any pE [1,2), there exists e>0 such that for any vE W2'p(S, N) With 
E(v) <e there holds the estimate 
(IVIIW2. 
n(Si) S 
C(1+ IIVvIIL2(S) + IIT(v)IIL2(S)). 
Although the lemma as stated suffices for our purposes, it is still true with p=2. We give 
a proof in the vein of [28]. 
Proof. From (1.1) in the introduction we recall that 
Ov = T(v) - A(v)(Vv, Vv). 
Taking a smooth cut-off function S- [0,1] such that (p(S2) = {1} but with compact 
support in S, we may calculate that 
Novi <_ C(IT(v)i + IV(vv)I. Ivvi + Ivvl), 
and consequently that 
IA((Pv)I <_ C(l + IVvI + IT(v)I + Io((Pv)I. tVvi). 
Taking LP norms over S, standard regularity theory then gives us 
IIspvllw2, p < C(l + IIVVIILP + IIT(v)IIi, + IIIV(Vv)I"IVVIIIi)" 
We may estimate the final term firstly with Hölder's inequality and then with Sobolev's 
inequality, to get 
IIIV((Pv)I"IVVIIILP :5 IIV( MIL IIVVIIL2 < CII (PvII W2, pE(v)2 . 11 
Consequently, for E(v) sufficiently small, we can absorb the final term, to get 
II(PVIIwV2, 
r < 
C(1 + IIOVIILP + IIT(v)IILp), 
and the lemma follows. 
Proof. (Theorem (1.11). ) 
  
We begin by selecting a sequence of times t; --- oo such that T(u(t; )) -º 0 in L2(M) as 
i -º oo. This is possible from Equation (1.5). We immediately use the boundedness of 
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the energies E(u(t; )) < E(uo) and the Banach-Alaoglu Theorem to pass to a subsequence 
which converges weakly in 1V1'2 to a map u,,,, say. 
By choosing a finite number of conformal charts Vi :S-M for the domain such that 
Ut p (Sj) = M, and treating each individually, we may assume that the domain is in fact 
s 
a 2-square S, and prove the claimed convergence from part (ii) on Si. Let us cover the 
domain by the (2n - 1)2 squares Sj of side length 
n with centres (2n, 2) for lit, (jI < n. 
Then no point in S is covered more than 4 times, but Si is covered by the (2n-1)2 squares 5 
with the same centres, but of side length 2n. Clearly we cannot have more than 4E f' of 
the squares Sj on which the energy of u(ti) is at least e. By passing to a subsequence of 
{t; }, we may restrict such squares to a set (of size no more than 4Ef °) independent of i. 
We denote the union of the squares in this set by A. For each of the other squares SS we 
may apply Lemma (1.13) after dilation, to find that 
II u(ti)llhV2, P($\A) 
G C, 
for some C independent of i. We may therefore pass to a further subsequence so that 
the sequence {u(t; )} is weakly convergent in IV2'p(S\A), with limit u,,, as before. Taking 
pE (3,2) the embedding 1WV2'p y 1V""4 is compact. Passing to yet another subsequence, 
we obtain strong convergence in IV1"9(S\A) and in C° as a byproduct. Given these 
strengths of convergence, we may pass to the limit in the equation 
T(ui) = Lu; + A(ui)(Vui, Vui) 
where ui = u(t; ), to find that uco is weakly harmonic, and indeed harmonic. Applying 
standard regularity theory to 
o(u; - ums) = T(ui) + A(u,,, )(Vu .. Vu,, ) - A(ui)(outi, oui), 
we find that u(ti) is strongly convergent to u,,. in 1V2'2(S\A). Finally, by choosing n 
sufficiently large, we may shrink A so that S\A encloses any given compact subset of 
M\{xl.... x l}. The final sequence of times is selected via a diagonal argument as A 
is shrunk, to ensure convergence on any compact subset of M\{xl.... xm} independent 
of the sequence. We remark that the map u. is harmonic everywhere by virtue of the 
removable singularity theorem of Sacks and Uhlenbeck [28].   
So in general, when the domain is a surface, we have some sort of convergence to a 
harmonic map at infinite time. By considering the examples given at the end of Section 
(1.2) of homotopy classes containing no harmonic map, we may reverse the strategy of Eells 
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and Sampson to limit the smoothness of the flow, or the smoothness of the convergence 
to a harmonic map at infinite time. If we take an initial map which we cannot deform 
continuously to a harmonic map, and we consider the subsequent heat flow, then the flow 
cannot be both continuous and converge in CO to a harmonic map. The two possibilities 
are that the homotopy class of the flow switches at a finite time singularity, or at one of 
the points x1,... xm from Theorem (1.11) at infinite time. In fact, we will shortly give 
examples of flows which show each of these phenomena occuring. We remark that the 
strong convergence in LP for p< oo mentioned in Theorem (1.11) is therefore optimal in 
the sense that CO convergence certainly is not true in general. 
1.4.2 Blow-up and bubbling 
Struwe's fundamental work [31] also described the structure of the singularities mentioned 
above. It was known from the work of Eells and Sampson that at any singularity, the 
gradient of the map could not be uniformly bounded, but rather that it had to `blow up. ' 
Struwe showed that the flow could be rescaled appropriately to extract a'harmonic sphere' 
(in other words a nonconstant harmonic map from S2 to N) in the limit. In other words, 
he showed that the `bubbling' phenomenon of Sacks and Uhlenbeck occured. Precisely, 
his result is the following, which he gave in the case of domains without boundary - 
similar results for the case with boundary were given by Chang [2], who demonstrated 
that bubbling can only occur in the interior of M. 
Theorem 1.14 For an initial map uo E 1, V1,2(M, N), let u be the solution of (1.3) in- 
troduced in Theorem (1.10). Let (xo, T) EMx (0, oo] be a singular point of the flow - in 
other words either one of the singular points with T< oo mentioned in Theorem (1.10) or 
a point (xo, oo) where xo is one of the points mentioned in Theorem (1.11). Then there 
exist sequences ai --. xo, ti I T, Iii 10 and a nonconstant harmonic map üo : R2 --º 
N 
such that as i --> oo, 
ui (x) - u(expo. (Rix), t; ) --> 7 in 1, Vio'c(R2, N). 
Moreover, üo extends to a smooth harmonic map S2 -- *X which we refer to as a `bubble'. 
After Struwe's theorem there were several immediate questions. The first was whether 
is 
energy is conserved during the process of bubbling. In other words, if we have a singular 
point (xo, T) and an open set UCM such that xo EU but that Ux {T} contains no 
other singular point but (xo, T), then do we have 
lim EU(u(ti)) = Eu(u(T)) + E(go) (1.9) 
(where we write u(oo) = u,,,, if necessary) for the sequence {t1} from Theorem (1.14)? We 
have the used the notation 
Eu(v) = 
fe(v)dM 
for v: M --+ N. Note that from Struwe's work, we automatically have that the left-hand- 
side is greater than or equal to the right-hand-side in (1.9). 
In Chapter (3) we shall give the first example in which we do not have equality in (1.9). 
The example only works in the case T= oo. The loss of energy arises because more than 
one bubble develops at the same point. In fact, if we are prepared to rescale to find more 
than one bubble at each singularity, then we do have conservation of energy, as described 
in the following theorem due to Qing [26] in the case in which the target is a sphere, and 
independently to Ding and Tian [8] and to Wang [34] in the general case. 
Theorem 1.15 Let us pick bounded open sets VC R2 and UCM with xo EU and 
with a conformal difeomorphism 0: V -+ U. We can always do this by taking isothermal 
coordinates. Moreover, by making the sets smaller if necessary, we may assume that 
(x0, T) is the only singular point in Ux {T}, and by translating V we may assume that 
0(0) = xo. 
Then there exists finitely many nonconstant harmonic maps {wk}k 1 from S2 to 
N which 
we see as maps from R2 by stereographic projection, together with sequences 
(i) {ti} with tj I T, 
(ii) {{a; `}}k 1 in F82 with 1im, -,, ak =0 for 1k<m, and 
(iii) {{??; }}L' 1 with Aik* >0 for 1k<m and any i, and lim=a, A=0 for 
1<k<m, 
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such that k]t Ai 
+jI a`k -a 
l2 
--+ 00 as i -+ oo, (1.10) 
and 
and moreover, 
m 
lim Ev(u(ti)) = Ev(u(T )) +E E(Wk)7 (1.11 iýoo 
) 
k_1 
u(«x), ti) - wk 
x- ak m 
k_1 
strongly in W1"2(V, RN) as i -" oo, where in the case that T= oo, we read u,,,, for u(T). 
We remark that the fact that limit in (1.11) exists is not immediately clear, and could be 
considered part of the theorem. We remark further that the theorem could be restated 
using the exponential map as a projection rather than ¢. 
Theorem (1.15) tells us that the loss of energy in the flow may be exactly compensated 
by subtracting a set of bubbles. The condition (1.10) forces bubbles which develop close 
together to develep at different rates. In this case, we say that one bubble develops on 
top of another, to form a `bubble tree. ' We note that the theorem does not force equality 
between u(xo, T) and wk(oo) for any k. In the case of inequality, we say that the bubble 
wk is attached via a `neck. ' 
Returning to Theorem (1.14) in the case that OM 0 0, we remark that a heuristic reason 
why bubbles cannot develop at the boundary - which was proved by Chang in [2] - is that 
the boundary conditions appear approximately constant upon dilation of the flow about a 
boundary point, and so any bubble map is forced to be constant on an equator. However, 
any harmonic map from S2 which is constant on an equator must itself be constant, as we 
see by applying Theorem (1.8) to the hemispheres on either side of the equator. 
1.4.3 Regularity by ruling out bubbles 
The description of the structure of bubbling given in the previous section means that we 
can rule out finite time singularities and establish subconvergence of the flow at infinite 
time in 1V2'2 if we can show that there do not exist any appropriate harmonic maps from 
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S2 to N which could serve as bubble maps. (In fact the W2'2 subconvergence can be 
improved to smooth subconvergence - refer to Remark (2.15). ) 
One way of doing this is to show that the flow has less energy than is required to produce 
a bubble. This will be discussed in Chapter (5). Here we use restrictions on the geometry 
of the target. 
Theorem 1.16 Suppose St CN is open and admits a strictly convex function t' : St --> R 
with '(y) = tPo for all yE tail (so O(x) <0 for all xE S2). Then if u°(M) C S2, the 
subsequent flow u satisfies u(M x [0, oo)) C SZ and is globally smooth. Moreover, if M is 
boundaryless then u(t) converges to a constant map uniformly as t --* oo in C° and W1,2. 
By using the function 0= dN(", xo) we may specialise to two useful corollaries. 
Corollary 1.17 If N is a round sphere of any dimension and Sl C Al' is an open hemi- 
sphere, then whenever uo(M) C f, the subsequent flow u satisfies u(M x [0, oo)) C S2 and 
is globally smooth. Moreover, if M is boundaryless then u(t) converges to a constant map 
uniformly as t -a oc in C° and TV1,2. 
Corollary 1.18 Whenever v, °(M) C B,. (x), a geodesic ball of radius r centred at x, for 
sufficiently small r, the subsequent flow it satisfies u(M x [0, oo)) C Br(x) and is globally 
smooth. Moreover, if M is boundaryless then u(t) converges to a constant map uniformly 
as t --+ oo in C° and IV', '. 
Remark 1.19 Of course, if we have a flow which converges without bubbles to a constant 
map, then we may apply Corollary (1.18) to find that the convergence is uniform in time. 
Remark 1.20 In fact, as we will mention in Remark (2.15) the convergence in Theorem 
(1.16) and its two corollaries is smooth. 
Before proving Theorem (1.16) we must recall a theorem of Gordon [16]. 
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Theorem 1.21 Dropping the restriction that M is a surface but imposing that ,M 
is 
boundaryless, if 1CN is open and admits a strictly convex function then any harmonic 
map v: M -N with v(M) C) is necessarily constant. 
Proof. Calculation shows that 
Am(oo v) = V2 (Vv, Vv): (1.12) 
Consequently, as i: S2 --+ R is convex, 0ov: M -º R is subharmonic and hence constant. 
Returning to (1.12) and using the strict convexity of 0, we find that Vv is zero, and hence 
that v is constant. 0 
Proof. (Theorem (1.16). ) 
Let us choose c>0 sufficiently small so that uo(M) C Q.. {x Ef I'(x) < Io - e}. 
The parabolic equivalent of (1.12) is 
C- 
)(ov) 
= -V2'+p(Vu, Vu) < 0. cat 
Applying the parabolic maximum principle, we find that IOo u(t) 1< 00 -£ for all t>0 
(ie. u(t)(M) C Q, ). Moreover the flow cannot blow up as there are no nonconstant 
harmonic maps S2 -N which could serve as bubble maps, by Theorem (1.21) - any such 
bubble map would have its image enclosed in !CQ. 
It remains to prove uniform convergence to a constant map in the case that A4 is bound- 
aryless. By Theorems (1.11) and (1.14) we must have that u(ti) - u,,,, in 1472,2 for some 
sequence t; --} oo and some harmonic map u... with u,, (, M) c Q. By Theorem (1.21) 
again, u,,. must be constant - say u,,, (x) =1 for all xEM. The convergence to uo. is uni- 
form in CO as t- oo because we may repeat the argument above with 0= d31(., 1), which 
is always convex over some neighbourhood of 1, to establish that sup, XEM 
d r(u(x, t), 1) 
is decreasing in t. Convergence in 1V1"2 rapidly follows from the fact that the energy is 
decreasing, and therefore must decrease monotonically to zero.   
Before leaving this section, we note that the theory we have seen can be used to improve 
Theorem (1.6) of Ding and Lin, in the case that the domain is a surface. We see that if 
the universal cover N of N supports a strictly convex function (with no growth condition 
necessary) then the flow cannot blow up either at finite or infinite time. This is because 
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any bubble map S2 -+ V could be lifted to a nonconstant (harmonic) map S2 --+ 
ir which 
is impossible by Theorem (1.21). This argument applies also in the case that the domain 
has boundary, unlike Theorem (1.6). 
1.4.4 Examples of blow-up 
As we mentioned earlier, by choosing an initial map in a homotopy class devoid of harmonic 
maps, we can be sure that a singularity develops in the subsequent flow. However, the 
question of whether singularities occur at finite time or infinite time is not so easy. In 
fact, singularities may indeed occur at finite time as well as at infinite time, though it was 
after the work of Struwe [31] describing the form of any singularities that Chang, Ding 
and Ye [4] gave the first example. 
Let us consider maps between the 2-disc D and S2. In this scenario, the flow evolves 
according to 
äu 
5t _ Au+ uJVuJ2. 
In the examples which follow, we will take initial maps with a form of rotational sym- 
metry, which is preserved under the flow, and it will therefore be beneficial to take polar 
coordinates (r, 0) on the domain and spherical polar coordinates (h, c) on the target. A 
point (h, yp) then corresponds to the point (sin h cos cp, sin h sin 'p, cos h) E S2 -* R3. We 
consider initial maps of the form 
(r, 0) - (ho(r), 0) (1.13) 
for ho : [0,1] --} R with ho(0) = 0, and these have corresponding flows 
(r, 0, t) -+ (h(r, t), 0). 
In these coordinates, the heat equation (1.3) becomes 
ah 92h 1 ah sin h cos h 
ä7t 
= 
CýTZ+TäT 
- 
r2 , (1.14) 
h(', 0) = ho, 
h(0, t) = 0, h(1, t) = b, 
for some fixed b. By studying (1.14) for different values of b, and different initial maps ho 
we may arrive at the following two complementary results from [3] and [4] respectively. 
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Theorem 1.22 Suppose that uo :D --º S2 has the form (1.13) with ho(O) =0 and 
11holl0 < 7r. Then the flow u with initial map uo has no finite time singularities. 
Theorem 1.23 Suppose that uO :D --+ S2 has the form (1.13) with ho(O) =0 and 
Iho(1)I > r. Then the flow u with initial map uo blows up in finite time. In particular, 
there is no solution uE C(D x (0, oo), S2). 
By taking b=r in Theorem (1.22) the initial map uO has constant boundary values, 
but lies in a nontrivial homotopy class. By applying Theorem (1.8) of Lemaire as in the 
discussion at the end of Section (1.4.1), this then provides an example of infinite time 
blow-up. 
The proof of Theorem (1.23) involves constructing a subsolution to (1.14) which blows up 
in finite time. 
Both of the above theorems have analogues for the case of heat flow between 2-spheres. 
The basic idea is to consider heat flow from a hemisphere rather than a disc, and then 
glue two solutions along the equator. As for the details, observe that the upper closed 
hemisphere S+ is isometric to D with the metric a2(x)ds2 where ds2 is the Euclidean 
metric of R2 and 
2 
v(x) 1+1x12 
The heat equation with the new metric is then 
ciu_ 
Cýt - 
a-2(x)(Du+ ulVul2) 
and with the symmetry as above, (1.3) becomes 
cola 
_1 
02h 10h sin h cos h 
t U2 (Ur2 
+T 
COT r2 i 
(1.15) 
h(", 0) = ho, 
h(O, t) = 0, h(1, t) = b, 
The addition of the Q-2 factor does not affect the analysis of Chang, Ding and Ye, and 
we have equivalents of Theorems (1.22) and (1.23) from S. rather than D. Now, to 
create a flow between 2-spheres which blows up, we set b= 17r and take a corresponding, 
symmetric uo : S+' -+ S2 which leads to blow-up, and extend the map to the whole of S2 
via the relation 
uooR. 1 = Riouo, 
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where Rl : S2 --> S2 is defined by R1(x, y, z) = (x, y, -z). This gives a degree one map 
(with uolas. = idlas2) which leads to blow-up. Alternatively, set b= 27r, this time 
extending the map uo to the whole of S2 via 
uo o Rl = R2 o uo, (1.16) 
where R2 : S2 --+ S2 is defined by R2(x, y, z) _ (-x, -y, z) and R1 is as before. This gives 
a degree zero map (with uo(OS+) =the north pole). 
Alternatively, to create a flow between 2-spheres which blows up at infinite time, take 
b= 7r and a corresponding, symmetric uo : S. -º S2 with ho(l) =r and 11hoýl,,. < ir. 
Then extend via (1.16) again to give a suitable degree zero initial map. 
We record that all these examples from S2 blow up simultaneously at the north and south 
pole, and that the degree of the flow remains the same after the time of the singularity. 
It is, however, possible to modify the examples of finite time blow-up so that the degree 
of the flow actually increases at the singularity. 
1.5 Uniformity of the flow at infinite time 
Let us return to the main result of Eells and Sampson, namely Theorem (1.5). In the 
original form of the theorem (as found in [11)) the convergence of the flow was given as 
It',, = lim u(ti) 
ioo 
for some sequence of times t; - oo. Although this sufficed to establish a positive partial 
answer to Problem (1.3) the question of uniformity of the convergence in time was 
left 
open at that stage. The question was settled, in the case of targets with nonpositive 
sectional curvature by Hartman in [19] to give Theorem (1.5) as we stated it. 
Other uniformity results are obtainable via application of the very general work of Leon 
Simon [29]. His theory was originally applicable in the case that the target was real 
analytic, but a result of Gulliver and White [17] allowed alternative application, essentially 
to the case of flow between 2-spheres (with arbitrary metrics). 
Simon's result [29, Corollary 2] specialised to the case of the harmonic map heat flow is 
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the following: 
Theorem 1.24 Consider the case that N is real analytic. Suppose that u is a smooth 
solution of (1.3) and that there exists a sequence of times tt --+ oo and a harmonic map 
u,, such that 
Um j u(ii) - Uo0IIC2 = 0. iýOO 
Then we have the uniform convergence 
tU M 
IIu(t) - tOOIIC2 = 0. 
Of course, this theorem is never applicable to flows which blow up. It will become apparent 
later in the thesis (see Remark (2.15)) that in the case of heat flow from surfaces, the con- 
dition that there are no bubbles at infinite time is sufficient to obtain the C2 convergence 
required for Theorem (1.24). Of course we still require that the target is real analytic (or 
that the flow is between 2-spheres) to apply Simon's theory. However, it is possible to 
argue directly to establish uniformity results for flows between 2-spheres without bubbles, 
using adaptations of the arguments of Leon Simon. We do not give details as all such 
results will be special cases of more general work in Chapter (2). 
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Chapter 2 
Uniformity of the flow 
In this chapter we will be considering the question of uniformity of the flow at infinite 
time. Here, and in all subsequent work in this thesis, we will be considering only the case 
that the domain is a surface. Moreover, in this chapter we will only be considering domain 
manifolds without boundary. The starting point for our discussion is Theorem (1.11). For 
the convenience of the reader, we recall that we found a sequence of times t; - co, a 
harmonic map u,,. :M --+ Iii and a finite set of points {x', ... xm} CM such that 
(i) u(ti) - u, weakly in 1, V1'2(A4) (and hence strongly in L" for any p> 1) as 
i -ºoo, 
(ii) u(ti) -º ums, strongly in iV2 oc 
(M\{x1, 
"" "x7b}) as 
i -º oo. 
In this chapter we will be examining whether this convergence depends on the sequence 
of times {t; } or whether it holds uniformly as t -º oc. For reference, we pose the following 
specific problems. 
Problem 2.1 With the notation above, do we have convergence of the forms 
(i) u(t) - ums, weakly in IVl"2(M) as t -º 00, 
ýiiý u(t) -+ u,,., strongly in IV oc (M\{xl, ... x'"}) as t -. oo, 
27 
(iii) EB(u(t)) --; EB as t --* oo, for some EB, where BCM is any small 
closed ball containing exactly one of the points xl,... x'n 
As we shall see, in general the convergence may be far from uniform, though we will give 
hypotheses under which we establish various forms of uniform convergence, many of them 
being exponential in rate. 
2.1 Examples of non-uniform flows 
We give an example of a flow which demonstrates that in general, the uniform conver- 
gence of part (i) of Problem (2.1) does not hold. No bubbling occurs. The flow has a 
`winding' behaviour and has a circle of accumulation points. In particular, we could find 
two sequences t; -; oo and s; --> oo and two distinct harmonic maps ul and u2 such that 
u(ti) , ul and u(s; ) --> 2l2 
in W2'2 say, as i -º oo. The example will also show that a perturbation of a locally energy 
minimising harmonic map may move far away under the heat flow, and we will refer back 
to this property in Chapter (4). 
Let the domain be S2 and the target R2 X S2. It is not important that R2 is noncompact 
- as we shall see, we are only concerned with a bounded region, so we could change it 
to a flat 2-torus. We give the domain the standard metric, but give the target a warped 
metric - if g and h are the standard metrics on R2 and S2 respectively, then at a point 
(z, x) E R2 X S2, we define the metric to be g(z) +f (z)h(x) where f: R2 -3 R+ is to 
be determined. In other words, the target is R2 Xj S2. We consider initial maps of the 
form uo(x) _ (zo, x) where zo is independent of x. Such maps give solutions of the heat 
equation (1.3) of the form u(x, t) _ (z(t), x), where z: R+ - R2, and z evolves according 
to 
dz 
= clt 
Vf WO). (2.1) 
In other words, we have reduced the heat flow to finite-dimensional gradient flow for z 
on the function f. It remains to choose the function f so that z may not have a unique 
limit, and so that moving z an arbitrarily small amount from a point zo with Vf (zo) =0 
(which corresponds to a harmonic map) will make the solution of (2.1) move away from 
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zo. To achieve this we take a `downwardly spiralling gramophone record' 
1 ifr_<1 
1+e-"11 (sin(. ' +B)+2) ifr>1, 
(2.2) 
where (r, 0) are polar coordinates. Taking initial conditions with r=2 say, the solution 
for z will spiral in to give the circle r=1 as the accumulation set. Moreover, any point 
with r=1 is a stationary point, but perturbing r to be slightly larger will make the 
solution of (2.1) spiral around, and move at least a distance 2 away. 
Of course, we are not restricted to using 2-spheres in the example. In particular, the same 
idea will work for domains of any dimension by considering now from S" to R2 x S" for 
n>1. We remark that we do not know if a flow can be non-uniform if M has boundary. 
Although we have provided a counterexample to part (i) of Problem (2.1) and also to part 
(ii) as a byproduct, there remains the question of whether energy may flow into and out 
of a region for all time to provide a counterexample to part (iii). In particular, we have 
Leon Simon's problem of `the uniqueness of the positions of bubbles, ' which asks whether 
we may pick two sequences of times t; --" oo and s; --* oo such that the sequences {u(ti)} 
and {u(s; )} both have convergence as in Theorem (1.11) but with bubbles developing at 
a different set of points. In fact, we believe that not only is this possible, but that we 
could pick two sequences of times so that for one sequence we have bubbles forming, but 
that for another sequence we have no bubbles whatsoever. We discuss this further in an 
appendix, where we sketch a counterexample. 
2.2 A uniformity result 
Let us consider the case of heat flow between round 2-spheres. 
After defining, for maps v: Al - N, a local energy 
E(,, r)(V) _'r(x) e(v), 
where B,. (x) is the geodesic ball of radius r centred at x in SZ, we may state our main 
uniformity result. 
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Theorem 2.2 Suppose we have a solution u of the heat equation (1.3) as found in Theo- 
rem (1.10) with both the domain M and target N being round 2-spheres. Suppose moreover 
that at infinite time, the body map and any bubbles all share a common orientation. Then 
with the definition of u,, ý and 
{x'}m 
1 as in Theorem (1.15) we have that 
(i) u(t) - u,,. uniformly as t -+ oo weakly in 1-Vi'2(S2, R3) - and hence strongly 
in LP(S2, R3) for any pE [1, oo), 
(ii) u(t) --> u... uniformly as t --* oo in Cöc(S2\{xl, ... 
3) x"}, for any kEN, 
(iii) for any r>0 sufficiently small and kE {1, ... m}, we have that E(., k,,. )(u(t)) 
converges to a limit Fk,, uniformly as t- oo. 
In addition, given S CC S2\{xl, ... x-} there exists C= C(uo, S2) >0 and >0a 
universal constant such that for all t>0 
(iv) IHu(t) -U IIL2(s2) < Ce-ryt, 
(v) JJU(t) - uooJh VI. 2(n) < Ce-'Yt, 
ývi) I E(xk, r)(u(t)) - Fk, rl Ce-'lt. 
This theorem not only gives us uniqueness of the limit map ums, but also solves (in our 
situation) the problem of `the uniqueness of the positions of the bubbles. ' As mentioned 
earlier, this means that we cannot take the flow at another sequence of times t; -+ 00 to 
get a different set of blow-up points {x'}. 
Before we proceed to the proof of the theorem, we give a condition on the initial map 
under which the hypotheses of Theorem (2.2) will always be satisfied. A proof will be 
offered towards the end of this chapter, after we have developed the necessary technology 
(Page 45). 
Proposition 2.3 The condition that the body neap and bubbles at infinite time share a 
common orientation will certainly be satisfied providing 
E(uo) < 8r + 4rl deg(uo)) 
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We need barely mention that if no bubbles develop in a flow at a sequence of times ti -º 00 
from Theorem (1.14) then the hypotheses are again satisfied. 
2.2.1 Complex notation 
To prove Theorem (2.2) we will have to introduce some complex analytic techniques. 
The principal problem to be overcome in the proof is that many of the tools of analysis 
which we would like to apply are rendered inappropriate by the formation of bubbles. 
Loosely speaking, abstract functional analytic techniques fail because within the well- 
known spaces of maps with strong enough topology to control the flow, any bubbles will 
scupper all hopes of convergence. As we shall see, the complex analysis will be used to 
filter out the singularity of the flow which prevented analysis, whilst preserving enough 
information to control the movement of the flow. 
Let us consider maps u: S2 -* S2. We use z=x+ iy as a complex coordinate on the 
domain, obtained by stereographic projection, and write the metric as a2dzdz, where 
Q(z) =1+ (zl2' 
as we assume the domain to be a round 2-sphere. Similarly we have a complex coordinate 
on the target which we denote also by u, and a metric p2dudü. 
To the map u we associate the energy densities 
ea(u) =Pat 
`ýuz12' e5 (u) = 
Pcr2) Iuzý2ý 
and 
e(u) = ea(u) -{- eä(u). 
The corresponding energies are 
Ea(u) =J ea (u) 2 Jý p2I u, 
12dz A dz, 2 
Ea(u) = JS2 
ea(u) 2 
J. 
P29uý12dz A dz, 
and 
E(u) = Ea(u) + E5(u). (2.3) 
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Of course, holomorphicity and anti-holomorphicity of u correspond precisely to the con- 
ditions Ea(u) =0 and Ea(u) =0 respectively. The Jacobian of u is given by 
J(u) = ea(u) - ea(u), 
and consequently we see that 
Ea(u) - Ea(u) =4 rdeg(u). (2.4) 
For a fixed target chart, we may form 
T=2+ 
2P"uzuz 
(2.5) 
C2 
(Uzf 
p 
The associated geometric object is Tä and the tension is related through the equality 
T(u) -r0 +rr 
ý. 
äu ä 
Many of the definitions and statements above can be adapted for other orientable domain 
and target surfaces. 
To avoid any possible confusion, we record that seeing u as the heat flow (so u maps into 
the manifold . /V) the 
heat equation is ät = T, whilst writing the value of u in terms of a 
complex coordinate on the target, the heat equation may be written D-t = r. 
Before leaving this section, we note that for maps between a 2-sphere and a surface, 
Proposition (1.2) may be translated to give 
Proposition 2.4 Any harmonic map from S2 to an orientable surface is either holomor- 
phic or anti-holomorphic. 
In fact, the calculation is marginally simpler in this case as we may write the value of the 
map in terms of a local complex coordinate u on the target to find that c1(u) = p2(u)uzur. 
We then rapidly arrive at 0z = p2(ii r+ uaf) =0 and may proceed as before. 
With the hindsight of Proposition (2.4) the hypothesis that all bubbles and the body 
map share a common orientation is precisely that they are all holomorphic, or all anti- 
holomorphic. 
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For the case of maps between 2-spheres (with the standard metric on the target for sim- 
plicity) we have the following extension. 
Proposition 2.5 Let v: S2 -º S2 be harmonic. Then v is an absolute minimum of 
energy in its homotopy class, and 
E(v) = 4ir(deg(v)I. 
Proof. From (2.3) and (2.4) we find that for any v: S2 - S2 
E(v) = 2Ea(v) + 4irdeg(v) = 2E5(v) - 4wdeg(v) > 41rl deg(v)l 
with equality precisely when either Ea(v) =0 or E5(v) = 0.1 
Remark 2.6 Consequences of this proposition include that all degree zero harmonic maps 
between 2-spheres are constant, and that the minimum energy of a nonconstant harmonic 
map between 2-spheres is 4ir. Note that we would have to replace 4ir by the area of the 
target sphere here and in Proposition (2.5) if we chose not to use the standard metric on 
the target. 
In fact, as we shall now see, the case that the target is any oriented surface other than a 
2-sphere is even simpler. 
Proposition 2.7 Any harmonic map from S2 to an oriented surface of positive genus is 
constant. 
In particular, the flow in this situation cannot have any singularities (as no bubble maps 
are possible) and must converge to a constant (uniformly in time by Remark (1.19)). 
Proof. (Proposition (2.7). ) 
Recall that as N has positive genus, we have that 7r2(N) =0 and hence all maps between 
SZ and N he in the trivial homotopy class. 
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We could construct a proof by generalising the method of the previous lemma, to show 
that the holomorphicity (or anti-holomorphicity) of the harmonic maps being considered 
force them to be absolute minimisers of energy and hence constant. 
As an alternative, we lift the harmonic map to the universal cover of N, which is either 
the 2-disc or the plane. By Proposition (2.4) and Liouville's Theorem, this lifted harmonic 
map, and hence the original map, must be constant. 0 
We mention that in practice, orientability of the target only serves to eliminate the case 
N=W. For other targets we may lift the harmonic map to the orientable cover of N 
before applying the proposition. 
The preceeding three propositions are well known. 
2.2.2 The key estimate 
In this section we derive a key estimate controlling the ä-energy in terms of the tension. 
The estimate is very similar to the key estimate of Leon Simon in his important paper 
[29]. However, in the special case of maps between 2-spheres, and with the harmonic 
map energy functional E, we are able to reduce Simon's hypothesis of W2'2 closeness to 
a harmonic map, to just smallness of the il-energy. This makes it applicable to maps 
with bubbles, assuming the bubbles and the body map are all anti- holomorphic (or all 
holomorphic). 
Very loosely speaking, the harmonic map heat flow can only keep moving energy about 
for all time if the total energy is dissipated very slowly. The point of the estimate will 
be to show that this cannot happen, and thus that the heat flow becomes `rigid' for large 
times. We will return to make some concluding remarks in this vein following the proof 
of Theorem (2.2). 
Lemma 2.8 There exists co >0 and n>0 such that providing u: S2 -º 52 satisfies 
Ea(u) < co, we have the estimate 
Ea(u) <_ KIIT(u)LI2L2(s2) (2.6) 
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This lemma is very much a global result. Any such local result would imply the confor- 
mality of any harmonic map from a surface to a 2-sphere, which does certainly not hold. 
The necessity of a smallness of energy condition as in the lemma is evident by considering 
the identity map, for which the left-hand-side is equal to 47r whilst the right-hand-side is 
zero. Curiosity begs the question of how large co may be, and in particular whether it 
could take the value 4wr. In addition, for a given, perhaps optimal value of '-0 it would be 
interesting to know the value of K. We stress that these questions are not prompted by 
potential applications, however. 
Before proving Lemma (2.8) we recall the following lemma from [35, Theorem 2.8.41 or 
[30, Chapter V, Theorem 1, page 119]. 
Lemma 2.9 Suppose we have an operator I on functions f: C --º R given by 
(if )(w) =ff 
(z) 2 dz A dz, 
ýýz-wý2 
then for qE (1,2) we have the estimate 
II11II 
L72 (C) 
:5 C(9)II f IIL4(C)" 
Proof. (Lemma (2.8). ) 
Fix global complex coordinates z and u on the domain and target respectively. With these 
coordinates, we consider the quantity p2IZ. To begin with, we calculate 
(P2Uz)ä = p2'uzz + 2ppuuzu, z + 2PPüiczuz 
(2.7) 
= 1a2P2r' + 2PPýIuzý2, (2.8) 
by (2.5). In particular, as pij =-2 up2, we see that 
I(p2uz), I < Io2prl + p2Iuz12. (2.9) 
We now apply Cauchy's theorem for C°° functions to the function uz to get, for lwl <r p2 
21f 
OD, 
1r (P2'ýz)z 
P Uz(W) - 2zri J8D,, z- wdz 
+ 2ri lD, z-w 
dz n dz, 
where DT= {zEC : IzI<r}. 
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Observe that as uZ7u ®dz is independent of the coordinates z and u, its norm lö UZ I in our 
fixed coordinates must be bounded and therefore jp2uz) --+ 0 as Izi --i oo. Consequently, 
we may let r tend to infinity to find that 
p2u, z(w) Ti 
% (p 2 uz)zdz A dz. 
2z -W 
Combining this with (2.9), we have 
IP2uz('w)I <7L 
Iz 
1 
W1 
(Ia2pnI + P2I U"' 12)22 dz A dz. 
Now we observe that the right hand side is independent of which stereographic chart we 
took for the target (note for example that I pr I is the length of T-2-) so by taking a chart 
for which 0EC corresponds to u(w), we obtain the estimate 
IPu: ('w)I 2a 
l 
Iz 
1 
WI(IQZPTI 
+P2IuzI2)2dz A dz. (2.10) 
But now, all the terms are independent of the target chart, allowing us to change target 
chart, or equivalently to move w with a fixed chart. 
To develop estimate (2.10) we need to appeal to the theory of Riesz potentials, and in 
particular to Lemma (2.9). This produces, for qE (1,2), the first of the estimates 
IIPUzlIL 
12-29- (C) 
<C (IIQ2PTII L9(c) + IIP2Iuzl2IIL9(c)) (2.11) 
C (II PTlI Lq(S2) + IIPuzIIL2a(c)) (2.12) 
<c 
(lPrIIL2(S2) 
+ II PUzII L2(C)II PUzII Ll? sq (C)) 1 
(2.13) 
whilst the last follows from applying IIölder's inequality to both terms. The constant C 
is changing, of course, but remains independent of u. Now, as Ea(u) _ ýýpuz1Ib(c), we see 
that there exists Co >0 such that providing Ea(u) < co, we may absorb the second term 
on the right hand side into the left hand side to give 
IIPUzIIL 
(C) 
< CIITIIL2(S2). 
We want to reduce the exponent 2 
12- down to 2, but to do so we must operate on a 
bounded domain. We again exploit the geometry by retreating to 
)2 (fS 2 ea(u) = IIPuzIIL2(Dl) s CIIPUzIILA(DI) <_ CIITIIL2(S2), 
(where S+ is the hemisphere corresponding to the points in the domain with IzI < 1) 
repeating the estimate with the `opposite' domain chart to give a c0-energy estimate over 
the remaining hemisphere, and combining the two to find 
Ea(u) ClIT112 2(s2). 
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Remark 2.10 We remark that we have in fact proved more than stated in that we can 
control the LP norm of ea(u) for any pE [1, oo) not just p=1. We speculate, ahead of 
time, that this will be enough to rule out necks (see Section (1.4.2)) in flows as considered 
in (2.2). 
Remark 2.11 Our key lemma is the part of this theory which requires the hypotheses 
on the domain, target and flow. As we shall see, the 0-energy Ea(n(t)) is exactly half the 
energy still left to be dissipated during the flow, but in fact whenever we have an estimate 
of the form 
(energy left to dissipate) < JIT1I1 L2 
for some p>1, the forthcoming proofs will be valid. Of course, such an estimate will not 
be true in general as the conclusions of our theorems are not true in general. 
Although we only give details of the case of round 2-spheres, we mention that the key 
lemma as stated implies the same lemma with a deformed domain metric, and that the 
proof can be modified to imply the same lemma with a deformed target metric. 
2.2.3 Basic energy control and regularity theory 
To prove the smooth convergence of part (ii) of Theorem (2.2) we will need some regularity 
theory controlling the Ck norms of the flow away from any points where the energy density 
concentrates, We will take the opportunity to give a more comprehensive theory than 
appears to be necessary, to justify some claims made elsewhere in this thesis. 
'I 
We begin with a result of Struwe - refer to [31, Lemma 3.10'] - which applies for any 
domain surface M. To state it, we need the measure of concentration of a flow over a set 
S2 cc M defined by 
0, a+b) = sup E(ý, R)ýuýt))" (r, t)E1 x [a, 6) 
Later we will use the abbreviation 
£(R, 2) = £(R, n, 0, co), 
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Lemma 2.12 There exists el >0 such that the following is true. For all s>r>0 and 
T>0, whenever we have a flow u with initial map uo satisfying 
E(R, SZ, s-7-, s T) -< e1 
for some R>0 and fl CC M, then the Ck norms of u are bounded uniformly on S2 x 
[s, s+ T) in terms of E(uo), r, T, k and M, but independently of s. 
Successive iterations of the lemma above give us the regularity lemma we shall require in 
this chapter. 
Lemma 2.13 There exists el >0 such that if a flow u satisfies £(R, c) < ei for some 
R>0 and St CC M, then the Ck norms of u are bounded uniformly on SZ x [1, oo). 
Let us digress to study the movement of energy into and out of local regions. We take 
such local measurements with a `cut energy' 0 of a map v: M-: JV -- RN defined by 
Ow OT's) 
'f ý21VV12dM1 
where (p :M -+ [0,11 is the cut-off function about yEM 
1 if d(x, y) <r 
cp(x)= 1+1, (r-d(x, y)) if r< d(x, y) <r+s 
0 ifd(x, y)>r+s 
in which d(., ") represents geodesic distance on M, and r, s>0 are sufficiently small. We 
abbreviate 
0(i) = o(r"s)(t) = o<<tý 
Lemma 2.14 For a flow u with initial map u0, the evolution of the cut-energy 0= 0(t) 
is constrained in terms of the tension T= T(u(t)) according to 
- II7IIL2(M) S 
02 117-11L2(M) 
dt -IITIIL2(A"1) +S 
O2IITIIL2(M), (2.14) 
where C depends only on Al. Consequently we find that 
(_) 
0ýý) - o(to) <S E(uo)(t - to) 
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for t> to > 0, and in particular 
E(v, R)(u(t)) < E(y, 2R)(u(to)) +2 E(uo)(t - to), 
(ii) for any e>0, there exists aT>0 (dependent on F, s and the flow u) such 
that for t> to >T we have 
I0(t) - 0(to)I <- e(t - to + 1) 
and in particular for t, to >T we find that 
E(y, R)(u(t)) ý E(y, 2R)(u(to)) + E(I t- tol + 1). 
We record that part (i) has been given in [31, Lemma 3.6] already. 
Proof. The cut energy 0 evolves according to 
(O 
= Jet c2Vu`. 
VT4dM =-J (p2JT12dM -2 
JM 
V(V . Vut)T'dM. 
Using the fact that the first term on the right hand side is negative, and applying Hölder's 
inequality to the second term, we arrive immediately at the principle estimate (2.14) of 
Lemma (2.14). 
By applying Young's inequality to the second of the inequalities in (2.14) we find that 
dO 
- 
S2 
0- 
S2 
E(uo), 
and part (i) of the lemma follows easily. 
An alternative combination of Young's inequality and (2.14) leads rapidly to 
0j: 5 
Ee0+ 
(1 
+CE 
2u°)) 
ýITII2" (2.15) 
uo) 
Choosing T sufficiently large so that 
IT IIT(u(ý)112dý <_ r1 +f U01 
as 
(which we can do by (1.5)) and integrating (2.15) we arrive at part (ii) of the lemma. " 
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Remark 2.15 Our digression into the study of the cut energy may be used to establish 
the improved regularity promised in Remark (1.12) and elsewhere in this thesis. Recall 
that in Theorem (1.11) for a flow u we found a sequence of times t; -+ oo, a set of points 
{x1, 
... xm} CM and a 
harmonic map u,, :M -º H such that u(ti) -+ u... strongly in 
W öý (. M\{xl,... xm}) as i --º co. We will now argue that this convergence is in Cý C. 
Let us fix SZ CC M\{xl.... xm}, and choose R>0 sufficiently small so that for all 
xE S2 we have B2R(x) C M\{xl,... xm} and E(r, 2R)(u,, ) < 4. As u(ti) --+ u,,. in 
W ö2 (fit\{xl,... xm}) as i -+ co, we can find NEN such that for all i>N we have 
E(., 2R)(u(ti» <2 
where N is independent of x. Applying part (ii) of Lemma (2.14) we see that for all i>N, 
for possibly larger N (still independent of x) we have 
sup E(x, R)(u(t)) < E1 tE[t, -l, t, +1) 
and therefore 
e(R, 92, t{- l, t{+1) < 51. 
We may now bring Lemma (2.12) into play to find that 
IIv(tº)Ilok(n) < C(k) 
for all i, so using the Ascoli-Arzela Theorem we have, by passing to a subsequence, 
u(ti) --* u,,, ) in Ck-1(52) as i -º oo, 
for any k. Passing to a further subsequence using a diagonal argument, we may make the 
convergence valid for any S2 CC A4\{xl,... xm} (and indeed any k) for a fixed sequence 
of times {t; }. 
2.2.4 Proof of the main uniformity result 
Proof. (Theorem (2.2). ) 
Without loss of generality, we will assume that the body map and all the bubbles are 
anti-holomorphic, rather than holomorphic. 
40 
We begin by recalling from (1.4) that 
-tE(u(t)) _ -IIT(u(t))I1L2(s2). (2.16) 
Moreover, as a combination of (2.3) and (2.4) gives 
Ea(u) =2 (E(u) + 4irdeg(u)), (2.17) 
we see that 
d 
Ea(u(t)) _ -1 11 T(u(t))1 Ii2 s2 (2.18) dt 2 ). 
The conservation of energy established in Theorem (1.15), due to Qing in this case, to- 
gether with the fact that the maps {wk} are all anti-holomorphic tells us that at the 
sequence of times {t2}, the 0-energy is converging to zero. As the a-energy is decreasing 
(equation (2.18)) we then see that 
Ea(u(t)) -+ 0 as t -> oo. (2.19) 
In particular, there exists a time T such that if t>T, then Ea(u(t)) < co, where '-o is 
defined in Lemma (2.8). As we are concerned only with the asymptotics of the heat flow, 
we may suppose for simplicity that T=0. (This will not affect parts (iv) to (vi) either. ) 
Moreover, we may assume that no finite time blow-up occurs. 
The combination of Lemma (2.8) and equation (2.18) now yields 
d 
Ea(u(t)) :5 -2 -Ea(u(t))ý. 
and hence, writing y= QK, we find that 
Ea(u(t)) Ea(u(to))e-2y(t-to), 
which will be necessary to establish the exponential convergence of parts (iv) to (vi) of 
Theorem (2.2). An alternative application of Lemma (2.8) gives 
-dt (Ea(u(t)))2 =4 (Ea(s(t))) ý IlT(u(t))IIL2(S2) "" 4 
lIT(u(t))IIz2(s2), 
and thus, for to E [0, oo) 
f IIT(u(t))II L2(s2)dt < 4'[Ea(u(to))]2 . 
(2.20) 
The first application of (2.20) is the calculation 
jg 0', 
tEý 
ö ý) Il u(t)-uoo I L2(s2) <f 
ýII 
ýt 
II 
L2(S2)at - 
it II T(u(t))II L2(s2)dt < 4/(Ea(u(to)))' 
(2.21) 
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The exponential decay of Ea(u(to)) in to then gives us the L2 exponential convergence of 
part (iv) of Theorem (2.2). In pursuit of the other parts, however, we are satisfied with 
the weaker statement 
u(t) -* u,, in L2(S2, R) as t -; oo. (2.22) 
A consequence of this is that 
u(t) - u,, weakly in LV1"2(S2, R3) as t -4 oo. (2.23) 
This is because otherwise we could pick a sequence of times {tj} to give 
I (u(ti), a) - (u., a)I > S, (2.24) 
where a is some test function, E>0, and (", ") is the inner product of W1"2(S2 , R3). 
Then, 
as the total energy E is bounded (E(u(t)) < E(uo)) we could pass to a subsequence of 
times (also called {ti}) such that 
u(ti) -0 weakly in W1'2(S2, R3) as i -º oo, (2.25) 
for some ß. The convergence would then be strong in L2(S2, R3), and so by (2.22) we 
would have 0= ums. There would then be a contradiction between (2.24) and (2.25). So 
(2.23) holds, which is part (i) of Theorem (2.2). 
Of course, as we have already used above in the case p=2, the compactness of the 
inclusion of 1V1'2 in LP for any pE [1, oo) tells us that weak convergence in W"2 implies 
strong convergence in LP and thus 
u(t) -* u... in Lp(S2, R3) as t- oo. 
We now proceed to consider the evolution of the cut energy 0. Recall that by Theorem 
(1.15) there exists a number l(', ') such that 
0(t1) -º i(r, s) 
as i -º oo. Moreover, providing the point yEM around which we have taken the cut 
energy is not a bubble point, we can reduce r and s to make i('', 8) as small as desired. 
Indeed, if there is no bubble point in B,. +,, (y) then 1(''"s) = 0u('o'o'). Our objective is to 
control 0(t) for tE (ti, ti+l). This will enable us, among other things, to apply Lemma 
(2.13) to get the higher regularity of part (ii) of the theorem. 
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Let us return to the principal estimate (2.14) of Lemma (2.14). Taking the second in- 
equality and abandoning the first term on the right hand side, we see that 
E(uo)ZIITIIL2(S2). d `- s °211TIIL2(S2) <C 
Integrating this, we see that the cut energy can only vary within the restriction 
0(t) - 0(to) ý3 E(uo) 
f 
(IT(u(e))jIL2(s2)de, 
and thus, by (2.20) 
0(t) - 0(to) :s E(uo)i (Ea(u(to)))5, (2.26) 
where t> to, of course. 
Estimate (2.26) is exactly what we were looking for as it controls 0(t) for tE (t;, tt + 1), 
enabling us to deduce that 
()(r, s)(t) --+ l('''3) as t --+ oo. (2.27) 
For any SZ CC SZ\{xl,... x"'} this provides us with the uniform control of concentration 
E(R, 9) < ei, 
for some R, enabling us to apply Lemma (2.13) to get 
11u(t)JIck(n) < C(k) uniformly for tE [1, oo), 
for all k. We can deduce the convergence of a subsequence of any sequence u(ti) in Ck(f ) 
for any k, and hence, as we know that u(t) --+ u00 uniformly as t --> oo in L2 say, we can 
establish part (ii) of Theorem (2.2) via the obvious contradiction argument. 
Having established part (ii), part (iii) of Theorem (2.2) then follows, from a further appli- 
cation of (2.27). 
To prove part (v) we can no longer get away with controling just the rate of increase of 0 
as in (2.26). We now need to control 0(to) - O(t) for t> to. To do so, we take the first 
inequality in the principal estimate (2.14) of Lemma (2.14) which tells us that 
- 
dt 
- IITIILv(s2) +S o2 
IITIIL2(S2) :5 IITIIL2(S2) +S E(uo), IITIIL2(s2). 
Integrating this from to to t> to gives us 
o(to) - 0(t) <_ 
f 00 IIT(U(e))IIL2(S2) IZ +s E(uo)i f 1IT(u(e))IIL2(s2)de, 
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allowing application of (2.20) and the integral of (2.18) to get 
0(to) - 0(t) < 2Ea(u(to)) +s E(uo)i [Ea(u(to))]2. (2.28) 
Let us now calculate 
Wt 
(2152 
ý'2IV(u(t) - uý)I2) =d O(t) - dt 
(1 
S°2vu(t). vuý) . (2.29) 
The second term on the right hand side is controlled by 
d 
(j P2vu(t). Vu,,. ) I=1 IS v2vT(u(t)). vu00 C(uoo 1 r, s)II T(u(t))II L2 (S2), 22 
where we have integrated by parts and used Ilölder's inequality. Together with (2.28) and 
(2.20) we now have enough information to integrate (2.29). Assuming that there are no 
bubble points inside B,. +s(y), the support of cp, we obtain 
2S2 c2IV(u(t)-uOO)I2 < 0(t)- 0- 
J°°C(uoors)IIT(u())IIL2(s2)de 
< C(Ea(u(t)) + [Ea(u(t))] 2) 
CC"', 
where the constant C is at least independent of t. We observe that this is enough to 
establish part (v) of the theorem. 
Part (vi) of the theorem may be proved with an adaptation of the last calculation, or by 
combining part (v) with the exponential convergence 
ý0(t) -1< 2Ea(u(t)) +3 E(uo)2 LEa(u(t))]2 < Ce-It 
which follows from (2.26) and (2.28). 
For future reference, we collect some of the more striking or useful estimates from the 
preceeding proof in the following separate theorem. Part (vi) is a slightly sharper version 
of part (iv) which is used in [33]. 
Theorem 2.16 There exists universal constants co, K, C>0 such that the following is 
true. Let uo : S2 -+ S2 be an initial map satisfying Ea(uo) < co, and let u be the corre- 
sponding heat flow. Then for any t> to >0 we have 
(i) Ea(u(t)) <_ Ea(u(to))e iK ý, 
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(ii) f°° IIT(u(0)IIL2(s2)d < 4/[Ea(u(t))]2, 
(iii) )IU(t) - u00IIL2(S2) <4f [Ea(u(t))i2, 
(iv) 0(t) - 0(to) <s E(uo)2 [Ea(u(to))]2, 
(v) 0(to) - 0(t) < 2Ea(u(to)) +s E(uo)1 [Ea(u(to))J2, 
(vi) 0(t)' - 0(to)2 <- ; [Ea(u(to)))2. 
With the hindsight of Theorem (2.2) we can see that each part of the theorem relied on 
establishing the finiteness of 
.L 
Ii T('1(OAL2(s2)d£, 
or its exponential decay as to increases. It can be noted that by integrating (1.4) we always 
have the finiteness of 
O jc I IT(u(0)IIL2(s2)dý, 
but what could go wrong, and must in examples of nonuniqueness as in Section (2.1), is 
that JjT(u(t))I1L2(s2) could decay too slowly. From (1.4) we see that this is equivalent to 
the energy left to dissipate decaying too slowly. The point of the key lemma (Lemma 
(2.8)) is to ensure that the energy is dissipated sufficiently fast. Using (1.4) again, and 
the fact that Ea(u(t)) is exactly half the energy left to dissipate (see the beginning of the 
proof of Theorem (2.2) for example) the lemma tells us that 
(Rate of dissipation of energy) > C(Energy left to dissipate) 
and so the energy left to dissipate decays exponentially which we find is sufficient. 
Finally, an earlier proposition still awaits a proof. 
Proof. (Proposition (2.3). ) 
If uO is harmonic then there is nothing to prove, so suppose otherwise. Without loss of 
generality, we may assume that 
E(uo) < 8wr + 4irdeg(uo). 
By combining (2.3) and (2.4) once more, and recalling that Ea(u(t)) decreases in t, we 
find that 
Ea(u(t)) < Ea(uo) = 
1(E(uo) 
- 4irde9(uo)) <_ 47r 
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for all t>0; and as the bubbles and the body map (if nonconstant) each carry energy 
of at least 4ir, we may deduce that none of them are holomorphic, so each must be anti- 
holomorphic. 0 
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Chapter 3 
A nontrivial example of a bubble 
tree 
In this chapter we will construct what we believe to be the first example of the formation 
of a nontrivial bubble tree in the harmonic map heat flow. In other words, we give a flow 
in which more than one bubble develops at the same point. Alternatively, we may see the 
flow as an example in which one bubble, as captured by Struwe in Theorem (1.14), cannot 
account for the loss in energy or the change in homotopy class as we pass to the limit of 
u(t, ). The bubbles occur at infinite time and develop at different scales. It is not known 
whether this phenomenon can occur at finite time. 
Theorem 3.1 There exists a target manifold N, and an initial map no :D --+ Al where D 
is a 2-disc, such that the subsequent flow u blows up at infinite time at precisely one point, 
but so that upon analysing the blow-up with Theorem (1.15), we must have two bubbles 
developing at that point (in other words to = 2). In fact we have a; = ai =0 for all iEN 
and consequently the bubbles develop at different scales in that (by swapping the bubbles if 
necessary) we have --+ oo as i- oo. 
The example relies on the construction of a target with a warped metric. A target like this 
has already been considered in the context of the harmonic map heat flow by Jie Qing, 
to provide an (unpublished) example of the development of a neck (as defined in Section 
(1.4.2)). 
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The remainder of this chapter is devoted to the proof of Theorem (3.1). 
Let the domain M be the flat 2-disc of radius r with polar coordinates (r, O), and the 
target N be S2 x S2 with a metric to be described shortly. 
We parameterise each S2 considered in this proof with spherical polar coordinates as used 
in Section (1.4.4). Let h(9,0) be the standard metric on S2 at the point (B, 0). 
In N we parameterise the first S2 by (a, A) and the second by (/3, B). At the point 
(a, A; ß, B) in Ar, we set the metric to be h(a, A) +f (a)h(, 3, B), where f (a) =1 would 
give the standard metric on S2 X S2. We choose f: [0, a] -* R to be any smooth function 
satisfying 
(i) f (a) =1 for 0<a<21 
(ii) fl(a) >0 for 2<a< 7r, 
(iii) v: S2 --º R, defined by v(O, 0) =f (B), is smooth 
So with v as above, we have N= S2 X" S2. We refer to f as well as v as a warping 
function. 
Let us consider symmetric maps of the form 
(r, 4) -º (a(r), 0, ß(r), 0). 
This symmetry is preserved under the heat flow. We will be using the fixed, constant 
boundary conditions 
n(7', 0b, t) = (7r, 0, ir, 0), 
and will start with the initial map 
uo(7-, c) = (r, q5, r, 0). (3.1) 
Writing the heat flow as 
u(r, ¢, t) = (a(r, t), ¢, ß(r, t), 0), 
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the evolution equations for a and 0 are 
Da 
_ 
32a 1 Da sin a cos a f'(a) äp 2_ fl(a) sin2 p 3.2 T 8r2 +r är r2 2 
(är) 
2 r2 
Do 
_ 
alp 119,3 
- 
sin p cos p fl(a) as ap (3.3) 
tit 8r2 
+r Or r2 
+f (a) Or Or' 
By the symmetry imposed, and the finiteness of any blow-up points, blow-up may only 
occur at r=0. We will argue that both a and Q blow up at infinite time, and that 
rescaling to capture a bubble will not account for the blow-up of both a and ,ß- they 
must blow up at different rates. The first step is to argue that both a and /3 blow up at 
some stage. This is evidently true as any harmonic map from M with constant boundary 
values, is constant by Theorem (1.8), and the initial map (3.1) is homotopically nontrivial, 
because the projections onto either S2 of the target N are nontrivial. 
The next step is to argue that a and ß do not blow up at finite time. For this, we will 
employ the following result from [31 which Chang and Ding used to establish the global 
existence result Theorem (1.22). 
Lemma 3.2 Suppose that d>0 and we have a smooth function ho : [0, d) -0. [0,7) with 
ho(0) =0 and ho(d) = ir. Then we may find a (unique) smooth solution h: [0, d] x [0, oo) 
[0,7] of 
Oh 
'= 
02h 10h sin h cos h 
0t Or2 +r Or r2 ' 
h(0, t) = 0, h(d, t) _ ir. 
We will use Lemma (3.2) to generate supersolutions to the solutions of (3.2) and (3.3). 
Finite-time singularities in the heat flow will then be ruled out by what we learnt about 
blow-up in Section (1.4.2). To begin with, we set d= 7r, and choose ho to be any function 
as in Lemma (3.2) with ho(r) >r= a(r, 0) when rE (0,7r). Applying Lemma (3.2) to get 
a function h, and comparing this function to the solution a of (3.2) using the maximum 
principle (as in [3] and [25]) we see that 
h(r, t) > a(r, t) for all (r, t) E (0, ir) x [0, oo). 
(Note that we are using the fact that the final two terms in (3.2) are negative. ) Conse- 
quently, we see that a does not blow up in finite time. 
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Next we turn to ß, the solution of (3.3). Suppose that ß blows up in finite time - at 
time t=T say. As a exists for all time, we know that äa is bounded for tE [0, T]. In 
particular, as a(0, t) =0 for all t, there exists dE (0,7r) such that if (r, t) E [0, d] x [0, T] 
then a(r, t) < z, and hence f'(a(r, t)) =0 from (i) on Page 48. Consequently, ,ß evolves 
for (r, t) E [0, d] x [0, T] under the same equation as h in Lemma (3.2). Set ho : [0, d] --º 
[0, r] to be ho(r) =är, so that ho(r) >r= ß(r, 0), and apply Lemma (3.2) to get the 
corresponding function h. Comparing h with ß using the maximum principle as before, 
we see that 
h(r, t) > , ß(r, t) for all (r, t) E (0, d) x [0, T], 
contradicting the fact that 0 blows up at time t=T. Hence p does not blow up in finite 
time. 
So we have established that a and ß blow up at infinite time, and not at finite time. It 
remains to prove that there does not exist one bubble which can account for the blow-up 
of both a and p. 
We will use the following consequence of Theorem (1.8) of Lemaire several times. 
Lemma 3.3 For any 0<d< ir, there does not exist a smooth solution g: [0, d] -* [0,7r] 
to 
_ 
deg 1 dg sing cos g 0 
d82 
+ 
tan 0 dO sin2 0' (3.5) 
9(0) = 0,9(d) = 7r. 
Proof. The reason for this is simply because if g was a solution to (3.5) then we would 
have a nonconstant harmonic map with constant boundary values 
(e, c) -+ (s(e), c/: ) 
from the part of S2 with 0<0<d to SZ, which would contradict Theorem (1.8). 5 
Suppose one bubble accounts for the blow-up of both a and P. Then the bubble would 
be a harmonic map from S2 to N which we could write as 
(O/) .-ý (ci(B), cl;, A(e), c/; ), 
where a and O are smooth functions with 
«(o) = ß(0) = 0, a(ir) = ß(7r) =a 
(3.6) 
0<a ß < ir, 
(3.7) 
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satisfying the system 
O_ 
d2a 
+1 
da 
_ 
sin a cos a- f'(a) dQ 2 pa) sin2,3 
d82 tan 9 dB sine B2 
(d9) 
2 sin2 9 
(3-8) 
0 
d2, ß 
+1 
dß sin Q cosß + 
f(a) da dß 
(3.9) 
d02 Tan 0 d6 sin2 9f (a) dB dB 
However, such a bubble cannot exist: 
Lemma 3.4 There do not exist any harmonic maps S2 -, V of the form (3.6) satisfying 
(3.7), (3.8) and (3.9). 
Proof. Suppose such a map exists. We will find that (3.8) contains a contradiction. Let 
e Let us multiply (3.8) by 2 sin B dO , and integrate over the region (0,0). We find that 
sine e 
(dwoa 2= 
sine a+ 
JB f'(ü'(()) sine 
(c)2 ý 
()(C)dC 
e (3.10) 
+ f'(a(()) sin2 p(() 
de (()d(. 
Define 
Bo = inf {0 E (0, ir) I a(0) =2}E (0, ir). 
So for 0E (0, Bo) we have f'(0) =0 by (i) on Page 48. 
Of course a(9o) = 2, but we also know that Q(Bo) < ir. This is because otherwise we 
would have ß(Bo) =r and by setting d= 6o and g and applying Lemma (3.3), 
we would have a contradiction. 
Next, by setting 0= 0o in (3.10) we see that ß(0o) # 0, and hence that 
> o. de(e0) 
Suppose that de (O) >0 for all 9E (8o, ir). Then by setting 0= ýr in (3.10) we have a 
contradiction - for 0E (6o, ir) we would have f'(0) > 0, 
de (0) >0 and sin2,3 not identically 
equal to zero, so the final term of (3.10) and thus the whole right-hand-side, would be 
strictly positive. 
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So we must have 0E (0o, ir) with de (0) = 0. Set 
01 = inf{6 E (Bo, 7r) 
dB 
(0) = 0} E (Bo, a). 
Putting 9= 01 into (3.10), the left hand side is zero, and all the terms on the right 
are nonnegative, so they must all be zero. In particular, we must have a(81) = 7r, and 
2 ý) sine ß. 0 on 0E (80,81). But then setting d= 81i and g= al[o, el] and applying d3r 
Lemma (3.3), we have a contradiction. 
So one bubble cannot account for the blow-up of both a and , ß, and we have finished the 
argument of the chapter. 
Remark 3.5 It would be interesting to extend the fact that there is no one suitable 
bubble which can account for the change in homotopy - as stated in Lemma (3.4) - to 
prove that there are no harmonic spheres homotopic to the diagonal embedding 
(0,0) -+ (e, c, e, c). 
Remark 3.6 The above construction would also work if the domain was the upper hemi- 
sphere of S2 rather than the 2-disc. By connecting two such examples together, we could 
construct an example in which the domain was S2 itself. 
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Chapter 4 
Stability of the flow 
In this chapter we will be discussing the stability of the heat flow under perturbations of 
the initial map. In other words, given a solution to the heat equation (1.3), if we alter 
the initial map uo slightly and find the subsequent heat flow, is it in any sense close to 
the original one? Of course, the answers to this question are extremely dependent on the 
norms with which we measure, and in particular on whether they are strong enough to 
detect bubbles (as is the ZV1"2 norm for instance). A special case of this question is when 
the original flow is stationary - in other words when the initial map of the original flow is 
harmonic - and we will be able to give many of our examples of instability in this case. 
As in almost all of this thesis, we will only be considering the case that the domain is a 
surface. Moreover, as usual there is an emphasis on our favourite case of flow between 
2-spheres, or more generally flow from a 2-sphere. 
4.1 Examples of instability 
We begin with a simple example to show that initial maps which are close in COO may lead 
to divergent flows. Take the domain and target to be T2 and S2 respectively. Consider 
a harmonic map which wraps the torus around an equator of S2. Taking coordinates 
(0, ¢) E S1 x Sl on the domain and spherical polar coordinates (a, V) as used in Section 
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(1.4.4) on the target, we could write such a map as 
(B, c4) -' (2 , ý) 
if we use appropriate metrics. Taking this map as an initial map, the subsequent flow is, 
of course, stationary in time. However, if we take the perturbed initial map 
(B, c5) -' (2 - e, q) 
for some small r, then it maps entirely into a hemisphere of the target, and by Corollary 
(1.17) the subsequent flow must exist for all time and converge to a constant map. The 
same principle can be used to give an example where the domain is S2. In this case, we 
map the domain isometrically into an equator of S3 to give an initial map whose flow is 
stationary. As before, a perturbation takes the image of the map strictly into a hemisphere 
(of S3 now) and the corresponding flow will exist for all time and converge to a constant. 
Although the examples above are simpler, we have already observed instability in Section 
(2.1). As above, we could pick a stationary original flow. That situation had the further 
interesting property that the harmonic maps 
x--*(zo, x)forI zoI =1 
from S2 to R2 X S2 which were unstable, were energy minimising. They therefore contrast 
with the work of Leon Simon - see Theorem (4.5) below - in which such instability is ruled 
out under the hypothesis that the target is real analytic. 
The discussion above provides examples only of instability over infinite time intervals, 
and leaves open the possibility of finite time perturbation results. We remark that if we 
have a flow which blows up within a finite time interval [0, T) then the flow is likely, in 
general, to be unstable in some sense. To justify this, consider a heat flow u between 
2-spheres with initial map uo which blows up in finite time. (Recall that examples are 
given in Section (1.4.4). ) Now let Vf : S2 -4 S2 be a rotation of the 2-sphere defined by 
cpe(O, 0) = (0, qi+e) in spherical polar coordinates, for which V, (x) is not a blow-up point, 
for some blow-up point xE S2. Then the flow from the perturbed initial map uo o V, will 
be precisely u(cpe("), "). Only the original flow will blow up at the point x, and therefore 
it is clear that the two flows will diverge in 1V""2 as we approach the time of blow-up. In 
Section (4.3) we will give a further simple example of a flow with finite time blow-up for 
which a perturbation removes all singularities. However in this example we must raise the 
dimension of the target. 
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4.2 Stability results 
In contrast to the discussion in the previous section, we may prove a stability result over 
finite time intervals providing the original flow does not blow up during the time interval 
considered. As usual, the domain is required to be a surface, and moreover we will only 
consider domains without boundary. 
Lemma 4.1 Suppose we have two solutions of the heat equation u and v with initial maps 
uo and vo. Suppose moreover that T>0 and that the flow u has no bubbles up to time 
t=T (in other words u is smooth for tE (0, T]). 
Then for alle > 0, there exists h>0 independent of v such that if 
IIuo - VoIIIv1a(,. A4) < b, 
then 
11 u(t) - v(t)11Ivi, 2(M) <c for all tE [0, T]. 
Proof. (Lemma (4.1). ) 
We sketch the proof, which essentially follows from the work of Struwe. 
For e1 >0 we may choose IZ sufficiently small so that 
"1 
sup E(x, 2R)(u(i)) <4 (x, t)EM x [O, T] 
This is possible as u is regular up to time T. Then for Iluo - vO I1y1.2(M) sufficiently small, 
we may ensure that 
sup E(.,, 2R)(vo) < 
el 
=EM 2 
Then by part (i) of Lemma (2.14), for tJ >0 sufficiently small we have that 
sup E(ý, R)ývýt)) < e1. 
(s, t)EMx[O, n] 
Isere i is dependent on u only in terms of R, and essentially independent of v (totally 
independent if we assume 0110 - vo+Jjy,, 2 <1 say). The lemma then follows for T< 77 by 
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[31, Remark 3.9]. By dividing up the interval [0, T] into intervals of length no more than 
rq and applying the lemma for T<q iteratively, we establish the lemma for general, finite, 
T.   
Although, as we have already discussed, we cannot in general extend this result to cover 
infinite time intervals (even if there is no blow-up in the original flow) we will be able to 
exploit some of the theory developed in Chapter (2) to prove the following result. 
Theorem 4.2 Suppose we have two solutions of the heat equation u and v between round 
2-spheres, with initial maps uo and vo. Suppose moreover that for the flow u there are no 
bubbles at finite time and that the bubbles and the body map at infinite time all share a 
common orientation (so all are holomorphic or all anti-holomorphic). 
Then with {xk} the blow-up points of the flow u as in Theorem (1.11), we have that for all 
e>0, S2 CC S2\{xl,.. x'} and r>0 sufficiently small, there exists S>0 independent 
of v such that if 
Iluo 
- VOIIIVI, 2(S2) < 
b, 
then 
(i) JIu(t) - v(t)II L2(SI) <e for all t>0, 
(ii) JIu(t) - v(t)jjjvi. 2(o) <c for all t>0, 
In other words, if we start a new flow close to the original one, then it will stay close in 
L2 for all time, and close in IV1,2 away from the blow-up points. We remark that the 
perturbed flow may blow up in finite time if the original flow blew up at infinite time. 
Examples from Section (4.1) justify our hypotheses on the domain and the target. We 
evidently have the following corollary. 
Corollary 4.3 The setz of initial maps uo for which the subsequent flow u is nonsingular 
for all time and converges without bubbles at some sequence of times ti -). oo as in Theorem 
(1.15), is open in the 1171"2(S2, S2) topology. 
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Moreover, denoting by R. the subset of IV1"2(S2 x [0, oo), S2) with finite norm 
IIulI =tS 
, 00) 
Ilu(t)IlwI, 2(s2), 
the map Jr :I -+ T which associates to each u0 its flow u, is continuous if we use the 
tiV1'2(S2, S2) topology on the domain. 
The second part of the corollary fails without hypotheses on the domain and the target, 
as is shown by examples in Section (4.1). In fact, an example to be given in Section (4.3) 
will show that even the first part of the corollary fails if we drop the condition on the 
target. 
Proof. (Theorem (4.2). ) 
As in the proof of Theorem (2.2) we will assume without loss of generality that the body 
map and all the bubbles are anti-holomorphic, rather than holomorphic. 
The basic idea of the proof is to use Lemma (4.1) to show that the flows stay close until 
the ö-energy is small, and then use the techniques we developed in the proof of Theorem 
(2.2). We set co as in Lemma (2.8) in anticipation. 
Let u,,,, be the body map of the flow u and v,,. a body map for v. 
Part (i) of Theorem (4.2) will follow from part (iii) of Theorem (2.16) (cf. (2.21)). For 
any rll, 772 > 0, we may choose T sufficiently large so that 
IIu(t) - ux I L2 < 771 for t>T, 
from part (i) of Theorem (2.2) and 
Ea(u(t)) < min(r72i 
2) for t>T, 
as Ea(u(t)) -º 0 as t- oo (cf. (2.19)) and 
JJU(t) - uoQIItvl. 2(n) <'13 for t>T? 
from part (ii) of Theorem (2.2). Then for any 774 > 0, we may apply Lemma (4.1) to find 
ö>0 such that providing JJUo - ti'oIIIvl. 2(s2) < S, we have 
IIu(t) - V(l)1111-1,2(S2) < min(174, 
Co, 
C) for all tE [0, T]. (4.1) 
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Then we must have 
Ea(v(t)) < E8(v(T)) < min(772 +'i , eo) for t>T, 
and so from part (iii) of Theorem (2.16) (cf. (2.21)) we may estimate 
Ifv(t) - vool, L2 < C(172+ 7)4)2 for t>T. 
Combining the above, we find that 
II u(t) - v(t)I1L2 < 
II u(t) - uoolIL2 + IIu,, - u(T)11L2 + Ilu(T) - v(T)II L2 
+IIv(T) -V IL2 + Ilvoo - v(t)II L2 
< 277, +i74+2C(i12+774)2, 
for t>T, and thus by taking 7/i, x, '14 sufficiently small and using (4.1) again, we establish 
part (i) of Theorem (4.2). 
To establish part (ii) we must control locally the oscillation of the first order part of the 
tiV1'2 norm, and we do so in a manner similar to that of the proof of part (v) of Theorem 
(2.2). 
With y and 0 as in Chapter (2) we calculate 
dt 
ý2 
JS2 ` 21V(v(t) - UW)I2) -1d 0v(`) -dd 
ýJs2 
W2vv(t). vu"") (4.2) 
The second term on the right hand side is controlled by 
Idt ýJSZ 
JSZ ý'2v7(v(týý. vuýl c(u03,7', s)IIT(v(t))IIL2(s2), 
where we have integrated by parts and used Hölder's inequality. 
Together with parts (ii) and (iv) of Theorem (2.16) we now have enough information to 
integrate (4.2) giving, for t>T, 
182 
V 2'V (v(t) - uoo)12 -2 JS2 W2I 
V (v(T) - U")12 
t 
< 0v(=) - Ov(T) + 
fT C(ýz°°, r, s)IIT(v(O)IIL2(s2)de 
s E(ý'(ý'))2 IEa(v(Z')))' + C(uý, r, s) (Ea(v(T )))2 
<C (Ea(v(T )))' <_ C(7I2 +'14), 
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where the constant C on the final line is independent of the flow v assuming we insist 
that Iluo - vojjjv1,2(s2) <1 (for example) so that we have a bound on the energy of v(T). 
Taking 772 and i sufficiently small, we may make the right hand side as small as we desire. 
Consequently, for any 1)5 >0 we can ensure that 
JIv(t) - UOIItvl, 2(n) - Ilv(T) -U of V1,2(n) < 775. 
Combining everything again, we see that 
IIV(t) 
- tt(t)lI4V1.2(n) ý 
JIV(t) 
- uooIILV1.2(cz) + 
Ilue0 
- u(t)IIW1.2(f)) 5 775 + 773 + 774) + 773, 
for t>T, so by taking Y13,77.5 sufficiently small and making q4 smaller if necessary (and 
using (4.1) again) we establish part (ii) of Theorem (4.2). 0 
We complete this section by giving some of the perturbation results which were either 
known prior to this thesis, or could be derived without difficulty. All of these will concern 
the stability of harmonic maps - in other words they will assume that the original flow 
to be perturbed is stationary in time. However, when we can prove the stability of a 
harmonic map to which a flow subconverges, we can establish the stability of the flow - 
all we must do is use a finite time perturbation result until the perturbed flow has entered 
the domain of attraction of the the limit of the original flow. Finite time perturbation 
results are always available - even in the case that the domain is not a surface (though 
maybe not of the strength of Lemma (4.1) in that the initial maps may have to be close in 
a stronger norm than that used to compare flows) by linearising the heat equation about 
the original flow and applying the Implicit Function Theorem for Banach spaces. 
In the case that N has nonpositive sectional curvature, whatever the dimension of the 
domain, we can apply the work of Hartman [19] to find that if h: M --º N is harmonic 
and uo :M -+ N is sufficiently close to h in CO, then the subsequent flow u (as found in 
Theorem (1.5)) is such that 
sup d1. (h(x), u(x, t)) 
X 
is decreasing in time. In particular, for all F>0 there exists a5>0 such that whenever 
u° satisfies Ilu° - hilco < b, the subsequent flow satisfies 1I u(t) - hllco <E for all t>0. 
A related, though easier situation is when the original flow converges to a constant map. 
Simple arguments along the lines of those in Section (1.4.3) (see Corollary (1.18)) show 
that a flow starting at a CO perturbation of a constant map converges to a nearby constant 
map. 
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Although we know that energy minimising harmonic maps are not necessarily stable from 
the example in Section (2.1), Naito [23] has proved the following theorem, for domains of 
any dimension. 
Theorem 4.4 Suppose h: M-. IV is harmonic with strongly positive Jacobi operator. 
Then there exists e>0 such that if Iluo-htIlvm, 2 <c for some m>2 dim M+2 then there 
exists a global solution u to (1.3) in C2 ([0, oo); 1Vm-1,2(M, H)) (l C°([0,00); IV- 2(M, Ar 
such that u(t) -º h in IVm. 2(M, AO as t -* oo. 
The work of Leon Simon [29] gives us the following result, which we state in the case that 
the domain is a surface, though it holds for general domains if we strengthen the norms 
used. 
Theorem 4.5 Consider the case that H is real analytic. Suppose hE C°O(M, H) is 
locally energy minimising in the sense that 
E(h) < E(h) whenever IIh - hllcs < e, 
where e>0 is given. Then there are constants b= b(e, M, N, h) and a= a(N, h) E (0,1) 
such that if Iluo - hlICi <b then there is a smooth solution u of (1.3) on Mx [0, oo) with 
lim=es. u(t) = u, o for some 
harmonic map u,,,, :M -ý N such that E(u. ) = E(h) and 
Iluoo - hllcs < min{b°`, 2}. 
4.3 A further example of instability 
The principal example of this section will be a harmonic map from S2 which has initial 
maps arbitrarily close in C°° whose flows blow up (at infinite time). The example could 
be altered to make the harmonic map energy minimising. 
Our starting point is the target used in the example of a nontrivial bubble tree which we 
constructed in the previous chapter. Let us define 
P! = SZ X" S2, (4.3) 
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where v: S2 -º (0, oo) is of the form v(9, ¢) =f (0). Unlike in the previous chapter let us 
consider flow from S2 to Pf rather than from D to Pf. The crucial property of Pf which 
we will be exploiting is that for a constant warping function f, the diagonal embedding is 
harmonic; and yet when f is given an arbitrarily small slope, the harmonicity is destroyed 
and the map must separate out into two bubbles under the heat flow. In particular, 
this flow will blow up. Although this appears to be no good as we have to perturb a 
harmonic map to give blow-up rather than take a harmonic map and perturb the metric, 
all that is required is to add a system to the target (increasing the dimension) on whose 
state the function f depends. We can then perturb this additional system to effectuate a 
perturbation of the metric. At this point we switch to the details. 
We begin by giving the equations of heat flow from S2 to Pf. Let us parameterise Pf by 
(a, A, #, B) - two sets of spherical polar coordinates as in Chapter (3) - and the domain 
S2 by (0,0). For initial maps 
(e, 0) -+ (ao(O), 0, Ao(B), 0), 
with ao, ßo : [0, a] -º [0, n] satisfying 
ao(0) = ßo(0) = 0, ao(Ir) = ßo(Ir) _ 7r, ao(0), ßo(0) E (0,7r) for 0E (0, ir), 
the subsequent heat flow takes the form 
(e, ý, t) -º (a(0, t), c5, ß(O, t), 0), 
where a and 0 satisfy a(9, t), ß(9, t) E (0,7r) for 0E (0,7r) and evolve according to 
8a 
_ 
ä2a 1 Oa sin a cos a-1, sine ß + Tan 6äB sine B 
(a) 
((aß)2 
+ 
sine B 
(4.4) 
aß 
_ 
02ß 
+1 
0ß 
_ 
sin ß cos ß+ f'(a) äa äO (4.5) 
ät 592 tan 0 00 sine 0f (a) aB äB 
We first observe that if ao(9) = ßo(0) =0 and f is constant, then the initial map is 
harmonic. However, if f is perturbed to be as in (i) - (iii) on Page 48 (in particular 
nonconstant and increasing) then we may apply Lemma (3.4) to find that the flow must 
blow up - the lemma tells us that there is no appropriate body map to converge to in the 
case that there is no blow-up. This is all that we require in this section, though we remark 
that in the case that f is increasing, there seems to be a tendency for a to blow up at 
0= it and for %ß to blow up at 0=0- ie. the flow seems to separate the initial map into 
two bubbles. If we insist that f is constant on closed neighbourhoods of 0=0 and 0=r 
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(but is strictly increasing in between), we can argue rigorously as in Chapter (3) that a 
cannot blow up at 0=0, ,0 cannot 
blow up at 0=0 at finite time, a blows up at 0=r 
(possibly in finite time) and, 0 cannot blow up at 0= ir before a has blown up. 
Before giving the example, we admit that in many senses it is not the simplest possible. 
However, we justify our choice as it serves as a gentle introduction to the ideas required 
for our sketched example of 'disappearing bubbles' to be given in the appendix. 
Theorem 4.6 Setting M= S2 with the standard metric and Al = S2 X S2 X S2 x S1 for 
some appropriate warped metric, there exists a harmonic map :M -" Al and an initial 
map uo arbitrarily close to (D in C°° for which the subsequent flow blows up. 
Proof. The reader is advised to be already familiar with the example of the flow into a 
warped product that we saw in Section (2.1) as well as the behaviour of flows from S2 to 
Pf as described above. 
Let us parameterise the three copies of S2 in the target with the spherical polar coordinates 
(a, A), (0, B) and (7, C), and the S' by PE (-pr, 7r]. With h(O, 0) and k(p) the standard 
metrics on S2 and Sl respectively, we equip N with the metric 
h(a, A) + p(a, P)h(Q, B) + q(p)h(7, C) + k(A), (4.6) 
where p and q are positive functions to be determined. It will shortly be possible to 
interpret this metric in terms of our previous examples of warped products. Imagine an 
initial map of the form 
(B, 0) - (B, 0, e, 0, B, 0, Po), (4.7) 
for some constant po. The heat flow then takes the form 
(0,0, t) -+ («(0, t), fi, ß(0, t), 0,0,0, p(0, t)) (4.8) 
where a, ß and p solve 
Da c 2a + 
1 äa 
- 
sin a cos a- 
e 
1 yip (P) sin2, 
Q 
(4.9) + e 
(o'3\2 
t an 0 sin B B sin 
aQ 
T _ 
1920 + 2 
1 aß 
09 
sin ,3 cos ,3+ e 
1 op asap 4.10 (a ' P) () , ä9 t an 0 sin 6 p(a, p) Oa 09 'go äp 
_ 
ä2p 1 äp ,1 äp (a, P) 0 00 q 
(P) 
02 
+ 
Op ( ) 2 sine 3 (4.11) + e cat t X an 2 ýp cý9 sin 9 
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We observe that for an initial map as given, if we drop- the p-dependence of p, then the 
flow decouples to give a flow into the first two copies of S2 (compare this with (4.4) - 
(4.5)) and a flow into the S2 X S1 which remains (compare this with Section (2.1) -p then 
evolves under gradient flow on q). 
Let us choose the warping function q to be 
q(p) =2+ cos p. 
The basic properties of q which this ensures are that q(p) has a strict maximum when 
p=0, a strict minimum when p= 7r, and that q'(p) <0 for pE (0,7r). We choose p to be 
constant in a when p=0, and increasing in a for p 54 0. More precisely, we choose p to 
be smooth, and satisfy 
ap 
= 0, for p=0, aE [0,7r], 8« 
p(a, p) =f (a), for some fas in (i)-(iii) on Page 48, when pE[2,7r] and aE [0, ir], 
(4.12) 
Op 
< 0, 
ap 
> 0, for all p, aE [0, ir], vp - Da - 
A., P) = PA., -P) > 0. 
Then we may set 
.b (0,0) = (0,0,0,0,0,0, o} 
to be the harmonic map required for the theorem. Harmonicity can be confirmed geomet- 
rically or analytically. We then take our initial map to be as in (4.7) with po small, and 
positive, say. As we shall see, the final two terms (ie. the q and the p terms) of (4.11) 
then push p towards 7r. If it were not for the final term, this would be simply gradient 
descent. In fact, owing to this final term, p does not remain independent of 9, however by 
the maximum principle we have 
e(t) < p(e, t) < ,r 
for any t>0 and 0E [0,7r] where ý: [0, oo) -> [0, ir] is the solution to 
no. 
In particular, there exists aT>0 such that p(", t) E (121, i] fort > T. By (4.12) we see that 
from time T onwards, a and ß decouple from p and evolve exactly under the equations 
(4.4) and (4.5) hence leading to blow-up.   
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As promised in the previous section the example above shows that in contrast with Corol- 
lary (4.3) the set of initial maps with flows without any finite or infinite time blow-up, is 
not open in general. That the set of initial maps with flows which blow up in finite time 
is not open in general is evident by taking a known example of finite time blow-up be- 
tween 2-spheres and considering it as a flow from S2 into an equator of S3. By perturbing 
the initial map so that the image lies entirely in a hemisphere of S3, we may argue with 
Corollary (1.17) (as in Section (4.1)) that the subsequent flow converges smoothly to a 
constant. Similarly, the set of initial maps with smooth flows which blow up in infinite 
time is not open in general. 
Returning again to the case of heat flow between 2-spheres, we remark that we do not 
know if the set of initial maps with flows which blow up in finite time is open or not. A 
further example in the next chapter (see Section (5.3)) will show that the set of initial 
maps with flows which blow up at infinite time but not at finite time, is not open. 
It would be interesting to establish results proving that, under hypotheses on the domain 
and target (for instance that both are 2-spheres) that any map may be perturbed to give 
an initial map whose subsequent flow is regular and converges smoothly at infinite time. 
Of course, for some combinations of domain and target, we may pick an initial map in a 
homotopy class devoid of harmonic maps, and the subsequent flow will always blow up, 
however we perturb it within its homotopy class. 
64 
Chapter 5 
The energy and concentration 
. required for singularities 
5.1 The minimum energy required for blow-up 
In this chapter we discuss the extent to which low energy corresponds to globally regular 
solutions in the harmonic map heat flow. As usual, we shall always assume that the 
domain M is a surface. 
Our starting point is the simple consequence of the theory of Struwe described in Section 
(1.4.2) that if we do not have enough energy to produce a bubble, then we cannot have 
any singularities. This was remarked by Struwe [31, Remark 4.4] and is central to our 
discussion: 
Theorem 5.1 Suppose that we have an initial map Uo :M -+ .I which satisfies 
E(uo) < inf{E(v) IV: S2 -º N is nonconstant and harmonic }>0, (5.1) 
then the heat flow does not have any finite or infinite time singularities. 
Remark 5.2 In the case of heat flow between 2-spheres (using the standard target sphere 
metric) the condition (5.1) is that 
E(u, o) < 4'r, 
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by Remark (2.6). 
The statement that the infimum in (5.1) is strictly positive whatever the target, follows 
from a more general lemma. 
Lemma 5.3 Suppose M is (a surface) without boundary. Then there exists e= e(M, N) 
such that any harmonic map v: M --+ N with E(v) <e is necessarily constant. 
Proof. We consider N to be embedded in Euclidean space, and without loss of generality 
we may assume that 
Iv djvi = 0. 
. /mot 
By (1.1) we have, for fixed pE (1,2) 
IIAVIILP < C(N)IIVVIIL2p. 
Applying standard regularity theory to the left hand side and Iiölder's inequality to the 
right, we find that 
(IVIILV2, 
p <C 
(lVvIL2lIVvIIL 
+ IIVIILP 
The estimation continues with the inequalities of Sobolev, ilölder and Poincare to give 
IIVIII 2, p < CE(v)2 (IIVvIILP + IIVIII 2, p) + CIIVVIIL2, 
at which point, for e sufficiently small, we may absorb the second derivatives (ahd apply 
Hölder again) to find 
1IVIIJV2, p <_ CE(V)2IIVVIIL2 +CE(v)2. 
As tiV2"p embeds continuously in L°° (note that p> 1) we may conclude the estimations 
with 
IIVIILoo <C (E(v) + E(v)') 
. 
By reducing e if necessary, we may force the image of v into a small ball, and applying 
Theorem (1.21) with the hindsight of Section (1.4.3) we find that v must be constant. i 
We wish to know whether Theorem (5.1) is optimal, or whether more energy than the 
energy of one harmonic sphere is required for blow-up. We restrict our discussion, as 
usual, mainly to the case of heat flow between 2-spheres. We remark that the questions 
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we address are of a very different nature in the case when the domain has boundary. This 
will be apparent from the work of Chang, Ding and Ye (see Section (1.4.4)) following this 
chapter. We begin with a simple result we proved originally in [32] -which shows that given 
extra topological restrictions, more energy than 4ir is required to produce a bubble. 
Theorem 5.4 Suppose uo E C(S2, S2) f W1'2(S2, S2) is of degree zero, and satisfies 
E(uo) < 8ir. Then the subsequent flow u is globally regular and converges in C°° to a 
constant map as t --> oo. 
Proof. We will use the decomposition of the energy into 0-energy and s-energy that we 
described in Section (2.2.1). For convenience we recall that for u: S2 --, S2 we have 
E(u) = Ea(u) + Ea(u), (5.2) 
and 
Ea(u) - E5(u) = 4irdeg(u), (5.3) 
whilst Ea(u) =0 if and only if u is holomorphic and Ea(u) =0 if and only if u is anti- 
holomorphic. We also recall that both the O-energy and the a-energy decrease during the 
heat flow (at the same rate) and that both are positive quantities. 
Suppose that blow-up occurs. Then the bubble map must carry energy of at least 41r, from 
Remark (2.6). Moreover, the bubble map, as it is a harmonic map from S2 to a surface, 
must be either holomorphic or anti-holomorphic, so it must carry a or 8-energy of at least 
47r by (5.2). Therefore we must have either that Ea(uo) > 4ir or that E5(uo) > 4n. But 
by using the fact that deg(uo) =0 in (5.3), we then have that both E8(uo) > 4ir and 
E5(uo) > 4w which tells us that E(uo) > 8w, a contradiction. 
So no blow-up occurs either at finite or infinite time, and hence by the work in Section 
(2.2) we know that the flow converges smoothly to a harmonic map, which must be of 
degree zero, and therefore constant by Remark (2.6). We remark that we need not rely on 
the results in Section (2.2) as we could first prove CO subconvergence to a constant map 
and then use more elementary arguments - see Remarks (1.19) and (1.20).   
This result is optimal in the sense that if the energy is allowed above 87r then blow-up 
may occur. To see this, consider an example of infinite time blow-up between 2-spheres 
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mentioned in Section (1.4.4). Such an example blows up at the north and south pole at 
infinite time, and converges to a constant elsewhere. By analysing with Theorem (1.15) 
we find that 
lim E(u(t)) = Sir, t 00 
and hence we may take u(t) as an initial map with energy arbitrarily close to 8ir (for 
sufficiently large t) which leads to blow-up. 
We are left wondering whether the result remains true if we drop the condition on the 
degree. As any map of degree at least two has energy larger than 87r (see (5.2) and (5.3)) 
we need only look at the case in which the degree is one. In fact, we discover that in 
general, Theorem (5.1) is optimal: 
Theorem 5.5 For any E>0 there exists an initial map uo : S2 --º S2 with 
E(uo) < 4r +e 
such that the subsequent heat flow blows up in finite time. 
We will give examples with the same form of rotational symmetry as was used in Section 
(1.4.4) to demonstrate the theorem. As in previous examples we adopt spherical polar 
coordinates on the domain and target, and write a symmetric map as 
U. (0,0) = (o(9), 0), 
where a: [0, ir] --º R. This symmetry is preserved under the heat flow. 
If we allow Ua to evolve according to the heat equation, then a evolves according to 
Oc 
_ 
ä2a 
+1 
äa 
- 
sin a Cosa (5.4) 
ät 002 taxi 0 aB sin2 0 
When the heat flow is from a sphere, with degree one, we use the boundary conditions 
a(0, t) =0 and a(7r, t) = 7r, and (5.4) holds for 0<0<a. However, we will have cause 
to consider the heat flow from the upper hemisphere S+, in which case we still use the 
equation (5.4) but for 0<0<2 and with boundary conditions a(0, t) =0 and a(2, t) =c 
for some c. In the latter case, we still use the notation U« to refer to the map from S .. 
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In order to prove Theorem (5.5) we will utilise the examples of finite time blow-up given 
by Chang, Ding and Ye [4], which were described in Theorem (1.23). The proof of that 
theorem, as mentioned in Section (1.4.4), carries over to the case that the domain is S+: 
Theorem 5.6 Suppose that uo E C1(S+., S2) is of the form uo = Uao with ao(O) =0 
and ao(2) > r. Then the subsequent flow u=U,, blows up in finite time. In particular, 
uý C(S+ x (0,00), S2). Assuming that ao(9) >0 for all 0E (0,2 ], at the time of 
the singularity T, the boundary condition a(0, t) =0 which held for t<T, switches to 
a(Q, T) _ ir. 
Of course, the boundary conditions of u never change. 
We are now in a position to prove Theorem (5.5). The initial map resembles the identity 
map which has been conformally concentrated at a point so that a bubble has nearly 
formed there. Of course we cannot take exactly this map as it is harmonic. We compare 
the subsequent flow to one of the examples of Chang, Ding and Ye with the maximum 
principle. The difficulty in the proof is to apply the maximum principle despite the 
boundary conditions of Chang, Ding and Ye's examples. As we shall see later, this is more 
than just a technicality. 
Proof. (Theorem (5.5). ) 
We consider the heat flow in terms only of a. When we pick a map ao, say, in the proof, 
we assume that it is smooth and moreover that UQ, o is smooth. 
It is important to consider what happens to create the blow-up of Theorem (5.6). As the 
blow-up time is approached, the gradient of a gets very large at 0=0 and a small interval 
[0, e] is mapped onto all, or almost all, of [0,7r] by a. 
We begin by picking a map ßo : [0,21] [0,7r + ö] with ßo(0) =0 and ßo(2) = 7r +b for 
ö>0 small, such that E(Upo) < 47r + 2. 
Next we pick a map yo : [0,7r] --º [0, r+ 2b] say, with 7o(2) > 7r +ö and boundary 
conditions 7o(0) = 7o(r) = 0. 
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Now imagine the heat flow U., with initial map UU0. From Theorem (1.4) the heat flow 
evolves smoothly for some small time interval, so y evolves smoothly initially and we 
may find T>0 such that for tE [0, T] we have no blow-up and we have the condition 
y(2, t)>7r+SStill. 
Now take the heat flow Up with initial map Upo. By Theorem (5.6) this must eventually 
blow up - say at time t=S. We are interested in the function oo = , ß(., S- 
Z) because 
we know that U0 is an initial map with energy less than 4ir +2 for which the heat flow 
UQ blows up in time t=2. Note that by making T smaller if necessary we may assume 
that S> 2. 
We are now in a position to choose our initial map to satisfy the theorem. We take a map 
ao : [0, ir] -+ [0,7r + 3S] say, with boundary conditions ao(O) =0 and ao(ir) = Tr which is 
above both ao and yo. In other words, ao(O) > ao(9) for 0E (0,2] where 0o is defined, and 
ao(O) > 'yo(O) for 0E (0, it]. Assuming we chose 'yo appropriately (and b was sufficiently 
small) we may choose this so that U,,,,, has energy less than 4ir + e. 
Now consider the heat flow Ua with initial map U0 and suppose that it does not blow up 
in finite time. By the maximum principle (as used in [3] and [4]) applied to a and a, and 
the fact that ao = a(0,0) > a(9,0) = ao for 0E (0,2 ], we must have that 
a(6, t) > 7(O, t) (5.5) 
for 0E (0,2] and fort E [0,71) where iE (0,2 ] is chosen so that a(2, t) > Q(2, t) = 7r -I- 
However by the maximum principle applied to a and y and the fact that ao = a(O, 0) > 
y(0,0) = yo for 0E (0, a), we must have that a(0, t) > y(0, t) for tE [0, T) and 0E (0,7r) 
and in particular that 
a(2)t)>y(2, t)>7r+ 
for tE [0, T]. Therefore we must be able to take 77 = 12. But then as a blows up in time 
2, by (5.5) a must blow up within time 2 which is a contradiction. 
So the idea was to take a map which would be pushed into blowing up by the example of 
Chang, Ding and Ye, by the maximum principle providing the map did not foul Chang, 
Ding and Ye's boundary values - so we protected the boundary values with another map 
(y) for enough time for the blow-up to occur. 0 
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To summarise the situation, if the initial energy is less than 4ir then blow-up cannot occur 
and if it is between 4ir and 8r then it can occur precisely when the degree of the initial 
map is one. 
We remark that in the example constructed to prove Theorem (5.5) the initial map comes 
equipped with a concentration that is well on the way to forming a bubble. This still does 
not answer the question of whether the heat flow can `move through the conformal group'. 
For example, suppose we start with a map between 2-spheres which is close in W1'2 to the 
identity, and thus has energy slightly larger than 4ir - then the possibility that the heat 
flow could concentrate the map at one point is certainly not ruled out on energy grounds. 
The flow at some larger time could look like a concentrated Möbius transformation. 
In fact this is not possible, as we will demonstrate shortly. We will use techniques from 
Chapter (2) to control the flow of energy into a given region of the domain in terms of the 
amount of ä-energy (or 5-energy) there is left to dissipate. 
Of course, from the properties (5.2) and (5.3) of the a-energy and a-energy, for a degree 
one map the condition E(uo) < 4ir + co implies that either Ea(uo) <2 or E5(uo) <2 
Before stating the result ruling out the possibility of moving through the conformal group, 
we must define 
. T(uo, R) = sup e(uo), 2 xESJ R (x) 
where BR(x) is a geodesic disc of radius R centred at x as usual. 
Theorem 5.7 For all R>0 and k E- (0,1), there exists e>0 such that whenever we 
have an initial map no : S2 --+ S2 satisfying. F(uo, R) < 47rk and E(uo) < 4x + e, then the 
subsequent heat flow u does not blow up. 
We remark that it is elementary to prove that restricting the energy to be only a little 
over 47r implies that the heat flow cannot move very quickly, but it is far from clear that 
the flow cannot blow up given as much time as it wants. 
Proof. All the work has already been clone in establishing Theorem (2.16). Suppose that 
a bubble does develop - at a point yE S2. Recalling the cut energy from Chapter (2), we 
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take r=s=R so that p is supported in BR(y) and is equal to one in a neighbourhood 
of y. Then as . 
F(uo, R) < 47rk, we must have that 0(0) = Duo < 4irk. For a bubble to 
develop, at time TE (0, oo] say, we must have lim suptTT 0(t) > 4ir, the minimum energy 
for a bubble. 
So we simply must take e< -o, and - sufficiently small to control Ea(u) and hence, by 
part (vi) of Theorem (2.16), to control the amount by which 0 may fluctuate, giving a 
contradiction. In detail, taking C to be the constant of Theorem (2.16), we can take 
_ 
8irs2(1 -)2 
C2 
and then calculate 
i 
2ý(1- vIk-) < lim sup O(u(t)) 2- 0(i10)2 <S (Ea(uo))ý <S 
(2ý 2< 2ý(1- 
tIT 
which clearly is not possible. 
5.2 The effect on the flow of domain metric scaling 
Here we give an application of the theory given above. Given a harmonic map from a 
surface, we may change the metric on the domain conformally and still have a harmonic 
map. Therefore, if we intend to use the harmonic map heat flow to give information about 
harmonic maps, we may scale the domain metric before using the flow. Scaling the domain 
metric does not give exactly the same flow - as mentioned in Section (1.1) the velocity 
with which the map evolves at each point is scaled by a factor inversely proportional to 
the factor used to scale the domain metric. So we have a hope of choosing a conformally 
equivalent domain metric which gives a more useful flow. Of course, this technique would 
turn out to be pointless if any two such flows were conjugate in some sense, or had the 
same `topology'. However, we are given hope with the following result. 
Theorem 5.8 There exists an initial map uo : S2 -º S2 such that the corresponding 
heat flow with the standard metric on the domain gives blow-up in finite time, but the 
corresponding heat flow with a certain other fixed, conformally equivalent metric on the 
domain exists for all time and converges smoothly at infinite time. 
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Proof. (Sketch. ) 
We describe the proof rather than let things become too technical. The initial map uo will 
be a map such as in the examples constructed in Theorem (5.5). The construction in that 
theorem is sufficiently flexible to allow us to assume that there is a homothety 0: S2 -º S2 
such that uO o 0'1 is sufficiently close in IV1,2 to the identity map to be an initial map whose 
heat flow does not blow up, by Theorem (5.7). We then change the metric on the sphere in 
order to expand the region of concentration, and shrink the rest. The effect of this is to get 
rid of the concentration. In fact, we take the pullback under 0 of the standard metric g. 
This ensures that the domain is still a round 2-sphere. Moreover, as 0: (S2, O`g) -+ (S2, g) 
is an isometry, the heat flow with initial map uo : (S2, O*g) --. (S2, g) will not blow up, 
as it is basically the same flow as the flow with initial map uo o 0-1 : (S2, g) --ý (S2, g). 
Precisely, if u is the flow starting from no (with domain metric ¢*g) then the flow starting 
from uo o 0'1 (with domain metric g) will be uo 0-1. Smooth convergence follows from 
Theorem (2.2). 1 
So we deformed the metric to slow down the flow where it previously wanted to blow up. 
5.3 A flow with a nontrivial holomorphic limit 
As promised in [33] we now give an example of a flow which satisfies the hypotheses of 
Theorem (2.2) and in which bubbles develop. In other words, it is a flow between 2-spheres 
in which bubbling occurs at infinite time, with all the bubbles and the body map sharing 
the same orientation. In fact, the body map is constant, and there is one bubble. Of 
course Theorem (2.2) applies to any flow between 2-spheres without bubbles at infinite 
time. 
In fact, no example is known of infinite time blow-up between 2-spheres in which the 
body map is nonconstant. In the case that all bubbles share the same orientation as 
the body map, examples with nonconstant body map (and a nonzero number of bubbles) 
cannot have the rotational symmetry on which we normally rely for analysis. In the case 
that bubbles have opposing orientation to a nonconstant body map, there seems to be a 
tendency for the bubble to develop at finite time. 
73 
We turn to the construction. The idea is to take a homotopy of initial maps starting with 
one whose subsequent flow does not blow up, and ending with one with a flow that does. 
The first of these flows which blows up, in this construction, will do so at infinite time 
and have the desired properties. 
Let us choose a homotopy uö = Uaö (with sE [0,1]) of maps between the identity map U00 
and an example of an initial map leading to finite time blow-up uö from Theorem (5.5). 
We have aö(O) = 0, and we require also that as(9) is increasing in s for fixed 0, and that 
for each sE (0,1] there is precisely one value 0E (0, ir) solving as (0) = ir. 
Now let us consider the heat flow u' = Up. starting at each of the maps uö = U. Then 
by the maximum principle, we find that a'(O, t) is increasing in s for fixed 0 and t, and 
that for each sE (0,1] there is precisely one value 0E (0,7r) solving W (O) = ir, prior to 
any blow-up of as. 
Let us define 
ý= inf{s E [0,11 1 u' blows up either at infinite or finite time }. 
Then we claim that u{ is smooth for all finite time, but blows up at infinite time. First of 
all, by Corollary (4.3) we see that u{ must blow up. Otherwise, we could rapidly contradict 
the definition of e. So it remains to rule out finite time blow-up. 
Let us suppose of blows up at a finite time T. Then by the properties of the functions 
as mentioned above, and the maximum principle, we may argue that a{(O, T) > ir for all 
0E (0, jr). All that we must do to establish a contradiction is to find an initial ma. p Upo 
with X30(0) = 0, ßo(7r) = ir and ßo(9) E (0, of (B, T)) for all 0E (0,7r) whose subsequent 
flow leads to blow-up. This would then allow us to find an s slightly smaller than C such 
that a'(9, T) > /. %(B) for all 0E (0, zr) and hence, by the maximum principle as usual, a' 
would blow up for some t>T contradicting the definition of e. The construction of go 
may be made in the same way as we constructed the examples of initial maps with energy 
slightly larger than 4ir which led to blow-up, in Theorem (5.5). All we must do is choose 
5 sufficiently small so that the comparison maps (denoted by 7 and ß in Theorem (5.5)) 
and then the constructed map (denoted by'a in the theorem) all lie below a{(., T). 
We remark that uö may be perturbed to uö-e for some small c, to give an initial map with 
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a regular flow (no finite or infinite time blow-up). If we had defined 
e= inf {s E [0,1] 1 u' blows up at finite time }, 
we could again argue that uý blows up at infinite time, and then a perturbation of uö to 
uö+E for some small c, would give an initial map with a flow which blows up in finite time. 
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Appendix - An example of 
`disappearing bubbles' 
In this appendix we indicate that the harmonic map heat flow can, in general, have ex- 
tremely complicated convergence properties at infinite time. In contrast to the uniformity 
result Theorem (2.2) given in Section (2.2) we sketch an example of the `nonuniqueness of 
bubbles. ' Unlike in the rest of this thesis, we do not give sufficient details to claim total 
rigour. 
Recall the description of bubbling at infinite time as given in Theorem (1.15). In our 
example, a bubble which exists at one sequence of times tt - oo does not exist at another 
sequence s; -+ oo - so the value of i is dependent on the sequence of times. The energy 
of the bubble at the original sequence of times is absorbed into a higher energy body map 
at the new sequence of times. 
The basic idea is as in Section (4.3) - to consider flow from S2 to Pf (see (4.3)) and make 
the slope of the warping function f depend on the state of a different heat flow. Unlike 
in Section (4.3) we now require the slope of the warping function to oscillate very slowly 
between being positive and being negative, rather than just switching once from being 
zero to being positive. The functions a and 0- see Section (4.3) - then oscillate between 
blowing up at 0=0 and 0 =7r (a blows up at 0 when p blows up at ir and vice versa). 
We then choose the new sequence of times {s; } to catch a in the transition between these 
two concentrated states when approximately equal to the identity, say. 
We will let the slope of the warping function f depend on the state of the spiralling system 
described in Section (2.1). As that system spirals round, for one half of the spiral the 
warping function f will have positive gradient, and for the other half, negative gradient. 
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A problem is that the coupling between the spiralling system and the P1 system makes the 
spiralling system lose its simple form (x, t) -> (z(t), x), as the z gains an x dependence (see 
Section (2.1)). Once we have given some details, we hope that this will appear irrelevant. 
As described above, our target is Al = S2 X S2 X S2 x f82. We parameterise this by 
(a, A,, 3, B, ry, C, p) as in Section (4.3) though with p= (pl, p2) taking values in R2 now. 
We use a metric (4.6) where k is now the standard metric on R2 rather than S1. Taking 
an initial map of the form (4.7), the flow is of the form (4.8), where again we now have 
Po E H2 and p= (pl, p2) mapping into R2. The evolution of a and p remains as in (4.9) 
and (4.10), though p now satisfies 
2 äp 
-äp+1 
cep 
- '71(p) -Jv p(a, p) + 
sin 2R (5. G) ät 00* tan & 00 2 
((LO) 
8Ba sin2 0 
where Opp = (äp , 
äp )" 
Let us choose q to be the function (2.2) - at least for the moment. Of course, if p 
was independent of p, the final term in (5.6) would vanish, and with initial conditions 
p(9,0) = po, we would have a solution p(O, t) = p(t) evolving under gradient flow on q. In 
fact, we will give pa p-dependence so that ä<0 when pi <0 and >0 when pl > 0. 
Let us consider a sequence of linear functions f, ti : [0,7r] -R such that 
fn(0) +1, fn(s) -1 7-1, for n odd, 
f"(O)=1+n111 fn(7')=1+n, forneven, 
so that fn(x) is decreasing in n for fixed x, and the slope of f, alternates between positive 
and negative. 
Let us provisionally define p for p on the trajectory of gradient descent for q. Observe that 
if p follows this gradient descent then pl changes sign twice each time p winds around the 
origin. After pi has changed sign exactly n times, we ask that p(", p) = f (for p on this 
arc of the gradient descent trajectory). We will shortly address the discontinuities of p at 
the points where pi = 0, and the fact that p is only defined for values of p on the gradient 
descent trajectory. 
As pl changes sign, the flow alternates between concentrating a at 0 and Q at 7r, and 
concentrating a at ir and Q at 0. Once it has grown large, and the energy of the flow has 
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decreased towards 127r (at least 41r of energy is taken by each sphere in the target) the flow 
restricted to either of the first two spheres in the target will begin to resemble a homothety 
of the identity as in (1.8) at each time. By modifying q to change the spiralling speed of 
gradient descent, and hence the time given for a and 6 to concentrate in each direction, we 
can ensure that the flow becomes arbitrarily concentrated in alternating senses (and thus 
that the value of A, where the flow restricted to the first sphere in the target resembles 
(1.8), oscillates almost between zero and infinity). Our new sequence of times is to be 
chosen between the extremes of oscillation so that a resembles the identity (A = 1). 
Unfortunately the discontinuity in p is not permitted, and we still have to extend the 
definition of p to R2. Firstly we smooth out the discontinuity of p. We do this so that the 
final term in (5.6) points in the same direction as the second to last term - the effect of 
this is to make this final term push p around the old trajectory. Then we extend p to R2 
smoothly and sö that p increases as we move away from the old gradient descent trajectory. 
Unfortunately the smoothing of p causes p to 'smear- ie. gain a0 dependence. However, 
this effect is small, and occurs only during brief periods of transition whereas the first two 
terms on the right hand side of (5.6) - ie. the laplacian terms - continually counteract this, 
pulling the image of p(", t) back together. Though the action of the laplacian will push p 
slightly off the original trajectory of the gradient descent, this does not seem important, 
assuming we extended p to R2 appropriately. 
We end with the remark that it seems possible to adapt the example above to enable the 
selection of a sequence of times s; --º oo at which u(s; ) -º u,,. smoothly for some u,,,, - 
ie. no bubbles occur whatsoever, despite the occurence of bubbles at another sequence of 
times. 
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