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We illustrate the connection between homogeneous perturba-
tions of homogeneous Gaussian ~ndom fields over Rn or zn, with 
values in Rm, and classical as well as quantum statistical mechan-
ics. In particular we construct homogeneous non Gaussian random 
fields as weak limits of perturbed Gaussian random fields and study 
the infinite volume limit of correlation functions for a classical 
continuous gas of particles with inner degrees of freedom. We also 
exhibit the relation between quantum statistical mechanics of lat-
tice systems (anharmonic crystals) at temperature :J- 1 and homo-' 
n geneous random fields over Z X S~, where S~ is the circle of 
length s , which then provides a connection also with classical 
\ 
statistical mechanics. We obtain the infinite volume limit of real 
and imaginary times Green's functions and establish its properties. 
We also give similar results for the Gibbs state of the correspon-
dent classical lattice systems and show that it is the limit as 
h ~ 0 of the quantum statistical Gibbs state. 
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1. Introduction 
The main purpose of this paper is to illustrate the intimate 
connection which exists between the study of homogeneous perturba-
tions of homogeneous Gaussian random fields and the study ot the 
basic quantities of classical and Quantum non relativistic statis-
tical mechanics. 
This connection complements the one discussed in recent years which 
relates the study of homogeneous perturbations of homogeneous 
Gaussian generalized Markoff random fields to the study of construc-
tive quantum field theory (see e.g. [1] 9 [2], [3])and relativistic 
quantum statistical mechanics (quantum field theory at non zero 
temperature) [4]. 
Random fields also play a unifying role from another point of view 9 
in that they are the basic quantities of stochastic mechanics [5] 
and stochastic field theory [6] 9 which in turn are closely related 
to non relativistic quantum mechanics [5] 9 the theory of the heat 
equation [7] and euclidean quantum field theory [6]. The idea of 
the relevance of stochastic processes and functional integration 
in the study of all the mentioned subjects can historically be 
traced back particularly to studies developed in connection on one 
hand with the Brownian motion (see e.g. [5]) and on the other hand 
with Eeynman's formulation of quantum mechanics and quantumelectro-
dynamics in terms of path space integrals (see e.g. [BL [9]~ [10]). 
In particular the relation with the Wiener integral (see e.g. [11], 
[12]) has found applications in non relativistic quantum statisti-
cal mechanics, particularly through the work of Ginibre on reduced 
density matrices for dilute non relativistic gases in thermal equi-
librium (see e.g. r1~); also [14] 9 [15]). In this work the reduced 
density matrices are expressed in terms of correlation functions 
of a classical gas, for which the well known results of Ruelle [16] 
applyo The method used for this is essentially Feynman-Kac formula 
(see eogo [12]) to express the statistic operator by an integral of 
a numerical function over Wiener trajectoricso 
In quantum field theory foundational work on integration with respect 
to Gaussian generalized random fields has been done quite early, par-
ticularly by Friedrichs [17] and Segal [18]o Symanzik [19] stressed 
the connection, relating also to Ginibre's work, between the study 
of Euclidean quantum field models and both classical and quantum 
statistical mechanicso Symanzik's program could be realized in two-
dimensional models, only after fundamental work in constructive 
quantum field theory, carried through particularly by Jo Glimm and 
Ao Jaffe., and after Nelson's introduction of Euclidean Markoff me-
thods ([20],[1])o First applications were [21] and 1 exploiting the 
relation with statistical mechanics, [2],[22a]o 1 ) These results 
can be looked upon as constructions of homogeneous non Gaussian 
generalized.random fields over 2 R , as weak limits of non homogen-
eous non Gaussian generalized Markoff random fields, attached to 
finite regions of R2 0 Results on support properties of the free 
measure ([1],[23]) and on the Markoff property in the limit are also 
known [24]o 
One of us [4] has extended the work on quantum field models from the 
zero temperature case to the case of positive temperature, construc-
ting the unique infinite volume Green's functions and Gibbs state 
for relativistic quantum statistical models in two-dimensional space-
timeo The method uses a representation of the state in terms of ex-
pectations with respect to a homogeneous Gaussian generalized random 
field on s 13 x R , where s 13 is the circle of length !3 o The state 
was proven to be translation invariant, IIT1S , strongly mixing and ana-
lytic properties of the Green's functions were estab-
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lished as well as a duality principle, asserting the equality of 
the imaginary time Green 1 s functions at temperature 1/s with those 
with space and time interchanged, of a correspondent system at tern-
perature zero in a periodic box of :length s . 
Be~ore going over~to the description of the containt of the present 
paper, let us remark that for certain classical lattice systems 
an equivalence between the descriptions in terms of the Gibbs en-
semble and in terms of Markovian random fields is lmown (see 
e.g. [ 25]). 
In the present paper, ideas of [2], [3] and [4] are joined together 
and applied to the study of classical continuous and discrete sta-
tistical systems, to lattice quantum statistical systems with con-
tinuous degrees of freedom as well as to the study _of homogeneous 
perturbations of homogeneous Gaussian random fields. 
In section 2 we study homogeneous perturbations of homogeneous 
Gaussian random fields s(x) over (or zn ), with values in 
Rn and with bounded covariance matrix valued function G(x-y) • 
Starting with the underlying probability measure dP0 , we define, 
for any bounded domain A of Rn , a new measure 
xJ f(~(x))dx 1 xJ f(~(x))dx 
dP A = ( Je A dP 0 )- e A dP 0 , where f ( • ) is any 
function which can be written as Fouriertransform of some complex 
finite measure d~ on Rm , decreasing at infinity. We then show 
tl t dp kl A .... Rn +o the measure 1a A converges wea y as u dP for a 
non gaussian homogeneous random field, provided !AI < A0 , A0 > 0 • 
We call perturbations of the above form "gentle". The character-
istic functional of dP is analytic for !AI < Ao and we give its 
power series (linked cluster) expansion. Moreover dP is strongly 
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mixing. These results are closely related to the ones developad 
for a claas of quantum field theoretical models in [2] and their 
J i I: a . s ( x . ) proof uses the fact that the Fouriertransforms e J J dP are 
essentially the correlation functions for a classical gas of par-
ticles which have~ in addition to the usual translational degrees 
of freedom, also a discrete or continuous m-dimensional degree of 
freedom a , distributed with weight proportional to ~(a). These 
particles interact by two-body potentials ex.. G . . ( x . -x . ) ex. . , where 
1. l.J 1. J J 
~i is the non translational degree of freedom of particle i • 
An example is provided by the case where the particles are orien-
table (e.g. diatomic) molecules, with ex.. a unit vector giving 
1. 
the orientation of the i-th molecule and d~(cx.) is a bounded mea-
sure on the unit sphere. Another example is d~(a) = o ~(a) , in 
s2 
which case we have simply the usual classical gas of particles with 
temperature 1/~ and activity A , interacting by two-body poten-
tials. A third example is the case m = 1 , d~J.( a.) = o ( cx.-1) + 6 (a.+ 1), 
in which we have a gas of scalar spin particles interacting by two-
body potentials ex.. G .. (x. -x.) a.. with a1. , a.J. = ± 1 • 1. l.J 1. J J 
The proof of the convergence of the conrelation functions for 
< A 
0 
and of their linked cluster expansion is modelled after 
the method of Kirkwood-Salzburg equations ([16],[26]. 
For lA! > A0 we have only weak convergence through subsequences 
for the measure dP/\ and the correlation functions, a result ob-
tained for other types of interactions by Dobrushin r 27] and Ruelle 
[28 J. The case of perturbations given in terms of unbounded func-
tions f (. ) is also shortly discussed in the discrete case, using 
correlation inequalities along similar lines as in [3]. This then 
establishes the connection with well known work on ferromagnetic 
systems (see e.g. [29]. 
In section 3 we represent as in [4] the Gibbs state and Green's 
fnnctions of the N -dimensional quantum mechanical anharmonic oscil-
lator by expectations with respect to the homogeneous Gaussian pro-
cess on the circle of length ~ and covariance given in terms of 
the harmonic part of the potentialo This representation is the 
basis for the connection of quantum statistical quantities with 
classical statistical oneso In section 4, following lines of [4], 
we exhibit and apply this connection to 
the study of d -dimensional statistical mechanical quantum lattice 
systems, with m continuous degrees of freedom, associated with each 
lattice site n, and finite volume Hamiltonian of the form 
H(A) =-f 2: 6. + 2: :xn_A(n-n'):xn, +A 2: f(x ,_ .. ,x ), (1) 
nEA n n n'EA nEA n+a1 n+ak 
' 
where A is a finite subset of the lattice is the Lapla-
cian with respect to :xn , A(n) is a matrix-valued function satis-
fying finite range and stability conditions (see (4o2)), f(o) is 
any function as above and a1 ,o•o,ak are fixed lattice vectorso 
We can eo g .. look upon (1) as the Hamiltonian for a anharmonic quantum 
mechanical crystal (cfro eog. [30]) and in this case we interpret xn 
as the deplacement of a particle associated with the lattice site n o 
This particle is bound to n by the positive harmonic potential 
fxn(O)xn and interacts with its neighbors within a fixed distance 
by the harmonic potential f 2: x A(n-n' )x o Moreover the same par-
n' n n 
ticle interacts with (k-1) other particles associated will the lat-
tice points n+ (a2-a1 )p .. o,n+ (ak-a1 ), where k and a1 ,aao'~ are 
independent of the lattice site n , by the anharmonic potential 
A f (x x ( ) x ( ) ) We give an expression for the 
n' n+ a a ' 0 • • ' n+ a a • 2- 1 k- 1 
finite volume Green functions for the system at temperature ~ and 
covariance given in terms of the harmonic terms in (1)o This redu-
ces then the problem of the infinite volume limit to the one of 
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homogeneous gentle perturbations of homogeneous random fields, 
solved in Section 2 byedllbiting its connection with classical 
statistical mechanics. We prove convergence of real time and ima-
ginary times Green's functions as 
exhibit analyticity domains in A 
A .... Rn ( zn ) and I A I < A and 
0 
and the time difference variab-
les as well as simple uniform bounds. We also have convergent 
linked cluster expansions. The corresponding Gibbs state is a 
translation invariant Kl"'S state. These results complement those 
obtained for quantum field theoretical [1],[2] and relativistic 
quantum statistical systems [4], as well as for lattice quantum 
spin systems (e.g. [30],[31]), dilute non relativistic Fermi gases 
([32]), and dilute non relativistic Bose gases ([33]). 
In section 5 we establish the analogous results for the Gibbs 
state of the correspondent classical lattice systems with harmonic 
and anharmonic interactions (e.g. classical anharmonic crystals). 
Again the method used is to reduce the problem to the homogeneous 
gentle perturbations of a Gaussian random field discussed in Section 
2. We prove also that the equal time Green's functions for the 
quantum mechanical system with finite volume Hamiltonian (1), with 
~ replaced by ~-2~ converge as the Planck's constant h tends 
n n' 
to zero to the correspondent correlation functions for the analogue 
classical system. This is a contribution to the discussion of the 
problem of 1'classical limit" (see e.g. [35]). 
Applications of the methods and results of the present work to the 
discussion of phase transitions will be given in a forthcoming 
paper. 
2. Gentle homogeneous Rerturbations of homogeneous Gaussian 
random fields. 
A random field over or is a family of random vari-
ables s(x) ' parametriZe<;]. by X E zn or X E Rn ' with values in 
Rm 0 That isJ s(x) is for each x a measurable function from a 
probability space (0, (f; ,P) , \vhere c/5 is the set of measurable sets 
in 0 and P is a probability measure defined on a9 , such that 
s(x)(w) is measurable in X and w with values in Rm A homo-
geneous random field is a random field such that for any k the 
joint distribution of s(x1), ••• ,s(xk) is translation invariant, 
i.e. s(x1), ••• ,s(xk) and s(x1+a), ••• ,s(xk+a) have the same joint 
probability distribution for any a E zn or n a E R • A homogeneous 
Gaussian field is a homogeneous random field where the joint proba-
bility distribution of s(x1 , .... ,s(~) is Gaussian for any k and 
any x1 , ••• ,xk. 
In this section we shall study some homogeneous random fields 
which are close to homogeneous Gaussian fields. Since a joint 
Gaussian probability distribution is characterized by its expecta-
tion and its covariance matrix, we have that a b.:>mogeneous Gaussian 
field is characterized by its expectation E(s. (x)) = m. 
l l 
and its 
correlation function 
(2.1) 
where si (x) is the i -th component in Rm of s(x) • Since the 
field is homogeneous the expectation is independent of x and the 
covariance depends only on the difference 
It follows fro:tn (2.1) that, for any 
is a bounded positive definite function on 
x-y .. 
A. E ~' Z::: A. A.. G .. (x) 
. . l J lJ 
or =)J Rn o Since 
a bounded positive definite function on ~ is continuous, we get 
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that G .. (x) lJ are continuous functions. Moreover we get from (2.1) 
that for any finite sequence of vectors 1 r m ~ ,0 •• ,~ in R and 
A generalized random field over Rn is a linear mapping s(rp) 
from the space of smooth fm1ctions cp E c:(Rn) into the linear 
space of Rm valued random variables. If s(x) is a random field 
over Rn, then s(x) defines in a natural way a generalized random 
field by the formula s(rp) = Js(x)rp(x)dx 0 
Let now s(x) be a homogeneous Gaussian field over R? or zn 
with E(s(x)) = 0 • We shall discuss a method to construct homogen-
eous non Gaussian random fields with the help of the Gaussian field 
s(x) . Let (0, @,P0 ) be the underlying probability space for the 
homogeneous Gaussian field 
continuous real~function of 
s(x) .. Let f(s1 , oeo, sk) , be a bounded 
k variables s 1 , .... , sk in RD- • Let 
a1 , -·, ak be vectors in Rn or zn , and let P A be the probability 
measure given by 
ll>Jhere A. E R , A a bonnded domain in R? or zn and 
.. ~J A f( s(x+a1 ), ••• , sCx+ak) )dx 
ZA = s e dPo ' (2.4)* 
with the COhVention that if s(x) is a homogeneous Gaussian field 
over zn then J f(s(x)dx 
A 
is de:fined as E f ( s (x)) o 
xEA 
Throughout this section we shall use more generally the con-
vention that if x is a variable that runs over zn then J · dx 
A 
is defined as E 
xEA 
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It is obvious that if s(x) is homogeneous Gaussian random 
field with values in Rm, then ~(x) = (s(x+a1 ), s(x+a2 ), .... , s(x+ak)} 
is a homogeneous Gaussian random field with values in Rm·k • f may 
be considered a real function on ~·k and the formulae above may 
be written: 
(2.3) 
and 
(2.4) 
"' where dP0 is the probability measure for the homogeneous Gaussian 
random field ~ (x) • Since m is arbitrary it is therefore enough 
to consider the situation k = 1 , a1 = 0 , and we shall therefore 
write the proofs of the theorems only for the case k = 1 , a1 = 0 .. 
From (2.3) we see that PA is absolutely continuous with re-
spect to the probability measuEe P0 • Hence s(x)(w) are measur-
able functions defined on the probability space (o, CB,PA) , and let 
us denote the corresponding random variables by s~(x) • s~(x) is 
then obviously a random field which is not homogeneous. We have in 
fact that 
If we could prove that the limit as A ~ ~ of s~(x) exists, 
then it would follow from (2.5) that the limit would be a homogene-
ous random field. For this reason let us compute the Fourier trans-
A A form of the joint probability distribution of SA.(x1 ), ••• ,sA.(xk) • 
With ~1 , ••• ,~ in Rm we have 
(2.6) 
We shall assume that f(s) is the Fourier transform of a bounded 
complex measure 
f(s) = J eis~ d~J(a.) , 
~) where ~(a.) = ~(-~) 
(2.7) 
with IJ~J!! = Jdl~C~)J < oo. Since f(s) is a bounded functicn we 
have that 
i ~ a..s(x.) A. J f(s(x))dx 
S j=1 J J A e e dP0 
k 
00 ~ i L: a. . s (x . ) Jk 
A. n J JLJ j -1 J J +n . 
= L: iiT 0 0. e - f( s(xk+1)) ••• f( SQck+J)dPO . IT dxJ. 
n=o An J=k+1 
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k+n 
co _ i L: cL. s (x.) Jk 
An J J[J j-1 J J +n 
= L: 'iiT • • • e - dP 0 • n d!-L( a.j )dxj 
n=o An J=k~ 
k+n 
co -t L: a.. G(x. -x. )a.. k 
An J J ij=1 1 1 J J +n 
= L: ~ ••• e n d!-L(a. .)dx .• 
n=o n. An j=k+1 J J 
Hence k+n 
co -t L: a.. G(x. -x .)~ k 
-1 An J J i,j=1 1 1 ;r J +n 
= z A L: -. •• o e n d+l (a..)dx . , 
n=o n. n j =k~ J J 
A (2.8) 
with 
n 
co -t L: a.. G(x. -x. )a.. 
An J J i,j -1 1 1 J J n ZA = L: :::-r ••• e - n d!J.(a..)dx. 
n::::o no An j =1 J J 
(2.9) 
We may also write (2o8) and (2.9) in the form 
k n+k 
-t L: a.jG(o)cx.. co .n+k -L: a.. G(x. -x. )ex.. 
A -k j :f1 J -1 A. s s i <j 1 1 J J 
cpA (x1 a.1 ,u.,xk~) =A e • ZA L: """""iiT •u e 
n=o An k+n (2o10) 
n dv(a..)dx., 
j=k+1 J J 
with dV (a.) = e -ta.G( 0 )a. dll (a.) , and 
n 
co - L: a.. G(x. -x. )a.. 
An J J i<j 1 1 J J n ZA = L: :::-r ooo e n dv(a..)dx. 0 
n=o no An j =1 J J 
(2.11) 
This shows that 
k 
-t I: a..G(o)a.. 
A( , -k e j =1 J J A ) 
cpA. x 1 a.1 , •• o ,xk'1c) = r. pA (x1 a.1 , o o o ,xk"k), (2 o 12 
where A PA Cx1a.1 , ••• ,xk<l:k) are the correlation functions for a classi-
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cal system of interacting particles contained in the bounded domain 
A c ~ , with potential energy given by a two body interaction of the 
form 
u = L: a.. G(x. -x. )a. .• i<j ~ ~ J J (2.13) 
The a.'s correspond to an internal freedom a. E Rm, for each par-
ticle, and the measure dV(o:.) gives the range of variation for this 
internal degree of freedom. For m = 1 and dv(o:.) = 5 1Ca) ~e get 
~2" A that the pA. are the correlation functions for a conventional classi-
cal system of interacting particles at temperature t and activity A.. 
Using standard methods of classical statistical mechanics, 
namely the Kirkwood-Salzburg equations [see Ref (16]and Ref [2.a ]] we 
get that if ~(a.) has support in a sphere of radius r and 
(2.14) 
is finite, than the correlation function conver-
ges uniformly on compact subsets to a limit ·. pA (x1a1 , •• o ,xk~) as 
l 1 C-1 -2B-1 A. . < A 0 , with A. 0 = e and 
B = JIG(o)llr2 J 
where I!G(o)!l is the norm of the matrix G(o) • i.e. the largest 
eigenvalue of the positive definite matrix G(o) o Moreover the 
limit PA.(x1a1 , ..• ,xk~) is translation invariant in x and analy-
tic in A. for A. in the complex disc lA.I < A. 0 
By the relation (2.12) between ~~ and p~ we therefore get 
that as A ... If- 5..kn the sense that, for any x , d(x, a A) , the dis-
A tance from X to oA, tends to infinity, the limit of cpA.(x1a.1,.-1r'\_) 
exists and the convergence is uniform on bounded sets. Moreover the 
limit 
in A. 
~A (x1 ' ••• 'xk~) 
for I A.\ < A. • 0 
is translation invariant in x 
Recalling that 
and analytic 
is the 
Fouriertransform of the joint probability distribution of 
A 11. A SA (x1 ) ,._,SA (xk) , we see that SA (x) converges to a homogeneous 
random field SA (x) as 11. ~ Ifl , in the sense that the Fouriertrans-
forms of the joint distributions of 
We summarize this in a theorem. 
Theorem 2.1. 
Let s(x) be a homogeneous Gaussian field over Rn or zn with 
values in If1 , eJ-.'J)ect at ion zero and covariance E( s (x) s (y )) = G(x-y). 
k i.E s.a.. [' j -1 J J ~ 
Let f(s,1 , ... 0, sk = J e - d!-L(cx.1 ,..-, a.j) be a real /function, where 
Rm·k 
111-LII =Jdli-LlCa.)< oo and the support of !-L(CX.) is contained in a sphere of 
radiu~ r in Rm.k. For A a bounded region in Rn we define a new 
11. fl. 
random field SA (x) , where SA (x) is the random variable given by 
the measurable function s(x)(w) and the probability measure dP~ = 
AJ f( s(x+a..) ,.._, s(x+ak))dx - Ajr f dx 
-1 11. -, • J. A 
Z fl. e dP 0 , Wl th Z A = e dP 0 and P0 is the 
underlying probability measure for the homogeneous Gaussian field 
s(x) • 
If B = IIG(o)llr2 and 
C =sup Jte-aG(x)~-1le-t~G(o)~dl!-LC~)ldx 
lal<r 
is finite, then as 11. ... w in the sense that the distance from oil. 
any 11. 
to/fixed point tends to infinity, the random field sA(x) converges 
for 1 ""~ ·l <, __ 0-1e-2B-1 ~ ~0 to a homogeneous random field SA(x) which 
is analytic in A for A in the complex disc lAl < A0 • The con-
vergence of the random field is in the sense that the Fourier trans-
forms of the joint distributions of converge for 
which is analytic in the complex disc 
1) . 
x 1 , ••• , xk and a.1 ,oo., CI:k • I 
1 A.} < A. , continuous in 
0 
The perturbation series for ~A.(x1 a.1 ~-,xk~) is most easily 
expressed in terms of the perturbation series for pA.(x1 a1 ~-,xk~), 
where 
We shall also give the perturbation series for the truncated correla-
tion functions p~(x1 a.1 ,.-1 Xk'1r) • The definition of p~ is as fol-
lows. Let X = [x1 a.1 ~-,xk~} , then 
p ~ (X) = 2: ( -1 ) 1-1 ( 1-1 ) ! p A. ( X1 ) •.• p A. ( Xl ) ' 
X=X1U ••• UX1 
where the sum is taken over all partitions of X into disjoint sub-
sets X1 ,oo.,X1 o 
By a graph r vJ'i th points P = [p1 ,.-,Pn} we shall mean a sub-
set of the set of unordered pairs of differentpoints in P, i.e. 
r c [(p.p .) E PxP; i < j}. The elements y E r are called the 
~ J 
lines of the graph r o We say that two points p E P and q E P 
are connected in r if there exists a sequence of lines in r of 
the form (p ,pi ) , (:pi ,pi ) , -· (pi , q) • 
1 1 2 k 
If the set of points P of a graph r is the union of two 
disjoint sets P1 and P2 , P = P1 U P2 , and P1 is called the set 
of the external points and P2 the set of the internal points of r , 
then we shall say that r is an externally connected graph if every 
internal point is connected in r with an external point. A graph 
r is called connected if any two points of the graph are connected 
in r. With this notations we prove as in Ref[2ti\7.Pection 3, lemma 3.1: 
Theorem 2.2 
The correlation functions pA(x1 ~1 ~-,xn~n) and the truncated 
T correlation functions pA(x1 ~1 ~-,xn~n) are both given by their con-
vergent powerseries expansions for < A ' 0 and these series are 
and 
where E runs over all externally connected graphs with points 
{1 ,. •• ,k,k+1 ,. .. ,k+n} , with {1 ,._,k} the external points and 
{k+1,.,.,..,k+n} the internal points, and C runs over all connected 
graphs with points [ 1 ,. •• ,k+n} • I 
Remark 1. Theorems 2.1 and 2.2. can also be interpreted as theorems 
on the correlation functions of a classical continuous (or discrete) 
gas of particles with inner (continuous or discrete) degrees of free-
dom (e.g. diatomic mol.ecules). See section 1. 
-' 
Remark 2. homogeneous 
For the above results on gentle I perturbations of Gaussian 
homogeneous ~dom fields we assumed the perturbations to be of the form 
Af(s) = AJeis~d~(~), with ~(~) a complex, bounded measure of 
compact support on the real line, with d~( -ex.) = diifCi}, $/)and 
lA \ < A0 , where A0 depends on the support and norm of d~( a.) • 
Actually; following an observation made in a related context by 
Skripnik [ 3".6 ] ,9)we can suppress the condition on the compactness of 
the support of d~(~) , provided we change the definition of A0 • 
This can be seen by examining the Kirkwood-Salzburg equations ([ 2 a], 
[ 36 ] ) for the correlation functions pA A (x1 ~1 ,. .. ,xk~) , which can 
be defined, as well as the Fourier transforms ~A A (x1 a.1 ,.-,xk~), 
exactly as before. The usual proof of the convergence of the 
PA. A Cx1 ~1 ,.-,xk~) as A~ Rn(Zn) relies on the observation that 
the kernel of the Kirbmod-Salzburg equations is independent of A 
and its norm in a suitable Banach space is strictly less that one, 
provided < A. 
0 ( [ 16 ] , [ 2a 1) • To cope with the case where d!J,(O.) 
has u.~bounded support, it suffices to modify the definition of the 
Banach space, by taking it to be the closure of the linear vector 
space of all sequences ! = [1jrn}, n = 1,2, ... , with *n = tlrn(x1a.1 ,:: 
- ,~a.n) a complex-valued function of x1 a.1 ,. ... , ~ a.n , with norm 
n n y(a.i) 
s- 11Jrn (x1a.1 ,.-,xna.n) 1. n e ' where y(a.) 
~=1 
is 
a suitable positive function of a.. In the case where dj.L(a.) has 
bounded support the choice of Banach space made in [2a] was y = 0 , 
s = c-1 • In the present case estimates like the one made in [ 2a ] 
(see [ 36]) yield the result that the kernel of the Kirkwood-
Salzburg equations has norm less that 1 provided 
(for some choice of y(")) and !A. I < A.~, with A.~ = 
s-1;(ess sup eo:.211G(o)I!-Y(O.)+SC'). Note that we may choose 
0. 
y( .. ) as we like, provided C' < oo. E.g .. if we choose 
with some constant A , then we have 
I 
A.' = c'-1e-2B -1 
0 
~ and 
y(CL) =Alal, 
with 
2 
B' = A 2 (21!G(o)[l-1). Other possible choices can be discussed 
BIIG(o)ll 
along the lines of [ 3 6 ] • 
The functions cpA (x1a.1 ,.. ... ,xk'1:c) of Theorem 2.1 have the fol-
lowing cluster property 
cpA. (x1a.1 ,.._,xka.k' xk+1 +a, ~+1 ,.._,xk+l +a, ~+1) ~ 
~ cpA (x1o:.1 , ... ,xk'1.~)cpA. (xk+1~+1 , .... ,xk+l '1:c+l) 
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pointwise as a tends to infinity in Hll (respectively Zn). This 
follows from the relation (2.16) between the ~A and the correlation 
functions pA (x1a.1 ,. .. ,xk"k) , and the fact that one can prove cluster 
properties for the correlation functions ([2a ], [16]). 
The functions ~A (x1 a.1 ,. .. ,xk"k) , being the limits for A .... W(Zn) 
of the Fourier transforms of the finite distributions associated 
with the probability measure dPA A , determine a probability measure 
dPA , which is the weak limit of dPA A as A ... Rn(zn) , such that 
i f c. .sA (x.) 
( j=1 J J ~A (x1 a.1 ,.-,Xk".k:) = E e ' 
where E is expectation with respect to dPA and sA(x) is the 
random variable given by the measurable function s(x)(w) considered 
as measurable function with respact to the measure dPA. 
The measure dPA can be realized e.g. as a measure on the set of 
tempered distributions S'orrn). It is translation invariant because 
of the translation invariance of the ~A • 
We shall see later that, under some conditions on the covariance 
Gi j (x-y) , the measure is actually on the continuous functions. 
The cluster property (2.17) of the ~A implies that the measure 
dPA has the cluster property 
as a ... co in Ifl(zn), for any measurable sets A,B , where Ba is the set 
B translated by a E JRn(Zn) : Ba = {f 1 f(x) = g(x-a) for some g E B} • 
Remark 3 
For ~(a.) > 0 we can use the connection (2.16) between p~,~A 
and pA,p~ to relate ~~'~A and the measures dP~,dPA to the well 
known quantiti~s introduced in classical statistical mechanics for 
the description of states (e.g. [16], [38]) • In particular the pA deter-
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mine a Gibssian translation invariant probability measure dGA. on 
the space of the denumerable subsets of Rn(Zn) which have the pro-
perty that their intersection with any bounded measurable set is 
A A finite. dGA. is the limit of dGA , in the sense that GA. (A) -
- GA. (A)' uniformly in A , for any bounded Lebesgue measurable set 
A in Rn(Zn) , where G~ is the Gibbsian measure determined by p~ : 
co s J A ~ ( -1 )P . dxk+1 ,._, dxk+p dv ( '\:+1) ,._, dv ( CL_t+p) P A (x1a.1 ,.-, ~+p '\:+p) 
P~ # #m 
and !A l is the number of points in A • 
We shall now observe that if we drop the condition lA.I < A. 0 in 
A Theorem 2 .. 1 , we can still prove that accumulation points of the PA. , 
~~ exist for A - Ril(Zn) but we loose however in general the uni-
queness of the limits. In fact from (2.12) we have, for all A for 
which ZA I 0 (in particular all !A. l < A0 and all A ,=: 0 ) 
k f ~ a..G(o)a.. 
A, 1 lk j - 1 J J 1 A, I P~\x1 a.1 ,.-,xkc\) _:: A e - cp~\.x1 a.1 ,. .. ,xkCL_t) , (2.18) 
But by (2.6) we have 
where E is expectation with respect to the probability measure 
10) Hence 
cptcx1et1 ,. •• ,xk'\) < 1 
and thus from (2.18) 
fiv ) < l'lk 8 fiiG(o)llr2 P~\X10.1 ,._,xk'\: tl. 
(2 019) 
Hence the sets of continuous functions r:p{:cx1a.1 ,.-,xk~) and 
are compact in the dual of bounded continuous func-
so that from any sequence A. 
J 
converging to 
Rn( z!l) as j .... co J in the sense of covering any bounded setJ we can 
extract a subsequence 
fl.. 
A ji such that 
and cpA Ji (x1 a.1 , .... ,xk<l:k) .... cpA (x1a.1 ,.._,xk'1c) as 
gence is uniform on compacts, for all A. > 0 , 
j i .... co • The conver-
and the functions PA. 
satisfy the Kirkwood-Salzburg equations for all A > 0, due to the 
continuity of the p~ as functions of xi' a.i and the fact that 
they satisfy the Kirkwood-Salzburg equationso 
The pA, cpA are again continuous functions of the x1 ,..-,xk and 
a.1 ,.-, '\:: and are translation invariant o 
We state the results in the following 
Theorem 2o3o 
Under the same assumptions as in Theorem 2o1 we have that 1 for 
all A. ~ 0 .J the Fourier transforms cp.f:cx1 a.1 ,..-,xk'\) of the joint 
distributions of the random fields s.f:cx1),..-,s.f:cxk) satisfy the 
uniform bound 10) 
and the correlation functions p.f:cx1 ~1 ,..-,xk'1c) satisfy the bound 
1 !v ) 1 1, 1 k et II G ( o ) II r 2 0 Px\x1a.1,..-'xk~ ~ A 
For any sequence A. of measurable 
J 
subsets of ltlczn) which con-
verges to Ifczn) in the sense of covering eventually every bounded 
subset of ltlczn) we can extract a subsequence A. such that J. J. 
and 
A. 
PA Ji (x1 a.1 ,.._,xk'ir) 
converge as A. ~ ~(Zn) uniformly on compacts to limit functions 
Ji 
q>A Cx1a.1 ,.-,xk'1:c) , PA (x1a.1 ,..-,xkCl:k) , which are bounded continuous in 
the x. ' a.. ~ J. and translation invariant a • 
Remark: For a class of classical statistical mechanical systems 
which correspond to taking dv(a.) = oi(a.) and different conditions 
s2 
on G(x)1 the above result has first been proven by Dobrushin [27 ] 
and Ruelle [ 28 ] o 
All we said before on the association of a measure to the set of pA , 
cpA in the case lAI < A0 can be repeated in the case of pA, cpA 
given by above Theorem 2o3o Note however, that the quantities cpA 
having been obtained as limits of the cpt through subsequences, to 
a given set of cpAA there can be in general more than one limit quan-
tity cpA and therefore the corresponding measure 
quely determined by the finite distributions dP: o 
dPA is not uni-
At least in the 
discrete case of underlying space zn there are well known examples 
A [41 ] which show the non uniqueness of the limits of the pA. and 
thus of the 
Of course in general, due to the possible non uniqueness of the limit, 
the cpA do not possess the cluster property and may have singulari-
ties in A , outside the circle lA 1 < A • 0 
We would like now to mention some results on the existence of 
cpA (and pA) that can be derived using a method different from the 
one of the Kirkwood-Salzburg equations which we have been utilizing 
above. 
We consider the discrete case where the random field S(x) is in-
dexed by zn • In this case we have 
k 
i l: a..s(x.) A l: f(s(x)) 
-1 j~ j=1 J J xE/\. 
zl\. e e 
for any bounded subset A c zn, where 
d.Po' 
A l: f(s(x)) 
i xEI\. 
ZA = je d.Po and the x. J are points in 
In this case only the restriction of d.P0 to the a-algebra gene-
rated by the ~(x1) ,.-, s(xk) and the s(x) with X in A ' contri-
butes to the integral. 
Suppose A consists of 
i .f a.. sA'Y_x.) 
E( e J =1 J J ) 
1 points, xk+1 ,. .. ,xk+l • Then the expec-
tation reduces to an ex-
pectation on the finite dimensional measure space 
( ) k+l 1; -i~. 2 (Rn k+l , II (2rr)- 2 e 1 d~.) , so that 
. 1 l 
l= k+l 
A l: f(~.) -i l: ~a ~ & r k+1 J r s r rs s -1 
cpA \X10.1 , ••• ,xk~) = ( J e e ' d~k+1 ,._, d~+l) 
k 
i l: a..~. 
r· j =1 J J je 
k+l 
A l: f(~.) -i l: ~a ~ 
k+1 J r s r rs s 
e e ' d~k-1-1 ,.-, d~k+l ' 
where ((ars)) is the inverse matrix to the positive definite matrix 
G(x. -x.), i,j = 1,. •• ,k+l, and is thus symmetric and positive defi-
l J 
ni te. Assume now that the covariance function G(x) is such that 
alm ~ 0 for all 1~ m • (Necessary and sufficient for this is 
( [ 42], [ 43.1) that det ( ( G(xi -xj)) ~ 0 , that there exists a non-zero 
vector with purely non negative components which is mapped by the 
matrix G into a vector with non negative components and that this 
property is not shared by any submatrix of G obtained by omitting 
at least one column). Then the measure 
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is a ferromagnetic measure in the sense of [ 22 ] , [ 44 J. 
Such measures are knovm to satisfy general conditions 
([22 ],[44 ]) sufficient for correlation inequalities to hold. We 
have in particular the Griffiths inequalities 
for all integers ni ,mi .:::_ 0 , 
respect to the measure CJ?A.I\. • 
F, G of finitely many of the 
where E stands for expectation with 
Moreover, for any monotone functions 
sA'Y_xi) , we have the FKG inequali-
ties 
E(FG) .:::. E(F)E( G) • 
The above inequalities can be used to prove the convergence for 
A ~ zn of the quantities 
SA'Y_x1 , ••• ,xk) = E( sA'Y_x1 ) , ••• , sA.'Y_xk)) and thus of the quanti ties 
1 1 
00 (i~1)1 (i~)k 1\. cpA.'Y_x1~1 , ••• ,xk~ = ~ 11 ! ••• lk. SA. (x1,-",x1 ,x2-·,X2•oo,Xk, ... ,xk) ' 11' ••• ,lk 
where in the argument of BAA the variable x. 
~ occurs li . times 
(i = 1 ,._,k ) • To see this we make the following considerations. 
Let A 1 c A • 
A I fv t:or ~ ~Q 
We shall show that SA (x1 ,.-,xk) ,S SA. \X1 ,oo.,xk) /'DY 
proving that s:, egcx.., ,. .. ,xk) .s sA.'Xx.., , ••• ,xk) for all € .:::. 0 ' where 
€Al:f( s~(x))g(x) 
E( st(x1 ) ,.-, s~xk) e ) 
el:f( s~(x) )g(x) 
E(e · ) 
where g(x) is an arbitrary non negative function with bounded 
support in zn. To :prove st,eg(x1 ,.-,xk) < sAAcx1 , ... ,xk) it is on 
!1. the other hand enough to show that SA,eg(x1 ,.-,xk) is a non increa-
sing function of e , for fixed g , since st,og = st But, using 
that st, eg is differentiable with respect to e , we have 
lim ~ [SAA eg(x_., ,.-,xk)- SA\x1 , ... ,xk)] = 
E: -+ 0 ' I 
= AE( s.:Cx1 ) , ••• , s~xk) l: f( s(x) )g(x))-
- AE( s.:Cx1 ) ,. .... , s.:Cxk)) E(l: f( 'S(x) )g(x)). 
If we assume now that the function f(·) is in the closed linear 
hull of even :polynomials with non negative coefficients, we have 
then that the difference on the right hand side is non :positive for 
A < 0 and non negative for A _:: 0 , 
inequalities. This :proves that, for 
as a consequence of the Griffiths 
A A ~ 0 , SA, e:g(x1 ,._,xk) is a 
non increasing :positive function of e and 
for all e: > 0 , g .:::, 0 , g of compact support. 
For e = 1 
obtain thus 
way for A > 
and g equal 
A' SA (x1 , ... ,xk) 
0 . 
to the characteristic function of A' , we 
< sA'Y_x1 , ... ,xk) for A ~ 0 , and the other 
Set now, for A < 0 , SA (x1 ,.o.,xk) == inf S~x1 ,. .• ,xk) and, for A > 0, 
SA (x1 ,. •• ,xk) = sup sAAcx1 , ••• ,xk) , the supremum res:p. the infimum being 
taken over all bounded subsets A of zn. For any sequence of sub-
sets A. 
J 
of zn which converge to j .... co, in the sense 
that given any bounded set B there exists N such that for all 
A. j > N , AJ. :J B , we have then ~im SA J (x1 , ••• ,xk) = SA (x1 , ... ,x1r) • From J .... C:O 
this convergence and the formula (2.21), we have then 
~~~ cpt(x1a.1 ,eoo,Xk~) ..... cpA (x1cx.1 ,.-,Xk0z:) , with the relation 
J 
1 1 
(ia.1) 1 (iOz:) k 
cpA(x1a.1, ••• ,xk(\) = ~ 1 • 1 • S~x1, ••• ,x1,x2, ... ,x2, ••• ,xk'.-'xk) • 
~, ••• ~ 1 k 
We have thus proven that for a class of f(·) in the discrete case 
of a process indexed by zn and for covariances G(·) satisfying 
a suitable 11 ferro magnetic condition' 1 , we have the convergence of 
cpAA to cpA for all A < 0 • 
We close this section by a result concerning the support of the 
Theorem 2 .. 4 measure dP A • 
Let s(x) be a homogeneous Gaussian random field over ~ 
with mean zero and covariance given by E(si(x)sj(x)) = Gij(x-y). 
Assume that the functions G .. (x) satisfy the following three con-
~J 
ditions 
a.1 
lG .. (x)-G .. (y)l < c,..lx-yj , a,..> 0 ~J ~J - I I 
I "2 I Gij (x1-y)- Gij (x2-y) I dy :::. c21x1-x21 ' 
A 
where c2 and cx.2 are independent of A , then for all values of 
A and for all f E c1 (R) we have that 
AJ f(s(x+a1 ),-.,s(x+ak))dx 
A -1 'A dP = ZA e clP 0 , 
Ajf dx J 'A with Z A = e dP 0 , 
is weakly compact in the Banach space of continuous bounded func-
tions C(Rn) , with supremum norm. 
In the case - A < A< A we have that the infinite volume 
0 0 
measure dPA has support on the bounded continuous functions, so 
that SA(x) are continUOUS in X with probability 1 • 
Proof: This theoremis contained in Theorem 6 of (45]. 
3. The Gibbs-state for the anharmonic oscillator 
Consider the self adjoint operator 
H0 = - t~ + t(x,A2x)- ttr A 
on the Hilbert space Je = L2(~) , where 
(3.1) 
N 02 
~ = 2: -:::-2" and A is 
io:1 ox. 
~ 
a real symmetric N xN matrix bounded below by a positive constant, 
A~ c I, c >o, x E ~ and (, ) is the natural inner product in 
Let A1 , ••• ,AN be the eigenvalues of A • It is well known 
that H0 has discrete spectrum consisting of the points of the form 
n 
2: A· (3.2) 
k=1 ~k 
-~H 
and zero. Hence for ~ > o , e 0 is of trace class and we get 
-SH 
tr e 0 
so that 
N 
-s I:n.A. 
. 1 ~ ~ 
= 2: e ~= 
n 1>o, ... n~o 
= 
' 
11 -SA I . . . 1 -SA where - e ~s the detemnant of the matr~x - e • 
Let V(x) ~ - b be a real measurable function bounded below 
such that 
H = H + V(x) 
0 
is essentially self adjoint. We say that H is the Hamiltonian 
for the anharmonic oscillator. From V > - b we get H ~ H0 - b , 
which gives us that H has discrete spectrum and together with0.2) 
it gives a lower bound for the eigenvalues of H, which is then 
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transformed· into an upper bound for the eigenvalues of 
Therefore we may form the normal state w~ , on the von Neumann al-
gebra B(c:Je) of all bounded operators on Je, given by 
is called the Gibbs-state for the anharmonic oscillator. 
By the Feynmann-Kac formula we know that the kernel e-~H(x,y) 
f th t -~H . . b o e opera or e ~s g~ven y 
~ 
-J U(x('r) )dT -~He ) ~ [ o ] e x,y = E( ) e , x,y (3 .. 7) 
with U(x) = i(x,A2x)- ttrA + V(x) and E~x,y) is the conditional 
expectation with respect to the Brownian motion in RN given that 
x(o) = x and x(~) = y .. So that E~o,o) is the expectation with 
respect to the normal distribution indexed by the real Hilbert space 
h of continuous functions x( T) from [ o, ~] into RN , such that 
x(o) = x(~) = o and the norm square 
J~caaCr) dx(r))dr 
'l" ' dT 0 
(3 .. 8) 
is finite. 
Consider the Hilbert space L2 ([o,~J;RN) of L2-integrable func-
tions from [o,l3] in RN, and let 1r1 .(s,t) be the inverse ker-2 J 
nel of the self adjoint operator - d 2 with boundary conditions dT 
x(o) = x(~) = o on L2 ([o,~];RN) Then k .. (s,t) = k(s,t)6 .. ~J ~J 
and 
{
ts(l3-t) 
k(s,t) = 
1 i:f ( s - s )t 
s < t (3.9) 
s > t 
The normal distribution indexed by h is the same as the 
Gaussian process with mean zero and covariance k .. (s,t) .. 
~J 
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From (3.7) we get that the kernel e-~H(x,y) is a continuous 
function of x and y • It is well known in that case that 
-~H s -~H( ) tr e = e x,x dx , which together with (3.7) gives 
~ 
[ -J U(x(r))dr] r 13 o 
= j E(x,x) e. dx. (3.10) 
It is easy to see that is the expectation with respect to 
the measure on the continuous periodic functions from [o,S] into 
RN obtained from the Gaussian process with mean zero and covariance 
function kij(s,t) by the transformation x(r) - x(r) + x. 
Since U(x) = t(x ,A 2x) - t tr A + V(x) 
13 
, -s U(x(r))dr] 
we have 
J~E~x,x)Le 0 dx 
L. -tJ13 (x(r),A2x(r))dr -J13v(x(r))dr] C f ES e o e o dx • 
= 1J ~ (x,x) 
(3.11) 
On the other hand we easily verify that for any real continu-
ous function F defined on the space of continuous periodic func-
tions from [o,S] into RN 
13 
13 [ -tJ0 (x(r),A2x(r))dr J c1J~E(x,x) e F dx = CE~[F], 
where ES is the expectation with respect to the normal distribu-
tion indexed by the real Hilbert space g of continuous periodic 
functions from [o,S] into RN with norm square 
13 J [ ( dx C rl dx C r ) ) + ( x ( r ) , A 2x ( r ) ) ] d r , dr ' dr 0 (3.13) 
and 0 
we get 
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is a normalization constant. By setting V = 0 in (3.11) 
-f:3H 0 = tr e 0 • Using (3.4) we have proved the formula 
(3.14) 
where E13 is the expectation with respect to the normal distribu-
tion indexed by the real Hilbert space g, which is the same as the 
expectation with respect to the homogeneous Gaussian process on the 
circle s 13 o~ length f:3 and covariance function given by 
f3c () ( )) -- (2A(1-e-f:3A))-1[e-tA+e-(f:3-t)AJ E xi o xj t (3.15) 
for o .s_ t ~ f:3 • 
For more details and proof of the following theorem, see Ref.[4] 
section 2. 
Theorem 3.1 
Let F. E B(Jf) 
l. i = 0, • o o ,n-1 be multiplication operators by 
bounded continuous functions F1. (x) , let o = s < •• o < s = f:3 , and o- - n 
let H be the Hamiltonian for the anharmonic oscillator, then 
-s1H -(s2-s1 )H -(f:3-sn_1 )H 
tr(F 0 e F 1 e ••• F11_ 1 e ) 
f:3 
r _jr V(x(T))dT ~' n-1 J E~Le 0 II F. (x(s. )) 
i=o J. 1 J 
where ! 1 - e -f:3A J is the determinant of the matrix 1 - e -f3A and E13 
is the expectation with respect to the homogeneous Gaussian process 
on the circle s 13 of length f:3 with mean zero and covariance func-
tion given by 
with o < t < f3 • 
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Let ~t be the C*-automorphism of B(de) defined by 
(3.16) 
then 
(3.17) 
is analytic in t in the strip - 13 < Im t < o , with boundary values 
at real t equal to tr(Ba.c(C)e-13H) and at t- if3 equal to 
tr(Ca._t(B)e-f3H). 
Moreover 
(3.18) 
is analytic in the domain o < Re s1 <o •• < Re sn_1 < 13 with boundary 
values at Re si = o which are continuous and uniformly bounded and 
for ~ = itk given by 
Lemma 3.1 
Let ti E R and Fi be bounded continuous functions on RN, 
then B(J{) is the smallest strongly closed linear space of opera-
tors that contains all operatorE of the form 
For the proof of this lemma and also of the following theor€m, see 
Ref. [4] section 2. 
Theorem 3o2 
Let B and C be in B(df) , then 
is analytic in the strip - 13 < Im t < o , and continuous and uniformly 
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bounded in - f3 < Im t < o • The boundary values satisfy the Kl"'S 
condition 
Moreover any operator B E B(dt) may be approximated strongly by 
linear combinations of operators of the form ~t CF1··· ~t (F ) , 
1 n n 
where F1 , ••• ,Fn are multiplication operators by continuous func-
tions F 1 (x) ••• F n (x) • Furthermore w13 (F ~t (F 1 ). •• a.t (F ) ) is o 1 n n 
analytic in o > Im t 1 > ••• > Im tn >- 13 and its value for tk = -isk 
with o _:: s 1 _:: ••• _:: sn _:: f3 is given by 
Wr:~(F ~ . (F1) ••• a. . (F )) ~ o -~s1 -~sn n 
, s rs 
[ -j V(x(T))dTJ _1 _ n -J V(x(T))dTJ 
= (E13 e 0 ) E13 L n F.(x(s.))e 0 
. ~ l. 
~=0 
where E13 is the expectation given in theorem 3.1. 
'+o Statistical Mechanics of a Quantum Lattice System 
with gentle anharmonic interactions 
Let A c zd be a bounded subset of the d -dimensional integers 
lattice. For each n E zd we set Jen = L2 (Rm) , and we define 
de A = & ~ o ~ is then the Hilbert space of a quantum mechani-
nEA n 11 
cal system of m degrees of freedom associated with the lattice 
point n , and '!GA is the Hilbert space for the system associated 
with the set of lattice points A. We £hall first consider a system 
of coupled harmonic oscillators. The Hamiltonian H0 (A) for the sy-
stem associated with A is then given by 
-1- L: ·· IJ. + t L: ~ A(n-n 1 )~ 1 
nEA n n,n 1 EA 
where A(n) is a positive definite matrix valued function on zd , 
i.e. for any function xn from zd to RID with compact support, 
E ~ A(n-n' )~I .:::_ 0 • We shall in fact assume that A(n) satisfies 
the stronger condition that there are positive numbers b and c 
such that 
A(n) = 0 for lnl > b 
and 
r: x A(n-n' )x , > c r: x o x n n - n ··n 
n 
for some c > 0 • IJ.n is the Laplacian as self adjoint operator in 
L2 (Rm) = J-en. Let B be a bounded operator on JeA , i.e. 
1 
B E B( dt'A1 ) and A1 c A2 • Since J{, A2 = J.t'A1 & JeA2-A1 we get 
that B ... B & 1 gives a natural embedding B(~ A ) c B( aeA ) • We 
1 2 
shall also consider a system of anharmonic oscillators where the' 
anharmonic term is gentle, in which case the Hamiltonian is of the 
form 
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where a1 ,-.,ak are fixed elements in zd and f(x1 ,-",xk) is a 
real function of the form 
....JD.•k 0 An where d~ is a bounded measure of bounded support in ~ 
interpretation of such systems has been given 1n Section 1 • We 
shall first study the case A = 0. In this case we have from the 
previous section that for finite A the Gibbs-state w~(A) at ima-
ginary times is given in terms of a Gaussian process with expectation 
functional E~ (A) , and this process is a random field over A x Sf3 , 
where s 13 is the circle of length S • E~ (A) is also the expecta-
tion with respect to the normal measQ~e indexed by the Hilbert space 
of functions on A x s 13 with values in Rm and inner product given 
by 
Hence the covariance function for the Gaussian process 
GA (s-t ;n,n 1 ) , with s and t in s13 and n and n 1 in A , is 
the kernel of the inverse of the positive self adjoint operator 
d2 
- -::-:-2 + A(n-n 1 ) 9 
dt 
where n and n 1 are restricted to A , on L2 (A x s 13 ;Rm) • From 
(4.2) we get that the inverse operator is bounded and in fact that 
GA(s-t;n,n 1 ) is a bounded continuous matrix valued function. 
As A tends to zd in the sense that it finally contains all 
bounded sets in zd we get easily that GA(s-t;n,n 1 ) converges 
pointwise to a translation invariant function G(s-t;n-n 1 ) which is 
also a bounded continuous function, and in fact it is the kernel of 
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the operator (4.5) defined as a positive self adjoint operator on 
L2(zd X sf3 ;Ifl) • Again (4.2) gives that G(s-t ; n-n I) is a bounded 
continuous positive definite matrix valued function. The conver-
gence of GA to G actually follows from the convergence of (4.5) 
as A ... zd. From the convergence of the covariance function 
GA ... G it follows that the corresponding processes or normal mea-
sures converge weakly to a limit process, which is the homogeneous 
Gaussian process on zd x S with values in Rm and covariance func-
13 
tion given by G(s-t ,n-n') , homogeneneous on zd as well as on s 13 • 
Let us now consider a Hamiltonian of the form 
HA (A I) = H (A I) + A L: f (y ) ' 
0 nEA n 
with Yn = [xn+a.,, ••• '~+ak} , in ~A, where 
theorem 3.2 we then have that the Gibbs state 
A c A I • From 
at imaginary 
timesis given by 
where ~t is the automorphism generated by HA(A') and F. are 
1 
bounded continuous functions of the variables xn,n E A' , with the 
notation x = £xn }nEA, • 
By the weak convergence of the Gaussian process with covariance 
GA', for which is the expectation, to a homogeneous Gaussian 
p~ocess with covariance G and expectation say E~ as A' ... zd , we 
get that (4.7) converges as and, denoting the limit by 
A 
w!3( o.-is1(F1) ~s (Fk)), we have by definition 
k 
- 4.4 --
(4.8) 
where Fi(x) are functions of x = £xnl d that depend only on a 
nEZ 
finite number of coordinates xn , and are bounded continuous func-
tions of these coordinates. 
From theorem 3.2 we have that w~(A')(at (F1 ) ••• ~ (Fn)) ~-' 1 n 
are analytic in 0 > Im t 1 >· o o > Im tn > - !3 , uniformly bounded in the 
closure of this domain and translation invariant in t • Moreover 
we get that the union of the sets 0 = Im. t 1 =· • o = Im tk, 
Im t = • o o = Im t = - !3 n n as k goes from 0 to n is a distinguished 
boundary for the domain 0 > Im t 1 >· o ·> Im tn >- !3 , so that the abso-
lute value of the function is bounded by its supremum on this boun-
dary. [For an analogue situation, see [ 33 ] ] • But for real 
t 1 , -·,tn we have , by inspection, that 
( LJ .• 9) 
Sllil.ce is a normalized state and is a C*-automorphism 
for t real we get that the absolute value of (4.9) is bounded by 
n 
IT !IF.Ib· j=1 J Hence we get that 
n 
IT !IF ·llc:o j=1 J ( 4.10) 
uniformly in the domain 0 ~ Im t 1 .:::.· o ·> Im. tn >- !3 .. By the conver-
gence at the imaginary points we therefore have the convergence in 
the domain 0 > Im t 1 >· o ·> Im tn >- !3 o This then proves that the 
A function w 13 (at (F 1 ) • o o a.t (F n)) , as defined at imaginary points 
1 n 
- 4.5 -
by (l.J-.6), is actually analytic in 0 > Im t 1 >, • .> Im tn >- ~ and is 
bounded in the form 
A n lw 13 Co.t (F1 ) •o• o.t (Fn)) I < .rr IIFjllro 1 n J ='1 
in the whole domain. 
Next we shall prove that for small values of lA.I the limit of 
A 
ws 
.;J 
as A -t Z \..L exists for nice functions f (x) o 
As before we may assume e.g. that f is of the form 
k 
i 2:: ex. .x. 
f ( x 1 , 000 , xk) = J ... J e j ='1 J J dl-l ( et1 , ... , '1r ) J 
Rm Rm 
(l.J-.'12) 
where ~-L(et) = Pr-cx.) is a bounded measure of bounded support in 
~·k 0 ( ) 
.tt From 4-.6 we have that 
where, in the notations of section 2, s(n,s) is the homogeneous 
Gaussian field over zd x S with values in Rm and covariance ~ 
function G(s-t,n-n') and dPA is the measure 
Js ,. A 2:: f(s(n,s))dx 
Z-'1 nEA 0 
= A e dPo ' 
v1here ~(n,s) = [ s(n+a1 's)' 000 's(n+ak, s)} and 
A 2:: J e nEJ\ ZJ\ = 
rS " j f(s(n,s))ds 
0 
(l.J-.'14) 
dP0 being the normal measure that corresponds to the homogeneous 
Gaussian process. 
From the conditions (l.J-.2) we get that G(s;n) is bounded and 
falls off exponentially in n , hence there is a A0 > 0 such that, 
for all I A I < A0 , we have from section 2 that dP J\ converges 
J\ 
weakly to a limit measure dP o Hence w13 Ccx._is'1 (F1 ) ... cx._isk (Fk)) 
converges as A ~ zd to a function, which we denote 
w~(a._is1 CF1 ) ••• a._isk(Fk)). Since this function is a limit of uni-
formly bounded analytic functions we get that W0 ( ett (F 1 ) ••• CLt (Fk)) 
1-' 1 k 
is uniformly bounded and analytic in 0 > Im t 1 >· • ·> Im tk >- 13 and 
the bound is 
k 
I w 0 ( CLt ( F 1 ) ••• CLt ( F k) ) I ~ TI II F ·llco • 
1-' 1 k j=1 J 
Consider now the functions w~(A')(~ (F1 ) ••• a.t (Fk)). We 
1 k 
know that they are analytic and uniformly bounded in the same domain, 
hence we get that 
k 2 
-i r; ( z .-b . ) (4.17) 
S r A j -1 J J = ••• J w~(A')(CLz (F1 ) ••• a.z (Fk)e - dz1 ••• dzk, 
r r 1 k 
1 k 
where rj is given by Imzj =-:i.. j e, j = 1, ••• ,k for any e, 
0 < e < ~, by the rapid decrease of the integrand. By ( 4.1 0) we 
know that w~(A' )(CLt1 (F1 ) ••• CLtk(Fk)) is uniformly bounded, and since 
1 k ( )2 
-2 r; t .-b. 
the functions e j=1 J J k L1 (R ) , we get span a dense set in 
that convergence of (4.17) as first then A ~ zd would 
imply weak convergence in Ito(~) of the functions w~ (A') ( CLt (F 1 ) •• 
1-' . 1 
•• a.t (Fk)). By the right hand side of the identity (4.17) however, 
k 
and the uniform boundedness and the convergence already proved inside 
0 > Im t 1 >· • ·> Im tk >- ~ , we get convergence of (4. 17) as first 
A I ~ zd and then A ~ zd 0 Moreover' since the identity ( 4.17) 
also would hold in the limit, we get that this limit on the real 
axis, w~(~ (F1 ) ••• ett (Fk)), consists actually of the boundary 
1 k 
values of the corresponding analytic function inside the domain. 
Since 
•• a.t (Fk)) 
k 
corresponding C* ~automorphism a.t (which here actually depends on 
A and A' ), they will satisfy the positivity condition in an inte-
grated form. Hence we can use the same construction that is used 
to reconstruct a C* -algebra and a C* -automorphism in the case of 
Wightman functions in quantum field theory (see e.g. [32]~[46]). 
In this way we then get a Hilbert space Je13 with a cyclic vector 
o13 for the C*- algebra generated by operators of the form 
J a.t (F )f ( t )dt , lrlhere f is continuous with bounded support, such 
that 
(4- .. 18) 
1'\There F1 , -· ,Fk are bounded continuous function of the coordinates 
at a finite number of lattice points. From (4-JO) we have that 
k 
lw 13 (ctt (F1 ) ... o~ (Fk))l _::_II IIFjlb, 1 k J=1 
(4-.19) 
which in fact implies that the operators Ja.t(F)f(t)dt are all 
bounded operators on c)--G13 o 
By the translation invariance of w~(A') we get the translation 
invariance of the function w13 (a.t1 (F1 ) .. o.a.tk(Fk))> which gives that 
o13 defines an invariant state for the C*- automorphisms a.t • Hence 
a.t is induced by a group qf unitary operators Ut on J-{; 13 • Since 
w13 (a.t (F1 ) •• oa.t (Fk)) is in ~>we get that Ut is weakly contin-1 k 
uousJbecause ( J a.t(F1 )f 1 (t )dt. 0 0 J ~ (Fn)fn ( t )dt0f3 'usJ a.t(G1 )g1 (t )dt -0 Ja.t CGdgJt)dt q,) 
= J ... Jw 0 (~ (Fn)oa. Clt (F1 )a.s (G1 ) ·- a.s (Gm)fn(tn) .. o.f1Ct1 ) ~-' n 1 1 m 
g1 (s1-s) ···~ (sm ~s )dt1 _.dsm 
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converge as s _. 0 , since g. 
l 
is continuous with compact supporto 
The weak continuity of Ut implies the strong continuity of Ut , 
since Ut is a unitary group. The strong continuity of Ut implies 
the continuity of the functions wQ(at (F1 ) ••• at (Fn)). 
t.J 1 n 
Hence we have the following theorem 
Theorem Lj •• 1 
For the quantum lattice system with finite volume Hamiltonian 
given by (4.1) and (4.3), there exists a A0 > 0 such that for all 
)AI< A0 the infinite volume limit w~(~t1 CF1 ) ••• ~tn(Fn)) 
Green's functions exists and is analytic in the domain 
of the 
0 > Im t 1 >· • ·> Im tn >- ~ and is continuous and uniformly bounded in 
the closed domain 0 > Imt >···>Imt >- ~. 
- 1- - n-
The uniform bound is given by 
n 
lwQ(ctt (F1 ) ••• ctt (F ))l.:s_ .n IIF .. lb. 
(.J 1 n n J=1 J 
w 0 ( ctt (F ... 1) ••• ctt (F n)) is translation invariant with respect to 
fJ 1 n 
time and lattice translations and at purely imaginary t 1 ,-.,tn it 
and has a is analytic in for in the complex disk < A 
0 
convergent linked cluster expansion. In particular the equal time 
Green's functions are analytic in A for IAI < Ao and their expan-
sion is the convergent linked cluster expansion. There exists (up 
to unitary equivalence) a unique Hilbert space de 13 , with a cyclic 
vector o13 and a strongly continuous unitary group Ut leaving o13 
invariant, such that 
,• 
Moreover o13 is invariant under lattice translations and it is the 
only vector in de 13 which has this property. Furthermore, w13 satis-
fies the Kl"'S condition. 
Proof: Only the two last sentences are not proved already. The in-
variance of o13 under lattice translations follows from the invari-
ance of w13 (at (F1 ).o.at (Fn)) under lattice translations, which 1 n 
is a consequence of the invariance at the purely imaginary points of 
the same function, which in turn is implied by the invariance of the 
measure dP o That 0~ is the only invariant vector follows from 
the cluster properties of w~(at1 (F1 ) •• oatn(Fn)), which in the same 
way as above is a consequence of the cluster properties of the mea-
sure dP which were proved in section 2. The IrnS con<Ji tion follows 
from the identity 
= w Q ( ~ ( F k~) ••• at ( F n) a.t ( F 1 ) • o • ~ ( F k) ) , ~ k+1 n 1 k 
which is a consequence of (4.7). ~ 
Remark 1. An explicite value of A0 can be found in section 2. 
Remark 2. This theorem also holds in the case of temperature zero 1 
i.e. (3 =co , in which case it actually gives the existence of the 
infinite volume vacuum for the system. The only difference is that 
the homogeneous Gaussian random field is defined in this case on 
R ,.d X ... 1 and the covariance function Gco(s-t,n-n') is the kernel of 
the inverse of the operator 
') 
de:. 
- -:-.2 + A(n-n') (4.19) 
dt 
as a self adjoint operator on L2 (R x zd; R!ll) . 
It is easy to see that ~(s-t,n-n') is a bounded function which 
falls off fast in t and n so that the theorems of section 2 still 
apply. Moreover~ in this case the measure dP has the cluster pro-
- 4.10-
perty also with respect to translations in the t direction 9 which 
then gives that Ox is the only element in the Hilbert space de00 
that is invariant under time translations 9 in this zero temperature 
case (~ = oo). 
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5. Statistical Mechanics of a classical Lattice System 
with gentle anharmonic interactions. 
We shall here consider the classical analogue of the quantum 
lattice system discussed in the previous section. So let A c zd 
be a bounded subset and we consider a classical potential for the 
system in A of the form 
V(A) = ~ L x A(n-n')x , +A L f(xn+a , ••• xn+a) 
n,n'E/1. n n nEJ\ 1 k 
( 5. 1 ) 
where xn E Rm 1 the coordinate space of the system at n E zd ~ and 
a 1 ~ •.• ,ak are fixed elements in zd, and f(x1, .•• ,xk) is again 
a real functio~ of the form 
k 
i L: x.a.. 
S j=1 J J f(x 1 , ••• ,xk) = e d!-l(a. 1 ,..q~), 
Rm•k 
(5.2) 
with d~ bounded and of bounded support in Rm•k Let 
F = F(x , ••• ,x . ) with n1 , .... ,n~ E !\. be a bounded continuous n 1 n-e '{; 
function on the coordinate space. The classical Gibbs-state or 
Gibbs probability measure for the system in J\ is then given by 
(5.3) 
with 
(5.4) 
For A= 0 in (5.1) we see that, under condition (4.2) for the 
harmonic term, the corresponding Gibbs state p~(F) converges to 
p0 (F) , where 
(5.5) 
s(n) is the homogeneous Gaussian fleld on zd with values in ~ 
and with covariance function ~- 1 G(n-n'), where G(n-n') is the 
- 5.2 -
inverse kernel on L2 (zd) of the convolution operator given by 
its kernel A(n-n') • By the assumptions (4.2), G(n-n') is 
bounded and falls off exponentially. 
Consider now a potential of the form 
VA(/1,') = ! L: xnA(n-n' )xn, + A. L: f(xn+a , .•• ,xn+a ) , (5.6) 
n,n'EA' nEA 1 k 
with A c A I • In this case we find that the corresponding Gibbs 
state A _.. zd pA(F) pA,(F) converges as A' to 
' 
where 
-A.e r f(~(n~),_, s(n+~)) _1 -AS ~ f(s(n~),_, s(n~)) 
=(E[e nEA ]) E[Fe ntA ]. 
(5.7) 
Since G(n-n') satisfies the conditions of theorem 2.1, we find 
a A0 > 0 such that for !A.!< A. 0 the limit of pA(F) as A-+ zd 
exists and is analytic in A for IAI < Ao , and the limit state 
satisfies the cluster property. We have thus the theorem: 
Theorem 5.1. 
There is a A > 0 such that for !A) < A the infinite 
0 0 
volume classical Gibbs state of a classical system with inter-
action of the form (5.1)1 with harmonic term satisfying (4.2) and 
anharmonic term of the form (5.2), exists and is analytic in A 
in the complex disc !Al < A. 0 • Moreover the infinite volume 
Gibbs state has the cluster property.l 
It is a fact worth noticing that the classical Gibbs state 
is the classical limit of the Gibbs state for the corresponding 
quantum system. That is1 if we consider instead of the Hamiltonian 
(4.3) the Hamiltonian 
2 
H]I<,(A) =-~ L: t::, + ~ L: xn-A(n-n' )x ,+A. L: f(x a , ••• ,x +a), ( 5 •8 ) 
u c_ nEA n n, n' EA . n nEA n+ 1 n k 
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then the equal times infinite volume Gibbs state for the quantum 
system with finite volume Hamiltonian given by (5.8) 1 for !AI < A0 
converges to the infinite volume Gibbs state for the corresponding 
classical system as ~ ~ 0 , where Ao is the Ao for the classi-
cal system given in theorem 5.1. 
To see this>let us write (5.8) in the form 
2 1 
= fl [-t L: L\n +t L: x :7A(n-n' )x , + 
nEll. n,n' Ell. n fl. n 
As L: ~ f ( x , ••• , xn+a ) ] • 
·nEll. hc:S n+a1 k 
(5.9) 
From this form of H11 (11.) it follows that the infinite volume 
Gibbs state at temperature 1/~ , for the system with finite volume 
Hamiltonian given by H~(ll.) , is the same as the infinite volume 
Gibbs state at temperature 1/1"1.29 for the system with finite volume 
Hamiltonian given by 
--~ L: L\ + ~ L: xn ~A(n-n' )xn, +AS L: ±f(xn+a , ••• ,xn+a ) • (5.10) 
nEII.n n,n'EA h nEII.1'1S 1 k 
By the previous section and theorem 2.2 of section 2 we have the 
convergent linked cluster expansion for the correlation functions 
at imaginary time, hence also equaltime (=time zero), for the 
quantum system at temperature 1;112s given by the Hamiltonian (5.10): 
fl. "' ... 
PA (y 1 a1' ••• ,yka.k) = 
CD (SA)n+k J J- -a.iG1'i(yi-yfcx.j n dv(.cx.i) " 
= L: , L: ••• II { e - 1 } II dy 
n=o n. E (i,j)EE i=k+1 ~2 ~ i' 
(5. 11) 
"' m•k ( ) where yi = [ni+a1 , .•• ,ni+ak;si} and a.i E R , dv a = 
-t-a.Gfl ( o) a 
e d~(a)~ with d~(a.) given in (5.2). The integral is 
d over S 2 x Z 
h ~ 
G11 (ni-nj+ap-aq) 
and s. = 0 
::1 
for 
where G~ is the kernel of the inverse of the 
positive self adjoint operator 
- 5.4 -
1 
:::7 A(n-n 1 ) 
i'i 
(5.12) 
d on L2 (S 2 x Z ) The inverse of (5.12) is actually found as 
1'i s 
in (3.15) to be 
2 B B 2 B 
-h ~·- -1 -tJ.<. -(1'i. s-t);: (2~(1-e h)) [e "ll +e n] , (5.13) 
where B2 = A and A is the convolution operator with kernel 
A(n-n') . An easy estimate shows that the kernel of (5.13) is 
continuous in t and for t = 0 it is of course given by the 
kernel of the convolution operator 
(2~(1-e-~SB))- 1 [1+e-~PB] • (5.14) 
A ( 1 ) -1 B-2 s n ~ 0 we see that 5. 4 converges strongly to B = 
-1A-1 p • Since these operators are bounded convolution operators 
on a discrete space zd , we have that the kernel converges point-
wise, which on z·d is the same as uniformly on compacts. By the 
condition (4.2) one verifies easily that the kernel also falls off 
uniformly exponentially. 
2 d The integrations in (5.11) run over [0,~] x Z , and each 
· t 1 t 1 d b ( s~ 2 ) - 1 • h f t ln egral is mu ip ie y 11 T is then in ac gives us 
that each term in the linked cluster expansion converges to the 
corresponding term in the linked cluster eY~ansion of the corre-
lation functions for the corresponding classical system. By the 
estimate for the radius of convergence A0 given in theorem 2.1 
we get by an explicite verification that the series (5.11) con-
verges uniformly for 'A! <A , where A is the estimate in 
I I 0 0 
theorem 2.1 for the classical system. This then finally gives the 
convergence of ( 5. 11) towards its classical correspondent as 11 ~ 0. 
- 5.5 -
We have now proved the following theorem 
Theorem 5.2. 
For IAI <A the equal time correlation functions for the 
0 
quantum mechanical system with finite volume Hamiltonian given by 
(5.8) converge as h ~ 0 to the corresponding correlation func-
tions for the analogue classical system. 
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Footnotes 
1) See also e.g. [22b], [1]. 
2) The reality of f is only required in order that the per-
turbed measure dPA be real (and in fact a probability 
measure). Most considerations in this section can be adapted, 
with adjustmen~ of terminology, to the case of f complex 
also. The cases where the reality of f is used in an essen-
tial way will be pointed out in footnotes. 
3) The symmetry condition IJ.(o,) = ;:i(-a.) is equivalent to the 
condition that f be real valued 9 and, as remarked in foot-
note 2 )> can be dropped. 
4) Such a choice of dv(a) gives a measure diJ.(oJ which does 
not satisfy (except for g = 0 ) the symmetry condition iJ. (a) 
=~(-a) . See however footnotes 2), 3). 
5) Here and in the following we write shortly A ~ Rn with the 
convention that in the discrete case A ~ Rn should be re-
placed by A ~ zn • 
6) The condition f real can be dropped, with obvious changes 
of terminology. 
7) Since f is real, cpA. ( x 1 a 1 , ••• , xkak) are also positive defi-
nite functions of the a., i = 1, ••• ,k , hence in particular 
l 
almost everywhere differentiable. This argument does not 
carry over to the case where f is allowed to be complex-
valued. 
8) See also footnotes 2), 3). 
9) This work is related to previous work (see e.g. [37] and re-
ferences given therein), in which correlation functions of 
similar systems have been introduced in a discussion of 
Bogoliubov's S matrix. In [37a] the relation with the 
canonical system is also discussed. 
10) For this estimate we use the assumption that the measure PA 
is a probability measure, which is a consequence of the sym-
metry assumption IJ.(a) = ;:i(-a) • 
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