A self-adaptive Pareto Evolutionary Multi-objective Optimization (EMO) algorithm is proposed for evolving controllers for a virtually embodied robot. The main contribution of the self-adaptive Pareto approach is its ability to produce controllers with different locomotion capabilities in a single run, therefore reducing the evolutionary computational cost significantly. The aim of this paper is to verify this hypothesis.
are evaluated, the weighted sum EMO algorithm is otherwise similar to SPANN in all other respects. 10 different values were used for the relative weights. A (λ + µ) strategy is used where the 15 best individuals of the population are carried over to the next generation intact. All other parameters remain the same.
Experiment 4: A Single-Objective Evolutionary Algorithm (EA): Finally, we used a conventional EA which optimizes only one objective of maximizing the locomotion distance achieved by the ANN controller while keeping the hidden layer size fixed. As in the weighted sum EMO algorithm, the (λ + µ) strategy is used in this single-objective EA. Sixteen separate sets of evolutionary runs were conducted corresponding to each one of the different number of hidden units ranging from 0 to 15, which is the range allowed in the multi-objective runs.
Results and Discussions
A summary of the results are presented in Table 1 . The total computational cost is estimated using the total number of hidden unit activations registered during the search process for each algorithm since most of the computational time is spent on the evaluation of evolved genotypes representing different ANN controllers within the physics-based simulator. The total computational cost (C) will differ between different algorithms as a function of the number of hidden unit activations required to evaluate the fitness of each newly generated genotype (A), the number of new genotypes generated per evolutionary run (G) and the number of evolutionary runs per algorithm (R), as given by C = A × G × R. In summary, although controllers evolved using the hand-tuned, weighted sum and single-objective algorithms achieved higher locomotion distances, the trade-off in terms of computational cost was staggeringly high compared to SPANN. Hence, the self-adaptive Pareto approach adopted in SPANN is computationally efficient while producing sufficiently good locomotion controllers.
