A variational Optimal control technique is uIed to allimilate ~ meteoroI~ and ~ oIRrvations into an oceanic: Ekman layer mOOd. An identical twin experiment is di-=ussed first in wbic:h the "observations" ~ Cleated by tile dynamic: mcxie1. The field IDe8SUmDeDU from tile LOWS-3 (Long-Term Upper Ocean Study-3) buoy ~ then ana1yzed. By 6Uine tile mcxie1 rauJts to tile data, tile unknown bouOOary condition (tile wind stres draa coefficient) and tile unknown Yertic:aI eddy vi.:oIity distribution ~ deduced simultaneously from the data, and an Optimal estimate of the cunent field is obtained.
( 1990), among others, have illustrated the feasibility and potential usefulness of the variational method.
The basic idea of the variational optimal control method is to define a cost function that quantifies the discrepancy between the model results and the observations; at its simplest. the cost function might be the sum of squared differences between observations and their model equivalents. The cost function is then minimi7~ by varying the control parameters of the problem, e.g., the drag and eddy viscosity coefficients in the present application, while treating the dynamical model as a strong constraint (Sasaki 1970) . A systematic approach for solving problems of this type is to define an augmented Lagrange function by using undetermined Lagrange multipliers to enforce the model constraints. The introduction of Lagrange multipliers leads to a new set of equations, the adjoint equations, that govern the multipliers. The adjoint equations effectively transform the model-data misfit into the gradient of the cost function with respect to the control parameters. The gradient can then be used within an appropriate iterative descent method to search out the optimal estimates of the control parameters.
In principal. the initial model state and all the .--rameters of the model dynamics can be detennined by the variational method if sufficient data are given. Unfortunately, ocean observations are sparse and noisy. Therefore, theoretical knowledge is ~uired to analyze and process the model results (Thacker 1988) . For example, prior knowledge is used by Sheinbaum and Anderson (1990) to chO<* a good first-guess initial state not only to make the algorithm efficient, but also to have a realistic representation of what the field may be like in areas not constrained by the data. In our
Introduction
The wind-driven upper layer of the ocean plays an important role in the general oceanic circulation. Unfortunately, our knowledge of the surface forcing and mixing ~ within this layer is far from complete, and we are forced to rely on relatively simple parameterizations ofth<R ~ For example. the swface wind stress is often characterized by a surface drag coefficient, while turbulent mixing is defined by an eddy viscosity coefficient. In this paper, we demonstrate a method for obtaining optimal estimates of the surface drag coefficient and of the vertical distribution of eddy viscosity from observations of wind velocity and current velocity profiles within the water column. The results of such analyses should provide information useful for improving the turbulent mixing parameterizations in numerical ocean models.
The method uses variational optimal control techniques in combination with a modified Ekman layer model to simultaneously deduce the surface wind drag coefficient and the eddy viscosity distnoution from obed data. The variational optimal control technique has been widely studied in meteorology and oceanography since its introduction by Sasaki ( 1970) . The WORs by Derber (1985) , Le Dimet and Taiagrand ( 1986), Taiagrand and Courtier ( 1987) , Thacker and Long (1988 ), Wunsch (1987 , Long and Thacker (1989) The plan of this paper is as follo~. The methodology is given in section 2, including the description of the modified Ekman model, the problem of scaling, the formation of variational formalism, and the numerical scheme. In section 3, an identical twin experiment is performed first by using the variational algorithm. The observed meteorological and oceanographic fields are analyzed and discussed in section 4. The data used are taken from the LOTUS-3 (Long-Term Upper OceanStudy-3) records. A summary of the results and a discussion are given in section 5. enters in the upper boundary condition in the dynamic model. The other one is the eddy viscosity profile, which represents a physical property of the flow and varies with depth. Because of the physical nature of these parameters, it is clear that the variables have different units and magnitudes. The scaling issue thus arises (see Gill et at. 1981; Luenbel'ger 1984) . The basic rule of variabl~ scaling is to make all the variables in the scaledprobl~m of order unity, so that each variable has a similar "weight" during the optimization.
Since the motions in the upper ocean are dominated by the inertial oscillations, the inertial period 0 ( f-1 ) is chosen as the time scale. We introduce the following nondimensional variables into Eqs. where horizontal velocity components u and v ( u p0s-itive to the east, v positive to the north) are combined into one complex vector w = u + iv; the eddy viscosity A (z), which is the parameter to be calculated, is a function of depth. This upper ocean satisfies the following boundary conditions. At the surface, the forcing is given by the wind stress T = r + ir (r in the x-direction, TY in the y-direction), i.e., where Pw is the density of water. is sought by minimizing the cost function, which meaThe ~d stress i~ calculated from 'T = PaCD I Wa I Wa s~ the misfit between the model results and the data, wher:e Pa IS the density of air; Wa is the complex vector while the model equations serve as the constraints. of WInd speed; and CD is the drag coefficient and the Considering the linear dynamics of our model, we other parameter to be determined. choose a least squares fitting for the cost function. The At some depth H, the condition of no momentum cost function is then defined as flux is assumed, i.e., As mentioned above, we are going to estimate two moduli controlling the best fits for each type of data kinds of parameters. One is the drag coefficient, which (Panchang and O'Brien 1988) . The nondimensional Hence, the nondimensional problem takes the form (after dropping all primes) Using Eqs. (7) and (8) . The boundary conditions do not appear as a constraint with their own Lagrange multipliers because they enter into the model equation through the forcing term in the finite-difference formalism. The constrained optimization problem is now replaced by a series of unconstrained problems with respect to the variables w, A, CD and )... By doing so, the problem of minimizing the cost function subject to the model equations becomes a problem of finding the stationary points of the augmented Lagrange function. This is equivalent to the determination of w, A, CD, and)" under the condition that the gradient of the augmented Lagrange function vanishes, which yields the following set of equations:
Equations (12 ) The cost function (3) is composed of three terms. The first one is called the data misfit, which is the squared difference between the model solution and the observations. The last two terDls measure the closeness of the estimated parameters between two iterations of the descent algorithm. Since parameter estimation is our main interest in this paper, the added terms represent prior information about the parameters that increase the chance that the cost function will be convex and therefore lead to a unique solution (Carrera and Neuman 1986; Smedstad 1989) . The model solution resulting from minimizing the cost function will best agree with the observed data. The new estimates of the parameters will not deviate far from the values taken by the parameters at the previous iteration. In this sense, the parameters' initial guess should be as reasonable as possible so that the optimization process can perform efficiently.
The dynamic model equations, which are treated as the strong constraints, can be enforced by introducing a set of undetermined Lagrange multipliers. This leads to the formation of the augmented Lagrange function, given as There are six unknowns, u(z, t), v(z, t), A(z), CD, Xu(Z, t) and X,,(z, t), and six equations, (2), (14), (15), and (16); the system is closed. The parameters A(z), CD, T, H, K., and Xc must be specified. The numerical scheme will be described in the following subsection. ( 10) and ( 11 ) to calculate the components of V J (the gradients of the cost function) corresponding to CD and A with solutions for X and w from steps 2} and 4}; 6} with the gradient information, apply the unconstrained minimization descent algorithm to obtain the new values of A and CD simultaneously;
7} check if the convergence criterion IVJI/IVJol < 10-2 for the minimization process is satisfied, where V Jo is the value at the initial iteration; and 8} return to step 2} if the optimal solution is not found.
This minimization determines the best fit of the data when the optimal solution is approached. Many different minjmi7~tion methods are available (Navon and Legler 1987) . The method we used is the limitedmemory quasi-Newton conjugate-gradient method, which is implemented in the Shanno and Phua's ( 1980) CONMIN algorithm. When dealing with the well-conditioned problem, the conjugate gradient method provides fast functional reduction within the first few iterations. For linear dynamics, its convergence should be achieved in at most M iterations, where M is the number of the control variables. In fact, the rate of convergence depends to a large extent on the quality of the observations. Noisy observations poorly reflect the model dynamics, so the conjugate gradient method will converge slowly and all M iterations will be needed to obtain the required accuracy.
C. Numerical method
The numerical model is fomlulated using a finite difference discretization on a grid with spatial increment dz and temporal increment .1.t. Its vertical structure is schematically shown in Fig. 1 . The w points are staggered in space with the A points. The Crank-Nicholson scheme is employed (O'Brien 1986).
Our procedure for solving this system is 1) begin with a best initial estimate for the control parameters A and CD;
2) integrate the model Eq. (2) forward in time and calculate the value of the cost function by using Eq. experiments. In this section. an identical twin experiment is ~.
The current "observations" in this experiment are obtained by running the original dynamic model forward. using a sinusoidal wind pattern w = 10 sin(2rt/ To) (m 5-1), where To = 10 h. The wind stress coefficient is ~ to 1.2 x 10 -3 (unsca1ed), and the eddy viscosity profile is shown in Fig. 2 . The initial state of the system is at rest.
The model parameters in the dimensiorial fonn are chosen as 
I:
War case where a simulated field is used. the exact consistency between the "observations" and the model dynamics will make the optimal value of the cost function vanish. The model solution is therefore expected to completely satisfy the characteristics of the "observed" field in these test runs, called identical twin Both the wind stress parameter and eddy viscosity are treated as unknowns and recovered simultaneously by the optimization process. The initial estimates for A and CD are given as 0.8 X 10-2 m2 S-1 and 0.72 X 10-3 (unscaled), respectively. Figure 3a shows the values of the cost function, its gradient, and the data misfit versus the number of iterations in the minimization procedure. All values have been normalized by their own initial values to allow a direct comparison of the convergence rate. As can be seen, the cost function drops rapidly in the first couple of iterations. The ratio of the norm of the gradient I gl /1 go I (I gl represents I V JI hereafter) also experiences a sharp decrease in the first two iterations. The convergence criterion is satisfied after II iterations. The evolution of the eddy viscosity distribution and the drag coefficient during the optimization are displayed in F~. 3b-c. There is a sharp increase for the drag coefficient (Fig. 3c) during the first iteration, but it overshoots. Corresponding to this strong forcing, the eddy viscosity in the upper 50 meters has a relatively large value in comparison with its true solution (Fig. 3b) . This is partly because the current field generated with the chosen initial estimations for the control parameters. which are smaller than their true values, produces a large data misfit in the fiISt iteration. The Lagrange multipliers computed from the adjoint model, are being driven by this big data misfit, and therefore, have a great effect on the calculation of the gradient of the cost function. Hence, a strong correction is made to the previous estimates. The drag coefficient tends towards its true solution after the first iteration and the eddy viscosity is also adjusted gradually. The bold line in Fig. 3b is the converged solution. It shows a very good approximation to its true value (see Fig. 2 ).
This experiment indicates that the variational adjoint method makes it possible to determine the model unknown parameter and the forcing parameter simultaneously. The wind forcing term is updated at each iteration because of the variation of the wind ~ drag coefficient. Its new evolution gives a new model state, which determines the closeness of the model data to the observation. This controls the information the Lagrange multiplier carries, which in turn has a great influence on the new estimate for the wind stress drag coefficient and the eddy viscosity distribution. The aI-71S LOTUS-3 buoy by WHOI (Tarbell et aI. 1984; Bowers et a1. 1986 ). This deployment was located in the northwestern Sargasso Sea (34°N, 100W) during the summer of 1982. In situ CUn'ent measurements were made by Vector Measuring Current Meters (VMCMs ) fixed at depths of 5, 1O, 15, 20, 25, 35, SO, 65, 15, and 80 120 180
Time ( It is important to note that the choice of the initial values for the control parameters is arbitrary; however, the solution is independent of the initial guess. But as discussed in section 2.b, for the efficiency of the optimization process, the parameten' initial guess should be as reasonable as possible. For this reason, prior knowledge of the physical background (i.e., the airsea condition, the oceanic instability, etc.) is desired to help to obtain a good choice.
This experiment has been restricted to an identical twin run, i.e., the "observations" are results from the model without noise. In the following section, we win apply this technique to a real, observed current field 100 meters. The wind speeds were measured by the Vector-Averaging Wind Recorder (VA WR) which was mounted on the tower of LOTUS-3. The sample interval was 15 minutes. These data were kindly supplied by Briscoe, Price, and Weller from WHOI.
Ten days of data were chosen, from 30 June to 9 July 1982. The time series measw'ements of wind speed are plotted in Fig. 4 . The current observations at 5, 25, and 50 m are shown in Figs. 5a-c. Inertial oscillations are dominant at 5 and 25 m. At 50 m the inertial Signal is evident but obviously it is incoherent with the motion in the upper layer. This inconsistency is, perhaps, due to other physical phenomena (e.g., diurnal rides, internal waves) or the observation errors.
The measured currents contain the pressure-drlven currents (e.g., tides, geostrophic motions) in addition to the locally wind-drlven currents. The mean winddriven current has an amplitude of about 0.05 m S-I, while the pressure-drlven current has a root-meansquare value about five times larger (Price et al. 1987 ). Because we have observations at only one station, it is impossible to compute the pressure-driven motions from the observations. ConSidering that the time scale of geostrophic motion is much longer than the period ofinertiaI oscillations, we process the data at' each depth by removing its trend to filter out the geostrophic components.
Our numerical model has equally spaced grid points in the vertical, but the data are not available at some depths. Linear interpolation is used to fill the gaps. 
b. Results
The observed field at starting time (30 June 1982) is taken as the initial model state. Initial guesses for A and Co are 0.01 X 10-3 m2 5-1 and 1.34 X 10-3. The model is integrated for 10 days with a time step of 15 minutes, the same as the sample interval.
The variation of the cost function, the norm of the gradient. and the data misfit with the number of iterations are plotted in Fig. 6a . The cost function decreases to about 53% of its initial value after II iterations. The norm of the gradient has a rapid reduction during the first few iterations. After II iterations, it drops to 5% of its initial value and reaches a steady state. The eddy viscosity profile (Fig. 6b) has a maximum value of 2.9 X 10-3 m2 5-1 at the surface and decreases with depth at iteration II. The drag coefficient (Fig. 6c) is adjusted gradually and fiDany reaches 1.26 X 10-3. Price et aL (1987) inferred an effective viscosity A = 6.0 X 10-3 m2 5 -I by separating the wind-driven current from the measured WTUS-3 cunent and averaging over the whole period. Our results are reasonably consistent with th<* of Price et a1.
The seasonal thermocline is between 20 to 50 meters during this period (Tarbell et al. 1984; Bowers et a1. 1986) . Figure 6b shows that the eddy viscosity decreases greatly within these depths. This is because the stratification su~ the turbulent mixing in the thermocline, so the degree of the turbulence, and therefore the eddy viscosity, is much smaller than in the mixed surface layer. Obviously, the physical effects of the stratification are lepr~iited in the eddy ~ty profile.
Consider (Fig. 6c) come from the lower 50 meters. Since both the cost function and its gradient have a big decrease during the iterative process and reach a steady state after 11 iterations and the estimates of A and CD improve the model results, we conclude that the solutions of A and CD at iteration 11 are the best ones derived from these observations. trol method are that it is capable of extracting from the available observations that part which is consistent with the model dynamics and adjusting the final model state to the intrinsic dynamics. Our dynamic model is a very simple modified Ekman model. The optimal control procedure was used to determine eleven unknown model parameters. All of these parameters are located in the vertical direction of a horizontal station. The advantage of this research is that we have a long, continuous record of measurements with a small sample interval of 15 minutes. We choose this 1 D-day period because we expected that the data and the model dynamics were basically compatible (i.e., at least in the upper layer where the inertial motions are dominant). The length of the time-series data ensures that the estimated parameters represent the time-averaged values. The small time interval of the measurements greatly improves the accuracy of the estimated parameters since the dominant motion is contained in the high frequency inertial oscillations. The time-mean values of the parameters are the effective values during the chosen period. We expect that these values will be slightly different if the length of the data assimilation is changed
The variational optimal control is conceptually simple and internally consistent. The adjoint model introduced makes the computation of the gradient of the cost function more efficient than the direct perturbation method does. It is clear that the systematic and quantitative approach that the variational optimal control technique provides can be utilized for a wide variety of problems. It can adjust not only the initial conditions of the model but also the lateral boundary conditions (Le Dimet and Nouailler 1985) , as in the case of a limited area model, the upper boundary conditions such as the surface forcing by momentum and heat fluxes, as well as the various physical and numerical parameters that enter the definition of the model. search, the TOGA Project Office of NOAA Grant NA84AA-~9
and NSF Grant 0CE-881 1316 of the Physical Oceanography Section and the Climate Dynamics Section of the National Science Foundation. We thank these groups for their support. The computer time was provided by the FSU Computer Center.
Discussion and snmmary
We have demonstrated the utility of a variational optimal control technique to assimilate real observations from LOTUS-3 records. The wind stress represents the upper boundary condition in our model and enters in the model equation as a forcing term in the numerical formalism. The variational analysis allows all the dynamics, boundary conditions, and observations to influence the model solution and thus, provides a flexible approach to combining the model results with the observations. By doing so, the wind-stress drag coefficient and eddy viscosity profile have been determined simultaneously and the optimal estimates of the model fields have been obtained as well.
The optimal current field generated su~fully reproduces the observed fields in upper 50m, while they are only able to describe part of the motion below 5Om due to the inconsistency between model dynamics and data. Actually, no model can fully describe all phenomena occurring in the ocean. The observed data can always be divided into three parts: those that are consistent with the model dynamics, those that are inconsiStent with the model dynaI1'iics, and those that are due to the observation errors. It is evident that the important characteristics of the variational optimal con-
