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1. INTRODUCTION 
Quasilinear vector two-point boundary-value problems for equations of 
the type 
(-l)~~[~l(~,u.x)]+P*(~,u,x)=f.(x) (1.1) 
arise in quasi-one-dimensional kinetics, heat transfer, and chemical reac- 
tions (see Ames [ 11, Na [6]) as well as in finding approximate solutions 
of quasilinear elliptic boundary-value problems in two or more dimensions 
by, for example, the method of reduction to ordinary differential equations 
of Kantorovich (Kantorovich and Krylov [2 J, Lavery [4]). In the present 
paper, we discuss two methods of solving such problems, namely, the 
method of pseudolinear equations and the method of successive 
approximations. We develop conditions on the coefficient functions used in 
the two methods that are sufficient for global linear convergence in the 
energy spaces. 
The results presented here for the method of pseudolinear equations are 
an extension of results given in [S]. The results presented here for the 
method of successive approximations extend results given in Keller [3] 
and Pennline [7,8]. 
2. NOTATION AND ASSUMPTIONS 
We adopt the assumptions and notation of Section 2 of [S], which we 
give here in abbreviated form. Let a, b E R’, a < b. Let (IVl;(a, b))” denote 
the Sobolev space of m-dimensional vector-valued functions on the interval 
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(a, b) with square-integrable kth derivatives. As the norm for this space, we 
choose 
(2.1) 
(T denotes transpose). For any u in (@(a, h))” and any x in [a, b], define 
tr u(x) = 
( 
U(X)T, 2 (T)*, 2 (x)* )...) fg (x)T)T. (2.2) 
For any 
g = (g;f, g;)’ E Rk” x Rkm, (2.3) 
define 
W$(u, 6) = {u E ( w$(u, b))” 1 tr u(u) = g,, tr u(b) = gb}. (2.4) 
The functions p1 and p2 that appear in Eq. (1.1) map (X, Y, x) E 
R” x R” x (a, 6) into R” and are assumed to satisfy the conditions: 
(A) for almost all x in (a, b), 
PX’, .> x) E (C’( R” x R”))“, I= 1,2; (2Sa) 
(B) for almost all x in (a, b), the matrices c?p,/aX, ap,/aY, cTpz/c7X, 
and iJp,/aY are symmetric and 
(2.5b) 
for all (X, Y) in R” x R”; 
(C) there exist p, M> 0 such that, for allmost all x in (a, b), 
for all (X, Y) in R” x R” and all 4 in R’“; 
(D) for any elements X(x) and Y(x) of (L,(u, 6))“, p[(X(x), Y(x), x) 
is in (L,(u, 6))“, I= 1, 2; for any elements h,(x) and h,(x) of (L,(u, b))“, 
the functions X(x) and Y(x) defined by h,(x) =p[(X(x), Y(x), x), I= 1,2, 
are elements of (L,(u, b))” (X(x) and Y(x) exist and are unique due to 
conditions (A), (B), and (C)). 
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Conditions (A)-(D) guarantee the existence and convexity of the energy 
functionals for the two-point boundary-value problems treated below. 
Let x be an arbitrary but fixed point in (a, b) for which conditions (2.5) 
hold. The functions PI and iz that occur in the conjugate quasilinear two- 
point boundary-value problem used in this paper are the inverses of p1 and 
p2 with respect to the first two arguments: 
z=Pl(x y, -u), W=p*(X y, x) (2.6a) 
are equivalent to 
X=O,(Z w -u), Y = jT*(Z, w, x). (2.6b) 
These p, fulfill conditions (A), (B), and (D) above as well as condition (C) 
with ~1 and M replaced by fi = l/M and &l= l/p, respectively. 
3. THE METHOD OF PSEUDOLINEAR EQUATIONS 
Throughout this paper, we consider as our basic task the finding of the 
element U of W$(a, b) that solves the quasilinear vector two-point boun- 
dary-value problem with fixed boundary conditions 
jab[$p(f$, U,x)+h’p,($f; C’,x)]d~-(j3~=~ (3.1) 
for all h in W$r(a, 6). Here, g is an element of Rk” x Rkm, f is an element of 
(Wgk(a, b))“, and (., ) denotes the duality between ( WF~(U, b))” and 
W$(u, 6). Problem (3.1) is the Dirichlet problem for Eq. (1.1). Let 
f=(-l)k -+j (3.2) 
for some fixed tl and /? in (&(a, b))“. We could without loss of generality 
take f = 0 in problem (3.1) by letting p, and p2 absorb the c( and p, respec- 
tively. However, we wish to make clear how a forcing function f appears in 
the conjugate problem defined below and, therefore, prefer to retain J ~1, 
and /I in the notation. 
Recall now the notation in equality (2.3). Designate the m-dimensional 
vector components of g, by gUI, 1= 1, k, that is, 
g, = klT> gdT>-, g,kTIT. (3.3a) 
Define 
6, = ( &kT, -&k-,=T,-, (-1)k-2ga2T> (-l)k-‘g,,T)T. (3.3b) 
TWO-POINT BOUNDARY-VALUE PROBLEMS 287 
Define gb from g, analogously. Define the problem with free boundary con- 
ditions that consists in finding V in (IV$(a, 6))” such that 
s 
b hTp, v-a, (-l)“-‘$p,x > 
(2 
+ (-l)k-l$p-* (v-cc, (-l)k-‘g-J-fl,x‘) 
dx I( =o / 
+ [tr h(a)lTg,- [tr h(b)]‘g, (3.4) 
for all h in (lVg(a, b))” to be the problem conjugate to problem (3.1). 
Problems (3.1) and (3.4) are known to have convex energy functionals and, 
therefore, unique solutions U and V. Between these solutions, there hold 
the relations 
v=p, g-g, u,x)+a, (-l)“$=P2($-j, U,x)+B (3Sa) 
and, equivalently (cf. relations (2.6)) 
(3.5b) 
(demonstrated in [S]). 
Let there now be given two symmetric 2m x 2m matrix-valued functions 
Q(x) and Q(x) the elements of which are in L,(a, b) and that are positive 
definite for almost all x in (a, b). We denote the smallest eigenvalues of 
Q(x) and Q(x) by q(x) and g(x), repectively, and assume that q(x) and 
B(x) are essentially uniformly bounded below by positive constants, that is, 
K := ess min q(x) > 0, rZ := ess min i(x) > 0. (3.6) 
a<x<b a<x<b 
The method of pseudolinear equations consists in iteratively minimizing the 
(&(a, 6))” error with weights Q and & in relations (3.5) when the exact 
solutions U and V are replaced by approximate solutions (see [S]). 
Specifically, given an approximate solution u(‘) of problem (3.1), define an 
approximate solution uCi) of problem (3.4) to be element of (@(a, b))” that 
minimizes the (&(a, b))” error with weight Q in the equalities (3.5a) in 
which U and V are replaced by u”) and v, respectively (the minimization 
409/117/l-19 
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takes place over u). This Y(‘) is the solution of the linear two-point boun- 
dary-value problem with free boundary conditions 
/ 
h 
r b 
for all h in (Wt(a, b))“. From the u(‘) just obtained, define the next 
approximate solution uci+ ‘) of problem (3.1) to be the element of 
W$(a, b) that minimizes the (&(a, b))” error with weight Q in the 
equalities (3.5b) in which V and U are replaced by u(‘) and U, respectively 
(the minimization takes place over u). This z&j+ ‘) is the solution of the 
linear two-point boundary-value problem with fixed boundary conditions 
bl u(i) 
i 
&,,(i) 
-q (-1)“-‘-- 
dxk 
dku’i) 
-a, (-1)“-‘-- 
dxk 
for all h in W$$(a, b). The method of pseudolinear equations is the “ping- 
pong” procedure that consists in calculating the sequence 
um + p) + u(l) --) (+I) + um + . . (3.8) 
starting from some given U(O) in W’;:,“(a, 6). 
Conditions under which the iterates u@) and Y(‘) of sequence (3.8) con- 
verge globally to U and V, respectively, are given in the following theorem. 
THEOREM 3.1. Let B, and B2 be the m x m diagonal matrices 
diag(b,, b2,..., b,) and diag(b,+ ,, b,+2,..., b2,,,), respectively, and let 
B= (3.9) 
Define 
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ess SUP sup 
o<x<b X,YeRm 
(3.10a) 
r,,(Q) =k ess sup SUP IIQk, .hZ> w,x)-W +; /lB,-WI > 
a<x<b Z,WsR” 11 
(3.10b) 
where 1). II denotes the spectral norm of a matrix and 
P := ip,,(o) r,,(Q) < 1, (3.12) 
then 
(a) the u(‘) of sequence (3.8) converge linearly in W$(a, 6) to a 
function U and the v(” of sequence (3.8) converge linearly in ( W$(a, b))” to a 
function V and the quantity p is an upper boundfor the contraction constants 
of both sequences: 
lIuci+l)- UIl w<p 1124(i)- UIl w, II@+‘)- VII w< p IId’)- VI/ w; (3.13) 
(b) the pair {U, V} of part (a) is the unique solution of the following 
system (3.14): 
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for all h in ( W$(a, 6))” and 
dx (3.14b) 
for all h in W$$‘(a, b); 
(c) the Ii and V of part (a) are the unique solutions of problems (3.1) 
and (3.4), respectively. 
Remark. In the iPs and rps of (3.10), there is a factor 4 in front of 
(IB, - BJ. This factor is an improvement over the factor 1 multiplying the 
equivalent expression in the r and i of Theorem 5.1 of [S]. (The notation 
has changed: the tP,s and rps of the present paper correspond to the r and i, 
respectively, of [S].) 
ProoJ: Subtract the equality (3.7a) with i replaced by i - 1 from the 
equality (3.7a) as it stands. Denote v(‘)- IP’) by 6v and u(*)- u(‘- ‘) by 6~. 
Choose h = 6~. Using an intermediate-value theorem, one obtains 
where Q = u(~-I) + 7.6~ for some 7 between 0 and 1 and J is given in (3.11). 
The right side of equality (3.15) is, for any diagonal matrix B with constant 
entries, equal to 
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(3.16) 
(equality (3.9) and the equality tr &(a) = tr 6u(b) = 0 were used here). 
Since B is arbitrary, 
110 (‘)-u(‘--I)IIw= llS~l~,<~~,,(Q) 116ullw-ip,(Q) I~di)-zP1)IIw. (3.17a) 
That 
II&+ l) - ql w< T&I) Ilu(i) - o(‘- l)ll w (3.17b) 
can be proved in an analogous manner starting from equality (3.7b). Part 
(a) of the conclusions of the theorem follows from inequalities (3.12) and 
(3.17) by standard arguments for contraction mappings. Equalities (3.14) 
of part (b) of the theorem follow by taking the limits in equalities (3.7). 
Uniqueness of the solution {U, I’} of system (3.14) follows again by stan- 
dard arguments for contraction mappings. 
That the U and Y defined here to be the limits of the sequences {z&“} 
and {Y(‘)) are the unique solutions of problems (3.1) and (3.4) can be 
shown as follows. Denote by Q,, i,j= 1, 2, the four m x m submatrices 
ofQ: 
(3.1‘8) 
Let 
+ Ql, U-h c ( V-n,(-l)k-l$-p,x . (3.19) 
It follows from equality (3.14b), putting both integrals on the left, that 
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where the arguments of fir and j& are the same as in equality (3.19), that is 
v-cc, (-1i*-+?,x I= 1, 2. (3.21) 
The shorthand notation of (3.21) will be used in formulas (3.22)-(3.X) 
below. Equality (3.20), which holds for all h in W$‘(u, b), implies that 
(-l)“-’ 2=Qa [$-P,]+QdJ-04. (3.22) 
Equalities (3.19) and (3.22) can be rewritten as 
~~l):~l~)=Q~~mf) (3.23) 
Now, in equality (3.14a), put both integrals on the left side, let h = q, and 
use equality (3.23) to obtain 
(3.24) 
Since the p;s and the fi,‘s are mutual inverses, 
(3.25) 
(recall the notation of (3.21)). Substituting the right side of equality (3.25) 
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into the second of the two vectors in equality (3.24) and using an inter- 
mediate value theorem yield 
ib” (y;f QT&(-J) (f-j dx=O, (3.26) 
where J is the Jacobian matrix given in (3.11) evaluated at some inter- 
mediate arguments. Since Q, &, and J are all positive definite, equality 
(3.26) implies that 
= 0, (3.27) 
and hence that equalities (3.5) hold. But any functions U and V that satisfy 
equalities (3.5) are, as is easily verified by direct substitution, solutions of 
problems (3.1) and (3.4). Uniqueness of the solutions of problems (3.1) and 
(3.4) follows from the fact that any solutions of problems (3.1) and (3.4) 
must satisfy relations (3.5) and, therefore, system (3.14). The solution of 
this system has been shown above to be unique. u 
The strategy used in the method of pseudolinear equations, namely, 
iterative calculation of approximate solutions using fixed operators (based 
on the fixed coefficient matrices Q and &), is the same as that of the stan- 
dard method of successive approximations. In the next section, we discuss 
the method of successive approximations for solving problems (3.1) and 
(3.4) and derive convergence results similar to those of Theorem 3.1. 
4. THE METHOD OF SUCCESSIVE APPROXIMATIONS 
The method of successive approximations (Ames [ 11, Keller [3], 
Pennline [7,8]) has frequently been used to solve two-point boundary- 
value problems because of its computational simplicity. There occur in this 
method applied to solving problems (3.1) and (3.4) symmetric positive- 
definite coefficient matrices Q(x) and Q(x) of order 2m x 2m that satisfy the 
conditions given in inequalities (3.6) and in the text immediately preceding 
these inequalities. 
Given an approximate solution u w  of problem (3.1), define another 
approximate solution uCi+ ‘) of problem (3.1) to be the solution in 
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W?,“(a, 6) of the linear two-point boundary-value problem with fixed 
boundary conditions 
for all h in II$(a, b). The method of successive approximations for 
problem (3.1) consists in iteratively calculating the sequence 
&) + u(I) + @) --* . . . 
(4.2) 
starting from some given 26’) in H$,“(a, b). 
In the above description of the method of successive approximations 
applied to solving problem (3.1), there is no reference to the conjugate 
problem (3.4). While the method of pseudolinear equations solves 
problems (3.1) and (3.4) in tandem, the method of successive 
approximations solves problem (3.4) independently of problem (3,1). Given 
an approximate solution u(‘) of problem (3.4), define another approximate 
solution uCi+‘) of problem (3.4) to be the solution in (IVt(a, h))” of the 
linear two-point boundary-value problem with free boundary conditions 
h u(i+ 1) 
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ec(, (-l)k-L-- 
-a, (-l)k-1 
- [tr h(a)lT gu + [tr h(h)lT gh (4.3 1 
for all h in ( Wi(u, b))“. The method of sucessive approximations for 
problem (3.4) consists in iteratively calculating the sequence 
p) ~ v(1) ~ p) + ... (4.4) 
starting from some given U(O) in ( Wl;(a, b))“. 
Conditions under which the sequences (4.2) and (4.4) produced by the 
method of successive approximations converge to the solution U of 
problem (3.1) and the solution V of problem (3.4), respectively, are given 
in the following two theorems. 
THEOREM 4.1. Let CI and C, be the m x m diagonal matrices 
diag(c,, c2 ,..., c,) and diag(c,+ , , c, + 2,..., cZm), respecrively, and let 
c= 0 Cl 
( > c, 0 ’ (4.5) 
Define 
r,,(Q) = i 
ess sup sup IlQ(x) - J(X, Y, x) - C/I 
a<.r<b X,YeRm 
+ ;‘Ic,+(-1)*c*ll 
> (4.6) 
where u is the constant of uniform positive definiteness of Q(x), J is the first 
of the Jacobians in (3.11), and 11. )( denotes, as in equalities (3.10), the spec- 
tral norm. If r,,(Q) < 1, then 
(a) the sequence { ~6~‘) converges linearly in W$$‘(a, b) lo a function U 
and/p,,(Q) is an upper boundfor the contraction constant: 
Il~(~+~)--Ull~<r~~(Q) ll~(~)-Ull~; (4.7) 
(b) the U of part (a) is the unique solution of problem (3.1). 
Proof: Analogous to the proof of Theorem 4.2 below. 1 
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THEOREM 4.2. Let the matrix C be as in equality (4.5) of Theorem 4.1. 
Define 
where R is the constant of uniform positive dqfiniteness of o(x), 3 is the 
second of the Jacobians in (3.1 l), and dk is the smallest imbedding constant 
such that 
if, (-l)i-l[(~(b))‘~(b)-(~(a))l$$(a)]~ 
6 4 llc4l w ll$ll w (4.9) 
for all 4, \c/ E ( W$(a, b))“. [f i,,(o) < 1, then 
(a) the sequence {uCi’} converges linearly in ( Wi(a, 6))” to a function 
V and FSa(Q) is an upper bound,for the contraction constant: 
IId’+‘)- V~lw<y ,^,(Q) Ilo( v//,; (4.10) 
(b) the V of part (a) is the unique solution ofproblem (3.4). 
Proof: Subtract the equality (4.3) with i replaced by i- 1 from the 
equality (4.3) as it stands. Denoting II(‘) - ZI(‘- ‘) by &P, choosing 
h = &I(‘+ ‘), and using an intermediate-value theorem, one obtains 
where 
(4.12) 
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for 6 := $i- J) t r(621@)), T bemg some number between 0 and 1. The right 
side of this equality is, for any matrix C of form (4.5), equal to 
After integration by parts, the second of the two integrals in (4.13) can be 
rewritten as 
(-q’-’ dXk- i 
Substituting (4.14) into (4.13) and (4.13) into (4.Il) and using equality 
(4.8) and inequality (4.9), one obtains 
If i,,(Q) < 1, it follows from inequality (4.15) that the Y(” converge linearly 
to some function V in ( Wi(u, 6))“. Inequality (4.10) follows by standard 
arguments. That this V is the solution of problem (3.4) follows by replacing 
u(‘) and v(‘+ I) in equality (4.3) by their limit F’ and cancelling the left side 
of (4.3) with the same expression on the right side of (4.3). Uniqueness of V 
follows by a contradiction argument. # 
5. CONCLUDING REMARKS 
Obtaining easily calculable expressions for the optimal coefficient 
matrices and comparing the rates of convergence of the method of 
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pseudolinear equations and the method of successive approximations must 
await further investigation. Not the least of the diffkulties in carrying this 
out is that the matrices occurring in rp,,, tP,, r,$,, and i,, are, in general, not 
symmetric. Indeed, the matrices Qf and OJ in rp,, and i,,s need not be sym- 
metric even though Q, 0, J, and j are. The matrix C in r,(, and i,, is in 
general not symmetric. 
In [S], results of a set of numerical experiments are given. (The 
“modified Newton method” of [5] is a variant of the method of successive 
approximations.) These results indicate that the method of pseudolinear 
equations is a competitive method of solving quasilinear two-point boun- 
dary-value problems. The theoretical results given in the present paper are 
intended to be a further step in the direction of understanding the con- 
vergence properties of the two methods and of obtaining expressions that 
yield optimal coefficient matrices. 
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