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Harmonic maps of finite uniton number into G2
N. Correia and R. Pacheco
Abstract
We establish explicit formulae for canonical factorizations of extended solutions corre-
sponding to harmonic maps of finite uniton number into the exceptional Lie group G2 in
terms of the Grassmannian model for the group of based algebraic loops in G2. A description
of the “Frenet frame data” for such harmonic maps is given. In particular, we show that
harmonic spheres into G2 correspond to solutions of certain algebraic systems of quadratic
and cubic equations.
1 Introduction
In the seminal paper [10], Uhlenbeck observed that harmonic maps from a Riemann surface into
a Lie group G correspond to certain holomorphic maps, the extended solutions, into the loop
group
ΩG = {γ : S1 → G (smooth) | γ(1) = e}.
When the Fourier series associated to an extended solution has finitely many terms, the cor-
responding harmonic map is said to have finite uniton number. Such harmonic maps can be
obtained from a constant by applying a finite number of “Ba¨cklund-type transforms”. In terms
of loop groups, this means that extended solutions corresponding to harmonic maps of finite
uniton number into the unitary group admit factorizations into linear factors. Subsequently,
Burstall and Guest [1] generalized this to other Lie groups and gave “Weierstrass-type formu-
lae”, by means of which harmonic maps of finite uniton number can be described in terms of
certain meromorphic functions on M . This was accomplished by using a method inspired by
the Morse theoretic interpretation of the Bruhat decomposition of the loop subgroup
ΩalgG = {γ ∈ ΩG | γ and γ−1 have finite Fourier series}.
More precisely:
Consider the energy functional E : ΩG→ R given by E(γ) = ∫
S1
|γ′|2. This is a Morse-Bott
function on the Ka¨hler manifold ΩG and its critical manifolds are precisely the conjugacy classes
of homomorphisms S1 → G. If Ωξ is such a class and Uξ is the unstable manifold of Ωξ with
respect to the flow of the gradient vector field −∇E, then the Bruhat decomposition corresponds
to the decomposition ΩalgG =
⋃
ξ Uξ. Moreover, Uξ carries a structure of vector bundle over Ωξ
and, given a finite uniton number harmonic map ϕ : M → G, it can be proven that it admits
an extended solution Φ : M → ΩalgG which takes values in some Uξ off a discrete subset D of
M . The unstable manifolds Uξ admit a suitable Lie theoretic description, which can therefore
be applied to the study of harmonic maps.
In the present paper, we explore further this point of view. For certain pairs of elements ξ, ξ′,
we introduce natural holomorphic fibre bundle morphisms Uξ,ξ′ : Uξ → Uξ′ , which we use later
1
2to construct canonical factorizations for loops in ΩalgG2. These morphisms transform extended
solutions in new extended solutions, that is, if Φ : M \D → Uξ is an extended solution, then
Uξ,ξ′ ◦ Φ : M \ D → Uξ′ is a new extended solution. Hence the canonical factorizations for
loops induce canonical factorizations for extended solutions. In the case of the exceptional Lie
group G2, our factorizations are finer than those constructed in [1]. Explicit formulae for these
factorizations are given in terms of the Grassmannian model for ΩalgG2.
The Grassmannian model for loop groups was exploited for the first time in the study of
harmonic maps by Segal [8]. In this setting, as observed by Guest [4], the “holomorphic data”
producing harmonic maps can be organized in terms of “Frenet frames”. More recently, the
Grassmannian model was used by the second author [6] and Svensson and Wood [9] in the study
of harmonic maps into classical Lie groups and their inner symmetric spaces.
In this paper, we give a description of the “Frenet frame data” for harmonic maps of finite
uniton number intoG2 and its inner symmetric spaceG2/SO(4), the Grassmannian of associative
3-planes. In particular, we show that each harmonic sphere into G2 can be obtained from a
solution of a certain algebraic system of quadratic and cubic equations.
2 The fundamental representation of G2
We start by reviewing some aspects concerning the fundamental representation of G2. For more
details we refer the reader to [5], Lecture 22.
It is well known that the exceptional compact simple Lie group G2 is exactly the automor-
phism group of O, the real 8-dimensional division algebra of octonions. Equip O with the natural
inner product 〈x, y〉R = Re(x · y¯) = 12(x · y¯+ y · x¯). Since this metric is defined as the multiplica-
tion, we get G2 ⊂ SO(O). Every automorphism of the octonions fixes the subspace R·1 ⊂ O and
thus preserves the subspace of octonions orthogonal to the identity, that is, the 7-dimensional
subspace consisting of all imaginary octonions, Im(O). So, if we identify Im(O) = R7, we get
exactly the fundamental representation G2 ⊂ SO(7), which is the smallest non-trivial represen-
tation of G2. If we fix a maximal torus T ⊂ G2, which is known to be 2-dimensional, and a
Weyl chamber W in t, the Lie algebra of T , the corresponding weight diagram looks like:
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The octonionic-imaginary part of the product of x, y ∈ C7 = Im(O) ⊗ C will be denoted
by x · y ∈ C7and consider the orthogonal decomposition of C7 into one-dimensional weight
subspaces: C7 =
⊕3
i=−3 Li, where L−i = Li. Let ωj be the weight of Lj. Clearly, Li · Lj is
the weight space for ωi + ωj, if this is a weight, and zero otherwise. Hence, we obtain from the
3weight diagram the following octonionic multiplication table:
· L0 L1 L2 L3 L1 L2 L3
L0 0 L1 L2 L3 L1 L2 L3
L1 L1 0 0 L2 L0 L3 0
L2 L2 0 0 0 L3 L0 L1
L3 L3 L2 0 0 0 L1 L0
L1 L1 L0 L3 0 0 0 L2
L2 L2 L3 L0 L1 0 0 0
L3 L3 0 L1 L0 L2 0 0
The positive roots associated to the pair (T,W) are given by:
α1, α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2, (1)
with the simple roots α1, α2 dual to the elements H1,H2 ∈ t defined by
H1 =


2
√−1 on L1√−1 on L2√−1 on L3
H2 =


√−1 on L1
0 on L2√−1 on L3
, (2)
in the following sense: αi(Hj) =
√−1δij . The weights of the fundamental representation can be
written in terms of the simple roots as follows: ω1 = 2α1 + α2, ω2 = α1, ω−3 = α1 + α2.
Given an isotropic subspace D ⊂ C7, we denote by D0 its stabilizer and by Da its annihilator:
D0 =
{
x ∈ C7| x · D ⊆ D}, Da = {x ∈ C7| x · D = 0}.
We have:
Lemma 2.1. Let D ⊂ C7 be an isotropic one-dimensional subspace. Then dimDa = 3 and
D0 = Da⊥.
Proof. Since G2 acts transitively on the one-dimensional isotropic subspaces, we can take D =
L1. From the octonionic multiplication table we see that D0 = L0 ⊕ L1 ⊕ L2 ⊕ L3 and Da =
L1 ⊕ L2 ⊕ L3. Hence dimDa = 3 and D0 = Da⊥.
An isotropic 2-plane D such that D ·D = 0 is called an complex coassociative 2-plane. If D is
an complex coassociative 2-plane, then we have an orthogonal decomposition: C7 = D⊕A⊕D,
where A = (D ⊕D)⊥ is called a complex associative 3-plane.
3 Grassmannian model for loop groups
Fix on Cn the standard complex inner product 〈·, ·〉 and let e1, . . . , en be the standard basis
vectors for Cn. Given a complex subspace V ⊂ Cn, we denote by πV the orthogonal projection
onto V . Let H be the Hilbert space of square-summable Cn-valued functions on the circle and
〈·, ·〉H the induced complex inner product. This is the closed space generated by the functions
λ 7→ λiej, with i ∈ Z and j = 1, . . . , n:
H = Span{λiej | i ∈ Z, j = 1, . . . , n}.
4Consider the closed subspace H+ of H defined by
H+ = Span{λiej | i ≥ 0, j = 1, . . . , n}.
Let Grass(H) denote the set of all closed vector subspaces W ⊂ H such that: the projection
map W → H+ is Fredholm, and the projection map W → H⊥+ is Hilbert-Schmidt; the images
of the projections maps W⊥ → H+, W → H⊥+ are contained in C∞(S1;Cn). Define
Gr = {W ∈ Grass(H) |λW ⊆W}.
Pressley and Segal [7] showed that the action of the infinite-dimensional Lie group
ΛU(n) =
{
γ : S1 → U(n) | γ is smooth}
on Gr defined by γW = {γf | f ∈ W} is transitive. By considering Fourier series, it is easy to
see that the isotropy subgroup at H+ is precisely U(n). Hence
Gr ∼= ΛU(n)/U(n) ∼= ΩU(n).
This homogeneous space carries a natural invariant structure of Ka¨hler manifold [7].
Remark 3.1. Given W ∈ Gr, it is known [7] that dimW ⊖ λW = n, where W ⊖ λW denotes
the orthogonal complement of λW in W . If we choose an orthonormal basis for W ⊖ λW ,
{w1, . . . , wn}, we can put the vector-valued functions wi side by side to form an (n× n)-matrix
valued function γ on S1, that is, a loop γ ∈ ΛU(n). It can be shown [7] that W = γH+.
If G is a subgroup of U(n), we shall denote by Gr(G) the subspace of Gr that corresponds
to ΩG.
3.1 Grassmannian model for ΩSO(n)
We consider the special orthogonal group SO(n) as a subgroup of U(n). For each X in Cn
denote by X its complex conjugate. The Grassmannian model of ΩSO(n) is given by:
Proposition 3.1. [7] A subspace W ∈ Gr corresponds to a loop in SO(n) if, and only if, it
belongs to
Gr
(
SO(n)
)
=
{
W ∈ Gr |W⊥ = λW}.
3.2 Grassmannian model for ΩG2
Take the complex bilinear extension to C7 of the octonionic product on R7 and use it to define
a product on the Hilbert space H of square-summable C7-valued functions on the circle: if
f, g ∈ H, then (f · g)(λ) = f(λ) · g(λ).
The Grassmannian model of ΩG2 is given by:
Proposition 3.2. A subspace W ∈ Gr(SO(7)) corresponds to a loop in G2 if, and only if, it
belongs to
Gr(G2) = {W ∈ Gr
(
SO(7)
) | W sm ·W sm ⊆W sm}
(here W sm denotes the subspace of smooth functions in W , which is dense [7]).
5Proof. The proof of Theorem 8.6.2 in [7] can be adapted to this case. If γ ∈ ΩG2, then it is
clear that γH+ belongs to Gr(G2), since G2 acts on C
7 by automorphisms. Conversely, suppose
that W sm ·W sm ⊆ W sm. Since W⊥ = λW , we have W ⊖ λW = W ∩W . On the other hand,
we know that dimW ⊖ λW = 7 and W ⊖ λW consists of smooth functions. Hence W ∩W is a
7-dimensional subalgebra of H with respect to the product induced by the octonionic product
on R7; consequently, for any λ ∈ S1, the evaluation map at λ, evλ : W ∩W → C7, defines an
isomorphism: evλ(α ·β) = α(λ) ·β(λ). Set γ(λ) = evλ ◦ev−11 . Since evλ commutes with complex
conjugation and, as we have seen, evλ is an isomorphism for any λ ∈ S1, then the loop γ belongs
to ΩG2. By Remark 3.1, we have W = γH+.
3.3 The algebraic Grassmannian
A loop γ ∈ ΩU(n) is said to be algebraic if both γ and γ−1 have finite Fourier series. Denote
by ΩalgU(n) the subgroup of algebraic loops. This subgroup acts on
Gralg = {W ∈ Gr : λkH+ ⊆W ⊆ λ−kH+ for some k ∈ N},
and we have Gralg ∼= ΩalgU(n) (see [7] for details).
4 The Bruhat Decomposition of Gralg(G)
Consider now a compact matrix semi-simple Lie group G. Fix a maximal torus T of G with Lie
algebra t ⊂ g, let ∆ ⊂ √−1t∗ be the corresponding set of roots and, for any α ∈ ∆, denote by gα
the corresponding root space. The integer lattice I = (2π)−1 exp−1(e)∩ t may be identified with
the group of homomorphisms S1 → T , by associating to ξ ∈ I the homomorphism γξ defined by
γξ(λ) = exp (−
√−1 ln(λ)ξ). Denote by gξi the
√−1 i-eigenspace of adξ, with i ∈ Z. We have on
gC a structure of graded Lie algebra:
gC =
⊕
i∈{−r(ξ)...,r(ξ)}
g
ξ
i , [g
ξ
i , g
ξ
j ] ⊂ gξi+j,
where r(ξ) = max{i | gξi 6= 0}. Moreover:
g
ξ
i =
⊕
α(ξ)=
√−1 i
gα. (3)
The adjoint action of γξ on g
C is given by:
Lemma 4.1. For each Xj ∈ gξj , γξXjγ−1ξ = λjXj .
Proof. Taking account the well known formula Ad
(
exp(η)
)
= exp
(
ad(η)
)
, for all η ∈ gC, we
have:
γξXjγ
−1
ξ = exp
(−√−1 ln(λ)ξ)Xj exp (√−1 ln(λ)ξ) = exp (−√−1 ln(λ)ad(ξ))Xj
=
∑
n≥0
(−√−1 ln(λ))n
n!
(ad ξ)nXj =
∑
n≥0
(
j ln(λ)
)n
n!
Xj = λ
jXj .
6Set Λ+GC = {γ : S1 → GC | γ extends holomorphically for |λ| ≤ 1}. For each ξ ∈ I, we
write Ωξ = {gγξg−1 | g ∈ G}, the conjugacy class of homomorphisms S1 → G which contains
γξ. This is a complex homogeneous space [1]:
Ωξ ∼= GC
/
Pξ, withPξ = G
C ∩ γξΛ+GCγ−1ξ .
Taking account Lemma 4.1, one can easily check that the Lie algebra of the isotropic subgroup
Pξ = G
C ∩ γξΛ+GCγ−1ξ is precisely the parabolic subalgebra induced by ξ: pξ =
⊕
i≤0 g
ξ
i .
Now, choose a fundamental Weyl chamber W in t. The intersection of I with this will be
denoted by I ′. We have:
Theorem 4.1. [7] Bruhat decomposition: Gralg(G) =
⋃
ξ∈I′ Λ
+
algG
CγξH+.
Define Uξ ⊂ ΩalgG by UξH+ = Λ+algGCγξH+. This is a complex homogeneous space of the
group Λ+algG
C, and the isotropy subgroup at γξ is the subgroup Λ
+
algG
C∩γξΛ+GCγ−1ξ . Moreover,
Uξ carries a structure of holomorphic vector bundle over Ωξ and the bundle map uξ : Uξ → Ωξ
is precisely the natural map
Λ+algG
C
/
Λ+algG
C ∩ γξΛ+GCγ−1ξ → GC
/
Pξ
given by [γ] 7→ [γ(0)] (see [1] for details).
Remark 4.1. As explained in [7] (see also [1]), the Bruhat decomposition admits a nice Morse
theoretic approach. Consider the usual energy functional on paths E : ΩG→ R. This is a Morse-
Bott function and its critical manifolds are precisely the conjugacy classes of homomorphisms
S1 → G. For each ξ ∈ I, Uξ is the unstable manifold of Ωξ with respect to the flow of the
gradient vector field −∇E defined by the natural Ka¨hler structure on ΩG, and each γ ∈ Uξ
flows to the homomorphism uξ(γ).
Take γ ∈ Uξ ⊂ ΩalgG and W = γH+ ∈ Gralg(G), with λrH+ ⊂ W ⊂ λ−sH+. Fix
Ψ ∈ Λ+algGC such that W = ΨγξH+. Write
γξH+ = λ
−sAξ−s + . . .+ λ
r−1Aξr−1 + λ
rH+,
where the subspaces Aξi define a flag
{0} = Aξ−s−1 ⊂ Aξ−s ⊆ Aξ−s+1 ⊆ . . . ⊆ Aξr−1 ⊂ Aξr = Cn.
In terms of the grassmannian model, the bundle map uξ : Uξ → Ωξ can be described as follows:
uξ(W ) = λ
−sA−s + . . . + λr−1Ar−1 + λrH+, (4)
with
Ai = Ψ(0)A
ξ
i = pi(W ∩ λiH+),
where pi : H → Cn is defined by pi(
∑
λjaj) = ai.
Remark 4.2. Consider the mutually orthogonal subspaces E−s, . . . , Er defined by Ei = A
ξ
i ∩
Aξ
⊥
i−1. For each v ∈ Ei, we have ξv =
√−1iv. Hence,
g
ξ
i =
⊕
j∈{−s,...,r}
Hom(Ej , Ej+i) ∩ gC. (5)
74.1 Canonical fibre-bundle holomorphic morphisms between unstable mani-
folds
In this section we show that, under some conditions on a pair of elements ξ, ξ′ ∈ I, one can
construct a canonical holomorphic morphism between the fibre bundles Uξ → Ωξ and Uξ′ → Ωξ′ .
Later we shall use these morphisms to construct canonical factorizations of algebraic loops and
harmonic maps.
Define a partial order over I by:
ξ  ξ′ if pξi ⊂ pξ
′
i , (6)
for all i ≥ 0, where pξi =
⊕
j≤i g
ξ
j . Since ξ and ξ
′ are simultaneously diagonalizable, this condition
is equivalent to
g
ξ
j =
⊕
0≤k≤j
g
ξ
j ∩ gξ
′
k , (7)
for all j ≥ 0.
Lemma 4.2. Take two elements ξ, ξ′ ∈ I such that ξ  ξ′. Then
Λ+algG
C ∩ γξΛ+GCγ−1ξ ⊂ Λ+algGC ∩ γξ′Λ+GCγ−1ξ′ .
Proof. Since these subgroups are connected, it is sufficient to prove the inclusion at the Lie
algebra level. Now, Lemma 4.1 yields
Λ+algg
C ∩ γξΛ+gCγ−1ξ =
⊕
i≥0
λipξi . (8)
From (6) and (8) we conclude that
Λ+algg
C ∩ γξΛ+gCγ−1ξ ⊂ Λ+alggC ∩ γξ′Λ+gCγ−1ξ′ .
This lemma allows us to define a Λ+algG
C-invariant fibre bundle morphism Uξ,ξ′ : Uξ → Uξ′
by
Uξ,ξ′(ΨγξH+) = Ψγξ′H+, Ψ ∈ Λ+algGC, (9)
whenever ξ  ξ′. Since the holomorphic structures on Uξ and Uξ′ are induced by the holomorphic
structure on Λ+algG
C, the fibre-bundle morphism Uξ,ξ′ is holomorphic. Moreover:
For each ξ ∈ I define the subbundle
H1,0Uξ ∼= Λ+algGC ×Λ+
alg
GC∩γξΛ+GCγ−1ξ Λ
+
algg
C ∩ λ−1γξΛ+gCγ−1ξ
/
Λ+algg
C ∩ γξΛ+gCγ−1ξ (10)
of the holomorphic tangent bundle
T 1,0Uξ ∼= Λ+algGC ×Λ+
alg
GC∩γξΛ+GCγ−1ξ Λ
+
algg
C
/
Λ+algg
C ∩ γξΛ+gCγ−1ξ . (11)
We have:
Lemma 4.3. If ξ  ξ′, then Uξ,ξ′ is super-horizontal, that is, DUξ,ξ′(H1,0Uξ) ⊂ H1,0Uξ′.
8Proof. Start to observe that
Λ+algg
C ∩ λ−1γξΛ+gCγ−1ξ =
⊕
i≥0
λipξi+1.
Hence, by (6),
Λ+algg
C ∩ λ−1γξΛ+gCγ−1ξ ⊂ Λ+alggC ∩ λ−1γξ′Λ+gCγ−1ξ′ . (12)
On the other hand, the derivative DUξ,ξ′ : T 1,0Uξ → T 1,0Uξ′ , which corresponds to a map
Λ+algg
C
/
Λ+algg
C ∩ γξΛ+gCγ−1ξ → Λ+alggC
/
Λ+algg
C ∩ γξ′Λ+gCγ−1ξ′ ,
is simply given by [η] 7→ [η], and the lemma follows from inclusion (12).
Similarly, the derivative Duξ : T
1,0Uξ → T 1,0Ωξ ⊂ T 1,0Uξ corresponds to a map
Λ+algg
C
/
Λ+algg
C ∩ γξΛ+gCγ−1ξ → gC/pξ →֒ Λ+alggC
/
Λ+algg
C ∩ γξΛ+gCγ−1ξ
and uξ is super-horizontal as well. In fact:
Lemma 4.4. [1] The map Duξ : T
1,0Uξ → T 1,0Ωξ ⊂ T 1,0Uξ is given by:
[λjη] 7→
{
0 if j > 0
[η] if j = 0
.
5 Factorizations of algebraic loops
For each integer k ≥ 0, define
ΩkG2 =
{
γ ∈ ΩalgG2 : γ =
k∑
i=−k
λiζi, ζk 6= 0
}
.
By a factorization of a loop γ ∈ ΩkG2 of length N and type (k1, k2, . . . , kN ) we mean a
sequence of loops β1, β2, . . . , βN−1, βN such that γ = β1β2 . . . βN−1βN and βi ∈ ΩkiG2 for each
i = 1, . . . , N .
Since each element ξ ∈ I is diagonalizable and its eigenvalues are of the form √−1ki(ξ),
with ki(ξ) ∈ Z, we have γξ ∈ Ωκ(ξ)G2, where κ(ξ) = max{|ki(ξ)|}. Moreover, if γ ∈ Uξ, then
γ ∈ Ωκ(ξ)G2.
Consider γ ∈ Uξ and a sequence of elements ξ = ξN , ξN−1, . . . , ξ2, ξ1, ξ0 = 0 in the integer
lattice I such that ξ  ξi for each i = 0, . . . , N . Set ki = κ(ξi)− κ(ξi−1). Thus, the sequence of
loops
γN = γ, . . . , γi = Uξ,ξi(γN ), . . . , γ0 = e
induces a factorization β1, . . . , βN of γ, with βi = γ
−1
i−1γi, of length N and type (k1, . . . , kN ).
95.1 Canonical factorizations of algebraic loops in G2
Fix a non-zero element ξ such that exp(2πξ) = e. According to the notations of Section 2, for
some choice of a maximal torus T of G2 and a Weyl chamber W, ξ is given by
ξ =


√−1 k on L1√−1 l on L2√−1 (k − l) on L3
, (13)
where k, l are non-negative integers such that 2l ≤ k. For each γ ∈ Uξ we define the canonical
factorization of γ as follows:
5.1.1 Case 0 < 2l < k
All the eigenspaces of ξ are 1-dimensional; consequently, there is a unique pair (T,W) for which
(13) holds. Define η1, η2 ∈ I by:
η1 =


√−1 on L1
0 on L2√−1 on L3
η2 =


√−1 on L1√−1 on L2
0 on L3
.
We have ξ = (k − l)η1 + lη2 and κ(η1) = κ(η2) = 1.
Lemma 5.1. Consider the following sequence of elements in the integer lattice I:
ξ = ξk, . . . , ξk−i = (k − l − i)η1 + lη2, . . . , ξ2l = lη1 + lη2, ξ2l−1 = lη1 + (l − 1)η2, . . .
. . . , ξ2(l−j) = (l − j)η1 + (l − j)η2, ξ2(l−j)−1 = (l − j)η1 + (l − j − 1)η2, . . .
. . . , ξ2 = η1 + η2, ξ1 = η1, ξ0 = 0 (14)
where 0 ≤ i ≤ k − 2l and 0 ≤ j ≤ l − 1. Then ξ  ξr for each r = 0, . . . , k.
Proof. Consider the elements H1,H2 ∈ I defined by (2). We have: η1 = H2 and η2 = H1 −H2.
Taking account (3) and (7), by direct evaluation of the positive roots (1) at each ξi, one can
conclude that pξ ⊂ pξ′ , i.e. ξ  ξ′.
Hence, the sequence (14) defines a factorization of γ of length k and type (1, 1, . . . , 1). Set
W = γH+ andWξ = γξH+. Take Ψ ∈ Λ+algGC such thatW = ΨγξH+ = ΨWξ. Next we describe
the canonical factorization of γ in terms of the Grassmanian model for loops groups.
First observe that
γξ = γ
k−l
η1
γlη2 = (λ
−1πD + π(D⊖D)⊥ + λπD)
k−l(λ−1πB + π(B⊖B)⊥ + λπB)
l
and
Wξ = λ
−kA+ . . .+ λ−k+l−1A+ λ−k+lD + . . .+ λ−l−1D + λ−lAa + . . .+ λ−1Aa
+Aa
⊥
+ . . .+ λl−1Aa⊥ + λlD⊥ + . . . + λk−l−1D⊥ + λk−lA⊥ + . . .+ λk−1A⊥ + λkH+, (15)
where A = L1, B = L1 ⊕ L2, D = L1 ⊕ L3 and Aa is the annihilator of A, that is, Aa =
L1 ⊕ L2 ⊕ L3.
10
Consider now the sequence (14). We have γξk−1 = γ
k−l−1
η1
γlη2 , and it is easy to check that
Wξk−1 = λ(Wξ ∩ λ−kH+) + (Wξ ∩ λ−lH+) + λ−1(Wξ ∩ λl+1H+). (16)
Set γi = Uξ,ξi(γ) and W i = γiH+. Taking account definition (9), we deduce from (16) that:
W k−1 = ΨWξk−1 = λ(W ∩ λ−kH+) + (W ∩ λ−lH+) + λ−1(W ∩ λl+1H+).
Each element of the sequence of subspaces
W =W k, . . . ,W k−i, . . . ,W 2l,W 2l−1, . . . ,W 2(l−j),W 2(l−j)−1, . . . ,W 2,W 1,W 0 = H+
can be obtained out of W by iterating this procedure. Explicitly:
W k−i = λi
(
W ∩ λ−kH+
)
+
(
W ∩ λ−lH+
)
+ λ−i
(
W ∩ λl+iH+
)
; (17)
W 2(l−j) = λk−2l+j
(
W ∩ λ−k+jH+
)
+ λj
(
W ∩ λ−lH+
)
+ λ−j
(
W ∩ λjH+
)
+ λ−k+2l−j
(
W ∩ λk−lH+
)
+ λ2(l−j)H+; (18)
W 2(l−j)−1 = λk−2l+j
(
W ∩ λ−k+j+1H+
)
+ λj+1(W ∩ λ−lH+) + λ−j−1
(
W ∩ λj+1H+
)
+ λ−k+2l−j
(
W ∩ λk−l−1H+
)
+ λ2(l−j)−1H+; (19)
where 0 ≤ i ≤ k − 2l and 0 ≤ j ≤ l − 1.
5.1.2 Case l = k2
Define η = ξ/l ∈ I. In this case, κ(η) = 2 and the sequence of elements
ξ = ξl, . . . , ξi = (l − i)η, . . . , ξ1 = η, ξ0 = 0 (20)
is such that ξ  ξl−i for each i. Hence (20) defines a factorization of γ of length l = k2 and
type (2, 2, . . . , 2). The sequence of subspaces W =W l, . . . ,W l−i, . . . ,W 1 corresponding to (20)
is given by
W l−i = λi
(
W ∩ λ−2l+iH+
)
+ λ−i
(
W ∩ λiH+
)
+ λ2(l−i)H+. (21)
5.1.3 Case l = 0
Define η = ξ/k. Clearly κ(η) = 1 and the sequence of elements
ξ = ξk, . . . , ξk−i = (k − i)η, . . . , ξ1 = η, ξ0 = 0 (22)
is such that ξ  ξk−i for each i. Hence (22) defines a factorization of γ of length k and type
(1, 1, . . . , 1). The corresponding sequence of subspaces W = W k, . . . ,W k−i, . . . ,W 1,W 0 = H+
is given by
W k−i = λi
(
W ∩ λ−kH+
)
+
(
W ∩ λ−lH+
)
+ λ−i
(
W ∩ λl+iH+
)
. (23)
11
6 Harmonic maps into a Lie group
Let M be a Riemann surface and ϕ :M → G a map into a compact matrix Lie group. Equip G
with a bi-invariant metric. Define α = ϕ−1dϕ and let α = α′ + α′′ be the type decomposition
of α into (1, 0) and (0, 1)-forms. It is well known [10] that ϕ : M → G is harmonic if and only
if the loop of 1-forms given by
αλ =
1− λ−1
2
α′ +
1− λ
2
α′′ (24)
satisfies the Maurer-Cartan equation dαλ +
1
2 [αλ ∧ αλ] = 0 for each λ ∈ S1. Then, if M is
simply connected and ϕ is harmonic, we can integrate to obtain a map Φ :M → ΩG such that
αλ = Φ
−1
λ dΦλ and Φ−1 = ϕ. We call Φ an extended solution associated to ϕ.
The harmonic map ϕ : M → G is of finite uniton number if it admits an extended solution
Φ : M → ΩalgG, that is, Φ =
∑r
i=s ζiλ
i for some r ≤ s ∈ Z. The minimal value of r − s, r(ϕ),
is called the uniton number of ϕ. The reader should be alert to the fact that r(ϕ) does not
coincide with the minimal uniton number of ϕ which is estimated in [1] for a general compact
semi-simple Lie group.
Theorem 6.1. [1] Let Φ : M → ΩalgG be an extended solution. Then there exists some ξ ∈ I,
and some discrete subset D of M , such that Φ(M \D) ⊆ Uξ.
Now, start with a smooth map Φ :M \D → Uξ and consider Ψ :M \D → Λ+algGC such that
ΦH+ = ΨγξH+. Clearly, Ψγξ = Φb for some b :M \D → Λ+algGC. Write
Ψ−1Ψz =
∑
i≥0
X ′iλ
i, Ψ−1Ψz¯ =
∑
i≥0
X ′′i λ
i. (25)
Proposition 4.4 in [1] establishes that Φ is an extended solution if, and only if,
ImX ′i ⊂ pξi+1, ImX ′′i ⊂ pξi , (26)
where pξi =
⊕
j≤i g
ξ
j . Taking account (10) and (11), this means that:
Theorem 6.2. A smooth map Φ : M \ D → Uξ is an extended solution if, and only if Φ is
holomorphic and super-horizontal (that is, the derivative of Φ along (1, 0)-direction takes values
in H(1,0)Uξ).
Since each fiber bundle morphisms Uξ,ξ′ : Uξ → Uξ′ is holomorphic and super-horizontal, we
have the following generalization of Theorem 4.11 in [1]:
Proposition 6.1. Given an extended solution Φ :M \D → Uξ and an element ξ′ ∈ I such that
ξ  ξ′, then Uξ,ξ′(Φ) = Uξ,ξ′ ◦ Φ :M \D → Uξ′ is a new extended solution.
On the other hand, since the bundle map uξ : Uξ → Ωξ is holomorphic and super-horizontal,
we see that:
Proposition 6.2. [1] If Φ :M \D → Uξ is an extended solution, then uξ ◦ Φ : M \D → Ωξ is
an extended solution.
The following lemma will be used later:
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Lemma 6.1. Let ϕ :M → G be the harmonic map ϕ = Φ−1. Then
ϕ−1ϕz = −2
∑
i≥0
b(0)X ′i
i+1
b(0)−1,
where X ′i
i+1 is the component of X ′i over g
ξ
i+1, with respect to the decomposition g
C =
⊕
g
ξ
j .
Proof. Since Φ = Ψγξb
−1,
Φ−1Φz = bγ−1ξ Ψ
−1Ψzγξb−1 − bzb−1.
It is clear that bzb
−1 takes values in Λ+gC. Hence, taking account (25), (26) and Lemma 4.1,
the λ−1-coefficient of Φ−1Φz is given by:
∑
i≥0
b(0)X ′i
i+1
b(0)−1.
The lemma follows now from (24).
6.1 Harmonic maps from the Grassmannian point of view
Let W : M → Gr(G) correspond to a smooth map Φ : M → ΩG under the identification
ΩG ∼= Gr(G), that is W = ΦH+. Segal [8] has observed that Φ is an extended solution if, and
only if, W is a solution of equations:
Wz ⊂ λ−1W, Wz¯ ⊂W.
The first condition means that ∂s
∂z
(z) is contained in the subspace λ−1W (z) of H, for every
(smooth) map s :M → H such that s(z) ∈W (z), and it is equivalent to the super-horizontality
of Φ. The second condition is interpreted in a similar way and it is equivalent to the holomor-
phicity of Φ.
Remark 6.1. Consider some discrete set D ⊂ M , an element ξ ∈ I and an extended solution
Φ : M \ D → Uξ. As explained in Remark 3 of [2], the bundle W = ΦH+ can be extended
holomorphically toM , and, consequently, Φ defines a global extended solution fromM to ΩalgG.
If Φ :M \D → Uξ is an extended solution and W = ΦH+, then uξ(W ) = uξ ◦ΦH+ is given
pointwise by (4) and we get holomorphic subbundles Ai of the trivial bundle C
n = M × Cn
such that 0 ( A−s ⊆ . . . ⊆ Ar−1 ( Ar = Cn. The super-horizontally condition implies that
Aiz ⊂ Ai+1.
6.2 Normalization of harmonic maps
The next two propositions will be used in Section 7 to estimate the uniton number of harmonic
maps M → G2. The first one is a generalization of Theorem 4.5 in [1]:
Proposition 6.3. Let Φ : M \D → Uξ be an extended solution. Take ξ′ ∈ I such that ξ  ξ′
and gξ0 = g
ξ′
0 . Then there exists some constant loop γ ∈ ΩalgG such that γΦ :M \D → Uξ′.
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Proof. First we claim that pξi+1 ⊂ pξ−ξ
′
i , for all i ≥ 0. In fact:
Recall that pξi ⊂ pξ
′
i for all i ≥ 0 is equivalent to
g
ξ
j =
⊕
0≤k≤j
g
ξ
j ∩ gξ
′
k
for all j ≥ 0. So, take X ∈ gξj ∩ gξ
′
k , with 0 ≤ k ≤ j ≤ i+ 1. Then
ad(ξ − ξ′)(X) = √−1(j − k)X,
that is, X ∈ gξ−ξ′j−k . If j > 0, then k > 0, since gξ0 = gξ
′
0 , and, consequently,
g
ξ
j ⊂
⊕
0≤r<j
gξ−ξ
′
r ⊂ pξ−ξ
′
i . (27)
If j = 0, then k = 0 and X ∈ gξ−ξ′0 ⊂ pξ−ξ
′
i , that is,
g
ξ
0 ⊂ pξ−ξ
′
i . (28)
On the other hand, by taking the conjugate of (27), we see that
g
ξ
−j ⊂
⊕
0≤r<j
g
ξ−ξ′
−r ⊂ pξ−ξ
′
i . (29)
Finally, from (27), (28) and (29), we conclude that
p
ξ
i+1 =
⊕
j≤i
g
ξ
j ⊂ pξ−ξ
′
i .
Now, write ΦH+ = ΨγξH+, with Ψ : M \D → Λ+algG. Since Φ is super-horizontal, Ψ−1Ψz
takes values in
Λ+algg
C ∩ λ−1γξΛ+gCγ−1ξ =
⊕
0≤i
λipξi+1 ⊂
⊕
0≤i
λipξ−ξ
′
i = Λ
+
algg
C ∩ γξ−ξ′Λ+gCγ−1ξ−ξ′ ,
which means that Uξ,ξ−ξ′(Φ) (clearly, ξ  ξ − ξ′) is anti-holomorphic. Since Uξ,ξ−ξ′(Φ) is also
holomorphic, we conclude that it is constant. Hence Ψγξ−ξ′ = γ−1b for some constant loop
γ−1 ∈ ΩalgG and some b :M → Λ+algG. Then
ΦH+ = ΨγξH+ = Ψγξ−ξ′γξ′H+ = γ−1bγξ′H+,
which implies that γΦ :M → Uξ′ .
Proposition 6.4. Let Φ : M \D → Uξ be an extended solution. Write ΦH+ = ΨγξH+, with
Ψ :M \D → Λ+algG and Ψ−1Ψz =
∑
i≥0X
′
iλ
i. Take ξ′ ∈ I, with ξ  ξ′, such that: ImX ′01 ⊂ gξ
′
0 ,
where X ′0
1 is the component of X ′0 over g
ξ
1; and (for j > 1)
g
ξ
j ⊂
⊕
0≤i<j
g
ξ′
i . (30)
Then Uξ,ξ′(Φ) : M \ D → Uξ′ is constant. Consequently, there exists some constant loop γ ∈
ΩalgG such that γΦ :M \D → Uξ−ξ′.
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Proof. Since ξ  ξ′, Uξ,ξ′(Φ) is an extended solution. Hence, taking account Lemma 6.1, we
only have to check that the component of X ′i over g
ξ′
i+1 vanishes for all i ≥ 0.
We know, by (26), that X ′0 takes values in p
ξ
1 =
⊕
i≤1 g
ξ
i . On the other hand, g
ξ′
1 =
⊕
i≥1 g
ξ
i ∩
g
ξ′
1 , since ξ  ξ′. But, by hypothesis, ImX ′10 ⊂ gξ
′
0 . Hence, the component ofX
′
0 over g
ξ′
1 vanishes.
For all i ≥ 1, we have gξ′i =
⊕
j≥i g
ξ
j ∩ gξ
′
i , since ξ  ξ′. Hence, if (30) holds, it follows that
g
ξ′
i =
⊕
j>i g
ξ
j ∩ gξ
′
i . Since, by (26), X
′
i takes values in p
ξ
i+1 =
⊕
j≤i+1 g
ξ
j , we conclude that the
component of X ′i over g
ξ′
i+1 vanishes for all i ≥ 1.
The argument used in the proof of Proposition 6.3 can also be applied here to prove the
existence of a constant loop γ ∈ ΩG such that γΦ :M \D → Uξ−ξ′.
6.3 Harmonic maps into inner G-symmetric spaces
Let G be a compact (connected) Lie group. It is well known [1] that each connected component
of
√
e = {g ∈ G : g2 = e} is a compact inner symmetric space. Moreover, the embedding of
each component of
√
e in G is totally geodesic.
Define the involution I : ΩG→ ΩG by I(γ)(λ) = γ(−λ)γ(−1)−1. Write
ΩIG = {γ ∈ ΩG : I(γ) = γ}
for the fixed set of I. Let M be a Riemann surface and Φ : M → ΩIG an extended solution.
Then ϕ = Φ−1 defines a harmonic map from M into a connected component of
√
e (cf. [1]).
Conversely, if ϕ :M → √e is a harmonic map, there exists an extended solution Φ :M → ΩIG
such that ϕ = Φ−1. Under the identification ΩG ∼= Gr(G), I induces an involution on Gr(G),
that we shall also denote by I, and ΩIG can be identified with
GrI(G) = {W ∈ Gr(G) : if s(λ) ∈W then s(−λ) ∈W}.
Corresponding to the extended solution Φ : M → ΩIG, consider W = ΦH+ : M → GrI(G).
We write W = W even ⊕W odd, where W even and W odd are the +1 and −1 eigenspaces of I,
respectively.
Denote UIξ = Uξ ∩ ΩIG. We have:
Proposition 6.5. If ξ  ξ′, then Uξ,ξ′(UIξ ) ⊂ UIξ′.
Proof. For Φ ∈ Uξ, write ΦH+ = ΨγξH+, with Ψ ∈ Λ+algGC, and Ψ˜(λ) = Ψ(−λ). Start to
observe that Φ ∈ UIξ if, and only if, Ψ˜ = Ψγξbγ−1ξ for some b ∈ Λ+algGC.
Now, suppose that Φ ∈ UIξ . Then
Ψ˜ = Ψγξbγ
−1
ξ = Ψγξ′γ
−1
ξ′ γξbγ
−1
ξ γξ′γ
−1
ξ′ .
Since Ψ, Ψ˜ ∈ Λ+algGC, we also have γξbγ−1ξ ∈ Λ+algGC. Hence, by Lemma 4.2,
b˜ = γ−1ξ′ γξbγ
−1
ξ γξ′ ∈ Λ+algGC,
and from here we conclude that Uξ,ξ′(Φ) ∈ UIξ′ .
Then, our previous results concerning factorizations and normalizations also hold for the
symmetric case.
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7 Harmonic maps of finite uniton number into G2
Let ϕ :M → G2 be an harmonic map of finite uniton number with extended solution Φ :M →
ΩalgG2. By Theorem 6.1, there exist some ξ ∈ I of the form (13) and some finite subset D of M
such that Φ :M \D → Uξ. Write, as usual, W = ΦH+ = ΨγξH+, with Ψ :M \D → Λ+algGC2 .
7.1 Estimation of the uniton number and factorization formulae
Next we estimate the uniton number of ϕ and we give factorization formulae for the correspondig
normalized extended solution in terms of the Grassmannian model. In particular, we will see
that r(ϕ) ≤ 6.
7.1.1 Case 0 < 2l < k
Set ξn = 2η1 + η2 = H1 +H2. Then g
ξn
0 = g
ξ
0 = t
C and ξ  ξn, which implies, by Proposition
6.3, that exists a constant loop γ ∈ ΩG2 such that Φn = γΦ : M \D → Uξn. In terms of the
Grassmannian model, γ is obtained as follows:
Since ξ − ξn = (k − l − 2)η1 + (l − 1)η2, then γξ−ξn = γk−l−2η1 γl−1η2 . Hence, taking account
(15), we have
Wξ−ξn ≡ γξ−ξnH+ = λ3(Wξ ∩ λ−kH+) + λ2(Wξ ∩ λ−k+lH+) + λ(Wξ ∩ λ−lH+)
+ (Wξ ∩H+) + λ−1(Wξ ∩ λlH+) + λ−2(Wξ ∩ λk−lH+) + λk−3H+.
But γ−1 = Uξ,ξ−ξn(Φ). Then
V ≡ γ−1H+ = ΨWξ−ξn = λ3(W ∩ λ−kH+) + λ2(W ∩ λ−k+lH+) + λ(W ∩ λ−lH+)
+ (W ∩H+) + λ−1(W ∩ λlH+) + λ−2(W ∩ λk−lH+) + λk−3H+.
Now, define W n = ΦnH+. Clearly, we have λ
3H+ ⊂ W n(z) ⊂ λ−3H+ for each z ∈ M \D,
hence r(ϕ) ≤ 6. By applying pointwise the algebraic results of Section 5, the sequence
ξn = ξ3, ξ2 = η1 + η2 = H1, ξ1 = η1 = H2, ξ0 = 0,
which, by Lemma 5.1, satisfies ξn  ξi for i = 0, 1, 2, 3, gives a factorization of Φn:
Φn(z) = Φ1(z)
(
Φ−11 (z)Φ2(z)
)(
Φ−12 (z)Φ3(z)
)
.
This is a factorization of length 3 and type (1, 1, 1). By Proposition 6.1, each Φi = Uξn,ξi(Φn) :
M \D → Uξi is an extended solution. In terms of the Grassmanian model, (17), (18) and (19)
give:
W 3 = Φ3H+ =W
n
W 2 = Φ2H+ = λ
(
W ∩ λ−3H+
)
+
(
W ∩ λ−1H+
)
+ λ−1
(
W ∩ λ2H+
)
; (31)
W 1 = Φ1H+ = λ
(
W ∩ λ−2H+
)
+ λ−1
(
W ∩ λH+
)
+ λH+. (32)
Remark 7.1. The factorization associated to Proposition 4.13 in [1] is the factorization of length
2 and type (1, 2) defined by the sequence ξ = H1+H2  H1  0. Hence, our factorization gives
a refinement of this.
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7.2 Case l = k
2
Set ξn = ξ/l. Since gξ
n
0 = g
ξ
0 and ξ  ξn, by Proposition 6.3, there exists a constant loop
γ ∈ ΩG2 such that Φn = γΦ : M \ D → Uξn . In terms of the Grassmannian model, γ can be
obtained as above:
V ≡ γ−1H+ = λ2(W ∩ λ−kH+) + λ(W ∩ λ−lH+) + (W ∩H+) + λ−1(W ∩ λlH+) + λk−2H+.
In this case, we have λ2H+ ⊂ W n(z) ⊂ λ−2H+, for each z ∈ M \ D, and r(ϕ) ≤ 4. The
canonical factorization of Φn given by (21) is trivial, that is, has length 1.
7.2.1 Case l = 0
Set ξn = ξ/k. Again, there exists a constant loop γ ∈ ΩG2 such that Φn = γΦ : M \D → Uξn.
In this case,
V ≡ γ−1H+ = λ(W ∩ λ−kH+) + (W ∩H+) + λk−1H+.
For each z ∈ M \ D, λH+ ⊂ W n(z) ⊂ λ−1H+. Consequently, r(ϕ) ≤ 2. The canonical
factorization of Φn given by (23) also has length 1.
7.3 Frenet frame data for harmonic maps into G2
As Guest [4] has observed, any smooth mapW :M → Gr corresponding to an extended solution
Φ : M → ΩkalgU(n) is generated by a certain holomorphic subbundle X of the trivial bundle
C2kn ≃M × λ−kH+
/
λkH+ by setting
W = X + λX(1) + . . . + λ2k−1X(2k−1) + λkH+
where X(i) denotes the subbundle spanned by the local holomorphic sections of X and their
derivatives up to i.
Remark 7.2. Recall the well known classification of harmonic maps S2 → CPn−1 by Eells
and Wood [3]: let φ : S2 → CPn−1 be any holomorphic map and f a Cn-valued meromorphic
function on S2 such that φ = Span{f}; let i ∈ {0, 1, . . . , n− 1} and define ϕ : S2 → CPn−1 by
ϕ = Span{f, f ′, . . . , f (i)} ⊖ Span{f, f ′, . . . , f (i−1)};
then ϕ is harmonic; conversely, all harmonic maps S2 → CPn−1 arise this way; in other words,
every harmonic map S2 → CPn−1 is an element of the Frenet frame of a rational curve. Now, if
{u1, . . . , ur} is a meromorphic spanning set of X, these meromorphic function ui are analogous
to the meromorphic function f of Eells and Wood. For this reason, and following [4], we call
{u1, . . . , ur} a Frenet frame data for the corresponding harmonic map.
Let ϕ : M → G2 be an harmonic map of finite uniton number with extended solution
Φ : M \ D → Uξ ⊂ ΩalgG2, for some discrete subset D and ξ ∈ I. Define W = ΦH+,
which satisfies W
⊥
= λW and W · W ⊂ W . As we have seen above, we may suppose that
λ3H+ ⊂W ⊂ λ−3H+. If X generates W , then the algebraic conditions on W mean that
〈λi+1s(i), λ−ju(j)〉H = 0, 〈λi+js(i) · u(j), λ−k−1w(k)〉H = 0 (33)
for all i, j, k = 0, 1, . . . , 5 and all meromorphic sections s, u and w of X.
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Remark 7.3. Since all meromorphic functions on the Riemann sphere S2 are rational functions,
we can always choose a meromorphic spanning set {u1, . . . , ur} of X formed by polynomials in
z if M = S2:
ui(z) = P
0
i (λ) + P
1
i (λ)z + P
2
i (λ)z
2 + . . .+ Pnii (λ)z
ni .
In this case, (33) becomes an algebraic system of quadratic and cubic equations for the coeffi-
cients in C7 of the λ, λ−1-polynomials P ji . On the other hand, all harmonic maps from S
2 into
a compact Lie group have finite uniton number. Hence, all harmonic maps from S2 into G2 can
be obtained by solving a algebraic system of quadratic and cubic equations.
Consider the holomorphic subbundles Ai = pi(W ∩λiH+). Next we give a description of the
Frenet frame data associated to such extended solutions. Again, we have to distinguish three
cases: k = 3 and l = 1; k = 2 and l = 1; k = 1 and l = 0.
7.3.1 Case k = 3 and l = 1
In this case, ξ = H1 +H2 and
uξ(W ) = λ
−3A+ λ−2D + λ−1Aa +Aa⊥ + λD⊥ + λ2A⊥ + λ3H+, (34)
where, for each z ∈ M , A(z) = A−3(z) is an isotropic line, D(z) = A−2(z) is a complex
coassociative 2-plane containing A(z), and Aa(z) = A−1(z) is the annihilator of A(z).
Recall that a subbundle of Cn is said to be full if it is not contained in a subspace V ( Cn.
So, let us suppose that A is full. In this case, W is generated by a line bundle
X = Span{s = s−3λ−3 + s−2λ−2 + s−1λ−1 + s0 + s1λ+ s2λ2},
with si : M → C7 meromorphic functions satisfying (33) and s−3 a meromorphic section of A.
With respect to the canonical factorization of Φ given by (31) and (32), the generating vector
bundles of W 2 and W 1 are given, respectively, by:
X2 = Span{λs, λ2s(2), λ4s(5)}, X1 = Span{λ2s, λ2s(1), λ3s(3)}.
If A is not full, then r(ϕ) ≤ 4:
Lemma 7.1. If A is not full, then there are a constant loop γ ∈ ΩG2 and ξn ∈ I with κ(ξn) ≤ 2
such that γΦ :M \D → Uξn .
Proof. If A is not full, then either A is constant or D is constant. Suppose first that A is
constant. Consider X ′0
1 as is Proposition 6.4. Since A is constant (and, consequently, Aa is also
constant), by (5) and (26), X ′0
1 takes values in
{
Hom(E−2, E−1)⊕Hom(E1, E2)
} ∩ gC2 ⊂ gH10 .
On the other hand, taking account (3),
g
ξ
2 = gα1+α2 ⊂ gH11 , gξ3 = g2α1+α2 ⊂ gH12 , gξ4 = g3α1+α2 ⊂ gH13 , gξ5 = g3α1+2α2 ⊂ gH13 .
Hence, since ξ  H1, by Proposition 6.4, there exists a constant loop γ ∈ ΩG2 such that
γΦ :M \D → UH2 . This γ is given by γ−1 = Uξ,H1(Φ) and
V ≡ Uξ,H1(Φ)H+ = λ(W ∩ λ−3H+) + (W ∩ λ−1H+) + λ−1(W ∩ λ2H+) + λ2H+.
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In this case, we take ξn = H2, which means that κ(ξ
n) = 1.
If D is constant, the same argument can be used to prove the existence of a constant loop
γ ∈ ΩG2 such that γΦ : M \ D → UH1 . In this case, we take ξn = H1, which means that
κ(ξn) = 2.
7.3.2 Case k = 2 and l = 1
We have ξ = H1 and
uξ(W ) = λ
−2A+ λ−1Aa +Aa⊥ + λA⊥ + λ2H+. (35)
where, for each z ∈M , A(z) = A−2(z) is an isotropic line.
At most, we have to take twelve C7-valued meromorphic functions as follows: take four
meromorphic sections of the form
s = s−2λ−2 + s−1λ−1 + s0 + s1λ w = w−1λ−1 + w0 + w1λ
u = u−1λ−1 + u0 + u1λ v = v0 + v1λ
satisfying (33), and such that:
A = Span{s−2}, Aa = Span{s−2, w−1, u−1}, Aa⊥ = Span{s−2, w−1, u−1, v0}.
Then, X is given by X = Span{s, u,w, v} + λA⊥.
7.3.3 Case k = 1 and l = 0
We have ξ = H2 and uξ(W ) = λ
−1D +D⊥ + λH+, where, for each z ∈ M , D(z) is a complex
coassociative 2-plane. In this case,W can be obtained from four C7-valued meromorphic function
as follows: take two meromorphic sections s = s−1λ−1 + s0 and w = w−1λ−1 + w0, satisfying
(33), such that D is generated by s−1 and w−1; then X = Span{s,w} +D⊥.
7.4 Harmonic maps into the Grassmannian of 3-associative planes
The exceptional Lie group G2 acts transitively on the the Grassamannian of 3-associative planes
Gra3(ImO) with isotropy subgroup at a fixed point isomorphic to SO(4). This is an inner
symmetric space with totally geodesic embedding ι : Gra3(ImO)→ G2 given by ι(A) = πA−π⊥A.
Hence, harmonic maps into such inner symmetric spaces can be viewed as special harmonic
maps into G2.
Consider an harmonic map ϕ : M → Gra3(ImO) of finite uniton number with extended
solution Φ and set W = ΦH+ : M → GrI(G2). If W (z) ⊖ λW (z) is identified with C7 by
evaluating at λ = 1, then the element of order 2 in G2 corresponding to W (z) is given by the
decomposition:
W (z)⊖ λW (z) = (W (z)⊖ λW (z))even ⊕ (W (z)⊖ λW (z))odd.
Since ι(A) = πA − π⊥A, we must have dimC(W (z) ⊖ λW (z))even = 3. The harmonic map ϕ is
recovered by evaluating (W (z)⊖ λW (z))odd at λ = 1.
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The filtration of W by W ∩ λiH+
W =W ∩ λ−kH+ ⊇ . . . ⊇W ∩ λk−1H+ ⊇W ∩ λkH+ = λkH+
induces a splitting
W ⊖ λW = V−k ⊕ . . .⊕ Vk , (36)
where
Vi ∼= (W ∩ λiH+)/((λW ∩ λiH+) + (W ∩ λi+1H+)) ∼= Ai/Ai−1,
with Ai = pi(W ∩ λiH+) and pi(
∑
ajλ
j) = ai. The involution I fixes the decomposition (36)
and acts on Vi as (−1)i. We therefore have
∑
i even dimC Vi = 3.
If Φ : M \D → UIξ and ξ  ξ′, then, by Proposition 6.5, we have Uξ,ξ′(Φ) : M \D → UIξ′ .
Hence, if ϕ :M → Gra3(ImO) is an harmonic map of finite uniton number, it admits an extended
solution Φn : M \D → UIξn such that λ3H+ ⊂ W n ⊂ λ−3H+, with W n = ΦnH+. Next we give
a description of Frenet frame data associated to such extended solutions.
7.4.1 Case k = 3 and l = 1
In this case, ξ = H1+H2 and uξ(W ) given by (34) corresponds to the harmonic map ϕξ :M →
Gra3(ImO) given by ϕξ = (D ⊖ A) ⊕ (Aa
⊥ ⊖ Aa)⊕ (A⊥ ⊖D⊥). If A is full, W is generated by
a line bundle X = span{s = s−3λ−3 + s−1λ−1 + s1λ}. If A is not full, then, by Lemma 7.1,
r(ϕ) ≤ 4.
7.4.2 Case k = 2 and l = 1
We have ξ = H1 and uξ(W ) given by (35) corresponds to the harmonic map ϕξ :M → Gra3(ImO)
given by ϕξ = A⊕ (Aa⊥ ⊖Aa)⊕ A. In this case, we must consider six C7-valued meromorphic
functions: take s = s−2λ−2 + s0, w = w−1λ−1 + w1λ, u = u−1λ−1 + u1λ satisfying (33)
and such that A = Span{s−2} and Aa = Span{s−2, w−1, u−1}. Then, X is given by X =
Span{s,w, u} +Aa⊥ + λA⊥.
7.4.3 Case k = 1 and l = 0
Since W takes values in GrI(G2), we must have: W = uξ(W ) = λ−1D + D
⊥
+ λH+. Hence,
all harmonic maps ϕ : M → Gra3(ImO) of finite uniton number r(ϕ) = 2 are of the form
ϕ = D
⊥ ⊖ D for some holomorphic subbundle D of C7 such that the fibre at z, D(z), is a
complex coassociative 2-plane for each z ∈M .
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