Introduction
, when seeking a solution for limitations of Analytic Hierarchy Process (AHP) and its inability in applying dependencies between criteria and factors, developed another approach, which was known as Analytic Network Process (ANP). Analytic Network Process approach is an extension of AHP or in other words, its general form. AHP models the decision structure through indirect hierarchical relationships among the criteria; but, ANP provides the possibility to evaluate more complex internal relationships among the criteria. The development of this process was aimed at providing more realistic conditions for decision-making, without considering the assumptions about one-way hierarchical relationship among decision levels (Sipahi & Timor, 2010) . In the other words, AHP considers the one-way relationships among decision levels, while ANP, considers the mutual relationships among decision levels and features in a more general situation (Agarwal et al., 2006) . Therefore, ANP can be applied as an effective tool in situations, in which the transactions among elements of a system form a network (Saaty, 2001) . ANP uses the relative scales based on pair-wise comparisons. However, it does not apply the limited hierarchical structure similar to the AHP, and models the decision-making problem using the systematic approach with feedback. Although the Fuzzy ANP was also introduced as a more accurate method for modeling the complicated decision environments, the following problems can be seen in it (Yu & Tzeng, 2006) :  It is difficult to provide a correct network structure even for experts, and different structures lead to different results.  To form a super-matrix all criteria, have to be pair-wise compared with regard to all other criteria, which is also difficult and somewhat unnatural, as we ask themselves questions of the type: "How much is a criterion A more important than a criterion B with regard to a criterion C?"  Large number of pair-wise comparisons: to calculate eigenvectors, pair-wise comparisons are required, resulting in a significant increase in pair-wise comparisons.
In this paper, the F-BWANP method is presented as the alternative of F-ANP that while having a rational procedure, can possible cover the problems of above-mentioned method.
Literature review
Analytic Network Process can be applied in many areas (Saaty, 2005; Vargas, 2006; Saaty & Brandy, 2009) . ANP is further used in areas including, Decision making, Evaluation, selection QFD, Planning and Development, Priority and Ranking, and Forecasting. There are many research works in this area and we address some of them (Hülle et al., 2013) . In their work, Chen et al. (2006) used ANP method for generating a location selection model to determine the best location out of a choice of three alternatives for a biotech park in Taiwan. They suggested two ANP models that consider the environmental issues, and then, the two method were combined to select the best plan out of the three ones. used the ANP and AHP to select the best shopping mall location.
Chen and Chen (2009) examined the critical factors, affecting the quality improvement in the Taiwanese banking industry. Aznar et al. (2010) applied ANP to evaluate the urban properties. proposed a method in which the ANP can be used in form of a knowledge-framed analytic network process (KANP) to evaluate contractor candidates in an open competition to procure a construction project. ANP has also been used in the area of planning and development. In their work, and used ANP for product development. ANP has also been used for energy policy planning by Hämäläinen and Seppäläinen (1986) .
ANP was used by for prioritizing a set of projects. Suitable enterprise architecture was presented by Wadhwa et al. (2009) for virtual enterprises and virtual manufacturing focused on agility. In order to model the mutual relationship between different decision areas for prioritizing the enterprise-wide flexibility dimensions, ANP was used. tried to improve the technology foresight by using ANP. Crowe and Lucas-Vergona (2007) investigated the problem of excessive illegal immigration. They used ANP in order to create a decision model based on economic, social, political and environmental factors to make decision among six alternatives. Zoffer et al. (2008) studied an issues related to the conflict in Middle East and a possible road-map to the Middle East peace process. ANP was used by the authors in order to evaluate the conflict around the world and to synthesize judgement for finding an optimal conflict solution. Wu et al. (2009) used ANP for its ability to integrate the relationships among decision levels. Blair et al. (2002) analyzed expert judgement regarding prediction of the resumption of the American Economic development's growth, using the ANP. Chang et al. (2009a) investigated a manufacturing model for predicting the presence of a silicon wafer using an ANP framework. In order to improve clients' satisfaction, Buyukozkan et al. (2004) applied QFD for translating their needs into technical design requirements. In order to prioritize the design requirements as a part of the house of quality ANP approach was used. Pal et al. (2007) proposed an integrated method using ANP and QFD. This approach was used to determined and prioritize the engineering needs about a cast part to select a suitable, rapid prototype-based route to tool manufacturing. As it was seen, ANP was considered by many researchers and has been used in various fields. Some researchers have sought to combine this method with other methods for better use of ANP, resulting in ISM-ANP and D-ANP methods that tries to improve the relations matrix in ANP (Chang et al., 2013) , or GP-ANP that attempts to obtain better results from ANP (Chang et al., 2009b) . But, the issue which is challenging in all the mentioned methods is the large number of comparisons and calculations and the difficulty of responding by the experts. In this paper, the F-BWANP method is provided, through which, while achieving more relatable results, the pair-wise comparisons would be facilitated and reduced.
The proposed F-BWANP method
Like the F-ANP, F-BWANP first calculates Eigenvectors and then, a super-matrix is formed, but, the difference between the two methods is how to calculate eigenvectors. F-ANP uses the pair-wise comparisons of F-AHP to calculate eigenvectors, resulting in significant increase in pair-wise comparisons. F-BWANP has eliminated the problem and uses the F-BWM comparisons in order to calculate eigenvectors (Guo & Zhao, 2017 ) that needs less comparison data, while leading to a more reliable comparison, and it means that F-BWANP gives more reliable answers. Therefore, to calculate the eigenvector, first, the best (most important) and worst (least important) criterion should be determined and then, the preference of the best criterion over all the other criteria ( ) and also the preference of all the other criteria over the worst criterion are determined and the criteria's weight is calculated according to the F-BWM method. In the other words, all elements of F-AHP pair-wise comparisons matrix are not needed to calculate the eigenvector , and only one row and one column of it are needed, namely the row and column representing and . In F-BWANP, only this row and column is calculated. After determining and , the model is formulated in form of a linear programming problem and solved. In this approach, the comparisons are considerably reduced.
Steps of F-BWANP method
1. The decision problem is decomposed into its decision elements and structured into a hierarchy that includes an overall goal, criteria, sub criteria, and alternatives, with the number of levels varying depending on the complexity of the problem and the number of factors to be considered. 2. Using pair-wise comparisons: Table 1 Transformation rules of linguistic variables ofdecision-makers Linguistic terms Membership function Equally importance
(1 1 1) Weakly important (2/3 1 3/2) Fairly important (3/2 2 5/2) Very important (5/2 3 7/2) Absolutely important (7/2 4 9/2) 2.a. Determine the best (most important) criterion and Execute the fuzzy reference comparisons for the best criterion. By using the linguistic terms of decision-makers listed in Table 1 , the fuzzy preferences of the best criterion over all the criteria can be determined. Then, the obtained fuzzy preferences are transformed to TFNs according to the transformation rules shown in Table 1 . The obtained fuzzy Bestto-Others vector is (Sadjadi & Karimi, 2018) :
2.b. Determine the worst (least important) criterion and Execute the fuzzy reference comparisons for the worst criterion. By using the linguistic evaluations of decision-makers listed in Table 1 , the fuzzy preferences of all the criteria over the worst criterion can be determined, and then they are transformed to TFNs according to the transformation rules listed in Table 1 . The fuzzy Others-to-Worst vector can be obtained as:
3. Determine the optimal fuzzy weights. The optimal fuzzy weight for each criterion is the one where, for each fuzzy pair ⁄ and ⁄ , it should have ⁄ and ⁄ . To satisfy these conditions for all j, it should determine a solution where the maximum absolute gaps │ │ │ │for all j are minimized. Therefore, we can obtain the constrained optimization problem for determining the optimal fuzzy weights * . * … . * as follows:
Eq.
( 3) can be transferred to the following nonlinearly constrained optimization problem: (1 1 1) (2/3 1 3/2) (3/2 2 5/2) (5/2 3 7/2) (7/2 4 9/2) CI 3 3.8 5.29 6.69 8.04
The obtained consistency index (CI) with regards to different linguistic terms of decision-makers for fuzzy BWM are listed in Table 2 . We then calculate the consistency ratio, using * and the corresponding consistency index, as follows: *
4. form the super-matrix. The general form of the super-matrix can be described as follows:
where Cm denotes the mth cluster, emn denotes the nth element in the mth cluster, and Wij is the principal eigenvector of the influence of the elements compared in the jth cluster to the ith cluster. In addition, if the jth cluster has no influence on the ith cluster, then Wij = 0. After forming the super-matrix, the weighted super-matrix is derived by transforming all column sums to unity exactly. Next, we raise the weighted super-matrix to limiting powers such as Eq. (7) to get the global priority vectors or so-called weights: lim →
In addition, if the super-matrix has the effect of cyclicity, the limiting super-matrix is not the only one.
There are two or more limiting supermatrices in this situation and the Cesaro sum would be calculated to get the priority. The Cesaro sum is formulated as:
to calculate the average effect of the limiting super-matrix (i.e., the average priority weights) where Wr denotes the rth limiting super-matrix. Otherwise, the super-matrix would be raised to large powers to get the priority weights (Saaty, 1996) .
Case study
In order to evaluate the capabilities of the proposed method, a case study is provided. To this end, the performance of companies in the area of product development is evaluated (in USA 2017). Criteria and decision-making alternatives are as follows: In the following, calculations of F-BWANP approach are provided. Before implementing the method, the relation matrix of criteria is extracted using the ISM method, which is described as follows (see Table 4 ). The matrix represents the internal dependencies of criteria to calculate W22.
Table 4
Final reachability matrix
Calculation of matrix W21:
The matrix W21 is the eigenvector, representing the importance of criteria with regard to the goal. According to the experts, the most important criterion is C8 and the least important criterion is C11 that their comparison with other criteria is provided in Table 5 . The calculations related to determining the Weights of matrix W21 are provided in Table 7 .
Table 5
Pair-wise comparisons of criteria with the best and the worst criterion C1 C3 C4 C5 C6 BEST: C2 (5/2 3 7/2) (5/2 3 7/2) (3/2 2 5/2) (2/3 1 3/2) (7/2 4 9/2) C1 C3 C4 C5 WORST: C6
(2/3 1 3/2) (2/3 1 3/2) (3/2 2 5/2) (5/2 3 7/2) Table 6 Modeling and solving the model min k 
Calculation of matrix W22
This matrix compares the criteria based on each criterion. In this step, in order to determine the internal dependency of criteria, ISM method is used. Calculations related to the criteria's weights are based on C1 shown in Table 8 and Table 9 . The operation is also performed for the other criteria, and its final result can be seen in Table 11 .
Table 8
Pair-wise comparisons of criteria with the best and the worst criteria based on C1 C3 C4 C5 C6 BEST: C2
(3/2 2 5/2) (2/3 1 3/2) (1 1 1) (5/2 3 7/2) C3 C4 C5 WORST: C6
(1 1 1) (2/3 1 3/2) (3/2 2 5/2) Table 9 Modeling and solving the model-Eigenvector based on C1 As a sample, the procedures performed for W21 and W22 are mentioned. The same calculations were applied for W23 and W32. Finally, the weights were obtained and the super-matrix was completed.
The placement of the four obtained matrices into the initial super-matrix is presented in Table 12 . The limiting super-matrix can be seen in Table 13 .
Table 12
Unweighted Super-matrix As it can be seen, ranking of criteria and alternatives are shown in Tables 14. 
Discussion and conclusions
In this paper, some problems of F-ANP method were described and then, F-BWANP method was proposed as the alternative. The proposed method, requires less comparison data and leads to more consistent comparisons, which means that more reliable results can be obtained. F-BWANP is a vectorbased method that requires fewer comparisons compared to the F-ANP matrix-based method. For F-BWANP, we only need to have 2n-3 comparisons while for F-ANP, n(n-1)/2 comparisons are needed. In this paper, it has been shown that the proposed method is preferred to F-ANP due to the significant decrease in pair-wise comparisons and calculations and also calculating more reliable final weights.
