Sparse regression methods have been proven effective in a wide range of signal processing problems such as image compression, speech coding, channel equalization, linear regression and classification. In this paper we develop a new method of hyperspectral image classification based on the sparse unmixing algorithm SUnSAL for which a pixel adaptive L1-norm regularization term is introduced. Our algorithm manages to preserve the benefits of convexity in all experiments of interest (i.e. it does not get caught in unfavorable local minima for one or more classes at a time), while achieving comparable overall accuracies (OA's) and kappa coefficients of agreement as the non-convex state of the art algorithms KSOMP and KSSP.
INTRODUCTION
Over the last fifteen years, hyperspectral images (HSI), which record the electromagnetic spectrum in a few tens to a few thousands of spectral bands, have been used in a variety of tasks such as hyperspectral image classification [1] [2] [3] , target detection [5] , analytical chemistry, astronomy, pharmaceutical process modelling and biomedical applications [6] .
Traditionally, many supervised statistical classifiers use the training data set to build models of the underlying density in the feature space for each of the various classes (mostly by using a mixture of Gaussians) [7] , but they suffer from the Hughes effect [7] . To deal with this problem, usually a feature selection or reduction step is first performed, a complex necessary step without which statistical classifiers may fail entirely.
Another well-established method of supervised classification is the support vector machine (SVM) [7 ch.3, 8] , which separates classes by a hyperplane whose parameters are established using the training data (dictionary). While it has proven itself immune to the Hughes effect, it needs to be retrained for every single change to its dictionary and, in order to achieve good classification results, it needs to use spatialspectral composite kernels [9] . However, the spatial information required here may not always be available as part of the provided dictionary.
Due to the success of sparse coding for image compression and face recognition applications [10] , many sparse regression (SR) algorithms have been proposed for the domain of image and signal processing [11] [12] [13] , including the hyperspectral pixel unmixing problem. Unlike the SVM, which can be considered to be a discriminative method, SR algorithms can be seen as generative models, where the subspaces representing different classes compete with one another during the pixel unmixing process, leading to a vector of unmixing coefficients which has only a few non-zero, representative coefficients.
Recently, a fast and efficient method for spectral unmixing, the SUnSAL algorithm, has been proposed in [14] . It has already been used with very good results for HSI classification in several papers [3, 4] and generalized to a spatial-spectral collaborative method, CL-SUnSAL, in [15, 16] . Given that the CL-SUnSAL method is slower converging than SUnSAL and not directly kernelizable, we propose a less computationally complex, adaptively weighted L 1 -norm SUnSAL algorithm together with spatial postprocessing in order to achieve competitive classification results.
The remainder of this paper is organized as follows: Section II introduces our development of the adaptively weighted L 1 -norm SUnSal algoritm with spatial postprocessing and Section III summarizes our experimental results. A brief conclusion is presented in Section IV.
II. PROPOSED WEIGHTED L 1 -NORM SUNSAL
Given the dictionary matrix x be the vector of unknown mixing coefficients of the columns of A . For classification purposes, there are several signatures (columns) of A for each class, and therefore usually n k . Since it has been observed that a hyperspectral pixel is made up usually of a reduced number of spectral signatures (endmembers) compared to the total number of endmembers present in a given image [e.g. 6], we know that the solution vector x is sparse, i.e. it contains only a few non-zero entries, and should be obtained as the result of a constrained sparse regression (CSR) problem such as the L 1 -norm regularized optimization: 
possibly subject to 0 x , where is the parameter controlling the relative weight between the L 2 and L 1 terms.
While L 1 -norm regularized cost functions such as (1) are convex and provide some measure of sparsity, they do not always provide sufficient sparsity and result in an incorrect recovery of the support of the signal y in terms of the columns of the dictionary matrix A , which is a structural error [18] . On the other hand, it is known that L p -norm regularized cost functions, 0 1 p , are much more effective at recovering the correct sparse support of the signal y as p approaches zero, but their solutions are increasingly prone to be caught in some local minimum as p decreases (convergence error), since they are not convex functions [18] . Many efforts have been deployed to obtain convex approximations to L p -norm regularized cost functions with increasing success [19] [20] [21] [22] .
In the context of the convex optimization problem P CSR in (1), we introduce a diagonal weighting matrix meant to further enhance the sparsity of the solution:
A diagonal entry in is large if the corresponding column of A is far from the current hyperspectral pixel y and small if the two vectors are close together, thus representing how much importance the various columns of A and their corresponding regression coefficients in x should be given in the optimization problem 1 . Many measures of closeness can potentially be used for the diagonal entries of , such as the Euclidean distance between y and each column of A , the angle, or the Euclidean distance after using LFDA [24, 25] .
After some algebraic manipulation [14, 17] the steps of the adaptively weighted L 1 -norm SUnSAL are obtained as shown in Algorithm 1. below. Algorithm 1.Weighted L 1 -norm SUnSAL 1. Set k=0 , choose 0 , 0 u and 0 d .
Repeat

3.
,
Until stopping criterion is satisfied.
Unlike the original SUnSAL algorithm [14] , the adaptively weighted L 1 -norm variant proposed in this section introduces an adaptive Hessian and linear term for each pixel which is unmixed. Since is always full-column rank, the procedure in Algorithm 1. always converges (see Thm.1 from [14, 17] ). As we used a Cholesky decomposition on the Hessian H in every iteration, the optimization sub-problem remained convex. To finish the classification task, the reconstruction residuals for each class are summed up for the closest (top) M neighbors in an NxN spatial window around each central pixel and the final decision is made in favor of the class which presents the minimum residual sum. Closeness to the central pixel in each window is measured based on the cosine of the angle between the central pixel and each neighbor. As opposed to the pre-lowpass filtering procedure method used in [4] , such a pre/post-processing approach is more selective, but it does not force all the pixels in the selected neighborhood to be unmixed with the same support, as (K)SOMP, (K)SSP [2] or (K)CL-SUnSAL [15] .
III. RESULTS
The image used in our experiments is the Indian Pines scene from the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) [26] with a spatial resolution per pixel of 20 meters. It has 220 bands across the spectral range from 0.2 to 2.4μm, but in the experiments 20 water absorption bands have been removed (bands 104-108, 150-163, 220), as per standard procedure [2, 4] . Out of the 16 ground truth classes, 10% of the samples in each class were randomly chosen as training samples in each of our experiments, in order to have the same experimental setup and data as in [2, 4] for later comparison.
The classification performance of each of the 16 classes averaged over 20 random trials, the overall accuracy (OA) [2] , the average accuracy (AA) [2] and the coefficient of agreement [27] are shown in Tables I and II for various algorithms (kernelized (KOMP/KSP) or not kernelized (OMP/SP), with/without joint spatial processing (SOMP/SSP versus OMP/SP)).
The procedure in Algorithm 1. was used in both the original data space as shown in column (col.) 4 of Table I and in its kernelized form (RBF kernel with 2400 ), as shown in col.12 of Table I . The neighborhood window size was set to N=9 and M=55 nearest neighbors were used for each central pixel in the spatial post-processing phase. These choices were made based on cross-validation in order to maximize classification accuracy.
The standard deviation of the OA is 0.67% for col.4 /TableI and 0.41% for col.12/Table I. It was observed that our proposed algorithm was most effective in improving classification results when the rank of the Hessian T A A was considerably lower than its dimension (e.g. in the original data space where the rank is 200 for a dimension of 1043x1043, see Table II ), as our algorithm uses 'locality' to compensate for the rank deficiency of H . We see that even when run in the original data space (col. 4 of Table I .), our algorithm gives similar or better performance than SVM-CK and KLR-CK in terms of OA and . When kernelized (col. 12 / Table I.), the performance advantage given by the introduction of matrix in eq.(2) is much smaller (negligible) than in the original data space, as the rank of the Hessian T A A is 1043, equal to the matrix dimension. Despite this, col. 12 shows that the OA of our algorithm is only lower by 0.25% than the top of the line KSOMP and KSSP algorithms which unmix the whole neighborhood window using the same support and thus take better advantage of local image homogeneity. More results given by other classifiers can be found in [2, 4] for comparison purposes.
Joint spatial processing is known to drastically reduce the classification accuracy for classes with small spatial extent (e.g. Class 9). Unlike the other classification methods included in Table I . where only the final joint spatially processed result is available (whether this is introduced via composite kernels (CK) or via joint unmixing as in (K)SOMP / (K)SSP ), our method allows the inspection of the classification results based on simple unmixing only (before spatial postprocessing is applied), where the detection accuracies for classes with a very small spatial extent is much higher (e.g. for Class 9: 67.78% instead of 0% (see col.'s 3 and 4) and 78.61% instead of 7.22% (see col.'s 9 and 12) of Table I.) Col.'s 1-3 and col.'s 7-9 of Table I compare the performance of our algorithm (without joint spatial processing) with the L 0 -norm 'regularized' OMP and SP in the original data space and after kernelization, respectively. We can see that our algorithm performs better than (K)OMP and (K)SP in the OA, AA and coefficient values, the differences in performance being smaller for the kernelized algorithms than in the original data space. Even in kernel space, however, the KOMP and KSP algorithms tend to be caught in some unfavorable local minimum, as evidenced by the results for classes 4, 7, 12 and 15. This defect persists for classes 7 and 9 in Table I . for the KSOMP and KSSP algorithms.
Col.'s 4-6 of Table I . show how the adaptively weighted L 1 -norm SUnSAL algorithm compares with algorithms approximating L 0 -norm regularization to induce sparsity, namely SOMP and SSP [2] , when only spatial smoothing is used. It is known that the L 1 -norm is a weak sparsity inducer [e.g. 23], as already explained in Section II. We see nonetheless from Table I / Col. 4 that the results given by our algorithm are almost identical to those given by SOMP and SSP in terms of OA and coefficient of agreement .
IV. CONCLUSION
We have introduced a new sparse regression method for hyperspectral image classification based upon SUnSAL [14] which adaptively weighs the level of sparsity applied to each pixel. Being a per-pixel unmixing method, our algorithm is not as powerful at taking advantage of local image homogeneity as KSOMP and KSSP, which unmix an entire pixel neighborhood using the same signal support. However, it does not get caught in local unfavorable minima (for one or more classes at a time), as is the case for (KS)OMP and (KS)SP which are not convex optimization problems on the original performance surface. Our algorithm manages to preserve the benefits of convexity in all experiments of interest while achieving comparable or better OA's and kappa coefficients of agreement as L 0 -norm regularized state of the art algorithms. Similar results can be obtained for other images, but space limitations did not permit us to reproduce them here. 
