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FDDI im Universitätsrechnernetz - und was kommt danach? 
In der Entwicklung der Hochgeschwindigkeitsnetze 
tut sich etwas. Neben FDDI (Fiber Distributed Data 
Interface, Datenrate 100 Mbit/s), das, folgend auf die 
verbreiteten Netzarten Ethernet (10 Mbit/s) u. Token 
Ring (16 Mbit/s), als bisher schnellste Transporttech-
nologie auch im Universitätsrechnernetz im Einsatz 
ist, gibt es weitere Technologien, deren praktischer 
Einsatz derzeit in unterschiedlicher Ausprägung 
schon möglich ist bzw. sich abzeichnet. Schlagworte 
sind ATM (Asynchronous Transfer Mode, Datenrate 
z. Z. bis 155 Mbit/s, später 622 Mbit/s u. darüber 
hinaus), DQDB (Distributed Queue Dual Bus, bis 
140 Mbit/s) u. Fast Ethernet (100 Mbit/s). Hier nicht 
weiter betrachtet werden DQDB u. die derzeit entwi-
ckelten Fast-Ethernet-Varianten. Ersteres hat einige 
Gemeinsamkeiten mit ATM, wird aber für die lokale 
u. die Campus-Vernetzung infolge der rasanten Ent-
wicklung von ATM u. dessen universellerer Einsetz-
barkeit kaum Bedeutung erlangen. Für FastEthernet 
ist zum einen die Netzausdehnung vergleichbar mit 
Ethernet vorwiegend auf Gebäudenetze beschränkt, 
zum anderen sind erste Produkte zwar angekündigt, 
die Standardisierung wird aber erst für 1995 erwartet. 
Auf weitere Konzepte für Hochgeschwindig-
keitsnetze, wie FDDI II u. FFOL (FDDI Follow On 
LAN), wird aufgrund ihrer nicht absehbaren 
Entwicklung ebenfalls nicht eingegangen. 
  
Die derzeitige Bedeutung von FDDI resultiert aus 
dem fortgeschrittenen Stand seiner Standardisierung,  
der Produktvielfalt u. der schon vorhandenen Verbrei-
tung. Für ATM sind vergleichsweise noch wenige 
Produkte verfügbar, bei der Standardisierung u. damit 
der Kompatibilität der Produkte verschiedener Her-
steller sind noch erhebliche Probleme offen. Es be-
steht jedoch kein Zweifel, daß ATM durch sein uni-
verselles Konzept u. durch seine potentielle Leis-
tungsfähigkeit in den nächsten Jahren auch im Uni-
versitätsnetz zur bestimmenden Transporttechnologie 
werden wird. 
Nach einem kurzen Überblick zum jetzigen Stand der 
Backbone-Vernetzung mit dem Hauptgesichtspunkt 
FDDI sollen in diesem Beitrag Aspekte von ATM, 
der Vergleich mit FDDI u. mögliche Herangehens-
weisen bei der weiteren Entwicklung des Universi-
tätsnetzes hinsichtlich des Einsatzes von FDDI u. 
ATM skizziert werden. 
 
Abkürzungen werden nicht durchgängig im Text 
erläutert, sie sind deshalb am Ende des Beitrages in 
einem Glossar zusammengefaßt. 
FDDI im Universitätsrechnernetz 
Der Stand des Einsatzes von FDDI im Backbone-
Bereich des Universitätsnetzes ist aus der Abbildung 
zum Rechnernetz der Humboldt-Universität im 
Anschluß an diesen Beitrag ersichtlich. Der zentrale 
FDDI-Ring durchläuft auf Basis von Lichtwellenlei-
tern (LWL-Glasfaserkabel) ausgehend vom Rechen-
zentrum im Hauptgebäude zwei weitere Gebäude 
(Seminargebäude u. Clara-Zetkin-Str. 26). Sieben 
FDDI-Endgeräte, das sind Server u. ausgewählte 
Workstations, sind über zwei FDDI-Konzentratoren 
in den Ring eingeschlossen. Sechs HP9000/735-
Workstations der Convex-Metaserie sind außerdem 
über zwei interne FDDI-Ringe untereinander u. mit 
dem File- u. Compute-Server Convex C3820 ES 
verbunden. Die hohe Transferrate von FDDI unter-
stützt zum einen ein schnelles Message-Passing, zum 
anderen einen leistungsstarken  NFS-Verkehr für das 
Parallel-Computing der Metaserie. Die lokalen Netze 
(Ethernet) der Institute der drei vom FDDI-Ring 
durchlaufenen Gebäude sowie die Netze von vier 
weiteren angrenzenden Gebäuden sind per LWL-
Kabel über Ethernet-Interfaces zweier Router mit 
dem FDDI-Ring verbunden. An diese Router eben-
falls mit Ethernet-Geschwindigkeit angeschlossen 
sind Institutssnetze, zu denen ein Verbund über opti-
sche Richtfunkstrecken auf Laser-Basis besteht. Mit 
insgesamt 11 installierten Richtfunkstrecken u. weite-
ren LWL-Verbindungen sind die Hauptstandorte der 
Universität an das Backbone angeschlossen. 
An weiteren drei Standorten bestehen FDDI-Ringe 
innerhalb der dortigen lokalen Netze (Lindenstr. 54a, 
Jägerstr. 10/11) bzw. erfolgt derzeit die Installation 
(Bunsenstr. 1). 
Eine Erweiterung des FDDI-Backbones zu den Stand-
orten in der Linden- u. in der Jägerstraße über LWL-
Verbindungen der Telekom (Dark Fiber) steht unmit-
telbar bevor. Es besteht für 1994 weiterhin das Ziel, 
die Ethernet-Richtfunkstrecken zur Charité u. von 
dieser zur Hessischen Straße auf FDDI hochzurüsten. 
Voraussetzung ist die Verfügbarkeit entsprechender, 
durch den Hersteller schon angekündigter Produkte. 
Das FDDI-Backbone kann dann die Router der 
Charité, der Bunsenstraße, der Hessischen Straße, der 
Invalidenstr. 110 u. der Invalidenstr. 42/43 erreichen. 
Der Einsatz von Richtfunkstrecken ist zwar derzeit 
ein großer Fortschritt, aufgrund der beschränkten 
Bandbreite u. der Möglichkeit witterungsbedingter 
Ausfälle sind sie für zentrale Kommunikationsver-
bindungen jedoch nur eine Übergangslösung.Nach 
Verfügbarkeit von LWL-Verbindungen ist die Um-
setzung der eingesetzten Richtfunkgeräte zu Standor-
ten vorgesehen, für die keine Anbindung per LWL-
Kabel geplant ist. 
Der Beginn des unbedingt notwendigen Aufbaus 
einer stabilen Glasfaserverkabelung zwischen den 
Standorten der Universität im Innenstadtbereich 
durch die Landesbaumaßnahme HUISDN u. die Uni-
versitätsbaumaßnahme HUFDDI hat sich aus für uns 
nicht nachvollziehbaren Gründen immer weiter ver-
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zögert, obwohl geprüfte Planungsunterlagen seit 
geraumer Zeit vorliegen.  
Was ist ATM? 
Der Asynchrone Transfer Mode ist eine digitale Ü-
bertragungstechnologie, die aufgrund ihrer Ge-
schwindigkeit und Eigenschaften zur Übertragung 
beliebiger Verkehrsströme in Kommunikationsnetzen 
(Sprache, Daten, Video) geeignet ist und somit neue 
Klassen von Applikationen in öffentlichen Weitver-
kehrsnetzen (WAN) und in lokalen Netzen (LAN) 
ermöglicht (z. B. Multimediakommunikation, Visua-
lisierung). 
ATM wurde originär als Transporttechnologie für 
digitale Weitverkehrsnetze mit hoher Bandbreite und 
unterschiedlichsten Tele- und Datenkommunikati-
onsdiensten konzipiert und 1988 vom internationalen 
Standardisierungsgremium der Telekom-
Gesellschaften CCITT (heute ITU-TS) als Grundlage 
für B-ISDN (Broadband - Integrated Services Digital 
Network) ausgewählt. Es wird in diesem Zusam-
menhang auch von ATM-WAN gesprochen. 
Seit Juni 1992 besteht das ATM-Forum, dessen der-
zeit etwa 450 Mitglieder - überwiegend Hersteller für 
WAN- und LAN-Technik - vorrangig das Ziel haben, 
die Entwicklung von ATM für den Bereich nichtöf-
fentlicher (privater) Netze voranzutreiben, vor allem 
einheitliche Teilprotokolle, Signalisierungsverfahren 
etc. und somit kompatible Produkte zu entwickeln. 
Da private Netze überwiegend einen lokalen Charak-
ter haben, wird beim Einsatz von ATM hier auch der 
Begriff ATM-LAN verwendet. Produkte für ATM im 
privaten/lokalen Bereich können in vielen Beziehun-
gen einfacher als diejenigen für den öffentlichen 
Bereich gehalten werden. Das betrifft zum Beispiel 
die Gewährleistung für die Güte von Diensten oder 
die Abrechnung. Aus diesem Grund ist ATM im 
Bereich lokaler Netze früher praxisrelevant als in 
Weitverkehrsnetzen. Die Spezifikationen des ATM-
Forums sind nicht automatisch Standards, jedoch gibt 
es enge Wechselwirkungen zur ITU-TS.  
 
Ein ATM-Netzwerk ist ein aus Kommunikations-
knoten (ATM-Switches) und ATM-fähigen Endge-
räten (z. B. Workstations, Router, ISDN-
TK-Anlagen) bestehendes vermaschtes Netz. Der 
Anschluß der Endgeräte erfolgt über U-
ser-Network-Interfaces (UNI), der der Switches un-
tereinander über Network-Network-Interfaces (NNI). 
Unterschieden werden die Interfaces für öffentliche 
und private ATM-Netze. Der Zugang von Endgeräten 
zu privaten ATM-Netzen erfolgt über private UNIs, 
der Zugang zu öffentlichen ATM-Netzen über öffent-
liche UNIs. Öffentliche UNIs werden auch für den 
Übergang von privaten zu öffentlichen ATM-Netzen 
verwendet. NNIs werden unterschieden in private 
Inter-Switching-System-Interfaces (ISSI) für die 
Verbindung privater ATM-Switches, öffentliche ISSI 
für die Verbindung öffentlicher ATM-Switches sowie 
in Inter-Carrier-Interfaces (ICI) zur Verbindung von 
öffentlichen ATM-Netzen verschiedener Organisa-
tionen. 
Den Zusammenhang dieser ATM-Netze verdeutlicht 
die folgende Abbildung: 
 
 
Ein wesentliches Merkmal von ATM insbesondere 
im Vergleich zu Datennetzen wie FDDI oder Ether-
net ist die Verwendung von kleinen Datenpaketen 
fester Länge (Zellen): 53 Byte, davon 5 Byte Header 
und 48 Byte Daten der übergeordneten Protokoll-
schicht (Payload). Die geringe, konstante Zellgröße 
erlaubt ein durch ATM-Switches auf Hardwarebasis 
realisiertes, damit schnelles Leiten der Zellen durch 
das ATM-Netz und  sehr kurze Delayzeiten in den 
Switches. Sie ist somit eine Voraussetzung zur Ge-
währleistung von konstanten Bitraten und definiertem 
Zeitverhalten, die durch isochrone Telekommunikati-
onsdienste (z. B. Telefon, Video) gefordert werden. 
 
Die Switches und die Endgeräte eines ATM-Netzes 
können ein beliebig vermaschtes Netzwerk bilden. 
Durch eine Vermaschung kann man die Betriebs-
sicherheit verbessern und den Gesamtdurchsatz im 
Netz erhöhen.  
 
ATM arbeitet im Unterschied zu den LAN-Protokol-
len FDDI/Ethernet oder auch zum IP-Protokoll ver-
bindungsorientiert. Vor einem Datentransport (z. B. 
Filetransfer) erfolgt durch einen Signalisierungs-
mechanismus der Aufbau einer virtuellen  Verbin-
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dung, bei dem ein fester Weg für alle zwischen Quel-
le und Ziel zu transportierenden Zellen und die Quali-
tät der Verbindung (QoS: Quality of Service - z. B. 
bezogen auf maximale, durchschnittliche oder gesi-
cherte Übertragungsraten oder auf maximal zulässige 
Verlustraten) vereinbart werden. Auch das ist für 
isochrone Dienste eine unbedingte Voraussetzung. 
Der Verbindungsaufbau kann permanent durch PVCs 
(Permanent Virtual Circuit) oder temporär auf Anfor-
derung durch SVCs (Switched Virtual Circuit) erfol-
gen.  
 
Jedes ATM-Endgerät verfügt über einen ungeteilten 
Zugang zum ATM-Netzwerk. Ihm steht also die volle 
Bandbreite dieses Zugangs zur Verfügung. Außerdem 
wird bei ATM nicht wie bei FDDI oder Ethernet das 
Transportmedium geteilt. Bei diesen Netzen gelangt 
jedes Datenpaket an jede angeschlossene Station, 
wird aber natürlich nur von der adressierten Station 
verarbeitet.   Bei ATM vermindert eine Erhöhung der 
Endgeräteanzahl in einem gewissen Rahmen also 
nicht die einem Teilnehmer durch das Netz zur Ver-
fügung stehende Bandbreite. 
 
Die Asynchronität des ATM-Verfahrens kommt 
dadurch zum Ausdruck, daß Verbindungen nicht 
durch konstante zyklische Slotbelegungen im Daten-
strom repräsentiert werden, wie z. B. beim Synchro-
nen Transfer Mode STM oder bei der Realisierung 
isochronen Verkehrs im DQDB-Verfahren, sondern 
daß die Folge der ATM-Zellen einer Verbindung sich 
am entsprechenden aktuellen, ggf. auch asynchronen 
Verkehrsaufkommen ausrichtet und die Bandbreite 
somit dynamisch bedarfsgerecht verwaltet wird. 
 
ATM legt das physikalische Medium und mit ihm die 
unterste physikalische Teilschicht (PMD: Physical 
Medium Dependent) nicht fest. Es kann auf Multip-
lextechniken,  Medien und Bitraten bestehender an-
derer Netzverfahren aufsetzen, ist so leicht an neue 
Medien und Techniken anpaßbar und damit in der 
Geschwindigkeit skalierbar. 
 
ATM kann die Zellen direkt auf ein physikalisches 
Interface geben (zellbasiertes Interface) oder die 
Zellen in Frames bestehender Übertragungsverfahren 
einbetten. Letzteres ist beispielsweise für die Inter-
faces zur Synchronen Digitalen Hierarchie (SONET 
bzw. SDH) oder für die der Plesiochronen Digitalen 
Hierarchie (PDH), so E3- und E4-Verbindungen, der 
Fall. Interfacebeispiele sind: 
 
SONET STS-3/OC-3 bzw. SDH STM-1 155,52 Mbit/s 
SONET STS-12/OC12 bzw. SDH STM-4 622,08 Mbit/s 
TAXI-Interface (FDDI-PMD) 100 Mbit/s 
E3 34,368 Mbit/s 
E4 139,264 Mbit/s 
Interface für UTP, Kategorie 3 (in Arbeit) 51,84 Mbit/s 
Interface für UTP, Kategorie 5 (in Arbeit) 155,52 Mbit/s 
Einige Interna von ATM 
Die Standards von ATM definieren Protokolle und 
Dienste, die überwiegend im Rahmen der OSI-
Schichten 1 und 2 (Physikalische Schicht  und Siche-
rungsschicht) anzusiedeln sind. Der Protokollstack 
und die Strukturierung von ATM lassen sich mit 
folgender Abbildung des B-ISDN-Protokollrefe-
renzmodells veranschaulichen: 
 
 
 
Dieses Modell gliedert sich in vertikal dargestellte 
Ebenen (Planes) und, vergleichbar dem OSI-Refe-
renzmodell, in Schichten. Unterschieden werden die 
Benutzerebene (User Plane), die Steuerebene 
(Control Plane) und die Managementebene (Mana-
gement Plane). Die Ebenen nutzen einerseits die 
Dienste der Schichten (Benutzer- und Steuerebene) 
und dienen andererseits deren Management (Schich-
tenmanagement) bzw. dem Gesamtmanagement (E-
benenmanagement). 
Kern von ATM ist die ATM-Schicht. Ihre Dienste 
und Protokolle sorgen für den Transport der ATM-
Zellen von Endgerät zu Endgerät über ATM-Swit-
ches. Die Zellen werden der ATM-Schicht von der 
darüberliegenden AAL-Schicht (ATM Adaptation 
Layer) zur Verfügung gestellt.  Diese ist in den End-
systemen angesiedelt und paßt den zu übertragenden 
Datenstrom oder die Datenpakete höherer Schichten 
(z. B. IP-Pakete) an die ATM-Schicht an, indem sie 
die Aufteilung in zu versendende Zellen vornimmt 
bzw. umgekehrt, ankommende Zellen wieder zu-
sammenfügt. Unterhalb der ATM-Schicht ist die 
noch zu ATM zu rechnende TC-Teilschicht (Trans-
mission Convergence) der Physikalischen Schicht für 
die Anpassung an das physikalische Medium (zellba-
siertes Interface), an andere frameorientierte  Trans-
portverfahren (SONET/SDH, PDH) oder z. B. an die 
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FDDI-PMD (TAXI-Chipsatz, Kodierung, Stecker, 
Medien von FDDI) verantwortlich.  
 
Um einen Eindruck der internen Funktionen von 
ATM und seiner Komplexität zu vermitteln, sind im 
weiteren Teil dieses Abschnittes ohne vertiefende 
Erläuterung die Hauptmerkmale der aufeinander 
aufsetzenden Schichten und Teilschichten im Rah-
men der Benutzerebene genannt.  
 
ATM-Anpassungsschicht:  
(AAL: ATM Adaptation Layer) 
 
Die AAL-Schicht besteht aus der Konvergenz-Teil-
schicht (CS: Convergence Sublayer) und der Seg-
mentierungs/Reassemblierungs-Teilschicht (SAR: 
Segmentation and Reassambly).  
 
Die CS-Teilschicht ist für die Anpassung der Ver-
kehrsklassen höherer Schichten an das ATM-
Netzwerk verantwortlich. Folgende Klassen werden 
unterschieden: 
- Klasse A: konstante Bitrate, synchron, verbin-
dungsorientiert 
- Klasse B: variable Bitrate, synchron, verbin-
dungsorientiert 
- Klasse C: asynchron, verbindungsorientiert 
- Klasse D: verbindungslos 
Für die Anpassung gibt es verschiedene AAL-Ver-
fahren: 
- AAL 1 für Klasse A 
- AAL 2 für Klasse B 
- AAL 3/4 für Klasse C und Klasse D 
- AAL 5 für Klasse C  
AAL 5 hat den einfachsten Aufbau, den geringsten 
Overhead und wird vorwiegend für ATM-LAN ein-
gesetzt. Ein wesentliches Merkmal für den Overhead 
ist die Bildung von Prüfsummen: 
- bei AAL 1: nur über Steuerinformationen der AAL-
Schicht  
- bei AAL 2 und 3/4: über jede erzeugte Zelle 
- bei AAL 5: über jedes Paket der übergeordneten 
Schicht (z. B. IP-Paket) 
 
Die SAR-Teilschicht übernimmt an der Quellstation 
die Aufteilung des Datenstroms bzw. der Datenpa-
kete übergeordneter Schichten in Zellen und an der 
Zielstation die Rückgewinnung des Datenstroms bzw. 
der Datenpakete aus den Zellen. 
 
ATM-Schicht (ATM-Layer) 
 
Die ATM-Schicht sorgt für den Transport von ATM-
Zellen von Endgerät zu Endgerät über ATM-Swit-
ches. Die Zellen haben den in der nebenstehenden 
Abbildung gezeigten Aufbau. 
Die ATM-Schicht übernimmt bzw. übergibt jeweils 
48 Bytes (Payload) u. Parameter von bzw. zur AAL-
Schicht. Sie erzeugt mit Ausnahme der Prüfsumme 
HEC den Header und übergibt bzw. übernimmt die 
Zelle zur bzw. von der Physikalischen Schicht. 
Innerhalb der ATM-Schicht erfolgt die Steuerung des 
Transports der ATM-Zellen durch das ATM-Netz. 
Dazu gehört: 
- der Aufbau von Verbindungen, d.h.: die Festlegung 
virtueller Kanäle (VC), die Zusammenfassung von 
virtuellen Kanälen zu virtuellen Pfaden (VP), die 
Aushandlung der Verbindungsgüte (QoS) u. die 
Anpassung des Verkehrs des Nutzerinterfaces an 
die vereinbarte Güte (Traffic Shaping) 
- die Steuerung der Übergabe der Zellen zwischen 
Endgerät und Switch über das UNI 
- die Bestimmung des Output-Ports für eine an einem 
Input-Port des Switches ankommende Zelle anhand 
der VPI/VCI-Werte im Zell-Header 
- die Verwaltung der Pfad/Kanal-Adreßhierarchie 
durch VPI/VCI-Umwandlung, d.h.: das Setzen der 
VPI/VCI-Werte für den Transport einer Zelle je-
weils für einen Link (Verbindung Switch-Switch 
oder Endgerät-Switch) im Netz anhand von Tabel-
leneinträgen, die beim Verbindungsaufbau angelegt 
wurden 
- die Steuerung der Übergabe der Zellen zwischen 
Switches (NNI) 
- das Multiplexen und Demultiplexen von Zellen 
- die Flußkontrolle auf dem UNI mittels des GFC-
Feldes 
- die Garantie der Einhaltung der Zellreihenfolge für 
eine Verbindung 
- das Setzen des Payload-Typ-Feldes (3 Bits: Nut-
zerdaten/Managementdaten, Verstopfungsindikator 
und z.B. Indikator der letzen Zelle einer AAL-5 
Protokoll-Dateneinheit) 
- das Auswerten der Zellpriorität (CLP-Bit: Cell Loss 
Priority), d.h.: Verwerfen der Zellen mit CLP=1 bei 
Überlast. 
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Physikalische Schicht (Physical Layer) 
 
In bezug auf ATM besteht die Physikalische Schicht 
aus der Übertragungsanpassungs-Teilschicht (TC: 
Transmission Convergence) u. der medienabhängigen 
Teilschicht (PMD: Physical Medium Dependent). 
Die TC-Teilschicht paßt den Zellenstrom der ATM-
Schicht an das physikalische Medium (direkte Zell-
übertragung) bzw. an ggf. zwischen Medium u. 
ATM-Schicht gelagerte andere frameorientierte 
Transportverfahren (SDH, PDH) an. Die Prüfsumme 
HEC wird berechnet u. in den Header  eingefügt. Die 
Payload der Zelle wird verschlüsselt (Scrambling), 
damit ein Header beim Empfang sicher vom Payload 
unterschieden werden kann. Das ist insbesondere bei 
der direkten Zellübertragung notwendig, da hier die 
Synchronisation auf den Zellenanfang im physika-
lischen Medium durch Ermittlung potentieller HEC-
Prüfsummen und Vergleich von Header und HEC für 
mehrere (sechs) angenommene aufeinanderfolgende 
Zellen erfolgt (Cell Delineation). Werden die Zellen 
nicht direkt auf das Medium gegeben, sondern z.B. 
über eine SDH- oder PDH-Verbindung übertragen, so 
werden entsprechende Übertragungsframes gefüllt 
bzw. beim Empfang wieder entfernt. Außerdem wer-
den in diesen Fällen Idle-Zellen in die Rahmen einge-
fügt bzw. entfernt, um eine Anpassung des asynchro-
nen Stroms von ATM-Zellen an die konstante Folge 
von SDH/PDH-Rahmen auf dem physikalischen 
Medium zu ermöglichen (Cell Rate Decoupling). 
 
Die nicht zu ATM gehörende PMD-Teilschicht bein-
haltet die physikalische Übertragung der Zellen bzw. 
die zur Zellübertragung verwendeten SDH/PDH-
Verfahren. Dazu gehören u. a. Multiplexverfahren, 
Kodierung, Bit-Timing und physikalisches Medium.  
 
Vergleichende Übersicht von FDDI und ATM 
Eigenschaft FDDI ATM  
Datenrate über LWL 100 Mbit/s skalierbar 34 - 622 Mbit/s ... 
Datenrate über UTP 100 Mbit/s 51,84 und 155,52 Mbit/s (Kat. 3/Kat. 5) 
Delays länger als ATM; abhängig  von sehr kurz, da Switching durch Hardware  
  Geräteart (Konzentrator, Router)   
Topologie (logischer) Ring vermascht  
Paketgröße variable Pakete max. 4500 Byte feste Zellgröße von 53 Byte  
Steuerdaten-Overhead im Paket ca. 0,6 % bei max. Paket  ca. 10 %  
  ca. 37 % bei 48 Byte Payload 
verbindungsorientiert/-los verbindungslos verbindungsorientiert  
QoS garantierbar nein ja  
isochroner Verkehr (Telefon, Video) nicht geeignet geeignet  
shared Medium ja (Ring tangiert alle Stationen) nein (Zielstation erhält nur „ihre“ Pakete) 
Nutzerbandbreite abh. von Netzlast ja kaum  
alternative Wege nein  ja (Vermaschung)  
Adapter für gängige WS vorhanden noch nicht durchgängig vorhanden  
Adapter für Vektor- u. Parallelrechner vorhanden noch nicht vorhanden  
öffentliche und private Netze nein, nur lokal/privat ja  
transpar. Übergang zu öffentl. Netzen nein (Gateway/Router) ja (Switch-Switch)  
aufsetzbar auf PDH/SDH-Verbind. nein ja  
virtuelle LANs  nein ja (unabhängig von physischen LANs) 
Standardisierung weitgehend für viele Komponenten noch in Arbeit  
Kompatibilität verschied. Hersteller gesichert noch nicht gesichert  
Produktvielfalt vorhanden noch nicht vorhanden 
Einige derzeitige Probleme beim Einsatz 
von ATM in lokalen Netzen 
Man kann davon ausgehen, daß derzeit verfügbare 
Produkte (ATM-Switches, ATM-Interfacekarten 
für Workstations) folgende Funktionalität hin-
sichtlich der Kommunikation in lokalen Netzen 
bieten: 
 
- Workstations mit ATM-Interface können per 
TCP/IP über das ATM-Netz miteinander kom-
munizieren. 
- Der TCP/IP-Verkehr lokaler Netze kann per 
PVCs oder ggf. auch proprietärer SVCs über das 
ATM-Netz geleitet werden (Bridging oder 
Routing). Für die Verbindung von LANs über 
ATM werden von einigen Herstellern LAN-
Anpassungsmodule in den Switches angeboten, 
oder jeweils ein Router der LANs wird über ein 
Router-HSSI (High Speed Seriel Interface) u. eine 
externe DSU (Digital Service Unit) mit ATM-
DXI (Data Exchange Interface) mit dem ATM-
Netz verbunden. 
- Die IP-Kommunikation zwischen Workstations, 
die direkt an das ATM-Netz angeschlossen sind, 
u. Workstations, deren Verbindung zum ATM 
über einen Router hergestellt wird, kann noch mit 
Schwierigkeiten verbunden sein. Das hängt  damit  
zusammen, daß der LAN-Verbund über ATM 
derzeit meist noch mit Encapsulation-Verfahren 
realisiert wird.
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In vieler Hinsicht sind noch Arbeiten zur Spezifika-
tion, zur Standardisierung und/oder zur Entwicklung 
von kompatiblen Produkten zu leisten. Genannt seien 
hier folgende Punkte: 
- Die Standardisierung der Signalisierung hat be-
züglich des User-Network-Interfaces mit UNI 3.0 
(ATM-Forum, September 1993) einen fortge-
schrittenen Stand erreicht. Erste Produkte werden 
1994/95 erwartet. Die erste Spezifikation für ein 
privates Network-Network-Interface (NNI) soll 
noch 1994 fertiggestellt werden. 
- Die Signalisierung (z. B. Verbindungsaufbau) er-
folgt oft mit Hilfe zentraler Knoten, welche Infor-
mationen über die Netztopologie und die Adressen 
im Netz verwalten. Eine Dezentralisierung ist wün-
schenswert. 
- Wichtige Funktionen in einem ATM-Netz sind mit 
dem Verkehrsmanagement und der Überlaststeue-
rung noch zu präzisieren. 
- Probleme sind noch bei der Realisierung von 
Broadcast- und Multicast-Operationen offen.  
- Die LAN-Emulation wird derzeit noch überwie-
gend mittels permanenter virtueller Verbindungen 
(PVC) realisiert. PVCs sind statisch eingerichtet 
und reservieren eine jeweils feste Bandbreite. Ge-
wünscht ist der standardisierte, dynamische Einsatz 
von SVCs.  
- Die Anwendung von Encapsulation-Verfahren bei 
der LAN-Emulation birgt schon genannte Probleme 
in sich. Ziel ist es, beliebig lokalisierte, direkt an 
ATM angeschlossene Endgeräte und die über Rou-
ter an das ATM-Netz angeschlossenen LAN-
Segmente zu beliebigen virtuellen LANs kombinie-
ren zu können und die virtuellen LANs ggf. über 
Router zu verknüpfen. 
- Das Routen anderer höherer Netzprotokolle als IP 
wird nachgelagert erfolgen. Zunächst ist deren En-
capsulation über IP möglich. 
- Direkte ATM-Routerinterfaces sind noch nicht 
verfügbar, aber für 1994 angekündigt. 
- Die Spezifikation für Twisted-Pair-ATM-Interfaces 
durch die PHY-Arbeitsgruppe des ATM-Forums 
(52 Mbit/s für UTP, Kategorie 3, und 155 Mbit/s 
für UTP, Kategorie 5) wurde für das 1. Halbjahr 
1994 angekündigt. 
Zur Problematik des gegenwärtigen Entwicklungs-
standes kommt hinzu, daß der derzeitige Preis für 
Switches noch sehr hoch ist und daß man durch die 
geringe Vielfalt kompatibler Produkte noch auf eine 
homogene Ausrüstung mit Produkten eines Herstel-
lers angewiesen ist. 
Mögliche Herangehensweisen beim Ein-
satz von ATM an der HUB 
Wie eingangs schon festgestellt und durch die Vor-
teile von ATM gegenüber FDDI untermauert, steht 
die Frage „ATM - ja oder nein?“ für die Zukunft 
nicht. Die Frage „Was kommt nach FDDI“ sollte also 
mit „ATM“ beantwortet sein. Die Universalität von 
ATM für die verschiedensten Netzbereiche, so 
LAN/WAN und Daten-/Telekommunikation, und die 
skalierbare große Leistungsfähigkeit sind Haupt-
gründe dafür. Fragen, deren Diskussion hier nur an-
gerissen werden kann, sind:  
 
Wann ist der richtige Zeitpunkt für den breiten Ein-
satz von ATM in einem Betriebsnetz?  
 
Beim kurzfristigen Einsatz von ATM ist vor allem 
abzuwägen zwischen unmittelbarem Erfordernis 
durch Applikationen, die die Bandbreite und Eigen-
schaften von ATM erfordern, Zukunftsorientiertheit, 
Leistung, Zuverlässigkeit, Integrierbarkeit vorhan-
dener Netze, Kompatibilität, Betreuungsaufwand und 
Kosten. Je nach Optimismus kann heute noch mit 
einer mehr oder weniger zurückhaltenen Antwort 
gerechnet werden. Hauptgründe sind der Fluß in der 
Standardisierung, die zu erwartenden Probleme bei 
Erstinstallationen, die noch nicht ausreichende Kom-
patibilität und die noch hohen Kosten. Eine Klärung 
vieler Probleme erfolgt im LAN-Bereich sicher erst 
im Verlauf des Jahres 1995. 
 
Wie ist die Entwicklung von FDDI und ATM im Uni-
versitätsnetz zu sehen? 
 
FDDI und ATM werden im Universitätsnetz noch 
einige Zeit koexistieren. Das bestehende FDDI-Netz 
wird 1994/95 mindestens im eingangs dargelegten 
Umfang erweitert. Dafür sprechen neben dem glei-
tenden Entwicklungsstand von ATM mehrere Grün-
de. FDDI-Netze mit Konzentratoren und Mul-
tiprotokollroutern sind vorhanden und arbeiten stabil. 
Die zentralen Server und eine erhebliche Anzahl von 
Workstations sind mit FDDI-Interfaces ausgerüstet. 
Insbesondere für zentrale Server ist derzeit eine Um-
rüstbarkeit von FDDI auf ATM noch nicht in Sicht. 
Möglich wäre der Zugang von ATM zu den Servern 
mit FDDI-Interface über einen Router, der ein FDDI-
Interface und ein ATM-Interface besitzt. Hier ist der 
Leistungsverlust, den die Zwischenschaltung des 
Routers zwischen Servern und diese direkt nutzenden 
Computern hervorruft, zu kalkulieren.  
Der Übergang von FDDI zu ATM wird schrittweise 
erfolgen. Bei Verfügbarkeit hinreichend ausgereifter, 
im Preis mit FDDI vergleichbarer  ATM-Produkte 
wird ATM FDDI ersetzen. Das Preisverhältnis dürfte 
abgesehen von Interfacekarten für Workstations der-
zeit zwischen 1:3 und 1:5 liegen. Der Übergang von 
FDDI zu ATM ist im Prinzip durch Austausch der 
zentralen FDDI-Konzentratoren im LWL-Ring gegen 
ATM-Switches und von FDDI-Router-Interfaces 
gegen ATM-Interfaces möglich. 
 
Welche Bedeutung hat die Integrierbarkeit des ISDN-
Nebenstellennetzes in ein zukünftiges ATM-Netz? 
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Ausgehend davon, daß für die Universität, wie ein-
gangs erwähnt, eine private, vielfasrige LWL-Back-
bone-Verkabelung realisiert wird, sind folgende As-
Vernetzung 
pekte zu betrachten. Zunächst müssen notwendige 
Voraussetzungen für isochrone Dienste (z. B. Fluß-
kontrolle, Überlaststeuerung) durch das ATM-
Equipment gegeben sein. Wenn das der Fall ist, sollten 
Nebenstellenanlagen zumindest derjenigen Standorte, 
die über nur 2 Fasern angeschlossen sind (derzeit 
Dark Fiber der Telekom), über ATM vermittelt wer-
den. Bei Standorten, die über private vielfasrige 
LWL-Kabel angeschlossen sind, ist aus jetziger Sicht 
eine mittelfristige Beibehaltung der Trennung von 
Telefonverkehr u. Daten wahrscheinlich. Bei der 
Durchsetzung von Multimedia-Kommunikation zwi-
schen Arbeitsplätzen ist die vollständige Integration 
notwendig. 
 
Was sollte bei derzeitigen Investitionen für das Un-
versitätsnetz beachtet werden? 
Die Verkabelung der Universität muß den zukünfti-
gen Einsatz von ATM im Backbonebereich (Licht-
wellenleiter) u. im Arbeitsplatzbereich (Twisted Pair, 
Kategorie 5, Einhaltung EN50173) ermöglichen. Die 
aktiven Komponenten, wie Hubs u. Router, sollten 
potentiell ATM ermöglichen.An zentralen Stellen sind 
Hubs zu bevorzugen, die schon über eine leistungs-
starke, auf ATM ausgerichtete Backplane besitzen.  
 
Welches sind mögliche erste Schritte in Richtung ATM? 
Beabsichtigt, wenn auch mit vielen Unwägbarkeiten 
versehen, ist eine Pilot- oder Testinstallation von 
zwei ATM-Switches oder von Hubs mit ATM-
Switch-Funktionalität. Mit dieser Installation müssen 
Funktion u. Leistung von ATM im Backbone-
Bereich, die Integrierbarkeit bestehender LANs u. der 
zwischen ihnen betriebenen Protokolle sowie der 
Einsatz von ATM für Multimedia-Applikationen im 
Arbeitsplatzbereich untersucht werden. Eine mögli-
che Herangehensweise wäre ein praktischer Einsatz 
des Doppelsystems zwischen Rechenzentrum und 
Institut für Informatik. In diesem Zusammenhang 
könnten auch Netzverfahren und Applikationen des 
im Berliner Raum entstehenden „Regionalen 
Testbeds“ der Hochgeschwindigkeitsvernetzung dem 
Institut für Informatik besser erschlossen werden. 
  
Welche weiteren Schritte kann es beim ATM-Einsatz 
geben? 
Der Einsatz von ATM im Backbonebereich durch 
Ersetzung von FDDI-Konzentratoren u. Router-
Interfacekarten wurde schon angeschnitten. 
Bei Erfordernis entsprechender Hochgeschwindig-
keitsapplikationen sind ATM-Switches oder Hubs mit 
ATM-Interfaces auch in Etagenverteilern zu installie-
ren u. Endgeräte über Twisted-Pair-Kabel direkt anzu-
schließen. 
Eine weitere Möglichkeit besteht darin, Hubs in den 
Etagenverteilern über ATM mit einem Router im 
Gebäudeverteiler zu verbinden. Die virtuellen Ver-
bindungen zwischen Endgeräten oder LANs, die an 
die Hubs angeschlossen sind, u. dem Router können 
von diesem zu beliebigen logischen Netzen zusam-
mengefaßt u. geroutet werden. 
Die Entwicklung eines durchgängigen ATM-Netzes 
vom Arbeitsplatz zum Backbone u. darüber hinaus zu 
einem öffentlichen,auf ATM basierenden B-ISDN 
wird noch einen längeren Zeitraum in Anspruch neh-
men. 
 
Glossar 
 
AAL ATM Adaptation Layer 
ATM Asynchronous Transfer Mode 
B-ISDN Broadband -  Integrated Services Digital Network 
CBR Constant Bit Rate 
CCITT Comité Consultatif International Télégraphique et 
Téléphonique 
CLP Cell Loss Priority 
CS Convergence Sublayer 
DQDB Distributed Queue Dual Bus 
DSU Digital Service Unit 
DXI Data Exchange Interface 
EN Europanorm 
FDDI Fiber Distributed Data Interface 
FFOL FDDI Follow On LAN 
GFC Generic Flow Control 
HEC Header Error Check 
HSSI High Speed Seriel Interface 
ICI Inter Carrier Interface  
ISDN Integrated Services Digital Network 
ISSI Inter Switching System Interface  
ITU-TS International Telecommunication Union - Telecommu-
nication Standardisation sector 
IP Internet Protocol 
LAN Local Area Network 
LWL Lichtwellenleiter 
NFS Network File System 
 
NNI Network to Network Interface 
OC Optical Carrier 
OSI Open System Interconnection 
QoS Quality of Service  
PDH Plesiochronous Digital Hierarchy  
PHY Physical Layer 
PMD Physical Medium Dependent 
PT Payload Type 
PVC Permanent Virtual Circuit 
SAR Segmentation and Reassambly 
SDH Synchronous Digital Hierarchy 
SONET Synchronous Optical Network  
STM  Synchronous Transfer Mode 
STM  Synchronous Transport Module 
STS Synchronous Transport Signal 
SVC Switched Virtual Circuit 
TCP Transmission Control Protocol 
TC Transmission Convergence 
TK Telekommunikation 
UTP Unshielded Twisted Pair 
VBR Variable Bit Rate 
VCI Virtual Channel Identifier 
VPI Virtual Path Identifier 
WAN Wide Area Network 
UNI User to Network Interface 
Günther Kroß
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