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CHAPTER I 
General 
 Introduction 
 
And there was light,  
and there was vision… 
 
 
  
 
 
  
2  Chapter I 
 
Since the dawn of time, humans have thrived to engineer tools whether to emulate or 
even surpass human activities. From prehistoric hammers that aimed to magnify the human 
power and strength, to current robots performing humanely impossible tasks. Information 
technology is no departure from this trend; even before the invention of semiconductor chips 
and processors, there have been many mechanical calculators that helped to overcome human 
flaws and after the silicon revolution, other human functions are being emulated, reproduced 
and ultimately improved. This spans the human brain, body, and other senses.  
The final goal is ultimately to improve human’s life and make it easier by alleviating 
the physical and even mental tasks, to free people to focus on other intellectual tasks that 
could fulfill them spiritually. 
In recent decades, systems using digital computing became an essential part of the 
human daily life. With the ability of computers to perform intensive data operations and 
complex computational tasks, the information technology industry has become ubiquitous and 
granted itself an ever present place in the modern world. 
Computers revolutionized the way industry works, being more precise and far more 
efficient than humans. But this remains limited to repetitive and algorithmic tasks such as 
industrial robots or different computing systems. More recently, a greater effort is being put 
into extending the abilities of computers to span higher level tasks, ones that humans do 
instinctively. This field is known as AI- Artificial Intelligence. But in reality, this field 
remains in its crib, since tasks that require “genuine” intelligence or creativity are still a big 
challenge for any man made computing system.  
Tasks such as vision, speech or even what we call “thinking”, are done in natural and 
unconscious way by humans. To a point that, researchers still battle to understand the 
underlying processes in the human brain which control these tasks. For example, the human 
vision system: we, Humans, are able to recognize objects, scenes, environment, regardless and 
most of the time independently of the change of pose of those objects, the variation in color or 
illumination, and intra-class variations with very high precision and confidence.While waiting 
for the deciphering of the way the human brain takes on these tasks, the current research 
assumes a different approach to tackle those complex processes. More precisely, in the field 
currently known as computer vision, researchers try to give the computers the power of vision. 
In other terms, an ability to analyze and interpret data taken from sensors and cameras, and 
make use of it in different applications.  
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1.1. Computer vision 
 
As humans, we perceive the three-dimensional structure of the world around us with an 
apparent ease. If we think of how vivid the three-dimensional percept is when you look at a 
vase of flowers sitting on the table next to you, we can tell the shape and translucency of each 
petal through the subtle patterns of light and shading that play across its surface and 
effortlessly segment each flower from the background of the scene. If we look at a framed 
group portrait, we could easily count (and name) all of the people in the picture and even 
guess their emotions from their facial appearance. Perceptual psychologists have spent 
decades trying to understand how the visual system works and, even though they can devise 
optical illusions to tease apart some of its principles, a complete solution to this puzzle 
remains elusive. 
Computer vision consists of the field of research dealing with these problems. 
Researchers in computer vision have been developing mathematical techniques for recovering 
the three-dimensional shape and appearance of objects in imagery. We now have reliable 
techniques for accurately computing a partial 3D model of an environment from thousands of 
partially overlapping photographs. Given a large enough set of views of a particular object, we 
can create accurate dense 3D surface models using stereo matching. We can track a person 
moving against a complex background. We can even, with moderate success, attempt to find 
and name all of the people in a photograph using a combination of face, clothing, and hair 
detection and recognition. 
However, despite all of these advances, the dream of having a computer interprets an 
image at the same level as a two-year old child (for example, counting all of the animals in a 
picture) remains elusive.  
 
1.2. Why is vision difficult? 
 
  In part, it is because vision is an inverse problem, in which we seek to recover some 
unknowns given insufficient information to fully specify the solution. We must therefore 
resort to physics-based and probabilistic models to disambiguate between potential solutions. 
However, modelling the visual world in all of its rich complexity is far more difficult than, say, 
modelling the vocal wave that produces spoken sounds. The forward models that we use in 
computer vision are usually developed in physics (radiometry, optics, and sensor design) and 
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in computer graphics. Both of these fields model how objects move and animate, how light 
reflects off their surfaces, is scattered by the atmosphere, refracted through camera lenses (or 
human eyes), and finally projected onto a flat image plane.  
Fig.1.1 (a) shows the classical Muller-Lyer illusion where the length of the two 
horizontal lines appears different, while in fact it is exactly the same. Some theories explain it 
by the need of the human visual system of a perspective effect which, in this case is imagined. 
In Fig.1.1 (b), it appears that the squares A in the “light” and B in the “shadow” have 
different shades of gray. But in fact, they have the exact absolute intensities. This effect is 
explained by the “brightness constancy” principle in the human brain which discards 
illuminations when dealing with colors (http://web.mit.edu/persci/). 
Fig.1.1 (c) illustrates another aspect of the human visual system: If we try to count the 
red crosses on the left image, it is certainly much easier to do than on the right one. This effect 
 
Fig.1.1 Optical illusions showing the human visual system limitations 
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is explained by the fact that the human system is wired to spot “special” objects or objects that 
pop-out of the background. 
Based on what precedes, we can summarize the objective of computer vision in two 
main sections:  
-  Understanding and modeling the human vision system for high level tasks such as 
recognition, tracking, etc. 
- Remediate to the limitations of the human vision and create systems that are more 
reliable than humans. 
Within the field of computer vision, one of the main processes which have been 
explored is object detection and recognition. Depending on the application, the challenges 
arising may differ: For example, in face recognition for biometric identification systems, the 
priority is security, reliability, without having to be burdened- to a certain extent- with the 
processing time. However, for other applications such as pedestrian detection and real time 
applications, the processing time and the complexity of the algorithms is of the utmost 
importance. 
 
1.3. Thesis scope and motivation 
 
In this thesis, we tackle two important tasks in computer vision: Detecting salient 
regions and detecting pedestrians. Both of these issues are crucial to modern computer visions 
systems. The detection of salient regions is a part of the human visual system modeling and its 
importance lies in being the first stage of the human serial vision framework. And pedestrian 
detection, to the wide spread of car vision systems, is in the heart of any car vision system and 
assistance driving framework. 
Both of the previously mentioned issues fall into the category of system optimization 
and simplification. We propose new and simpler ways of approaching these problems that are 
recurrent in a wide variety of vision systems.  
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1.3.1. Salient region detection 
 
Selecting only a subset of the available sensory information before further detailed 
processing is crucial for efficient perception. In the visual world, this selection is frequently 
achieved by suppressing information outside the region that is commonly known as the “focus 
of attention”. The definition of the focus of attention remains elusive since the details of the 
underlying biological visual system are still to be unveiled. However, it is acknowledged that 
primate brains, employing a serialized analysis strategy, achieve high performance in scene 
interpretation and analysis with limited computational resources. At the top of this serialized 
process, in an unconscious manner, visual locations which “pop-out” or are salient in 
comparison to the rest of the scene have the attention directed to them. This property is of high 
behavioral importance, because it allows primates to instantly become aware of unexpected 
predators.  
This process is thought to happen in 2 different manners:  
- Bottom-up: using basic level visual features, a quick scan of the scene reveals 
structurally, spatially and spectrum-wise, important regions. 
- Top-down: Using higher level features, learnt from previous experiences, the 
individual can spot the familiar or special object from the scene.  
In this thesis, we are concerned with the former (i.e. Bottom-up). Using image features, 
without a prior knowledge of the scene, we model the attention mechanism.  
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1.3.2. Pedestrian detection 
 
Pedestrians are the most vulnerable road users, whilst also being the most difficult to 
observe and be noticed by the drivers both in day and in night conditions. Pedestrians in the 
vehicle path or walking into the vehicle path are in danger of being hit causing severe injury 
both to the pedestrian and potentially also to the vehicle occupants. 
Classically, driver assistance systems consist of multiple cameras (stereo cameras), sensors, 
etc. with all those different system parts, the cost of the systems hike up quickly. Not only this, 
but the time it takes to combine all the information coming from the different sensors, or only 
to match the views from different cameras, needing calibration and synchronization of the 
different parts of the system, leads to a high possibility of failure, and takes more processing 
time limiting the possibilities of further applications.  
This is where the motivation behind this work comes from; implementing a monocular 
pedestrian detection system to by-pass all the afore-mentioned issues.  
Although many algorithms tackled this problem for a moment, and some of them 
performed very efficiently- detection rate wise- there is only a few of these methods that are 
applicable practically, mainly because of their computational complexity 
There are two major challenges with pedestrian detection that require a special 
attention:  
- Size: Pedestrians that are far from the camera appear very small in the image. For 
example, the figure of a 1m height child at 30 meters is only 25 pixels high. The lateral 
figure dimension is even smaller. 
- Heavy clutter: Pedestrian detection is typically taking place at urban scenes with a lot 
of background texture. 
In this thesis, we will present a novel way to approach object recognition algorithms, 
and more specifically pedestrian detection. The framework we propose tackles specifically the 
two afore mentioned issues. 
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1.4. Thesis organization 
 
The first part, presented in chapter II, will consist of a modeling of the first stage of 
human vision as mentioned earlier. Since it has been proven that the human brain processes 
information in a serial manner when confronted with big amounts of data causing bottle neck 
problems, we propose a model for human visual attention. In this part, we review state of the 
art methods, and synthesize a saliency model based on both local and global attributes.  
In the second part of this thesis, in chapter III, and within the same scope, we propose a 
novel pedestrian detector on still images. It is motivated by the need to practical real time 
pedestrian detection frameworks that needs to perform well on one side, and that leave enough 
time for further processing beyond detection. Actions such as tracking and danger estimation 
which can themselves be time consuming should be considered when designing a pedestrian 
detector. Using low resolution images and single camera, a new simple, fast and easy to 
implement framework is proposed.  
We finish the thesis with a general conclusion in chapter IV and a set of proposals for 
further research and fields of application of the developed methods. 
 
 
 
 
 
 
 
 
 
CHAPTER II 
 
Saliency detection using combined spatial non-
redundancy and local appearance 
 
Abstract 
In this chapter, we present a novel approach to saliency detection. We define a visually salient 
region in an image with following two properties; global saliency i.e. the spatial non-redundancy, 
and local saliency i.e. the region complexity. The former is the probability of occurrence of a region 
within the image, whereas the latter defines how much information is contained within a region, 
and it is quantified by the entropy. By combining the global spatial non-redundancy measure and 
local entropy, we can achieve a simple, yet robust saliency detector. We evaluate it quantitatively 
and qualitatively. The comparison to Itti et al. [6], the spectral residual approach by Hou and 
Zhang [5], Achanta et al. [13] as well as to Zhai and Shah [14], on publicly available data shows a 
significant improvement of the proposed method. 
 
Key words: Saliency, Entropy, Segmentation 
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2.1 Introduction 
 Humans can spot familiar people or objects in a big crowd almost instantaneously, 
because (hypothetically) a colony of neurons would be responsible of detecting and 
recognizing them. Those familiar objects or shapes trigger what is called the “attention” 
mechanism, attention being obviously visual attention. In terms of visual attention, the 
familiar object is a salient feature in comparison with the rest of the image.  
 Recent advances in hardware architecture and processing power gave rise to 
industrial interests in computer vision applications and algorithms. More specifically, there 
has been a significant progress in the field of object detection, which typically consists of a 
number of computationally intensive stages. It is believed that the human biological visual 
system has the early stage of attention [2], in which the background or clutter is discarded 
without the need of an exhaustive analysis of the scene as illustrated in Fig.2.1. This 
motivates many researchers to model the visual attention and propose saliency detection 
approaches that can provide an input to the object detection approaches. 
 In this chapter, we propose a method to mathematically model this visual attention 
stage. The question we try to answer in this chapter is: How to implement a new 
biologically plausible or psychologically inspired saliency criterion of saliency detection?  
To evaluate the performance of the computational model, we assess its prediction power 
given real human recordings as a ground truth. 
 
 
 
 
Fig.2.1 Illustration of saliency detection. 
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2.2 Related work 
 
 This work focuses on methods for automatic salient region extraction. The goal is to 
detect the salient regions in an image efficiently to produce promising candidates for 
subsequent stages of computationally demanding algorithms. Limiting the search can 
greatly speed up the process [10] and allow for real-time applications.  
 The existing approaches can be divided into two major categories, local and global. 
Bottom-up or local approaches are feature based, concerned with the local appearance of 
images. For example, Itti et al. [6] model the biological early attention mechanism using 
several feature maps (color, orientation, luminance, etc.), which have also shown promise 
in image compression applications. Within the same category, Hou and Zhang [5] propose a 
frequency based model using the spectral representation of images. In [8], [9], [6] and [11], 
saliency is defined in terms of local Shannon's information maximization principles. In [8], 
it is proposed to use entropy based locally salient features to estimate the global 
transformation between two images. Global approaches, attempt to detect image regions 
that exhibit certain properties: For instance, Seo and Milanfar [12] use regions self-
similarity based on a regression kernel. Goferman et al. [4] present a multi-scale salient 
object detector using a distance computation between different image patches to find the 
region of interest, which proved useful in image retargeting and image collage creation. A 
theoretical formulation of top-down visual saliency, related to the recognition problem, is 
proposed in [3]. 
 An observation that can be made with regards to saliency in images is that it is 
closely related to visual uniqueness in image attributes such as colors, edges, and 
boundaries. For example, in scenes such as that shown in Fig.2.1, the salient objects of 
interest (e.g., the traffic sign) exhibit very different visual characteristics than the rest of the 
scene (the road and the background). 
 From an information-driven perspective, one can also say that the object of interest 
is unique as it has low information non-redundancy within the given image compared to the 
rest of the scene, which is highly redundant. At the same time, it has high information 
content by being more complex in texture and edge shape in comparison to the rest of the 
scene. 
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2.3 Saliency model 
  Motivated by this observation, our proposed work aims to detect saliency within an 
image without prior knowledge regarding the underlying image content by quantifying this 
special nature of salient objects using a statistical modeling approach.  
A lot of computational statements and models have been made in order to implement the 
general descriptive idea “rarity is saliency”. But in this work, we go one step further, by 
adding the rarity another parameter which is complexity.  The definition on which we base 
the saliency model is the following:  
“For an object to be salient in a scene, it has to be rare and has  
a complex texture for human beings to notice it” (see Fig.2.2) 
 To model this definition mathematically, the proposed method commences by 
computing the statistical non-redundancy of each site in an image, given the other sites in 
the image based on site neighborhoods’. The resulting non-redundancy gives a saliency 
map that provides a rough classification of the image into regions which are salient (high 
statistical non-redundancy) and non-salient (low statistical non-redundancy), and can be 
used to identify salient objects of interest (see Fig.2.3). 
  
 
Fig.2.2. Examples of “attention grabbing” features in 
images: (a) Unique shape, (b)  complex texture. 
        
(a)                                                                                   (b) 
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 We propose a simple yet robust approach to detecting salient regions in an image by 
measuring the following properties: 
- Spatial non-redundancy, the probability of occurrence within an image which quantifies 
the uniqueness of concerned regions. 
- Local information content which defines how much information is contained within the 
region, and it is quantified using entropy.  
 
 
 
 
 
 
 
Fig.2.3. flowchart of the proposed saliency model algorithm  
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2.3.1 Spatial non-redundancy 
 
 Salient objects of interest can be characterized by their spatial non-redundancy with 
respect to a given image. An object is spatially non-redundant if it is rare or special within 
an image. In other terms, an object is salient if it is visually unique, unpredictable, or 
surprising. These characteristics are often associated to variations in image attributes like 
color, gradient, edges, and boundaries. Visual saliency, being closely related to how we 
perceive and process visual stimuli, is investigated by multiple disciplines including 
cognitive psychology [18], neurobiology [19], where theories of human attention 
hypothesize that the human vision system only processes parts of an image in detail, while 
leaving others nearly unprocessed. Also, it is widely believed that human cortical cells may 
be hard wired to preferentially respond to unique stimulus in their receptive fields [20].  
To quantify this uniqueness, the spatial non-redundancy of a patch within an image is 
computed. It is estimated by measuring how different it is to the other patches. Typically it 
is assumed that a patch is salient (spatially) if it is dissimilar to the nearby patches. 
However, in practice, due to noise, change of a view point or illumination conditions, direct 
comparison of patches results in an inaccurate estimation [7].  
 Provided we have two “actually” similar sites Ri and Rk within an image I, for a 
better estimate of the similarity between these two regions, we suppose that Rk  is the 
realization of Ri  provided that a noise function ik
   is added to Rk as follows:  
 
ik
 is a noise process which, in our case, we model its probability distribution )(
ik
P   as 
an independent and identically distributed Gaussian process with zero-mean and standard 
deviation σ.  
 We define an arbitrary pixel x from region iR as
x
Ri
A , and similarly xRkA  as a pixel 
from region kR , therefore the probability of 
x
Ri
A being the realization of  xRkA  can be defined 
as:  
  
2
)( 2
)|( 
x
kR
x
iR
ki
AA
x
R
x
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For the whole patch
i
R , Eq. (2.1) then becomes:  
2
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)|()|( 

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x
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x
x
R
x
Rki eAAPRRP     (2.2) 
Eq.( 2.2) represents the estimation of how similar a patch 
i
R  is to another patch kR . 
However, since we are interested in characterizing unique areas, the metric we ought to 
evaluate is the dissimilarity of those two patches ik .The dissimilarity of sites i
R  and 
k
R can be defined as follows;  
)|(1 kiik RRP        (2.3) 
And finally, the spatial non redundancy of a patch 
i
R within an image I when compared to 
N other regions is computed as follows:  
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where  
x
x
kR
x
iR
AA 2)( represents the sum of the differences between region iR and kR . We refer 
to it as ),(
k
R
i
RD which is the distance between the region attributes or appearance, such 
as color or texture. It can be a Euclidean distance function, histogram difference or other 
comparison function.  
Then Eq. (2.4) is redefined as follows;   
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 In the present study, the function ),(
k
R
i
RD is taken to be the distance between the 
probability density functions (PDF) of iR and kR .  
To compute the PDF of a region iR we normalize the gray scale histogram over the number 
of pixels present in that region. In addition, we incorporate the spatial distance between 
patches normalized by the image size i.e. DS(Ri,Rk) in Eq. (2.5) in order to down-weight the 
importance of distant patches (see Table 2.1). This is to penalize the effect of far patches; 
even if they might be similar being allowed to keep together the integrity of an object that 
typically consists of nearby patches. The following table summarizes that effect. 
 The proposed similarity measure combines the appearance and the spatial distance 
and it normalizes distances computed for different attributes of image patches, or in 
different color spaces (Gray, RGB, L*a*b or HSV), unlike the Euclidean distance directly 
used in [4] [7]. 
And the full spatial non-redundancy equation becomes: 



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k
R
i
R
S
D
k
R
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e
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R
S
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),(/)
2
),(
1(
1      (2.6) 
 
 
Table.2.1.Saliency proportionality to spatial and color distance 
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2.3.2 Local information content 
 
 As stated earlier, we consider a second parameter which is crucial to our approach 
to saliency; local information content or local appearance.  To achieve this, we base our 
model on the principle of information maximization. This principle suggests that the human 
visual system (HVS) tends to focus on the most informative points in an image in order to 
efficiently analyze the scene [21]. Our computational model assigns a point to a higher 
saliency value, if it is more “informative”. 
 According to Shannon's information theory, the information content can be 
measured with the entropy of the signal at a certain location in time or space. Including the 
entropy in our saliency measure eliminates the homogeneous backgrounds and unique 
regions of low complexity. In Fig.2.4, we show images of different complexity which is 
reflected by their histograms resulting in different entropy H.  



255
1
,
ln
,
v i
Rv
p
i
Rv
p
i
R
H                            (2.7) 
 
where 
iRv
p ,  represents the probability of pixel intensity v within a region Ri estimated with 
a histogram. 
 
 
 
 
Fig.2.4. Different histogram distributions resulting in different entropy for (a) 
high, (b) medium and (c) low complexity patches. 
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2.3.3 Full saliency model 
 
 In this part, we combine both the measures developed in sections 3.1-3.2 in order to 
produce the formula for computing the saliency map.  
In contrast to the candidate selection process from [9] , in which a multiple step saliency 
algorithm eliminates areas of the image step by step before ending with a final measure,  
our method keeps the information quantity intact throughout the whole process flow. We 
combine the local entropy of a region with non-redundancy measure. 
 The spatial non-redundancy and the local entropy measures expressed in Eqs. (2.6) and 
(2.7) are combined into a saliency Si which is used to generate a saliency map: 
 
 ii RRi
SHS                     (2.8) 
 The map is generated by computing the saliency for every region in the image 
implemented as a scanning window of size W (the size of the area iR ).The saliency map’s 
values produced by Eq.(2.8) are mapped and scaled to range from 0-255 or 0-1 in order to 
be visualized and also to help in the evaluation method explained further in this chapter.    
In the following section, we provide a qualitative and quantitative evaluation of this 
saliency detection measure. 
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2.4 Experimental results 
2.4.1 The dataset 
 The dataset we use to evaluate the proposed method has been used in [7], [5] and 
many other papers as a benchmark to evaluate different saliency algorithm. The images are 
extracted from [15, 16, 17]: they are natural scene images (see Fig.2.5) and are shown to 4 
naïve subjects. Each subject is instructed to “select regions where objects are presented” or 
answer the question “what parts are important?” (within the image). If each of the subjects 
reported impossible to define an object in a certain image, that image would be rejected 
from the data set. At last, 62 images are collected to test the performance of our method. 
 
Fig.2.5. Sample images from the dataset: Color images are input images, and their 
respective ground truth maps (human labeled) are directly below (binary images). 
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2.4.2 Evaluation method 
 There have been many evaluation methods for saliency algorithms involving the 
computation of different parameters from the widely known confusion matrix. These 
metrics involve precision, recall, F-score, etc. Most of state of the art saliency algorithms 
use them to evaluate saliency algorithms.  
Given a ground truth representation of the images, a generated saliency map is compared to 
it, and different method’s efficiency is assessed.  
 In this work, we evaluate our method using precision versus recall curves instead of 
selecting a specific threshold for the saliency measure as in [9] and [4]. By selecting a 
single threshold, the evaluation is both biased and limited. It gives a limited insight into the 
overall performance. Instead of that, spanning the whole spectrum of the threshold values 
shows how discriminatory each method is, regardless of the selected threshold rather than 
randomly setting a cut-off threshold which can be over fitting the test data without giving a 
general overview of the performance.  
 Given the ground-truth segmentation maps, we perform pixel-wise comparison to 
the thresholded saliency map and calculate precision-recall values by varying the saliency 
threshold. As shown in Fig.2.6, in order to generate a point for the precision versus recall 
graph, we perform the following steps:  
- Compute saliency maps 
- Vary the threshold T from 0 to 100% (percentage of the maximum saliency value) 
o For each threshold T: 
Compute Precision and Recall for all the images according to Eqs. (2.9) and 
(2.10) 
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Fig.2.6 Illustration of the evaluation algorithm 
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Below is the confusion matrix describing the different states of comparison (TP, FP, FN, 
TN):  
 
  Ground truth image 
  Salient Non-salient 
In
p
u
t 
Im
ag
e Salient True Positive False Positive 
Nonsalient False Negative True Negative 
 
2.4.3 Quantitative Saliency Results  
 The method proposed in this paper is parameterized by the region size as well as the 
size of the Gaussian in color space for patch similarity function. By varying each parameter, 
we assess their mutual correlation and the optimal operating configuration. Fig.2.7 shows 
the performance for different sizes of the scanning window W= {5; 10; 20} and standard 
deviation sigma = [1;...; 8] of the Gaussian in Eq. (2.1).  
 By analyzing the graphs in Fig.2.7, we find that the performance is relatively 
independent of the size of selected windows, but it varies slightly depending on the size of 
the Gaussian. The smaller the scanning window, the faster the performance peaks, and 
remains stable. For a large scanning window, i.e. W = 20, the complexity, thus the 
uniqueness of the region increases, resulting in high saliency scores for the cluttered 
background. 
 
 
 
 
 
Table.2.2. Different states of an evaluation confusion matrix. 
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 Fig.2.8 shows the performance comparison between the proposed method and other 
popular methods; Itti et al. [6], Achanta et al. [13], Zhai and Shah[14] as well as Hou and 
Zhang [5]. We see that our approach outperforms the other methods due to the combination 
of local and global characteristics.  
 Itti et al. [6] use only local features to describe salient regions. As for Zhai and 
Shah[14] and Hou and Zhang [5], they base their methods solely on frequencies, which is a 
 
Fig.2.7. Precision-recall of salient region detection w.r.t. a scanning window size 
W and Gaussian weighting = Sigma (cf. Eq. 1) in color similarity.  
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global definition of saliency. The method by Achanta et al.[13] is more suited to videos, 
since it uses temporal cues, and this is why it performs poorly on still images. On the other 
side, we can see that, within our framework, the entropy measure participates greatly in 
eliminating low complexity regions. The uniform areas have very compact histograms, 
leading to low entropy, which balances the saliency score in case of an erroneously low 
spatial redundancy value. 
 
2.4.4 Qualitative Saliency Results  
 To illustrate the effects and advantages of the combination of the parameters we 
included in the proposed approach, next is few images to show it.  
 In Fig.2.9 below, we can see the advantage of including the local site entropy 
parameter. We can see that by including the entropy measure, the uniform areas’ response 
such as the sky is quited down, and only more informative parts remain salient. 
 
Fig.2.8. Comparison to Itti et al. [6] , Achanta et al.[13], Zhai and Shah[14] as well 
as Hou and Zhang [5] methods. 
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 In Fig.2.10, we display a qualitative comparison of the saliency maps generated by 
the proposed method as well as by the approaches from [6], [13], [14] and [5]. We can see 
that our method gives sharper saliency maps compared with other methods. Also, the use of 
the entropy down weights the uniform areas, but the spatial redundancy preserves the 
object's integrity even if the entropy within the region is low. 
 Fig.2.11 represents one of the possible applications for our saliency method; 
foreground segmentation. 
 We can see that even with highly cluttered and textured backgrounds, the animals 
overall shape and body could most of the time be extracted.  
 
 
 
Fig.2.9. comparison of saliency maps when using only spatial non-redundancy versus including the 
entropy in the model 
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2.5 Conclusion and future work 
 In this chapter, we introduced a novel combined saliency measure. It is based on 
local entropy and spatial non-redundancy of the region.  
 We evaluated the approach on available benchmarks and compared to state-of-the-
art approaches. The proposed method showed that it outperforms the classical methods, and 
owing it to its simplicity, it has the potential of improving speed and accuracy of various 
object detection algorithms. As shown in Table 2.3, to compute the saliency for one image 
with a size of 240x360 pixels, it took an average of 2.5ms. This is less than 10% the 
processing time required for a real time video of 30 fps. By using this saliency method, we 
can eliminate all the regions that are not relevant to the object detector, and that would have 
cause mis-classifications as shown in chapter 3.  
 
 
 
 
 
 
OS Windows 7 professional 64-bit 
CPU/RAM Intel core i7  @3.40 GHz 3.40 GHz       8.00GB 
Compiler Visual Studio 2010 Ultimate 
Processing time 2.5 ms (milliseconds) 
 
 
 
 
 
 
 
 
 
 
Table 2.3 Development environment specifications and processing time for a 
full image (240x320) 
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 As future prospects, an automatic way to select the parameters of the method should 
be explored as well as more efficient implementations. The challenge remains to define a 
more robust saliency measure and collect diverse benchmark data.  
 The presented method has a very wide scope of applications; we state a few of them 
below:  
- Likelihood map--- as an occurrence probability map: this method can be used to limit 
the search area for object detection algorithms classically using sliding window 
approach. 
- Segmentation---whether object segmentation or foreground/background separation, the 
proposed approach being simple to implement can have an application range in this 
direction. 
- Image retargeting and  image compression 
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Fig.2.10. Comparison of saliency maps. (a) Original image, (b) ground truth, (c) our 
approach, (d) Itti et al. [6], (e) Hou and Zhang [5], (f) Achanta et al. [13], (g) Zhai 
and Shah[14]. The use of the entropy measure creates sharper saliency maps and 
highlights the body of the objects in addition to the boundaries. 
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Fig.2.11. Examples of images (the 1
st
 and 3
rd
 row) and their respective segmentations 
using the proposed method(the 2
nd
 and 4
th
 row) 
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Human detection using LBP-based  
patterns of oriented edges 
 
Abstract 
In this chapter, a novel simple algorithm for pedestrian detection on low resolution images is introduced. 
The framework of the system consists of edge orientations combined with the LBP feature extractor and a new 
way of selecting the threshold is introduced. With the objective being an efficient car vision algorithm, it is 
assumed that the negative samples in this context are mainly uniformly textured objects such as trees, roads, 
and buildings.  This threshold improves significantly the detection rate as well as the processing time.  
Furthermore, it makes the system robust to uniformly cluttered backgrounds, noise and light variations. The 
test data is the INRIA pedestrian dataset and for the classification, a support vector machine with an RBF 
kernel is trained. The system performs at a state-of-the-art detection rates while being intuitive as well as very 
fast which leaves sufficient processing time for further operations such as tracking and danger estimation.  
Keywords: Human detection, LBP, Classification, Support vector machine. 
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3.1 Introduction 
 In the interest of making roads safer and allowing driver assistance systems to avert 
accidents due to lack of attention, many researchers acknowledged a crucial step in this 
process namely pedestrian and human detection [22, 27, 30, 36, 37, 40]. 
 Although, in the past, many algorithms have tackled this problem, and some of them 
performed very efficiently insofar as the detection rate is concerned, there are only a few of 
these methods that are applicable in practice, mainly because of their computational 
complexity.  
 For this perspective, we hereby introduce a novel method to pedestrian detection. 
Inspired by the patterns of oriented edge magnitudes introduced in [26], it is a spatial multi-
resolution descriptor that captures rich information about the original image, making use of 
the gradient magnitudes orientations, before applying the LBP operator. This feature detector 
has proven its efficiency in face detection schemes outperforming the major approaches such 
as Local Gabor Binary Patterns [28] and Histograms of Gabor Phase Patterns [31] on both 
detection rate and processing speed. 
 Our framework originality resides within the extraction of single scale gradient local 
binary patterns computed over different orientations. This descriptor is tested on low 
resolution images (30x60 pixels) of the INRIA pedestrian dataset [32] available online. Also, 
and as it will be shown further, we found that the system performed best when not using the 
gradient histograms, and we introduce a new scheme to select the local binary patterns 
(LBP) threshold τ using the variance of the negative samples. 
 In section 3.2 of this chapter, we will cover briefly the related works. In section 3.3, 
our approach and the theoretical background that lies behind it will be detailed. In section 
3.4, the support vector machine used as a classifier is presented. In section 3.5 the per image 
multi-scale detection algorithm is described and finally in section 3.6 experiments are shown, 
and the training and testing data along with the evaluation process are explained. We then 
evaluate our detector on a per-image fashion and discuss its results. We wrap up this work 
with conclusions; remarks and future work as long as it is considered as a first step toward a 
practically implementable real-time car vision application.  
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3.2 Related Work 
   
  Lately, there has been an extensive interest in local descriptors and their application 
in object recognition, and specifically in pedestrian detection. Mikolajczyk and Schmid [23, 
49] provide an extended survey on the different local descriptors and their evaluation. As for 
pedestrian detection, M. Enzweiler and M. Gavrila [24], T. Gandhi [25] and P.Dollár et 
al.[60] provide in-deep surveys and evaluation of the state-of-art pedestrian detection 
frameworks. 
  Feature based approaches using local filtering on image different locations (image 
cells or single pixels) are popular in pedestrian detection such as Papageorgiou and Poggio’s 
non-adaptive Haar-wavelet [29]. This approach is solely based on a dense feature dictionary 
representation of the intensity difference in a multi-scale and orientation fashion and the use 
of the integral images [33] made this feature set both popular [34, 41, 44] and simple to 
evaluate.  
  However, the multiple redundancy of these features required a feature selection 
mechanism; either manually using a prior knowledge about the human body geometry 
[29,24, 35], or using the boosting technique [38] and its variants (Adaboost [41])  which 
select automatically the most discriminative features by generating a strong classifier out of 
a set of weak classifiers. 
  Another class of local feature extractors that has been used in pedestrian detection is 
the codebook feature patches. As in [39, 42, 47], generated from the training data, these 
features are extracted around the points of interest in the image, and coded along with their 
spatial relationship into a feature vector.  
  More recently, and closer to our framework, there has been an interest toward local 
edge descriptors, such as local gradient histograms extracted from normalized gradient 
images over “blocks” and their combination with the edge orientation. In fact, the family of 
features related to the histograms of oriented gradients (HOG) or “HOG-like” features 
received a special interest in different works [22, 43 and 45]. 
  Whereas the HOG-like features are computed on a dense manner, SIFT [51] consists 
of an interest point detector that leads to a sparse representation. 
  Our approach is feature based, Inspired by [26], and based on Ojala et al.’s Local 
binary pattern feature extractor [46].The local binary patterns (LBP) have shown to be 
efficient in texture classification [59] and face detection and recognition [48]. It also inspired 
many pedestrian detection researches being intuitive and easy-to-implement [49 and 52]. 
Combined with HOG [22] in [49] and an occlusion handling scheme, it has shown 
satisfactory results on the INRIA pedestrian dataset.  
 Chapter III  33 
 
  Another LBP variant is the center-symmetric local binary patterns (CS-LBP) and 
pyramid center-symmetric local binary/ternary patterns (CS-LBP/LTP) [52]. It captures the 
gradient information and some texture information densely over multiple scales and yielded 
good results on the same dataset. 
  What can be argued on these approaches is, despite their high performance, the 
augmented complexity of the feature detectors, which, even if optimized properly, can result 
in a real-time detector, but will still limit any further processing perspectives, which is in the 
heart of our scope. 
  Throughout the literature, we see clearly that the feature extraction step is an 
important one, on which the quality of the detector depends directly. Features must be 
discriminative and robust.  In [53], it is stated that the LBP (classical) [50] is not well suited 
for pedestrian detection, and this is why we present here this modified version.  
  Also, in [52], it is said that HOG-like features (edge based) are likely to perform 
badly within real situations of pedestrian detection due to the sensitivity of the gradient 
operator to noisy and cluttered backgrounds. In this chapter, we will demonstrate that the use 
of a single scale dense feature extraction and a proper choice of the LBP threshold resolves 
partially the problems of edge based methods leading to the construction of a compact 
descriptor that inherits various good properties from existing features with a low 
computational cost and a state of the art accuracy on the INRIA dataset.  
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3.3 The proposed pedestrian detection framework  
 The key idea here is to make use of the gradient to extract the shape information, 
adding to this the orientation information of the edges giving rich description of the 
pedestrian shape. Using LBP, self-similarities of the edges are encoded within a feature 
vector. 
 The different steps of our algorithm are briefly explained below (Fig .3.1):  
- We first compute the first order gradient images.  
- Then, we construct m uni-orientation edge images (UOEI).  
- Next, accumulation cell images are constructed  
- We compute the negative sample’s variance offline 
- We then apply the LBP operator using the previously computed variance on 
accumulated-cell images and also on non-accumulated cell images.  
- Finally, the feature vector is extracted in a  raster scan manner and fed to the 
 
Fig.3.1 Flow chart of the proposed method 
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classifier which in our case is a non-linear support vector machine trained on 30x60 
pixels images from the INRIA pedestrian dataset.  
- We evaluate our method using ROC (Receiver operating characteristic curve) by 
computing the AUC (Area under the curve) and compare it to state of the art methods.  
 
 
3.3.1 Gradient image and UOEI construction 
  The hypothesis is that local object appearance and shape can often be characterized 
rather well by the distribution of local intensity gradient or edge directions, even without 
precise knowledge of the corresponding gradient or edge positions. First order image 
gradients have proven to be able to capture local contour information, silhouette and some 
texture information, while providing further resistance to illumination variations 
[22][51][49]. 
  Based on this, we start by extracting the first order gradient from grayscale images 
(color gradient is also tested)(Fig.3.2-b). Using a simple gradient operator: [-1 0 1] on x and 
y directions. Every pixel is then replaced by the value of the gradient at this location. The 
gradient orientations are sampled into m bins. We use unsigned gradient orientation (0°-
180°). 
  After which we construct the uni-orientation edge images (Fig.3.2-c). These are a set 
of edge images containing orientation-wise homogenous edge pixels. The advantage of 
binning pixels together with the same gradient orientation is to help the main orientations 
 
Fig.3.2 Image representation: (a) Input image.  (b) Edge image. 
(c) UOEI’s with m=3. 
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and the strongest edges to be together and further on to form a block in the feature vector 
that makes it more discriminative, which is in contrast with indiscriminately grouping 
together all the orientations which might dilute the effect of the important parts.  
  To construct the UOEI’s from the original gradient image, we assign every pixel p 
with a gradient orientation m to the image m. 
 We then construct accumulation-cell images by assigning to every pixel the sum of 
its w x w cell (Cell Accumulation), and then using the LBP operator over cell blocks BL. The 
block size BL is set to 2w for no cell overlap and to 2w-2 for an overlap of the last row with 
the first row of the adjacent cell 
 We also apply the LBP operator directly to the different orientation images at the 
pixel level. For this time, a dense LBP characterization is used and two different block 
geometries have been tested (rectangular and circular). 
 
3.3.2 The LBP operator 
 
  The feature detector developed in this chapter is inspired primarily by the local 
binary pattern [50] (Fig.3.3). The main strength of the local binary pattern operator is its 
invariance to constant shifts of gray scale and also rotation invariance. Hence, in this section 
the principle of LBP and the reasons it has been chosen will be described briefly.  
  The Local binary pattern features are a self-similarity measure that has been 
introduced for the first time in 1996 by Ojala et al. [50]. Due to its simplicity and efficiency, 
it became popular and found horizons in many applications. A detailed LBP-related 
bibliography can be found online [55].   
 
Fig.3.3. The original local binary patterns (LBP) operator [50]. 
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  In order to derive the gray scale and rotation invariance, a texture T is defined in a 
local neighborhood of a monochrome texture image (Eq. 3.1). T is defined as the joint 
distribution of the gray levels of P (P>1) image pixels. 
 
)....,,( 10  Pc gggtT       (3.1) 
  Here, gray value cg corresponds to the gray value of the center pixel of the local 
neighborhood and pg (p=0… P-1) corresponds to the gray values of P equally spaced pixels 
on a circle of radius R (R>0) that form a circularly symmetric neighbor set (Fig.3. 4). 
 
3.3.2.1 Achieving Gray-Scale Invariance 
 As the first step toward gray-scale invariance, without losing information, the gray 
value of the center pixel ( cg ) is subtracted from the grey values of the circularly symmetric 
neighbourhood pg (p=0… P-1) given by Eq.3.2: 
 
)....,,,( 110 cPccc gggggggtT       (3.2) 
 
 It is assumed that the differences cP gg  are independent of cg , which allows 
factorizing Eq.3.2 giving Eq.3.3: 
 
)....,,()( 110 cPccc ggggggtgtT       (3.3) 
 
 
Fig.3.4 Circular local neighborhood 
with P=16 and R=1.5 
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 In practice, an exact independence is not warranted: Hence, the factorized 
distribution is only an approximation of the joint distribution. However, small loss in 
information is acceptable since it allows achieving invariance with respect to shifts in gray 
scale. 
 Namely, the distribution )( cgt   in Eq.3.3 describes the overall luminance of the 
image, which is unrelated to local image texture and, consequently, does not provide useful 
information for texture analysis. Hence, much of the information in the original joint gray 
level distribution described in Eq.1 concerning the textural characteristics is conveyed by the 
joint difference distribution described in Eq.3.4 [51]. 
 
)....,,( 110 cPcc ggggggtT        (3.4) 
 
 This is a highly discriminative texture operator. It records the occurrences of various 
patterns in the neighbourhood of each pixel in a P-dimensional histogram.  
 For constant regions, the differences are zero in all directions. On a slowly sloped 
edge, the operator records the highest difference in the gradient direction and zero values 
along the edge and, for a spot, the differences are high in all directions. 
 Signed differences cP gg  are not affected by changes in mean luminance: Hence, 
the joint difference distribution is invariant against gray-scale shifts. Invariance is achieved 
with respect to the scaling of the gray scale by considering just the signs of the differences 
instead of their exact values (Eqs.3.5 & 3.6): 
))()....,(),(( 110 cPcc ggsggsggstT       (3.5) 
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  By assigning a binomial factor 2
p
 for each sign )( cp ggs   , Eq.3.5 is transformed 
into a unique LBPP,R number that characterizes the spatial structure of the local image 
texture(Eq.3.7): 
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  The name “Local Binary Patterns” reflects the functionality of the operator, i.e., a 
local neighborhood is thresholded at the gray value of the center pixel into a binary pattern. 
LBPP,R is by definition invariant against any monotonic transformation of the gray scale, 
i.e., as long as the order of the gray values in the image stays the same, the output of the 
LBPP,R operator remains constant. 
  The LBP operator’s block geometry can vary from circular as shown in Fig.3.4 to 
rectangular (squared) as shown in Fig.3.5.  
In Fig 3.6-a, when the desired grayscale value pg   does not fall on the pixel grid, its value is 
determined by mean of bilinear interpolation which is explained briefly on the next section. 
 
 
 
 
 
 
 
 
 
 
Fig.3.5 3x3 square neighborhood with P=8 
 40  Chapter III      
3.3.2.2 Interpolating grayscale values 
  Bilinear interpolation, as its name indicates is the operation of interpolating missing 
data from observed data through two successive linear interpolations; by performing a linear 
interpolation through one direction (vertical), then on the other direction (horizontal), data 
points that do not lie on the pre-defined grid can be recovered. 
  In our case, having an image I, with pixels P having a gray scale value of I(P); we 
want to recover the gray scale value of a pixel 1g represented by the green dot in Fig.3.6-b, 
by means of its nearest surrounding pixels (P11, P12, P21, P22) represented by the red dots.  
We first interpolate linearly the values of R1 and R2 in the x-direction by Eqs.3.8 & 3.9: 
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We then proceed by interpolating for )( 1gI  in the y-direction by Eq.3.10 
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(a) (b) 
Fig.3.6 Bilinear interpolation of 1g using its 4 surrounding pixels (P11, P12, P21, P22) 
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Once the value of I( 1g ) is recovered, any LBP block geometry can be computed.  
 Our choice for the LBP features is not trivial, as a matter of fact, it has proven to be 
highly discriminative and its key advantages, namely its invariance to monotonic gray level 
changes and computational efficiency, make it suitable for pedestrian detection. 
 The main goal of our framework is to compose a model of the human body that is 
robust and impervious to the different changes of lighting and pose. To this purpose, the 
original LBP operator in its classical form might not be very suited. Since it is designed to 
describe texture and create unique patterns, it is mainly focused on being discriminative. 
Which in many applications is a good trait, but in our case, we need a generalization of the 
human shape which is what we explore in the next sections by attempting to make of the 
discriminative texture descriptor a robust and generalized object detector. 
 
3.3.3 The LBP operator Threshold 
 
  The LBP operator, in its classical format, in addition of being overly discriminative 
is also sensitive to noise. For example, even in a relatively uniform region (Fig.3.7), the 
direct subtraction of the surrounding pixels’ values from center pixel produces noisy patterns 
which might not describe the desired area accurately. 
 To solve this issue,  in Wolf et al. [54], it is stated that for a good stability of the LBP 
operator in uniform regions, the threshold τ should be chosen, after normalization, to be 
close to zero (τ =0.01) (Eqs.3.11 & 3.12).   
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Fig.3.7 Uniform regions with a noisy response using Eq.3.7 
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Using this threshold might eliminate few noisy patterns, but it remains randomly selected.  
 In pedestrian detection, the main cues we are trying to extract are shape information 
as shown in Fig.3.8. 
 In order to extract meaningful edges, while at the same time quieting down the 
response of the background, we introduce a new way of computing the LBP threshold. 
To justify our choice of the LBP threshold, we assume the following conjecture: 
 
“In a car vision application, the background on which pedestrians appear,  
i.e., negative samples, is mostly uniformly cluttered regions such as road asphalt, 
 trees, sky, grass and mud”(Fig.3.9) 
 
 As shown in Fig.3.9, and based on this conjecture, we can formulate mathematically 
a way to select the LBP threshold.  
  
 
Fig.3.9 Random patches sample taken from INRIA negative samples. 
 
 
Fig.3.8 Input image and its edge image with the “strong” edges defined 
 Chapter III  43 
 
The choice of the threshold   is taken to be equal to the average variance of the gradient 
value of the negative samples in the database defined by the following equations (Eqs.3.13 
& 3.14): 
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 Here N is the number of negative samples, ]][[ lkGri  is the gradient value at location 
(k,l). iVar  is the gradient variance of image i. and iGr is the mean gradient of image i. 
  
 
Fig.3.10 LBP image and the threshold (a) Original gradient image. (b) LBP 
image with τ =0, (c) LBP image with τ =Var. 
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Since our approach is solely based on pedestrian shape extraction, the reasoning 
behind choosing the variance is to set a value for this threshold to eliminate what can be 
informally referred to as “weak edges” which constitute the background, while preserving 
the “strong edges” describing the pedestrian shape. Furthermore, dismissing the background 
details results in more zero’s within the feature vector, which adds to the computational 
efficiency of the classifier.  
 As shown in Fig.3.10, the use of the classical threshold (τ=0) does not provide a very 
accurate LBP image. By accurate we mean that the uniformly cluttered background 
(grass/trees) still produces noisy patterns and interferes with the desired shape information 
we are seeking to extract. On the other hand, using τ=Var provides a more accurate shape 
description, and the important edges are preserved in a very similar fashion to the edges 
defined by Fig.3.8.We will see further on, the effect of using the new threshold on the 
classification rate.  
 Once the LBP operator is applied on the UOEI’s, the LBP images are constructed 
from which the feature vector can be extracted. As mentioned earlier in this chapter, the 
feature vector is extracted in a raster can manner rather than taking the LBP histogram. This 
is done in order to conserve the spatial relationship of the features.  
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3.3.4 Summary of the GLBP feature vector extraction 
 
 GLBP stands for: Gradient Local Binary Patterns, which is the name we give to the 
feature extractor developed in this study. The features extracted and included in the feature 
vector encompass the following points:  
- Edge information using the first order gradient. 
- A discriminative description of the edges using the LBP operator 
- Only strong edges are coded into the feature vector 
- Spatial relationship between the features is conserved  
 
Fig.3.11 summarizes the different steps of the extraction of the feature vector. 
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3.4 The  Support vector machine 
 
 Support vector machines are a popular tool for binary classification tasks. Provided a 
training data (xi, yi), with xi being the feature vectors and yi are the class labels, which in our 
case are (pedestrians / non-pedestrians). A support vector machine tries to find the optimal 
separating plane for the labeled data. When the data is separable, a linear support vector 
machine is used. Otherwise, a non-linear support vector machine is used.In our case, a non-
linear support vector machine is trained and used for the classification (Libsvm[56]). We use 
a radial basis function kernel (RBF). It is unarguably clear that, throughout the literature [56], 
it has been shown that non-linear SVMs outperform linear ones, even though the main 
disadvantage of non-linear SVMs is the training time. As for our approach, the training is 
done offline which does not affect the online processing time. Also, with the simplicity that 
characterizes the feature we use in this study, we can say that a using a non-linear SVM can 
be used without affecting the processing time of the proposed framework. 
 The support vector machines are basically a constrained optimization problem that 
consists of minimizing the following quantity (Eqs.3.15 & 3.16): 
 
 
 
Fig.3.12 2D to 3D kernel mapping 
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 In the equations above, w  is the normal vector to the separating hyper planes .C is a 
penalty term for an erroneous classification.  Here   is the distance to the hyper plane of 
misclassified points. The kernel )()(),( j
T
ijiK xxxx    is described by Eq.17: 
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 The RBF kernel K(xi,xj) maps each vector of the training data to a point in a higher 
dimensional space (Fig.3.12). It uses nonlinear separators but, within the kernel space, it 
constructs a linear equation. The support vector machine attempts to separate the points xi’s 
into subsets with homogeneous target values yi’s.  
 
3.5 Per Image and Multi-scale pedestrian detection  
 
  Up to this point, the detector we developed is being evaluated on a per-window 
manner, meaning that we have been evaluating the human classifier (binary classification), 
and to what extinct it can distinguish between human and non-human images.  However, for 
real life applications and the data obtained from the outside world, other challenges need to 
be considered, mainly the different scales in which humans appear, the occlusions, the 
overlap of humans, and the differentiation between multiple detections of one person and a 
group of people. To this purpose, we provide the following algorithm (Fig.3.13), to test the 
abilities of our detector, and explore the remaining challenges to be tackled in future works. 
As mentioned previously, we extract our features on a single scale (30x60 pixels images), 
which results in a constant size detection window when we slide it through full images. 
Since we do not take the histograms of Local binary patterns, a different size of the detection 
window results in a different size feature vector, which cannot be fed to our support vector 
machine for classification. The technique we use around this problem is inspired from some 
regular point/patch based feature detectors (i.e. SIFT [58]), in which the selected and 
approved features are the ones present on different scales. In our case, we scan the image in 
a pyramidal multi-scale fashion.  
 The majority of the pedestrian detectors are sensitive to vertical edges distributions, a 
property that we use in this work for multi-scale detections. By sliding the detection 
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throughout the whole image, there will be detections that appear, some of them are true 
detections, others false detections. By using the previously mentioned technique, we scale 
down the image and repeat the sliding window step: We then record the detection locations. 
 If a detection is present on all the scales, it is then considered as real detection at the 
output of the system.  
 In fact, as long as the detection window remains the same, the higher scale detections 
are included within the lower scale ones, which is logical: A human detection window that is 
much smaller than the present silhouette in the image, might consider a limb -a half person- 
as a positive detection, due to its sensitivity to vertical edges; Also, since our model have 
been trained on low resolution images, even if a pedestrian is far from the camera, or just a 
few pixels height, it can be efficiently detected. 
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Fig.3.13 Overview of the Per Image multi-scale detection algorithm: (Top) 
Algorithm framework (bottom) Example of sliding window and multi-scale 
detection combination 
 Chapter III  51 
 
3.6 Experimental results 
3.6.1 The INRIA dataset 
 As specified in the introduction, the approach presented in this chapter is tested on 
the INRIA pedestrian dataset [32], which offers a good benchmark dataset with high 
variations of poses and backgrounds. 
 The original INRIA dataset consists of a 1,208 pedestrian images (Fig.3.14) (with 
their mirrored reflections) training set and a test set of 288 images with 589 human samples 
(also with their reflections) and 453 human free images (negative samples). For the training 
data, the original image size is 96x160 pixels with a margin of 16 pixels around each side.  
 In an attempt in our work to seek the challenge of small pedestrians, the images have 
been cropped and scaled to 30x60 pixels. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.14 Pedestrian samples from the INRIA dataset 
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3.6.2 Evaluation method 
 Since the INRIA dataset is an unbalanced set, evaluating just the accuracy does not 
give a good insight about the performance. This is why, in this chapter, we evaluate our 
method using the receiver operating characteristic curve, which is a graph representing the 
true positive rate (TPR) versus the false positive rate (FPR) computed using Eqs.3.18 & 3.19. 
TNFP
FP
FPR

      (3.18) 
FNTP
TP
TPR

      (3.19) 
To test the efficacy of the proposed approach we varied accumulation cell size w= {3, 5, 7, 
9}, bin number m= {3, 4, 5, 6, 7, 8, 9}, and also tested different LBP block geometries. We 
also compared the effect of using the classical LBP threshold compared to the new way of 
selecting it, i.e., the negative samples’ variance.   
 For each given configuration, we choose the SVM parameters (C, γ) to maximize the 
area under the curve (AUC) of receiver operating characteristic (ROC). Moreover the 
parameters that maximize the AUC with 5-fold cross validation were chosen each time to 
prevent over-fitting. 
In human detection, we need a robust model immune to noise with rich shape description. 
 All the results that are presented in the following employ unsigned gradient 
orientation with m=9. Many settings have been tested, and in what follows we will present 
the most meaningful ones. 
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3.6.3 Window size effect  
 
 From the graph on (Fig.3.15), we see that the larger the accumulation window is, the 
weaker the system’s performance is.  This can be explained by the fact that details tend to be 
smoothed away, and information is dimmed and lost since the images we are working on are 
low resolution images. This provides us with the main advantage; which is applying the LBP 
operator directly. Also, by eliminating the need to compute both the integral image and the 
spatial accumulation, we achieve a shorter path to our algorithm, which improves the 
computation time significantly. 
 
 
 
 
 
 
 
Fig.3.15 Different performance curves when varying the accumulation 
window size w. REC= Rectangular LBP Neighborhood w= Accumulation 
window size (w=1 means no accumulation) Bin= bin number m 
Gray/Color_grad= color gradient as compared to gray scale gradient. 
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3.6.4 Classical threshold(τ=0) vs. new threshold (τ=Var) 
 
 This choice represents the main originality that this study brings to the field. The 
previously depicted results were for a classic threshold τ =0(NO-Var) [46].  In Fig.3.16, we 
can see that the use of the variance of the negative components improves the discriminative 
power of this feature extractor and practically improves the performance, as it eliminates 
more than 5% of the false positives. As shown earlier in Fig.3.10, we can see the effect of 
using our proposed estimation of the threshold. The background clutter produces noise 
patterns which remain indiscernible from the useful shape information we are to extract. But, 
by applying the variance threshold, the human shape is perceptible, while the background 
clutter has been discarded. The use of the proposed threshold targets uniformly cluttered 
areas as explained in section 3.3. This result confirms the conjecture stated earlier. 
 
Fig.3.16 Performance curves for classical LBP threshold versus the 
proposed value. REC= Rectangular LBP Neighborhood w= Accumulation 
window size (w=1 means no accumulation) Bin= bin number m 
Gray/Color_grad= color gradient as compared to gray scale gradient. 
Var= threshold τ equal to variance NO-VAR=LBP threshold τ =0 
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3.6.5 Circular cells and re-training effect 
 
 In order to improve efficiency, and to get the best performance possible from this 
approach, we also tried the circular LBP block geometry, using the bilinear interpolation 
techniques when the desired pixel value does not lie on the center of a pixel. We noticed a 
slight improvement of the performance. This is due to the homogeneity of the neighborhoods 
when all the pixels of the LBP blocks are at the same distance from the center pixel. 
 Also, to minimize the false positives, we used what is referred to as “retraining. This 
technique consists of training a model with the available negative/positive samples, after 
which we took 10,000 random 30x60 pixel patches from the negative images, using them as 
test data, and retraining the original model by adding the false positives that have been 
generated. By adding those “hard examples” to the training model, the recall improved by 
6%. In Fig.3.17 we depict both the effect of applying the circular neighborhoods as well as 
 
Fig.3.17 The combined effect of retraining and circular LBP neighbourhood.  
REC= Rectangular LBP Neighborhood w= Accumulation window size (w=1 
means no accumulation) Bin= bin number m Gray/Color_grad= color 
gradient as compared to gray scale gradient. Var= threshold τ equal to 
variance NO-VAR=LBP threshold τ =0 
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the retraining. For the highest curve, with a circular neighborhood, and with orientations 
sampled to 9 directions, using gray scale gradient, combined with the threshold τ =Var and 
with retraining, we obtained an accuracy of 98.44% at 10
-2
 false positives per 
window(FPPW). 
 In the next graph, Fig.3.18, we depict a comparison of the performance of our 
approach and two of the most similar frameworks (dense feature extraction). Our approach 
clearly outperforms the classical histograms of oriented edge gradients. Also, it outperforms 
a more recent pedestrian detection framework tested on the INRIA pedestrian dataset, which 
is the center symmetrical and pyramidal LBP [51]. 
 By analyzing those results, we confirm what was said in section 3.2, that HOG-like 
features fail within real situations of pedestrian detection owing to the sensitivity of the 
gradient operator to noisy and cluttered backgrounds. 
 We find that when using low resolution images, the shape of the pedestrians becomes 
harder to distinguish from the background which causes many methods to fail 
 For the histograms of oriented gradient [22, 32], the feature vector is several tens of 
thousands of dimension. When dealing with small pedestrians, the discriminative details get 
lost in the high dimensionality of the feature vector 
 Also, for Cs-Lbp[51], the histogram nature of the feature vector makes the features 
being taken insensitive to small pedestrians. For both methods, the edges produced by the 
background are included in the feature vector, which, after the training, makes the distinction 
between useful information and noise difficult. 
  
 
 
Fig.3.18 Performance comparison between the main methods: Our 
approach, HOG[1] and CS/Pyramid LBP[32] 
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 In the proposed method, the feature vector is taken in a raster scan manner, which 
keeps the spatial relationship of the features. Also, it is about 1500 dimensional vector. The 
new threshold eliminates most of the background noisy patterns, which leads to a robust 
human model. Even with a limited amount of information, such as small pedestrians in 
Fig.3.19, they could be detected efficiently using the proposed method. 
   
  
 
 
Fig.3.19 Examples of Correct detections by the proposed method which 
have been missed by HOG[1] and Cs-Pyramid LBP[32] 
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 Putting aside the classification comparison, the strongest point of this approach is the 
simplicity. As shown in Table.3.1 we can see that the flow of our algorithm requires much 
less steps than is much shorter than the other methods. This is the main motivation behind 
this work, which is to reduce the complexity of pedestrian detectors, in order to include them 
in more complex frameworks.  
 
  
 
 
 
 
 
 
 
 Proposed 
approach 
Cs-LBP [32] HOG[1] 
Gradient 
Computation       
Classifier       
Local binary 
patterns     
 
Normalizations      
Histograms 
computation 
     
Integral Image     
 
Table.3.1 Algorithm flow length Comparison between [32], [1] and the proposed 
approach. 
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 Fig.3.20 shows examples of missed detections using our method.  Fig.3.20 (a) shows 
false positive detections. These false alerts follow the logic of most pedestrian detectors 
failures. As shown in Fig.3.8, the pedestrian detector is trained to detect strong edges, 
mainly strong vertical edges. Because of this, the detector in some cases mistakes images 
with high density of vertical edges to be pedestrians. This weakness is due to the global 
aspect of the model, as opposed to a part-based human detector.  
 
 
(a)  
(b)  
Fig.3.20 (a) False positives: background (i.e. non-pedestrian) images erroneously 
judged as pedestrians. (b) False negatives: images with pedestrians in them that 
were missed by the developed method 
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 We can see that the false detections are mainly buildings, windows, etc. These 
elements are usually highly redundant in street scenes. Using this characteristic the 
misclassification issue can be resolved: eliminating redundant areas, and extracting the 
foreground objects before performing pedestrian detection using saliency detection methods 
like the one presented in chapter 2. 
  Fig.3.20 (b) shows examples of missed pedestrians. The missed detections in our 
method were caused by 2 factors: occlusions and blurry (i.e unfocused) images.  
Highly occluded pedestrians were missed in some cases since the full body stature on which 
the classifier was trained was not present. The classifier was not meant, and not trained on 
occluded pedestrians, and the solution can be a part detector (human limb detector) using the 
confidence output of the SVM to confirm again whether a human is present on the image or 
not.    
The second cause is the blurry images on which pedestrians are not clearly discernible from 
the background, and having very “weak” edges that separate them from their surroundings. 
By having weak edges, the threshold we imposed using the variance was too aggressive, and 
eliminated those edges leading the classifier to judge them as background images. The 
solution could be to improve the threshold selection process, using an adaptive selection to 
each image, depending on its local peaks.   
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3.7 Conclusions and future work 
 
 In this chapter, we introduced a new feature descriptor to pedestrian detection. We 
found that substituting the classical zero LBP threshold by the variance of the negative 
samples quiets down locations which may initially have a strong edge response, but 
resemble their neighbors. It has been also shown that the usual main edge based methods 
drawback which is the noisy response to cluttered backgrounds can be overcome by using 
this threshold. State of the art accuracy has been achieved, but above all, the simplicity of 
this feature opens a new horizon for car-vision directed systems, since the most important 
part of any car vision system is an early detection and then evaluating the danger. As a 
matter of fact, as shown in Table 3.2, it took 115 micro seconds on average to extract the 
features and judge whether the selected window (30x60 pixels) includes a pedestrian or not.  
 
 
 
 
OS Windows 7 professional 64-bit 
CPU/RAM Intel core i7  @3.40 GHz 3.40 GHz       8.00GB 
Compiler Visual Studio 2010 Ultimate 
Processing time 115µs 
  
We can summarize the strong points of the proposed approach in the following points: 
 Small pedestrians have been detected accurately due to the fact that our model was 
made using low resolution images. 
 We found that our detector was sensitive even to partially occluded pedestrians, 
especially the ones appearing in a high scale, as our detection window is small enough 
to detect just parts of a human body. 
 The pyramidal framework shown above eliminated a big number of false positives 
appearing on single scales. 
As future works the following points can be proposed:  
 Our framework does not consider precisely the overlap between different pedestrians, 
which may be solved later on using motion cues.  
Table 3.2 Development environment specifications and processing time for a 
detection window (30x60) 
 62  Chapter III      
 We noticed also that the recurring false positives are the classical high density 
vertical edges regions, which are redundant within the same frame. This could be solved 
by introducing a framework of redundant region elimination. 
  
 
 
 
 
 
 
 
CHAPTER IV 
GENERAL 
CONCLUSION 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter IV  63 
4.1 Thesis Summary 
 
In this thesis we described two frameworks for object detection algorithms 
optimization:  
- Saliency detection using combined spatial non-redundancy and local appearance 
- Human detection using LBP-based patterns of oriented edges 
The saliency detection framework proved to be very efficient and performed better 
than state of the art methods. Also, the definition we used for saliency proved to be very 
plausible biologically, since it was compared with humanly labelled databases, The 
framework builds upon the precepts that what attracts humans attention is at the same time 
what is rare and at the same time has a complex texture with approximately equivalent 
trade-off between the two. In order to achieve that, we evaluated the rarity of a region in an 
image by computing its statistical non-redundancy. Then, by computing the entropy to 
evaluate how complex the structure of the concerned area is, and by combining it with the 
statistical non-redundancy, the foreground objects could be extracted.  
The proposed method for saliency detection addressed the shortcomings of existing 
methods which were either local by defining the saliency only according to local features 
or, only global by considering only the rarity of regions or patterns without any concern 
about the local appearance. 
The human detection algorithm has also performed at state of the art accuracy, and 
even outperforming similar methods. The main contribution of this method was the 
successful application and implementation of the local binary patterns to human detection. 
Even though the framework is considerably different from the original one, but the local 
binary coding operator has shown to be efficient. A new way of selecting the threshold to 
quiet down cluttered backgrounds was introduced and tested successfully.  
The pedestrian detection framework consisted of multiple steps; starting by edge 
extraction and binning, then applying the LBP operator using the newly presented 
threshold to construct the feature vector. The latter one is fed into a non-linear SVM. We 
can see that it is fairly simple to implement. 
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4.2 Future work and prospects  
 
The proposed approached in saliency is both local and global, and simple to 
implement and could be used as a first stage for object recognition algorithms. In fact, 
saliency algorithms are becoming an important component of many trending computer 
vision algorithms. The basic principle of eliminating redundant information and selecting a 
subset of data to use can be implemented in many applications; 
- In data mining and network security, abnormal patterns of access to terminals can 
be detected using the saliency detection principle 
- In Camera surveillance and security systems, abnormal motion can be detected by 
applying the principle to the motion flow field. 
- Saliency map can also be used to emphasize or to weight the importance of certain 
features once they are extracted. 
- In addition to the above, as shown in the thesis, object or foreground object 
segmentation is of great importance.  
As for the human detection part, it is becoming ubiquitous in many computer vision 
applications; car vision, surveillance systems and sports images. Similarly with the 
saliency detection algorithm, the proposed human detection method can be included 
seamlessly with the present frameworks in order to precede more complex tasks depending 
on the application.  
- In car vision, the distance to the pedestrian should be evaluated, its pose and 
location need to be estimated, and the information used to evaluate the danger 
whether to alert the driver or automatically brake must be produced. 
- In surveillance systems, human detection, or counting, is essential for further tasks 
such as action recognition or abnormal behaviour detection. 
- In sports imaging, the detection of the players is important in assessing the group’s 
strategy and movement, or even for individual athletes. The athletes should also be 
able to be detected before applying segmentation algorithms and to reconstruct 
their motion in 3-D either to study or to improve their abilities.    
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4.3 Final outlook 
 
This thesis covered a wide range of subjects relating to computer vision; machine 
learning, data processing, object recognition, image processing etc. These fields are 
advancing with steady steps and are promising to be of a great impact in our lives. While 
these are all exciting advancement, the gap between human and machine performance in 
scene understanding remains large. It may be many years before computers can label and 
understand the totality of the objects present in an image at the level of a human. 
However, the human outstanding performance is often the result of many years of 
training which means it is the combination of both bottom-up and top-down processes, and 
also, it means that a system cannot be ready directly out of the hand of the programmer, 
but it needs years of training in the real world to accumulate experience and gain 
familiarity depending on the application and the environment it is in.  
In fact, even humans are not very good with not-so-familiar situations or 
environments, just the example of faces or names, meeting a group of people for the first 
time demands adaptation in order to remember all of them. 
Familiarity is a very important pillar for future vision systems, whether situational 
familiarity or even spatial one, which is why the combination of both vision algorithms and 
statistical inference techniques (using subtle clues to guess) should be the next step for 
computer vision systems. 
 Whatever complex these tasks may sound, computer vision is already having a 
tremendous impact in many areas, including digital photography, visual effects, medical 
imaging, safety and surveillance, and Web-based search. The passion for this research and 
the great prospects and the richness of the available mathematical tools will ensure that this 
remains an exciting area of study for years to come. 
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Appendix A 
Model re-training 
 
In chapter III, we use a non-linear Support Vector Machine as a classifier. Each binary 
classifier is trained in two stages (Fig A.1). 
1- First, we train a preliminary detector on the positive training windows and an initial set 
of negative windows. The initial set of negative samples is created once and for all by 
randomly sampling negative images of 30x60 pixels. 
 
2-  Second, the preliminary detector is used to exhaustively scan the negative training 
images for hard examples (false positives). The negative images remaining (not used in 
the first preliminary training) are used a test set. The resulting false detections from 
this set, namely hard examples are used for retraining.  
 
 The retraining data set consists of the initially selected positive images, the initially 
selected negative images in addition to the set of hard examples. This is the classifier and 
model used as a final detector. The number of hard examples varies from detector to detector, 
and in particular depends on the initial detector’s performance.  
 The retraining process significantly and consistently improves the performance of all 
the tested detectors (approximately reducing false positive rates by an order of magnitude in 
most cases).  
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Fig.A.1. Flow graph representing the re-training procedure 
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Appendix B 
The INRIA pedestrian dataset 
 
 The dataset was developed by Navneet Dalal during his work on the histograms of 
oriented edges (HOG).  It is a collection of 498 images taken with a personal digital camera 
over a period of 8 months in a wide range of places and under different weather conditions, 
and added 497 images from the Graz-01 data set made by Opelt and Pinz in 2004.  
 The people in the images are usually standing, but may appear in any pose or 
orientation and against a wide variety of backgrounds including crowds. Many are bystanders 
taken from the image backgrounds, so there is no particular bias on their poses. Figure B.1 
shows some images from the data set. 
  As images of people are highly variable, to learn an effective classifier, the positive 
training examples need to be properly normalized and centered to minimize the variance 
among them. For this all upright people in the original images were manually annotated. 
Figure B.2 shows some samples of image windows.  
 The data set is split into a training and a testing set. The positive training set contains 
1208 image windows and the test set contains 566. The positive training and test windows are 
reflected left-right, effectively doubling the number of positive examples. The negative 
training set contains 1218 images and the negative test set 453 images. The negative images 
were collected from the same set of images as the positives, except that they do not contain 
any people. They include indoors, outdoor, city, mountain, and beach scenes. Some images 
also focus on cars, bicycles, motorbikes, furniture, utensils, etc.  
 In order to make the dataset more challenging, and within the same scope of the 
research which is early detection of pedestrians, we scaled the original INRIA dataset to 
30x60pixel images. In this manner, the classifier is trained on small pedestrians, who fall into 
2 categories: Children or far adults. These 2 categories are usually the hardest to detect 
because the amount of information available is limited.   
The original database is publicly available for research purposes from 
http://lear.inrialpes.fr/data. 
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Fig.B.1 INRIA pedestrian database full image examples 
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Fig.B.2 Pedestrian annotation examples 
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