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a b s t r a c t
Wepropose in Zaghdani (2006) [2] and Zaghdani and Daveau (in press) [3], a discontinuous
Galerkin formulation with a mixed setting. In this paper, we construct an interpolant on a
discontinuous space to obtain the inf–sup condition which is necessary to show that the
formulation is well posed.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The problem considered is the initial–boundary value problem derived from Maxwell’s equations{∇ × (∇ × u) = −iwJs := J, x ∈ Ω ⊂ R3,
∇ · u = 0, x ∈ Ω
together with suitable boundary conditions. Here the field u is related to the electric field E by the identity E(x, t) =
Re(u(x) exp(iwt)) with w 6= 0, a given frequency supposed low. Js is the phasor associated with a given current density.
In [1], a discontinuous Galerkin formulation is proposed and studied for this problem. We propose in [2,3] a discontinuous
Galerkin formulationwith amixed setting.We establish an inf-sup condition to obtain a priori an error estimate. In thiswork,
we construct an interpolant to obtain the inf-sup condition in the case where the field u is approximated by polynomials of
degree 2 in R3.
2. Notation and definitions
LetΩ be a polygonal domain in R3. Let Eh be a non-degenerate quasi-uniform subdivision ofΩ , which means
Ω =
Nh⋃
j=1
Ej and Ej ∩ Ei = Ø for j 6= i.
We consider the case where Ej is a tetrahedron. We denote the faces of Eh by {e1, e2, . . . , eMh}. For s ≥ 0, let Hs(Eh) = {v ∈
(L2(Ω))3 : v|Ej ∈ Hs(Ej), j = 1, . . . ,Nh}. We now define the average and the jump for ϕ ∈ Hs(Ej), s > 12 : for ek = ∂Ei ∩ ∂Ej,
set
{ϕ} = 1
2
(ϕ|Ei)|ek +
1
2
(ϕ|Ej)|ek , [ϕ] = (ϕ|Ei)|ek − (ϕ|Ej)|ek .
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And if the face of the tetrahedron is a boundary Ei, we set
{ϕ} = (ϕ|Ei), [ϕ] = (ϕ|Ei).
The finite element space is taken to beDk = {v : v|Ej ∈ (Pk(Ej))3, j = 1, . . . ,Nh}, wherePk(Ej)denotes the set of polynomials
of degree less than or equal to k on Ej.
3. Preliminary result
We consider a triangle K whose vertices are a1, a2, a3. We denote by aij the middle point of [ai, aj], by a123 the gravity
center and by |K | its area. Let λ1, λ2, λ3 be the barycentric coordinates associated with a1, a2, a3 of a point x ∈ K .
Lemma 3.1. If p ∈ P2(K) and∫
K
p(x)q(x)dx = 0 ∀q ∈ P1(K),
then
2 p(ai)− p(aj)− p(ak) = 4 p(ajk), with {i, j, k} = {1, 2, 3}.
Proof. The result follows from the formula
∀p ∈ P2, p(x) =
3∑
i=1
p(ai)(2λ2i − λi)+
∑
i<j
4λiλjp(aij)
and the Dirichlet formula∫
K
λ
k1
1 λ
k2
2 λ
k3
3 dx = 2|K |
k1! k2! k3!
(k1 + k2 + k3 + 2)! .  (1)
We recall the following equality:
∀p ∈ P2(K), p(a123) = −19
[
p(a1)+ p(a2)+ p(a3)
]+ 4
9
[
p(a23)+ p(a13)+ p(a12)
]
. (2)
4. Integration formula for in the tetrahedron
Let us have a tetrahedron E whose the vertices are a0, a1, a2 and a3. We denote by aij the middle of [ai, aj], by a123 the
gravity center and by |E| its volume. Let λ0, λ1, λ2, λ3 be the barycentric coordinates associated with a0, a1, a2, a3 of a point
x ∈ E. We have the following formula if p ∈ P3(E) (see [4]):
p(x) =
3∑
i=0
λi(3λi − 1)(3λi − 2)
2
p(ai)+
∑
i6=j
9λiλj(3λi − 1)
2
p(aiij)+
∑
i<j<k
27λiλjλkp(aijk) (3)
where aiij = 2ai+aj3 with i 6= j and aijk = ai+aj+ak3 with i 6= j 6= k.
Lemma 4.1. If p ∈ P3(E), we get∫
E
p(x)dx = |E|
40
[
3∑
i=0
p(ai)+ 9
∑
i<j<k
p(aijk)
]
.
Proof. We easily get the result with the formula (3) and the Dirichlet formula:∫
E
λ
k1
1 λ
k2
2 λ
k3
3 dx = 6|E|
k1! k2! k3!
(k1 + k2 + k3 + 3)! .  (4)
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5. Approximation result
Theorem 1. Let v ∈ H1(Eh). There exists an interpolant of v, p˜I ∈ D2, satisfying∫
Ei
div(v − p˜I)qh dx = 0, ∀Ei ∈ Eh,∀qh ∈ P1(E) (5)∫
ek
(v − p˜I) dσ(x) = 0, ∀k = 1, . . . ,Mh. (6)
Proof. We denote by ν0, ν1, . . . , ν3 the unit vectors normal to the faces opposed to the vertices a0, a1, . . . , a3 respectively.
Then, the vertices of the face e0, e1, e2 and e3 are respectively (a1, a2, a3), (a0, a1, a3), (a0, a1, a2) and (a0, a2, a3) and we set
for all p ∈ D2, pi = p · νi. The conditions (5) and (6) are equivalent to∫
E
v − p˜I dx = 0, ∀E ∈ Eh,
νk ·
∫
ek
(v − p˜I)qh ds = 0,
∫
ek
(v − p˜I) ds = 0, ∀k = 1, . . . ,Mh,∀qh ∈ P1(Kk).
We consider linear forms defined on D2.
• 3 linear forms:Φ(p) = ∫E p(x)dx,
• 4× 3 linear forms:Φi(p) =
∫
ei
p(x)dσ(x) (associated with each face ei),
• 4× 2 linear forms: Ψ ji (p) =
∫
ei
pi(x)λj(x)dσ(x), for each face ei and for two values of j 6= i, λj being the jith barycentric
coordinate associated with the vertices of the tetrahedron.
Furthermore, we consider seven linear forms F1(p) =
∫
E λ1(x)p(x) dx, F2(p) =
∫
E λ2(x)p(x) dx, and g(p) =∫
e0
λ0(x)p0(x) dσ(x). As dimD2 = 30, the following result ends the demonstration for the theorem. 
Lemma 5.1. We suppose that the thirty linear forms applied to some p ∈ D2 are null. Then p is null.
Proof. Weconsider p ∈ D2 such that these thirty linear forms are null in p.Wehave F1(p) = 0which implies after Lemma4.1
p(a1)+ 9(p(a123)+ p(a012)+ p(a013)) = 0. FurthermoreΦ(p) = Φ0(p) = Φ1(p) = Φ2(p) = Φ3(p) = 0; then we obtain
p(a0)+ p(a1)+ p(a2)+ p(a3) = 0,
p(a23)+ p(a13)+ p(a12) = 0,
p(a01)+ p(a13)+ p(a03) = 0,
p(a01)+ p(a02)+ p(a12) = 0,
p(a23)+ p(a02)+ p(a03) = 0.
Using the formula (2), we obtain p(a1) = 0. In the same way, with F2(p) = 0 et g(p) = 0, we have p(a2) = p(a0) = 0.
Therefore we have p(a3) = 0.
According to Lemma 3.1 with e0, this gives p(a23) = p(a13) = p(a12) = 0. We obtain in the same way with the other
faces that p(a01) = p(a02) = p(a03) = 0. Then p is null at the vertices and at the middles of the edges. Therefore p is null.

6. Application to the electrostatic problem
6.1. Traces and numerical flux
We introduce some notation for the traces of functions in Hs(Eh). Let e ∈ F Ih be an interior face shared by the elements
Kl and Km. Let nl (resp. nm) be the outer unit normal vector on e with respect to Kl (resp. Km). Let v be a vector belonging to
Hs(Eh). We denote by vl (resp. vm) the restriction of v to Kl (resp. Km). Then, we define on e the average, the tangential and
the normal jumps of v by
{v} = 1
2
(vl|e + vm|e),
[v]T = vl|e × nl + vm|e × nm,
[v]N = vl|e · nl + vm|e · nm.
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Finally for e ∈ FDh , we get
{v} = v|e,
[v]T = v|e × n,
[v]N = v|e · n.
For a vector v ∈ Hs(Eh) with s > 12 , the numerical flux v̂ is a function of L2(Fh)3. It has a unique value on the element
interface. The case is the same for the scalar function % ∈ Hs(Eh)with s > 12 : the numerical flux %̂ is a function of L2(Fh).
Following [5], we define the numerical flux such that:
• On the interior faces:
(1)
∇̂ × u = {∇ × u} − σa[u]T ,û = {u} − σc[p]N ,p̂ = {p} − σa[u]N .
• On the faces supported by Γ :
(2)
∇̂ × u = {∇ × u} − σa[u]T ,û = u− σcpn,p̂ = 0
with σa and σc stabilization parameters. The stabilization parameters depend on the mesh and we define them to have the
stability of the method. In the mesh, the cell has different size. Let h ∈ L∞(Fh) be a function such that
h = h(x) :=
{
min(hK , hK ′) si x ∈ ∂K ∩ ∂K ′, K , K ′ ∈ Πh;
hK si x ∈ ∂K ∩ Γ , K ∈ Πh.
Let κ > 0; we set
(3) σa := κh−1 ∈ L∞(Fh) and σc := 1
σa
.
6.2. Discontinuous formulation
We can rewrite the electrostatic problem by introducing a Lagrange multiplier p: find (u, p) such that
∇ × (∇ × u)−∇p = J and ∇ · u = 0 inΩ. (7)
In [2,3], we proposed a discontinuous Galerkin formulation for (7): find (u, p) ∈ V (h)× Q (h) such that{
A(u, v)+ B(v, p) = L(v) ∀v ∈ V (h),
B(u, ψ)− C(p, ψ) = 0 ∀ψ ∈ Q (h) (8)
where V (h) = H1(∇×, Eh) = {v : ∇ ×v ∈ H1(Eh)} and Q (h) = H1(Eh) equipped with mesh dependent norms: ∀u ∈ V (h),
‖u‖2V (h) := ‖∇ × u‖20,Ω + ‖
√
σa[u]N‖20,F Ih + r‖∇ · u‖
2
0,Ω + ‖
√
σa[u]T‖20,Fh +
∥∥∥∥ 1√σa {∇ × u}
∥∥∥∥2
0,Fh
∀p ∈ Q (h), ‖p‖2Q (h) := ‖p‖20,Ω + ‖
√
σc[p]‖20,Fh .
Furthermore, A, B and C are bilinear forms on respectively V (h)× V (h), V (h)× Q (h) and Q (h)× V (h) defined by
A(u, v) := a(u, v)− J(v, u)− J(u, v),
a(u, v) :=
∫
Ω
(∇ × u) · (∇ × v)+
∫
Fh
σa[u]T [v]T +
∫
F Ih
σa[u]N [v]N + r
∫
Ω
(∇ · u)(∇ · v),
B(v, p) :=
∫
Ω
p∇ · v −
∫
F Ih
[v]N{p} and C(p, ψ) :=
∫
Fh
σc[p][ψ].
The finite element method for the variational formulation (8) consists of approximating the space V (h) by the finite
dimensional space Vh = D2 and Q (h) by Qh = D1. The discrete problem is
find (uh, ph) ∈ D2 × D1 such that{
A(u, v)+ B(v, p) = L(v) ∀v ∈ D2,
B(u, ψ)− C(p, ψ) = 0 ∀ψ ∈ D1. (9)
The bilinear form B satisfies an inf-sup condition.
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Lemma 6.1. There exists a constant β > 0 independent of h such that
inf
q∈Qh\{0}
sup
v∈Vh\{0}
B(v, q)
‖q‖Q (h)‖v‖V (h) ≥ β > 0.
Proof. Let qh ∈ Qh; then there exists v˜h ∈ H1(Ω)3 such that
∇ · v˜h = qh et ‖v˜h‖1,Ω ≤ C‖qh‖0,Ω .
We set vh = Rh(v˜h)where Rh is the interpolant operator due to Theorem 1. Therefore, we obtain
B(vh, qh) =
∑
K∈Πh
∫
K
qh∇ · Rh(v˜h) =
∑
K∈Πh
∫
K
qh∇ · v˜h = ‖qh‖20,Ω ≥ C‖qh‖2Q (h).
As Rh is continuous, we have ‖vh‖V (h) = ‖Rh(v˜h)‖V (h) ≤ C‖v˜h‖1,Ω ≤ C‖qh‖0,Ω ≤ C‖qh‖Q (h) and the inf-sup condition is
involved. 
In [2,3],we showed that the bilinear formsA,B andC are continuous respectively onV (h)×V (h),V (h)×Q (h) andQ (h)×Q (h)
and the bilinear form A is coercive on the kernel of B, using a discrete Poincaré inequality given in [6]. Then, we have a priori
an error estimate with Lemma 6.1.
Theorem 2. Letting (uh, ph) be the discrete solution of the formulation (9), and (u, p) the solution of (8), we suppose that
u ∈ H t+1(Πh)3, p ∈ Hs−1(Πh), t ≥ 1, s ≥ 2; then the error terms e = u− uh and e′ = p− ph satisfy
‖e‖2V (h) + ‖e′‖2Q (h) ≤ C
[
h2min(2,t)‖u‖2t+1,Πh + h2min(2,s)−2‖p‖2s,Πh
]
with a positive constant C independent of the mesh size h.
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