We provide a dynamical proof of the second law of thermodynamics, along the lines of an argument of Penrose and Gibbs, making crucial use of the upper semicontinuity of the mean entropy proved by Robinson and Ruelle and Lanford and Robinson. An example is provided by a class of models of quantum spin systems introduced by Emch and Radin. Possible extensions to quantum continuous systems are discussed.
Introduction
In an important series of papers, Lieb and Yngvason proposed an axiomatic foundation of the second law of thermodynamics ([LY99] , [LY13] ). In [LY13] , pg. 3, they remark that the additivity property for the entropy "is one of the most difficult to try to prove if ever there is a mathematical proof of the second law from assumptions about dynamics".
In this paper we attempt to provide such a dynamical proof, along the lines of an argument due to Gibbs and more precisely formulated by Penrose (see [Pen79] , pg.1959, see also his book [Pen70] ), using the natural concept of state as a normalized linear functional over an algebra of observables [BR87] , [BR97] , which is valid for both classical and quantum statistical mechanics, in the former case the algebra being Abelian. We shall argue that the relevant quantity to be considered in a dynamical treatment is the mean entropy, and, indeed, in the case of classical statistical mechanics, Ruelle has conjectured that, concerning the problems of evolution ((iv), pg. 1666, of [Rue67] ), "an equilibrium state would be a fixed point for the evolution of states. It is unclear to the author whether the evolution of an infinite system should increase its entropy per unit volume. Another possibility is that, when the time tends to ∞, a state has a limit with strictly larger entropy. " We show in theorem 2.2 that all three remarks and conjectures above take place for a class of models of quantum spin systems introduced by Emch [Emc66] and Radin [Rad70] . The general argument is applicable to both classical and quantum statistical mechanics, but is presented in section 2 in the framework of quantum spin systems, for technical reasons. The properties of the mean entropy which are used -subadditivity and affinity -are valid both in the classical case, as shown by Robinson and Ruelle [RR67] , and in the quantum case, as proved by Lanford and Robinson [LR68] , but the treatment of classical evolution requires consideration of the momenta, omitted in [RR67] . Ruelle's suggestion of using the one-point compactification of R ν to treat the momenta ( [Rue67] , pg 1666) might work, but the technical details remain open.
The reason for considering the mean entropy rather than the full entropy constructed in ( [LY99] , [LY13] ) in the dynamical situation is, of course, that the limit t → ∞ may not, and in general will not, commute with the limit of infinite volume. Naturally, in practice it will not be necessary to pass to infinite systems and times, but we must be sure that the error in the approximations may be made arbitrarily small for sufficiently large volume and time, which is not possible if, for instance, the rate of approach to equilibrium grows indefinitely, when the volume tends to ∞. The consideration of infinite systems is even more imperative in the case of quantum systems, since for finite systems the Hamiltonian has a point spectrum and quasiperiodic observables (see section 1.5 of [Pen79] ).
We end this introduction by briefly describing our approach, which is clearer in the classical case, following closely section 2 of [Pen79] . The second law of thermodynamics asserts that there exists an additive thermodynamic function -the entropy -which can increase but not decrease in an adiabatic process, that is, a process in which no heat enters or leaves the system. The latter is modelled using a Hamiltonian H(t) which depends on time. The (classical) state of the system being described by a phase space density ρ(x) (defined for almost every x ∈ Γ, where Γ denotes phase space, in the special case where the measures in [RR67] are absolutely continuous with respect to Lebesgue measure), the adiabatic process may be assumed to start at time t = 0, when the Hamiltonian is H(t = 0), and end at time t = 1, when the Hamiltonian has changed to H(t = 1), and remain constant thereafter, further assumed to yield an ergodic and mixing motion. The final equilibrium is described, however, not by this time-dependent phase-space density, but by a new phase-space densityρ, the coarse-grained or weak limit of the phase space density, which, in the classical case (by the Birkhoff ergodic theorem) may be calculated by the time-averaging prescription
where
by Liouville's theorem and causality (see (1.9), pg. 1942 of [Pen79] ), with x t = U t (x 0 ) denoting the evolution of an initial point of phase space by Hamiltonian dynamics. Define, now, the entropy S(ρ) associated to the state defined by the phase space density ρ, by (compare also with (2.6) of [RR67] )
Using, now, Liouville's theorem and the concavity of the functional ρ → S(ρ), an argument attributed by Penrose to Gibbs ( [Pen79] ,pg. 1959) -which we call the Penrose-Gibbs argument -yields
Although this argument is certainly correct, we believe that the equality sign will necessarily occur in (1.4) if a finite region is considered, since then the functional (1.3) is continuous (in the natural weak-* topology, see [RR67] ). For classical systems, it is the mixing property which determines the approach to equilibrium in the sense
for G an observable (an continuous integrable function over phase space), see [Pen79] , (1.35), pg. 1949 and the references given there and, in addition, [Sin94] . That is, ρ t converges pointwise, as a state over the classical observable algebra [RR67] : this implies convergence of the ergodic averages on the r.h.s to the same limit, but, of course, not conversely. (1.5) means that mixing systems are "memoryless", i.e., they posess a stochastic character which justifies equilibrium statistical mechanics. This approach is well explained by Lebowitz and Penrose [LP73] , and the microscopic mechanism of the loss of memory is believed to occur also in quantum continuous systems, see section 4. We shall henceforth retain the following elements from the above discussion (omitting the passage from t = 0 to t = 1 above): we are given a state ρ which evolves from t = 1 (rechristened to t = 0) under a deterministic, Hamiltonian dynamics, under which it is not assumed to be invariant. The "coarse-grained state" is defined by (1.1), but it is assumed to be physically significant -particularly in the quantum case-only if (1.5) is valid. The entropy associated to the state ρ is given by (1.3) or its analogue in the quantum case.
We thus adopt the definition: Definition 1.1 An adiabatic transformation on a state ρ, defined as a positive linear functional over the algebra of observables A of an infinite system (which may be classical or quantum, as previously described), is a dynamical evolution of the state of the form
where α t denotes an automorphism of A. Remark 1.1 Definition 1.1 is nontrivial only if ρ • α t = ρ, i.e., the state ρ is not invariant under the automorphism α t .
Remark 1.2 The requirement that α t be an automorphism in (1.6) is natural, for the usual choices of the observable algebra A, only in the case of "finite group velocity", which takes place for quantum spin systems by the LiebRobinson bound [LR72] , as well as for relativistic quantum field theory by local commutativity [GJ70] . For quantum continuous systems, the resolvent algebra has been demonstrated [Buc18] to be a natural tool.
Remark 1.3 In [LY99], Lieb and Yngvason discuss "heat", which they dismiss with the harsh words: "No one has ever seen heat, nor will it ever be seen, smelled or touched"(see also [Wre] ). Note that definition 1.1 avoids this concept. Another important point is that the word "adiabatic" in definition 1.1 does not imply "slow" or "quasi-static", similarly to the definition of adiabatic accessibility in [LY99] (see the discussion in [LY99] , page 17, Remark). Indeed, we shall see in the examples of section 3 that the initial state need not be a "gentle" perturbation of the equilibrium state. The concept of adiabatic transformation in classical mechanics ([Thi92] , Cor. 3.5.19, pg. 153) is therefore unrelated to definition 1.1 in the classical case.
Remark 1.4
The automorphism in definition 1.1 is assumed to be state-independent. In [NT91] Narnhofer and Thirring (see also Thirring's preface to Lieb's Selecta [Thi97] ) argue that this requirement depends on a stability condition of type H N ≥ −cN, where H N denotes the Hamiltonian for a N-particle system, and c > 0 is a constant independent of N. It is clear that a Hamiltonian evolution precludes applications to general relativity, see also [Wre] .
Our discussion is restricted to closed systems, as is customary in thermodynamics [LY99] , see also [NW14] for some arguments which justify this choice.
2 A dynamical proof of the second law for quantum spin systems
In this section we describe a dynamical proof of the second law for quantum spin systems. The arguments are valid without essential changes for fermion systems and quantum lattice systems, as treated by Lanford and Robinson in [LR68] , our choice of quantum spin systems is merely for simplicity of presentation. We refer to [BR87] [BR97] for the description of the set K of states ρ over the C* algebra A of quasi-local observables describing an infinite (quantum spin) system. We wish to describe systems with only a finite number of spins in each bounded region Λ ⊂ Z ν , so that to A is associated a collection {A(Λ)} of C* subalgebras of A corresponding to finite subsets Λ of Z ν , satisfying certain conditions, summarized in section 2 of [LR68] . The state ρ is then assumed to define a family {ρ Λ } of density matrices, each acting on a Hilbert space
and further satisfying the conditions of compatibility, translation invariance (see section 2 of [LR68] ) and normalization, i.e,
For each ρ ∈ K, we define a family of entropy functions (or entropies) S(ρ Λ ) by 
and is subadditive, i.e.,
If the family ρ = {ρ Λ } is appropriate, i.e., satisfies the conditions of compatibility, translation invariance and normalization, then: the mean entropy s(ρ) satisfies:
exits, and
and, in addition, s(ρ) is an affine function, i.e., if ρ 1 = {ρ 1 Λ } and ρ 2 = {ρ 2 Λ } are two appropriate families of density matrices, and 0 ≤ α ≤ 1, then
Let ρ = {ρ Λ }, a space-translation invariant sate be given, A ∈ A Λ , and H Λ be a self-adjoint (Hamiltonian) operator on H Λ , and assume that
exists: the extension of the above limit to A ∈ A defines a group of automorphisms t → α t of A, for a large class of quantum spin systems [Rob67] . Let ρ t ≡ ρ • α t , and define the coarse-grained state (which may be an equilibrium state, see remark 3.3) bȳ
The above limit exists, possibly along a subsequence {T n;n≥1 }, by weak* compactness and separability of A [BR87], [BR97] .. We have:
In words: the mean entropy of the intial state may increase, but cannot decrease, towards that of the coarse-grained state (2.9), under an adiabatic transformation (that is, with ρ t in (2.9.2) defined as in definition 1.1).
Proof By (2.6.3) and continuity of s in the weak* topology, it follows that s is upper semicontinuous in the weak* topology (see theorem 3 of [LR68] ), from which it follows that lim sup
By (2.13), the invariance of the trace under unitary transformations and (2.12), it follows that s(ρ T ) = s(ρ 0 ) which, together with (2.11), yields (2.10). The above theorem shows the possibility of strict inequality in (2.10) due to the upper semicontinuity of s. We now show that this possibility indeed occurs for a class of quantum spin systems.
Application to the generalized Ising model
We now consider the example of the generalised Ising model (GIM) introduced by Emch [Emc66] and Radin [Rad70] , where, in (2.8),
This model was shown to describe a non-Markovian approach to equilibrium consistent with some experiments on pulsed nuclear magnetic resonance of nuclei in rigid lattices [LN57] in the case ν = 1 and in the forthcoming special case of the exponential model with ξ = 2. Its rich asymptotic behavior seems closer to what is expected from a system of interacting spins, in contrast to the XY model, which seems closer to a free system [Rob73] . As in [Rad70] , we consider the following special cases in (3.1):
ǫ(|j|) = ξ −|j| with ξ > 1 and j = 0 (3.2) (the so-called exponential model E ξ in the notation of [Rad70] (we take for ξ a number which is not transcendental, e.g., an integer). Radin also considers a class of models studied by Dyson [Dys69] , for which ǫ(|j|) = |j| −α with j = 0 and α > ν (3.
3)
The last condition in (3.3) is taken for stability. If 1 < α < 2 it was proved in [Dys69] that the model exhibits a (ferromagnetic) phase transition. We have ([Rad70], Prop. 5 and corollary page 2953): Proposition 3.1 With (3.1)-(3.3), and ρ any state such that
where T r j denotes the normalized trace, for any A ∈ ∪ Λ A Λ , the local algebra. Thus (3.5) generalizes to the quasi-local algebra A. Above, in (3.4), for each triple A = (A 1 , A 2 , A 3 ), where the A i are pairwise disjoint, σ A is defined as i∈A 1 σ Proof (3.6) satisfies (3.4) and, by (3.6) and (2.6.2), s(ρ 0 ) = (−λ log λ)(λ = 0) = 0 and, by (3.5) and (2.6.2), s(ρ) = (− 2 i=1 λ i log(λ i )(λ i = 1/2) = log 2. Remark 3.1 Note that the above values of the mean entropy correspond to the two extremes in (2.4) (with N = 2 in (2.2))). Of course, P −,x , P ±,y are all suitable in corollary 3.2.
Remark 3.2 Corollary 3.2 illustrates the important fact that the inequality in (2.10) may be strict.
Remark 3.3 (3.5) is stronger than (2.9). In fact, (2.9) is not a physically compelling Ansatz for the equilibrium state except in the classical case (see the introduction). (3.5) is, however, analogous to the mixing condition (1.5) in the classical case, and we therefore view the example(s) in corollary 3.2 as physically satisfactory.
Remark 3.4 Temperature does not appear explicitly in corollary 3.2. In general,ρ, given by (2.9), may be a non-equilibrium stationary state (NESS). This will be the case at T = 0, since the ground state associated to (3.1) is the ferromagnetic ground state ⊗ j∈Z P ±,z j (if ν = 1). The last remark brings about the role of temperature, which, for equilibrium states, is well-known to be related to the second law through the important concept of passivity [PW78] . In the next section we briefly comment on possible generalizations, having in mind "slight" deviations of equilibrium (temperature) states. 
with ρ eq (A * A) = 0 and A, B ∈ A (4.1)
By lemma 3.5 of [NT91] , for any primary or factor state (see [BR97] or [Sew86] ) ρ eq , invariant under a time translation automorphism α t of the quasilocal algebra A, the following three properties are equivalent:
The very interesting remark was made by Narnhofer and Thirring [NT91] (see also [NT90] ) that the opposite requirements of the system being classical for large times (weak asymptotic abelianness (4.4)) and being completely quantal, i.e., a factor state with center Z ρ = {z1} (see again [BR97] [Sew86]) constrain it to the extent that all observables have to approach their equilibrium values (generalized mixing), in sharp contrast to the classical case. The authors conjecture in [NT91] , pg. 2949, that Galilei or Poincarè invariance may exclude the fact that some finite parts of the system are somewhere "locked", precluding weak asymptotic abelianness, as might occur for lattice systems (the fact that this occurs was shown by Radin in proposition 3 of [Rad70] ). In [NT91] they proved that a class of Galilei invariant fermion systems does satisfy (4.4), and in [JNW10] the same fact was proved for a class of two-dimensional thermal quantum field theories. It would be thus of special interest to prove that a theorem such as theorem 2.2 holds for local perturbations of primary thermal equilibrium states of continuous quantum fermion systems, such as those treated in [LR68] , but with the additional requirement of Galilei invariance, for which (4.2) is expected to hold as a consequence of weak asymptotic abelianness.
Conclusion
We proposed a dynamical proof of the second law, which depends crucially on the upper semicontinuity of the specific entropy. Basic to the approach are the universal form (Gibbs-von Neumann) for the entropy, and viewing an adiabatic process as the evolution through a Hamiltonian dynamics (classical or quantum) of a (non-invariant) state, which tends to an equilibrium (invariant) state, with, in general, higher mean entropy. In general, this equilibrium state is a non-equilibrium invariant state (NESS), and the intitial state is not a "gentle" perturbation of the final state.
If "gentle" (local) perturbations of a physically interesting class of pure (primary or factor) equilibrium states of quantum continuous systems are considered, it is conjectured that a similar result may hold, as a consequence of weak asymptotic abelianness.
The concept of state we use is that of a normalized functional on a quasilocal algebra of observables, as is usual both in classical [RR67] and quantum mechanics [LR68] . Due to this choice, and the normalization, the classical property of affinity (the analogue of (2.7), proved in [RR67] for classical systems) differs from the additivity property of the entropy in [LY99] , [LY13] , in that in (2.7) only convex combinations are considered.
If X denotes the state (3.6) (or any of the others mentioned in remark 3.1) and Y , the state on the r.h.s. of (3.5), then, in the notation of [LY99] , [LY13] , X strictly precedes Y , i.e., X ≺≺ Y , i.e., Y is adiabatically accessible from X but not conversely (by theorem 2.2!). It is by no means clear that the alternative concept of state used in this paper is consistent with the theory developed by Lieb and Yngvason, however. One apparently attractive advantage of this concept is that it unifies the classical and the quantum case, as is well-known ( [RR67] , [LR68] ).
Acknowledgements
We should like to thank Professors Oliver Penrose and David Ruelle for their remarks.
