In this paper we investigate the numerical solution of the one-dimensional Burgers equation with Neumann boundary noise. For the discretization scheme we use the Galerkin approximation in space and the exponential Euler method in time. The impact of the boundary noise on the solution is discussed in several numerical examples. Moreover, we analyze and illustrate some properties of the stochastic term and study the convergence numerically.
Introduction
Stochastic partial differential equations (SPDE) arise naturally due to environmental fluctuations subject to random influences. Under some physical circumstances the physical boundary of the problem is affected by noise. Such models may be interpreted by partial differential equations (PDEs) with random Neumann boundary conditions [2, 4, 6, 10, 12 ]. The first paper which studied evolution problems with boundary noise was a paper [4] discussed the difference between problems with Dirichlet and Neumann boundary noises, as Dirichlet noise does not lead to sufficiently regular solutions. A related work for parabolic problems with boundary noise can be referred to Brzezniak and Peszat 12 [12]. In this paper we focus on the following Burgers equation with boundary noise in a Neumann condition:
Here σ > 0 denotes the noise strength and {β(t)} t≥0 is white noise, given by the generalized derivative of a real valued Brownian motion {β(t)} t≥0 . Finally, ν > 0 denotes the viscosity. Without loss of generality after rescaling we can assume from now on to ν = 1.
We are interested in solutions given in weak or mild sense. Let T > 0 and (Ω, F, P) be a probability space. Let the space-time predictable processes u : Ω × [0, T ] → L 2 (0, l) be a solution that satisfies sup t∈ [0,T ] ( E |u(t)| 2
According to 4 [4], putting u(x,t)=v(x,t)+w (x,t), we rewrite ( 1.1 1.1) as the following two PDEs in terms of v(x,t) and w (x,t) satisfying first a linear SPDE
, v x (l, t) = 0, v(x, 0) = 0, (1.2) 1.2 and secondly a random PDE
The solution of ( [3] . Here we are interested in the solution of the SPDE ( 1.2 1.2) in the weak sense, as the derivatives of w in general will not exist. Nevertheless, it is well known, that the existence of a sufficiently regular solution to ( This paper is organized as follows. In Section 2 we formulate the problem and obtain a series expansion of the solution given as stochastic convolution. Then we obtain the numerical method based on the mild formulation of ( 
1.3). In Section 3 we give numerical examples of the Burgers equation with random Neumann boundary condition
and show that the noise on the boundary extends immediately to the entire domain. In Section 4 we compute the difference between solutions with σ = 0 and σ ̸ = 0 using different metrics. In the last section we analyzed some properties of the stochastic term, illustrated these properties numerically and verified numerically the rate of convergence of our numerical scheme.
Problem formulation
Denote for l > 0 by L 2 (0, l) the standard space of square-integrable functions with the standard scalar product (u, v)
for all t ∈ [0, T ] and all smooth test functions Ψ ∈ C ∞ ([0, l]) satisfying Neumann boundary conditions ∂Ψ ∂x = 0 at x = 0 and x = l.
Here A = ∂ xx is the Laplacian operator, and D(A), the domain of A, is given by the subset of the standard Sobolev-space H 2 (0, l) satisfying Neumann boundary conditions:
It is well known (see e.g.
3 [3] ) that the operator A has an orthonormal basis of eigenfunc-
To be more precise, in our special problem the eigenfunctions are
and the eigenvalues are
). This is defined by e tA g k = e −tλ k g k for all k ∈ N and linear extension.
Neumann Map
We define the Neumann map Ḑ for any γ ∈ R by the solution of
It is known that Ḑ :
is a continuous linear operator 11
[11]. In fact, we have an explicit expression for this linear operator
From 5 [5] we immediately obtain the following theorem about the weak solution of ( 
Proof. see 5 [5] .
Below we follow 6
[6] to provide an explicit formula for v in terms of Fourier series. For γ ∈ R, by the definition of Ḑ and using integration by parts we obtain for g ∈ D(A)
This looks very similar to a standard stochastic convolution with space-time white noise, but the key difference is that all Brownian motions in the series are actually the same. We would obtain exactly the same stochastic convolution, in case of an additive point forcing of the type δ 0 dβ, where δ 0 is the Dirac-function on the left boundary x = 0.
The effect of Noise On Both Sides
Let us briefly remark on the effect of noise in both boundary conditions. We now consider (
We can define the Neumann mapḐ for any γ = (γ 1 , γ 2 ) ∈ R 2 by the solution of
We then have an explicit expression for this linear operator aŝ
Then with a similar proof as before we obtain v(t) for these new conditions as follows:
(2.2)
Note that we can easily check that
which in turn is true, if and only if α < 1 2 . The structure of the noise influence is very similar, and therefore in the sequel for simplicity we will only consider ( 
Mild Formulation
Now we turn to the non-linear equation. The mild solution of the random PDE ( 1.3
1.3) is given by
This is equivalent to the fact that the mild solution of ( 2.3, and is given by
Proof. This is standard. See for example 2 [2] . It is sufficient that a F is a locally Lipschitz continuous mapping from L 2 to some H −α for some α ∈ (3/2, 2). Moreover, standard a-priori estimates for w in L 2 hold.
Numerical scheme
For simplicity of presentation suppose in the following l = 1. Nevertheless, this is not a severe restriction, as we can rescale the domain by a factor 1/l, and time by 1/l 2 , which just results in a small ν and a changed noise strength. 
Similar as the numerical scheme in

1.1). Recall the mild solution
Projecting equation (
the Galerkin approximation with N + 1 degrees of freedom in L 2 (0, 1) is given by
and additionally for the nonlinearity we approximate
From Equations ( 2.1), we obtain the Galerkin approximation in terms of the following stochastic differential equation
Thus for a fixed small time ∆t > 0 we obtain
Applying an exponential Euler-scheme yields
for n = 1, 2, ..., N , and for n = 0
where the normal random variables R n depend all on the same Brownian motion. Finally, we can define the full numerical scheme
for n = 1, 2, ..., N , and
where for fixed n the family {R n,k } k=0,1,... consists of independent standard normally distributed random variables, which we discuss in more detail how they can be generated efficiently in the next section. Once we get all u n , we obtain the approximate solution
Numerical simulations
In this section as an example we suppose u 0 (x)= 6 5 cos(πx) and use ( 2. There is nothing special about the initial condition and other choices would yield similar results.
Note that the R n,k are highly dependent on each other for fixed k. Let for fixed t ≥ 0 β (t) be a standard Brownian motion defined by 
Therefore, for generating X n , let Σ be the covariance matrix of X, which is an n × n matrix in which the (i, j) th element is given by Σ i,j :=Cov(X i , X j ). Our aim at this step is to generate X= (X 1 , X 2 , ..., X n ) where X∼ MN(0,Σ). Obviously, when Z i ∼ N(0, 1) and iid for i = 1, 2, ..., n, we can obtain:
That is, a linear combination of independent normal random variables is again normal.
More generally, let L be an n × m matrix and let
Hence, our problem clearly reduces to finding L such that L T L = Σ. We can find such a matrix, L, using the Cholesky decomposition of Σ.
Hence, we have mentioned above, for any k, R n,k can be generated. Then with these random numbers we have applied our numerical method to the problem ( as the noise intensity σ grows, the corresponding solution undulates more and more and spreads all over the domain.
Small ν means large domains and slow times. So for a more illustration of the impact of noise, we also increase the amount of noise by adding a small constant ν = 1/50 in front of the u xx in ( 2. This figure confirms that by increasing the effect of noise the solution goes to 0 much slower. Further investigation on the impact of the noise on the solution will also be carried out in Section 4.
The impact of boundary noise on the solution
In order to quantify the impact of noise on the solution of the Burgers equation with Neumann boundary condition, we compute the difference between solutions corresponding to σ = 0 and σ ̸ = 0 using different metrics For the impact of noise to be observed better by increasing the amount of noise, the initial condition u 0 (x) = 0 is used for which obviously the deterministic solution corresponding to σ = 0 is explicitly 0 for all times.
We then compute the root mean square difference (RMSD) between the numerical solutions of equation without noise (σ = 0) and with the Neumann boundary noise (σ ̸ = 0) similar as 23 [22] , with the following three metrics. Recall that u σ=0 (x, t) = 0, as we have Definition 4.1. We define
The plots in Figure   fig3 3 illustrate the impact of increasing noise very clearly, showing that the noise on the boundary grows immediately into the entire domain (30 realizations have been used to calculate the mean). Also, it is observed, see 
In comparison with Figure   fig3 3 the the impact of the noise on the other non-constant modes is significantly smaller, but still the noise spreads immediately through the whole domain. 
Analysis of v(t)
In this section firstly we calculate E|v(t, x)| 2 and then show that v(t, 0) is unbounded. This shows that numerical analysis in L ∞ -norm is not possible. For this from ( Figure 7 :
of the Burgers equation with random Neumann boundary noise, with respect to time and space, for σ = 0.01, with u 0 (x) = 0.
fig7
Using the Itô isometry we obtain
Now we substitute λ k , λ l , g k and g l , therefore we have
) cos(kx) cos(lx)
Now let x = 0 in ( 1.10 5.1). Then,
From Itô isometry we obtain
where C depends on σ and g k (0). Now let
With use of polar coordinates Therefore
hence E|v(t, 0)| 2 = ∞. Therefore we have shown that the stochastic convolution v is not bounded at 0, because of lack regularity we can not expect uniform bounds on the solution.
For more illustrative properties we plotted the approximation of E|v(t, x)| 2 for x = 0, x = 0.1 and x = 1 in Figure   fig9 8, according to Figure   fig9 8 we see that E|v(t, 0)| 2 is divergent and E|v(t, x)| 2 for x ̸ = 0 is convergent, see Figure   fig10 9. The divergence is logarithmic, as expected. [6] we also try to show the properties of the stochastic function v(t). We will compare v(t) by a suitable Wiener process W(t) driving the SPDE in ( 1.16 5.6) that the property of which is known. We have to set relation between v(t) and a Wiener process W(t) which obtained as follows:
In addition we plotted in Figures
(5.5) 1.15 In fact Z(t) is nothing other than the stochastic term of mild solution of the below equation: 2.1) is that the Brownian motions used in v(t) are actually the same, but in W(t) independent Brownian motions are used . Since properties of Z(t) are known to us, we try to introduce the following criteria to find relation between Z(t) and v(t). This is just the same approach of 6 [6]. The first criterion that will be used is the mean energy M u such as: The second one will be the averaged mean correlation functionĈ as:
(5.9) 1.19 Note that C(t, r) can be defined for any r ∈ R. For the above mentioned criteria we can state the following Theorem.
Theorem3 Theorem 5.1. Suppose α = σg 1 (0) then we have
Before proving the theorem, we calculate M v and M Z numerically (by setting the nonlinear term 0 in ( 1.1 1.1) and u 0 = 0) and plot them in Figure   fig14 13, the performance confirms the result of Theorem Theorem3 5.1. Even under discretization and using not that many realizations, the estimated curves for the mean values agree well.
10) e:key
We have
) 2 dx . (5.11) 1.20 Therefore using ∫ 1 0 g k (x)g l (x)dx = 0 for k ̸ = l and Itô isometry we obtain:
Similarly we have
Therefore from ( 5.13) we obtain the claim of the theorem.
According to the Theorem above, we see that they have a different structure but have the same mean energy. Nevertheless single trajectories will behave quite differently.
In the following theorem, we show that the averaged mean correlation of v(t) and Z(t) is also the same.
Proof. First note that 
On the other hand, similar as above, we obtain, We conclude from Theorems Theorem3 5.1 and Theorem4 5.2 that the mean energy and averaged mean correlation function for v(t) and Z(t) are the same while they have pathwise completely different behavior. Note that these two parameters are important tools in applied science, which are usually used in order to obtain more information about the stochastic function v(t). Now to compare the impact of boundary noise and body forcing noise in the Burgers equation we also consider
(5.16) 1.28 Here W t is a Q-Wiener process with a continuous operator. We plot examples of numerical solutions of ( 16 it is seen that M u in both cases performs similarly.
Numerical Experiment of Convergence
In this part, we consider the pathwise approximation error of the stochastic Burgers equation with Neumann boundary noise by the method given in ( 1.8 2.7) in L 2 . Note that for comparing the solutions with different N pathwise, we first calculate the noise for some large N and then use them for all smaller N . Figure   fig20 17 illustrates that, the order of convergence is 1 2 . Obviously these are only four examples, but all of a few hundred calculated examples behave similarly. Note that for the unknown solution, we use a numerical approximation with N sufficiently large. The Matlab code is presented for obtaining one path simulation of the method ( and
For each Fourier mode, we obtain
for k = 1, ..., N − 1 and therefore we use some numerical integration method (here we choose composite trapezoidal formula) to approximate ( u N , g j ) H . Since the eigenfunctions g j (x) = √ 2 cos(jπx) are cosine functions, we can invoke built-in functions fft in Matlab to perform efficient computations. For this, we defined dcts (see Matlab code in Figure   fig21 18 lines 20-26) for discrete cosine transform via fft in Matlab and idctc (see Matlab code in Figure   fig21 18 lines 27-34) for composite trapezoidal formula to calculate inner products and Ddct (see Matlab code in Figure   fig21 18 lines 35-41) to calculate F in ( 1.8 2.7).
Conclusion
We have considered the Burgers equation on the interval with boundary Neumann noise on one side, and we obtained series expansion of the stochastic convolution in which each term has the same Brownian motion. Then, a combined application of the Galerkin method and the exponential Euler method has been applied to solve numerically the problem through its mild solution. We have shown that the noise on the boundary grows immediately to the entire domain. Also one can see that as σ is increased, the noise impact on the entire domain is also increased. Then we have analyzed and illustrated some properties of the stochastic term and also shown numerically that the order of convergence is 1 2 , see Figure   fig20 17. 
