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Abstract
We consider the Crame´r–Lundberg model with investments in an asset with large volatility, where
the premium rate is a bounded nonnegative random function ct and the price of the invested risk asset
follows a geometric Brownian motion with drift a and volatility σ > 0. It is proved by Pergamenshchikov
and Zeitouny that the probability of ruin, ψ(u), is equal to 1, for any initial endowment u ≥ 0, if
ρ := 2a/σ 2 ≤ 1 and the distribution of claim size has an unbounded support. In this paper, we prove
that ψ(u) = 1 if ρ ≤ 1 without any assumption on the positive claim size.
c⃝ 2011 Elsevier B.V. All rights reserved.
MSC: primary 60J70; 91B30
Keywords: Crame´r–Lundberg model; Geometric Brownian motion; Ruin probability
1. Introduction
In the classical Crame´r–Lundberg model, if the claim sizes have finite exponential moments,
then it is well-known that the ruin probability decays exponentially as the initial surplus
increases; see for instance the books by Asmussen [1] and Embrechts et al. [3]. For the case
of heavy-tailed claims there are also results in the literature on the ruin probability, where it is
shown to decay with a rate depending on the distribution of the claim size; see e.g., [5]. When
an insurance company invests in a risky asset, the ruin problem is then extended to more general
processes; see, e.g., [9,8,4,10].
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In the case of the Crame´r–Lundberg model with constant premium rate c ≥ 0 and investments
in a risky asset whose price follows a geometric Brownian motion with drift a and volatility
σ > 0, it is well-known that the ruin probability is power law decay if ρ := 2a/σ 2 > 1 [4].
For the same model with a bounded premium rate 0 ≤ ct ≤ c and ρ ≤ 1, Pergamenshchikov
and Zeitouny in [10] proved that the ruin probability equals 1 for any initial endowment if the
distribution of the claim size does not have a bounded support. This is the most recent result for
this model and the above assumption on the claim size is essential in their proofs.
In this paper, we consider the same model as that in [10] for the case of large volatility,
i.e. ρ := 2a/σ 2 ≤ 1. We combine a martingale argument and a reduction argument to prove that
the ruin probability is equal to 1 without any assumption on the distribution of the claim size as
long as it is not identically zero.
Our proof is motivated by a paradox of risk without the possibility of reward discussed by
Steele [11]. In the setting of this paradox of risk, the price of a risky asset is modeled by a
geometric Brownian motion with an expected return rate a. Steele pointed out that if ρ < 1, then
the price of the risky asset approaches zero with probability one, however the expected value
goes to positive infinity at an exponential rate. For our model, intuitively if the price of the risky
asset is very close to zero, then even a small claim will trigger the ruin. Similarly, if the price
of the risky asset drops below a threshold repeatedly because of large volatility, then ruin occurs
with a claim larger than the threshold.
Our paper is organized as follows. In Section 2, assuming the rate of premium ct is a constant
c and using a martingale argument, we prove that the price of the risky asset will drop below a
threshold with probability one for all initial capital u, under the conditions that ρ ≤ 1 and the
distribution of the claim size has a bounded support. In Section 3, with the assumption that ct
is a constant c, using a reduction argument (Lemma 3.1), we prove that the ruin probability is
equal to one even if the distribution of the claim size has a bounded support. Finally, we extend
the result to the case of any adapted process 0 ≤ ct ≤ c and any distribution on the claim size as
long as it is not identically zero and stated as our main theorem, Theorem 3.2.
2. Ruin probability with bounded distribution of claim size
When an insurance company invests in a risky asset whose price follows a geometric
Brownian motion, the risk process is given by
X t = X0 +
∫ t
0
aXsds +
∫ t
0
σ XsdWs +
∫ t
0
csds −
N (t)−
j=1
ξ j , (2.1)
or
dX t = (aX t + ct )dt + σ X t dWt − dPt , (2.2)
where Wt is the Wiener process (standard Brownian motion), N (t) is a Poisson process with
intensity λ, and the claim sizes ξi ; i = 1, 2, 3, . . . , are independent, identically distributed
positive random variables, having the density function p(x), with positive mean µ and finite
variance. Moreover, we assume that Wt , N (t), ξi are independent and the filtration is defined as
Ft = σ {Ws, Ns,∑Nsi=1 ξi , 0 ≤ s ≤ t}. Furthermore, ct = c(t, X) is a bounded nonnegative
(Ft )-adapted process (i.e. 0 ≤ ct ≤ c) such that (2.1) has a unique strong solution; see
e.g., Chapter 14 [7]. X0 is the initial capital and Pt = ∑N (t)j=1 ξ j . The capital X t is continuously
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invested in a risky asset, with relative price increments dX t = aX t dt + σ X t dWt , where a > 0
and σ > 0 are the drift and volatility of the returns of the asset.
We will assume that the claim size is bounded by a constant M > 0 throughout the entire
section. In insurance, M can be understood as the limit or cap of a policy. We will drop this
assumption in the next section. Let Tu∗ = inf{t > 0; X t < u∗} be the first time that X t < u∗,
and let
ψu∗(u) = P(Tu∗ <∞|X0 = u)
be the probability of ruin at level u∗, where 0 ≤ u∗ < u. If u∗ = 0, we denote the probability
of ruin by ψ(u). We will discuss the probability of ruin on the Crame´r–Lundberg model with
investments based on (1) ρ = 1 and (2) ρ < 1. We first prove the following.
Lemma 2.1. Let X t be a stochastic process that satisfies (2.2). If ct = c ≥ 0 is a constant for
all t and 0 ≤ v ≤ u, then
ψ(v) ≥ ψ(u).
Proof. We first derive a closed form of the strong solution for (2.2). Let Yt = exp{(σ 22 − a)t −
σWt }. By Itoˆ’s formula [6], dX t Yt = X t dYt + Yt dX t + dX t dYt , and simple calculation yields
dX t Yt = dVt u , where Vt u = u +
 t
0 Yscs ds −
 t
0 Ys dPs . Integrating both sides, we have
X t Yt = Vt u . Hence
X t = Y−1t Vt u (2.3)
is a strong solution of (2.1) and (2.2) with initial condition X0 = u.
Now suppose ct = c ≥ 0 is a constant for all t . Let Z t = Y−1t Vt v , then Z t ≤ X t , ∀ t ≥ 0,
since 0 ≤ v ≤ u. Hence
ψ(u) = P(X t < 0, for some 0 < t <∞|X0 = u)
≤ P(Z t < 0, for some 0 < t <∞|Z0 = v).
Note that Z t also satisfies (2.2) with initial condition Z0 = v. Hence
P(Z t < 0, for some 0 < t <∞|Z0 = v) = ψ(v).
Therefore
ψ(v) ≥ ψ(u). 
Our main tool is Itoˆ’s formula for semimartingales with a jump part. Let t1 < t2 < t3 < · · · be
the times where the Poisson process N (t) has a jump discontinuity. Then the jump discontinuities
for Pt are also at ti with jump size ξi . Following the notations on p. 43 [6], for t > 0, and a Borel
subset U of R, we let
Np((0, t] ×U ) = ♯{i; ti ≤ t, ξi ∈ U }.
Then Np((0, t]×U ) defines a random measure Np(dtdx) on the Borel σ -algebra on [0,∞)× R.
Note that
Np(dtdx) =
∞−
i=1
δti (dt)δξi (dx), (2.4)
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where δti is the Dirac δ-function centered at ti (probability measure concentrated at one point ti ).
It follows that∫ t
0
∫ ∞
0
f (s, x)Np(dsdx) =
−
i;ti≤t
f (ti , ξi ), (2.5)
and therefore∫ t
0
∫ ∞
0
x Np(dsdx) =
−
i;ti≤t
ξi = Pt . (2.6)
It is well-known (see e.g. p. 60 and p. 65 [6]) that there exists a continuous process
Nˆp((0, t] ×U ) such that
N˜p((0, t] ×U ) = Np((0, t] ×U )− Nˆp((0, t] ×U ), (2.7)
is a martingale. In our case
Nˆp((0, t] ×U ) = E[Np((0, t] ×U )].
E[Np((0, t]×U )] defines a measure, n p(dtdx), called the mean (intensity) measure of Np(dtdx)
and it is given by n p(dtdx) = λp(x)dtdx .
Assume that ct = c is a constant, then Eq. (2.1) can be written as
X t = X0 +
∫ t
0
aXsds +
∫ t
0
σ XsdWs + ct −
∫ t
0
∫ ∞
0
x Np(dsdx). (2.8)
By (2.3), Eq. (2.8) has a strong solution for each fixed initial condition (see Chapter 14 in [7])
and it is a semimartingale by Definition 4.1, p. 64 [6].
By (2.3) and direct calculation, we have
X t+s = Y¯−1t Xs + Y¯−1t
∫ t
0
cY¯udu − Y¯−1t
∫ t
0
Y¯udP¯u, (2.9)
where
Y¯t = e−

a− σ22

t−σ W¯t
, (2.10)
W¯t = Wt+s − Ws, (2.11)
P¯t = Pt+s − Ps . (2.12)
Note that W¯t and P¯t are independent of {Xv; 0 ≤ v ≤ s} and therefore given {Xv; 0 ≤
v ≤ s}, X t+s depends on Xs only. This implies that X t is a Markov process. Moreover, since
W¯t = Wt+s − Ws and Wt have the same distribution, and P¯t = Pt+s − Ps and Pt have the same
distribution, we have
P(X t+s ∈ U |Xs = x) = P(X t ∈ U |X0 = x), (2.13)
for all t > 0, and all Borel sets U . Therefore, X t , t ≥ 0 is a Markov process with a stationary
transition function. By (2.3) and the Dominated Convergence Theorem, X t , t ≥ 0 is a Feller
process (see e.g. p. 52 [2]). Moreover, since the sample paths of X t are right continuous with left
limits, X t , t ≥ 0 is a strong Markov process; see e.g. Theorem 3.10 [2].
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From now on, we assume ct = c throughout Sections 2 and 3 unless otherwise specified. In
the following lemma, we first prove that X t exits from any finite interval [0, n) with probability
one. This result will be used in the next two lemmas where, using a martingale argument, we
prove that the price of the risky asset will drop below a threshold with probability one for all
initial capital u, if ρ ≤ 1 and the distribution of the claim size has a bounded support.
Lemma 2.2. Consider the process X t on [0, n), where n is a positive integer, and let
τn = inf{t ≥ 0 : X t ∉ [0, n)}
be the first exit time from the interval [0, n). Then τn is finite a.s. for any X0 = u.
Proof. Let Pu denote the probability measure given the initial condition X0 = u. Since τn = 0
for u ∉ [0, n), it is sufficient to consider the case 0 ≤ u < n. Our first step is to show that
Pn({X1 < 0}) > 0. By (2.3), it is equivalent to show that
P
∫ 1
0
YsdPs −
∫ 1
0
cYsds > L

> 0,
for any L > 0.
Let δ > 0, and consider the event
Aδ =

sup
0≤s,s′≤1,|s−s′|≤δ
|Ws − Ws′ | < e
−σ 2/2−σ/2
2σ
, sup
0≤s≤1
|Ws | ≤ 12

.
By the uniform continuity of the path (Wt , 0 ≤ t ≤ 1), there exists δ0 > 0 such that P(Aδ) > 0,
for any 0 < δ < δ0. We also consider the event
A′δ =

0 < s1 < s2 < · · · < sN < 1, ‖Γ‖ < δ, N > L
ηe−σ/2
, min
1≤i≤N ξi > cδ + η

,
where Γ = {0, s1, s2, . . . , sN , 1}, si ’s are jump times of Nt up to t = 1, N = N1, ‖Γ‖ =
maxi=2,...,N {s1, si − si−1, 1 − sN } denotes the norm of the partition Γ on [0, 1] and η > 0 is a
constant. Since ξ is not identically zero, there exist δ1 > 0 and η > 0 such that
P(ξ > cδ1 + η) > 0.
Then for all δ < δ1, we have
P(A′δ) > 0.
Since {Wt , t ≥ 0} and {Nt , t ≥ 0, ξi , i = 1, 2, 3, . . .} are independent, Aδ and A′δ are inde-
pendent, and therefore P(Aδ ∩ A′δ) > 0, for all 0 < δ < min{δ0, δ1}. Let δ2 = min{δ0,
δ1, e−σ
2/2−σ/2/(σ 2 − 2a), e−σ 2/2−σ/2}. If 0 < δ < δ2, and Aδ ∩ A′δ occurs, then
sup
0≤s,s′≤1,|s−s′|<δ
|Ys − Ys′ | ≤ 1,∫ 1
0
cYsds ≤ c
N−
1
Ysi (si − si−1)+ 2c,
and
inf
0≤s≤1 Ys ≥ e
−σ/2.
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Hence∫ 1
0
YsdPs −
∫ 1
0
cYsds ≥
N−
1
Ysi ξi − c
N−
1
Ysi (si − si−1)− 2c
≥
N−
1
Ysi (ξi − c(si − si−1))− 2c
≥
N−
1
Ysi (ξi − cδ)− 2c
≥ e−σ/2ηN − 2c ≥ L − 2c.
Since L is arbitrary, we have thus proved Pn({X1 < 0}) ≡ C1 > 0. By the Markov property at
X1, X2, . . . , Xk , we have
Pu(0 ≤ X1 < n, 0 ≤ X2 < n, . . . , 0 ≤ Xk < n) = Eu[1[0,n)(X1)1[0,n)(X2) · · · 1[0,n)(Xk)]
= Eu[Eu[1[0,n)(X1)1[0,n)(X2) · · · 1[0,n)(Xk)|X1, . . . , Xk−1]]
= Eu[1[0,n)(X1)1[0,n)(X2) · · · 1[0,n)(Xk−1)EXk−1 [1[0,n)(X1)]]
≤ Eu[1[0,n)(X1)1[0,n)(X2) · · · 1[0,n)(Xk−1)EXk−1 [1[0,∞)(X1)]].
By the comparison of the initial conditions using (2.3), the above
≤ Eu[1[0,n)(X1)1[0,n)(X2) · · · 1[0,n)(Xk−1)En[1[0,∞)(X1)]]
≤ (1− C1)Eu[1[0,n)(X1)1[0,n)(X2) · · · 1[0,n)(Xk−1)]
≤ (1− C1)k, ∀k,
by repeating the same argument. This implies Pu(∩∞k=1{0 ≤ Xk < n}) = 0 and therefore
Pu(∪∞k=1{Xk ∉ [0, n)}) = 1. Therefore τn is finite Pu-a.s. 
Lemma 2.3. Consider the model given by (2.8) and assume that ρ < 1. Then there exists
u∗ > 2M, such that
ψu∗(u) = 1, ∀ u ≥ u∗.
Proof. Let F(x) = xαφ(x), where 0 < α < 1−ρ, and φ(x) is a C∞ function such that φ(x) = 1
for M − ϵ < x < n + ϵ and φ(x) = 0 for x ≤ M − 2ϵ or x ≥ n + 2ϵ. Here ϵ is chosen so small
that M − 2ϵ > 0. The function F is a C∞ function with compact support ⊂ [M − 2ϵ, n + 2ϵ].
Applying Itoˆ’s formula, we have
F(X t )− F(X0) =
∫ t
0
F ′(Xs)(aXs + c)ds +
∫ t
0
F ′(Xs)σ XsdWs
+ 1
2
∫ t
0
F ′′(Xs)σ 2 Xs 2 ds +
∫ t
0
∫ M
0
F(Xs− − x)− F(Xs−) Np(dsdx).
Note that since F is a C∞ function with compact support⊂[M−2ϵ, n+2ϵ],  t0 F ′(Xs)σ XsdWs
is a martingale. Let u∗ = max(2M, 2c/σ 2(1 − ρ − α)). We consider the process X t on [u∗, n),
where n is an integer (> u∗), and let
τn = inf{t > 0 : X t ∉ [u∗, n)}
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be the first exit time from the interval [u∗, n). Then
F(X t∧τn )− F(X0) =
∫ t∧τn
0
α(Xs)
α−1(aXs + c)ds +
∫ t∧τn
0
α(Xs)
α−1σ XsdWs
+ 1
2
∫ t∧τn
0
α(α − 1)(Xs)α−2σ 2 Xs 2ds
+
∫ t∧τn
0
∫ M
0
(Xs− − x)α − (Xs−)αNp(dsdx).
Hence
F(X t∧τn ) = F(X0)+mart.+
∫ t∧τn
0
α(Xs)
α−1(aXs + c)ds
+ 1
2
∫ t∧τn
0
α(α − 1)(Xs)α−2σ 2 Xs 2ds
+
∫ t∧τn
0
∫ M
0
(Xs− − x)α − (Xs−)α Nˆp(dsdx)
≤ F(X0)+ mart.+ α
∫ t∧τn
0
(Xs)
α

σ 2
2
(ρ + α − 1)+ cX−1s

ds
≤ F(X0)+ mart.
∀ t ≥ 0. The above inequality holds because (Xs− − x)α ≤ (Xs−)α,∀Xs− ≥ M . Hence
F(X t∧τn ) ≤ F(X0)+mart. (2.14)
Taking expectation on both sides of the above inequality, and by the Optional Stopping Theorem,
we have
E[F(X t∧τn )] ≤ uα.
By Lemma 2.2, P(τn <∞) = 1 a.s. Let t →∞, and by the Dominated Convergence Theorem,
we have
E[F(Xτn )] ≤ uα.
Note that by (2.3) with ct = c for all t , X t − X t− ≤ 0. Therefore, for X0 < n, if Xτn ≥ n then
Xτn = n. Since F is increasing in [M, n) and u∗ − M ≥ M , we have
E[F(Xτn )] ≥ (u∗ − M)αP(Xτn < u∗|X0 = u)+ nαP(Xτn = n|X0 = u).
Hence
(u∗ − M)αP(Xτn < u∗|X0 = u)+ nαP(Xτn = n|X0 = u) ≤ uα.
Therefore
P(Xτn = n|X0 = u) ≤
u
n
α
.
Let n go to infinity, we have
ψu∗(u) = 1− lim
n→∞ P(Xτn = n|X0 = u) ≥ 1− limn→∞
u
n
α = 1, ∀ u ≥ u∗. 
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Lemma 2.4. Consider the model given by (2.8) and assume that ρ = 1. Then there exists
u∗ > 2M + 4, such that
ψu∗(u) = 1 ∀ u ≥ u∗.
Proof. Let F(x) = φ(x) ln ln x , where φ(x) is a C∞ function such that φ(x) = 1 for
M + 4 − ϵ < x < n + ϵ and φ(x) = 0 for x ≤ M + 4 − 2ϵ or x ≥ n + 2ϵ. Here ϵ is
chosen so small that M + 4 − 2ϵ > M + 3. The function F is a C∞ function with compact
support ⊂[M + 4− 2ϵ, n + 2ϵ]. Applying Itoˆ’s formula, we have
F(X t )− F(X0) =
∫ t
0
F ′(Xs)(aXs + c)ds +
∫ t
0
F ′(Xs)σ XsdWs
+ 1
2
∫ t
0
F ′′(Xs)σ 2 Xs 2 ds +
∫ t
0
∫ M
0
F(Xs− − x)− F(Xs−)Np(dsdx).
Note that since F is a C∞ function with compact support ⊂[M + 4 − 2ϵ, n + 2ϵ], t
0 F
′(Xs)σ XsdWs is a martingale. Let u˜ be the solution of σ 2x = 2c ln x , and u∗ = max(2M +
4, u˜). We consider the process X t on [u∗, n), where n is an integer (>u∗), and let
τn = inf{t > 0 : X t ∉ [u∗, n)}
be the first exit time from the interval [u∗, n). Then we have
F(X t∧τn )− F(X0) =
∫ t∧τn
0
(Xs ln Xs)−1(aXs + c)ds +
∫ t∧τn
0
(Xs ln Xs)−1σ XsdWs
+ 1
2
∫ t∧τn
0
(− ln Xs − 1)(Xs ln Xs)−2σ 2 Xs 2 ds
+
∫ t∧τn
0
∫ M
0
[ln ln(Xs− − x)− ln ln Xs− ]Np(dsdx).
Hence
F(X t∧τn ) = F(X0)+ mart. +
∫ t∧τn
0
(Xs ln Xs)−1(aXs + c)ds
+ 1
2
∫ t∧τn
0
(− ln Xs − 1)(Xs ln Xs)−2σ 2 Xs 2 ds
+
∫ t∧τn
0
∫ M
0
[ln ln(Xs− − x)− ln ln Xs− ]Nˆp(dsdx)
≤ F(X0)+mart.+
∫ t∧τn
0

cX−1s −
σ 2
2 ln Xs

(ln Xs)−1ds.
The above inequality holds because ln ln(Xs− − x) ≤ ln ln Xs− , ∀Xs− ≥ M . Hence
F(X t∧τn ) ≤ F(X0)+mart. (2.15)
Taking expectation on both sides of the above inequality, and by the Optional Stopping Theorem,
we have
E[F(X t∧τn )] ≤ ln ln u.
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By Lemma 2.2, P(τn <∞) = 1 a.s. Let t →∞, and by the Dominated Convergence Theorem,
we have
E[F(Xτn )] ≤ ln ln u.
Since F(x) is increasing in (M + 4− ϵ, n + ϵ) and u∗ − M ≥ M + 4, we have
E[F(Xτn )] ≥ ln ln(u∗ − M)P(Xτn < u∗ − M |X0 = u)+ ln ln n P(Xτn = n|X0 = u).
Hence
ln ln(u∗ − M)P(Xτn < u∗ − M |X0 = u)+ ln ln n P(Xτn = n|X0 = u) ≤ ln ln u.
Therefore
P(Xτn = n|X0 = u) ≤
ln ln u
ln ln n
.
Let n go to infinity, we have
ψu∗(u) = 1− lim
n→∞ P(Xτn = n|X0 = u) ≥ 1− limn→∞
ln ln u
ln ln n
= 1, ∀ u ≥ u∗. 
3. Ruin is for certain
From the last section, we have proved that the price of the risky asset will drop below a
threshold with probability one for all initial capital u, if ρ ≤ 1 and the distribution of the claim
size has a bounded support. In this section, assuming that ct is a constant c and using a reduction
argument, we will prove that the ruin probability is equal to one if ρ ≤ 1 and the distribution of
the claim size has a bounded support. First we prove the following reduction lemma.
Lemma 3.1 (Reduction Lemma). Let u∗ > 0 be any positive real number and [0, M], 0 < M <
∞ be the support of the distribution for ξ1. Suppose ψu∗(u) = 1, for all u ≥ u∗. Then
ψK (u) = 1, ∀ u ≥ K = max

u∗ − M
2
, 0

.
Remark 3.1. u∗ > 0 in the above lemma is any positive real number; it need not be the one
defined in Lemma 2.3 or Lemma 2.4.
Proof. Our first step is to show that for any 0 < C1 < 1, there exists a β0 = β0(M,C1) such
that P

X t ≤ u∗ + M8 ,∀ 0 ≤ t ≤ β0 | X0 = u
 ≥ C1 > 0, for all u∗ ≥ u ≥ K .
Let Yt , Vt be the same as in Lemma 2.1, and X t = Y−1t Vt u the solution of (2.8). Define
Z t u
∗ = Y−1t

u∗ + c  t0 Ys ds. Since dZ t u∗ = (aZu∗t + c)dt + σ Zu∗t dWt , Z t u∗ is a diffusion
process. By continuity of Z t u
∗
, we have
lim
β→0 sup0≤s≤β
|Zs u∗ − u∗| = 0, a.s.
Hence for all ϵ > 0 and all 0 < C1 < 1, ∃ β0 = β0(ϵ,C1) > 0, s.t .
P

sup
0≤s≤β0
|Zs u∗ − u∗| < ϵ

≥ C1 > 0.
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In particular, choose ϵ = M8 , ∃ β0 = β0(M,C1) > 0, s.t.
P

Z t
u∗ ≤ u∗ + M
8
,∀ 0 ≤ t ≤ β0

≥ C1 > 0.
Let δ be the time that the first jump occurs. Our next step is to show that there exists
C2 = C2(C1, M) > 0 such that
P (Xδ < K | X0 = u) ≥ C2 > 0, ∀ K ≤ u ≤ u∗.
Note that ∀ K ≤ u ≤ u∗, by (2.3) with cs = c, we have Z t u∗ ≥ Z t u ≥ X t ,∀ t ≥ 0, and therefore
P

X t ≤ u∗ + M8 ,∀ 0 ≤ t ≤ β0, δ < β0, ξ1 >
3M
4
| X0 = u

≥ P

Z t
u∗ ≤ u∗ + M
8
,∀ 0 ≤ t ≤ β0, δ < β0, ξ1 > 3M4

.
Since Z t u
∗
depends on Wt , δ depends on N (t) only, and Wt , N (t) and ξi are assumed to be
independent processes, the above probability is equal to
= P

Z t
u∗ ≤ u∗ + M
8
,∀ 0 ≤ t ≤ β0

P (δ < β0) P

ξ1 >
3M
4

≥ C1 P (δ < β0) P

ξ1 >
3M
4

= C2 > 0,
since [0, M] is the support of the distribution of ξ1 and therefore P(ξ1 > 3M4 ) > 0. On the other
hand,
P

X t ≤ u∗ + M8 ,∀ 0 ≤ t ≤ β0, δ < β0, ξ1 >
3M
4
| X0 = u

≤ P

X t ≤ u∗ + M8 ,∀ 0 ≤ t < δ, δ < β0, ξ1 >
3M
4
| X0 = u

≤ P

Xδ ≤ u∗ + M8 −
3M
4
= u∗ − 5M
8
< u∗ − M
2
≤ K | X0 = u

.
Hence
P (Xδ < K | X0 = u) ≥ C2 > 0, ∀ K ≤ u ≤ u∗.
Our final step is to show that
ψK (u) = 1, ∀ u ≥ K = max

u∗ − M
2
, 0

.
Define
T1 =

inf{t > δ, X t ≤ u∗}, i f Xδ ≥ K
∞, i f Xδ < K .
Note that the infimum of an empty set is∞. But by the assumptionψu∗(u) = 1, for all u ≥ u∗,
we have T1 = ∞ if and only if Xδ < K . Let B = {X t ≥ K ,∀ 0 ≤ t < ∞}. We will apply the
strong Markov property at T1 on B. To this end, we define the shift operator θs as follows (see
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e.g. p. 99 [2]). For a sample path of X = (X t , t ≥ 0), θs maps a sample path to a sample path
defined by
(θs X)t = Xs+t , t ≥ 0. (3.16)
Thus θs X is the path that is obtained by cutting off the part of X before time s and then shift the
time so that the time s for X becomes time 0 for the new path θs X . For a random time S(X) with
values in [0,∞], we define
(θS X)t = (θS(X)X)t = X S(X)+t , t ≥ 0, if S(X) <∞. (3.17)
We also define the shift operator θs which maps a function of path to a function of path. Let
F(X) be a function of path. Define
(θs F)(X) = F(θs X), (3.18)
and
(θS F)(X) = F(θS X), if S(X) <∞. (3.19)
Now consider the event B, we have
P(B|X0 = u∗) = E[1B1T1<∞ | X0 = u∗] + E[1B1T1=∞ | X0 = u∗]
= E[1B1T1<∞ | X0 = u∗]
= E[1T1<∞θT1 [1B] | X0 = u∗],
since if T1 < ∞, then 1B is invariant under the shift operator θT1 . In what follows, we denote
Ex [1B] = E[1B | X0 = x]. By the strong Markov property of X t (see e.g. Theorem 3.11 [2]),
we have
E[1T1<∞θT1 [1B] | X0 = u∗] = E[1T1<∞EXT1 [1B] | X0 = u∗]
≤ E 1T1<∞Eu∗ [1B] | X0 = u∗
= E[1T1<∞ | X0 = u∗]Eu∗ [1B]
≤ (1− C2)E[1B | X0 = u∗]
= P(B|X0 = u∗)(1− C2).
The first inequality holds since K ≤ XT1 ≤ u∗ on {T1 <∞}. Hence we have
P(B|X0 = u∗) ≤ P(B|X0 = u∗)(1− C2).
Therefore P(B|X0 = u∗) = 0, i.e. ψK (u∗) = 1. Since u ≤ u∗, by Lemma 2.1,
ψK (u) ≥ ψK (u∗) = 1.
The proof is completed. 
Theorem 3.1. Consider the model given by (2.8) and assume that ρ ≤ 1. Suppose also the jump
distribution has support [0, M], M > 0. Then
ψ(u) = 1, ∀ u ≥ 0.
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Proof. By Lemma 2.3, Lemma 2.4 and the Reduction Lemma 3.1, ψK1(u) = 1,∀ u ≥ K1 =
max(u∗ − M2 , 0). Applying the Reduction Lemma 3.1 again, with u∗ replaced by K1, we have
ψK2(u) = 1, ∀ u ≥ K2 = max(K1 − M, 0) = max

u∗ − 2 M
2
, 0

.
Repeating this argument N = ⌈ 2u∗M ⌉ times, we have
ψKN (u) = 1, ∀ u ≥ KN = max

u∗ − N M
2
, 0

= 0,
i.e.,
ψ(u) = 1, ∀ u ≥ 0.
We have thus finished the ruin probability problem for the case of ρ ≤ 1, ct = c and the
distribution of the claim size has a bounded support. 
Finally, we prove our main theorem:
Theorem 3.2. Let
X t = X0 +
∫ t
0
aXsds +
∫ t
0
σ XsdWs +
∫ t
0
csds −
N (t)−
j=1
ξ j , (3.20)
where Wt is the standard Brownian motion, a > 0, σ ≥ 0, N (t) is a Poisson process with
intensity λ, and the claim sizes ξi ; i = 1, 2, 3, . . . , are independent, identically distributed
nonnegative random variables, with positive mean and finite variance. We assume that Wt ,
N (t), ξi are independent processes. Let the filtration Ft = σ {Ws, Ns,∑Nsi=1 ξi ; 0 ≤ s ≤ t}.
Let ct = c(t, X) be a bounded nonnegative (Ft )-adapted process. Suppose ρ := 2aσ 2 ≤ 1. Then
the ruin probability
ψ(u) = 1, ∀ u ≥ 0.
Proof. Our first step is to extend Theorem 3.1 to the case where the same assumptions hold
except that the claim size has an unbounded support.
Let M > 0 be a large constant, define
ξˆi =

ξi , i f ξi ≤ M
M, i f ξi > M,
and Pˆt = ∑N (t)j=1 ξˆ j . Let Yt , Vt be the same as in Lemma 2.1, and X t = Y−1t Vt u be the solution
of (2.8). Define
Z t = Y−1t

u + c
∫ t
0
Ys ds −
∫ t
0
Ys dPˆs

,
then Z t ≥ X t ,∀ t ≥ 0. Hence
ψ(u) = P(X t < 0, for some 0 < t <∞ | X0 = u) (3.21)
≥ P(Z t < 0, for some 0 < t <∞ | Z0 = u). (3.22)
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On the other hand, since dZ t = (aZ t + c)dt + σ Z t dWt − dPˆt , Z t satisfies (2.8) with bounded
claim size distribution. Hence, by Theorem 3.1,
P(Z t < 0, for some 0 < t <∞ | Z0 = u) = 1, ∀u ≥ 0.
Therefore
ψ(u) = 1, ∀ u ≥ 0.
Next we prove the general situation where ct is bounded but not necessarily a constant.
Let X t = Y−1t Vt u be the solution of (2.2) given by (2.3). Define
Z t = Y−1t

u + c
∫ t
0
Ys ds −
∫ t
0
Ys dPs

,
where ct ≤ c for all t . Then Z t ≥ X t ,∀ t ≥ 0. Hence
ψ(u) = P(X t < 0, for some 0 < t <∞ | X0 = u) (3.23)
≥ P(Z t < 0, for some 0 < t <∞ | Z0 = u). (3.24)
On the other hand, by Ito’s formula, dZ t = (aZ t + c)dt + σ Z t dWt − dPt , i.e., Z t satisfies (2.8).
Hence, by the result of the first step, we have
P(Z t < 0, for some 0 < t <∞ | Z0 = u) = 1, ∀ u ≥ 0.
Therefore
ψ(u) = 1, ∀ u ≥ 0. 
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