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ITERATED CONSTRUCTIONS OF COMPLETELY NORMAL
POLYNOMIALS
ANIBAL ARAVENA †
Abstract. The Rσ,t-transform introduced by Bassa and Menares can be used to construct
families of irreducible polynomials in Fq[x]. This iterative construction is a generalization
of Cohen’s R-transform. For this transform, Chapman proved that under some conditions,
the polynomials in the resulting family are completely normal. In this paper we establish
conditions ensuring that the polynomials obtained by using the Rσ,t-transform are completely
normal polynomials and we give a simple proof of Chapman’s result.
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1. Introduction
Let q be a prime power number and n a positive integer. An element α ∈ Fqn is said normal
in the extension Fqn/Fq if the elements {α, αq, . . . , αqn−1} are linearly independent over Fq.
Furthermore, if for each divisor d of n, α is normal in the extension Fqn/Fqd , then α is called a
completely normal element in the extension Fqn/Fq. Let f be an irreducible polynomial in Fq[x],
we say that f is normal (completely normal) over Fq[x] if any of its roots is normal (completely
normal) in the extension Fqdeg f
/
Fq.
Starting with a polynomial g0(x) ∈ Fq[x], we focus on an iterative construction introduced in
[1] to get a family {gk}k≥0 of polynomials in Fq[x] of growing degree. Our aim is to find suitable
hypothesis ensuring that {gk}k≥0 are all completely normal polynomials over Fq[x]. To define
it and state the basic results we need some previous notations. Let
GL2(Fq) =
{
σ =
(
a b
c d
)
∈M2(Fq) : ad− bc 6= 0
}
.
For α ∈ Fq ∪ {∞}, σ =
(
a b
c d
)
∈ GL2(Fq), we define the operation σ · α by
σ · α =
{
aα+b
cα+d if cα+ d 6= 0
∞ if cα+ d = 0 , σ · ∞ =
{
a
c if c 6= 0
∞ if c = 0 .
Also, for a degree n polynomial f in Fq[x], we define the polynomial Pσ(f) by
Pσ(f)(x) = (cx+ d)
nf
(
ax+ b
cx+ d
)
.
Also, for any positive integer t, let St : Fq[x]→ Fq[x] be the map given by St(f)(x) = f(xt).
Finally, for a dregee n polynomial g, we define the Rσ,t-transform by
gRσ,t(x) = Pσ−1 ◦ St ◦ Pσ(g)(x).
If g(a/c) 6= 0, we define the element η(g;σ) ∈ Fq by
η(g;σ) = (σ−1 · ∞)n g(σ · 0)
g(σ · ∞) =
(
−d
c
)n
· g
(
b
d
)
· g
(a
c
)−1
with the convention η(g;σ) = (−d/a)n ·g(b/d) if c = 0 and η(g;σ) = (−b/c)n ·g(a/c)−1 if d = 0.
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The following Theorem is about the irreducibility of the iterated sequence {gk}k≥0 constructed
using the Rσ,t-transform.
Theorem 1.1 ([1],Theorem 1.2). Consider a finite field Fq. Let t ≥ 2 be an integer such that
every prime factor of t divides q−1. Let σ =
(
a b
c d
)
∈ GL2(Fq). Let g(x) 6= x−a/c be a monic
irreducible polynomial in Fq[x] of degree n. If q ≡ 3 mod 4 and t is even assume moreover that
n is even.
Assume that, for all prime numbers `|t, the element η(g;σ) is not an `-th power in Fq. Define
g0 = g and let gk = g
Rσ,t
k−1 for k ≥ 1. Then {gk}k≥0 forms an infinite sequence of irreducible
polynomials, with deg gk = t
k · n.
An important particular case is the R-transform, previously introduced by S.Cohen [2]:
gR(x) = (2x)deg g · g
(
1
2
(
x+
1
x
))
.
This corresponds to use t = 2, σ∗ =
(
1 1
1 −1
)
and we have that η(σ∗, g) = g(1)g(−1)−1.
Moreover, we have the following result.
Theorem 1.2 ([3],Theorem 1). Let q ≡ 1 mod 4 be a prime power, and let g1 = x2 + ax + 1
be an irreducible quadratic polynomial. Define gk recursively by gk+1 = g
R
k . If αk is a zero of
gk, then αk is a completely normal element in the extension Fqn/Fq.
Our main Theorem is a generalization of this result for the Rσ,t-transform
Theorem 1.3. Let g = x − A 6= x − a/c, t ≥ 2, σ ∈ GL2(Fq) as in Theorem 1.1. Let {gk}k≥0
the sequence constructed by iteration of the Rσ,t-transform. Suppose dc 6= 0, then we have the
following results:
i) If ab = 0, then {gk}k≥0 is a sequence of completely normal polynomials over Fq[x].
ii) If ab 6= 0, and the element bcad is an `-th power for some prime ` dividing t, then {gk}k≥0 is
a sequence of completely normal polynomials over Fq[x].
iii) If ab 6= 0, d = −c and A 6= 0, then {gk}k≥0 is a sequence of completely normal polynomials
over Fq[x]
In section 4, we show how to recover Chapman’s result from Theorem 1.3. In section 5, we
prove a Theorem more general that Theorem 1.3 in that the starting polynomial does not need
to be linear. We also provide explicit examples.
2. Preliminaries in Algebra
This section is a brief summary about the basic results that we will use in the proof of
Theorem 1.3. For more details and proofs see [4] and [5].
Let τ : Fq → Fq be the Frobenius map defined by τ(α) = αq. For every n ∈ N, τ induces an
automorphism of Fqn that fixes Fq. Let f(x) =
∑m
i=0 aix
i be a polynomial in Fq[x], we define
f(τ) ∈ End(Fqn) by f(τ)(α) =
∑m
i=0 τ
i(α).
Assume that (n, q) = 1 and let
xn − 1 = p1p2 . . . pr
be the factorization of xn − 1 into irreducible factors over Fq[x]. Samaev [5] gives the following
characterisation of normal elements in the extension Fqn/Fq.
Theorem 2.1 ([5], Lemma 2.1). Let Wl = {α ∈ Fqn : pl(τ)(α) = 0} for l = 1, . . . , r. Then
Fqn =
r⊕
l=1
Wl
2
is a direct sum, where each Wl is a vector space over Fq of dimension deg pl. Furthermore, an
element α ∈ Fqn is normal if and only if for α =
∑r
l=1 αl with αl ∈Wl, we have that αl 6= 0 for
all l = 1, . . . , r.
Each Vl is irreducible τ -invariant i.e. τ(Wl) ⊂Wl and it has no proper τ -invariant subspace.
Also the decomposition is unique, namely, if there exist {Vl}sl=1 irreducible τ -invariant sub-
spaces such that
Fqn =
s⊕
l=1
Vl,
then s = r and, after rearranging the order of Vl’s if necessary, Vl = Wl for l = 1, . . . , r.
We define an equivalence relation ∼ on {0, 1 . . . , n − 1} by l1 ∼ l2 iff l1 ≡ l2qi mod n for
some i. For l ∈ {0, 1, . . . , n− 1}, let Ml be its equivalence class. Then
|Ml| = min{m ≥ 1 : l ≡ lqm mod n}
and there exist S ⊂ {0, 1 . . . , n − 1} such that ∪l∈SMl = {0, 1 . . . , n − 1} and Ml ∩Mj = ∅ if
l, j ∈ S and l 6= j.
Theorem 2.2 ([5], Theorem 2.2). Let xn−A ∈ Fq[x] be an irreducible polynomial. Let θ ∈ Fqn
be a root of xn − A and let S,Ml be the sets defined previously. For l ∈ S, let Vl be the sub-
space of Fqn spanned over Fq by the elements {θm : m ∈ Ml}. Then each Vl is an irreducible
τ -invariant subspace and
Fqn =
⊕
l∈S
Vl.
In particular, an element α ∈ Fqn is normal if and only if for α =
∑
l∈S αl with αl ∈ Vl, we
have that αl 6= 0 for all l ∈ S.
3. Main Lemma
If f is a degree n polynomial in Fq[x], the polynomial Pσ(f) is given by
Pσ(f)(x) = (cx+ d)
nf
(
ax+ b
cx+ d
)
.
An useful result about this transformation is the following Proposition.
Proposition 3.1 ([1], Proposition 3.1 and Lemma 3.2). Let f ∈ Fq[x] be a polynomial of degree
n and σ =
(
a b
c d
)
∈ GL2(Fq). Then
i) Pσ(f) is of degree n if and only if f(σ · ∞) 6= 0.
ii) If f is irreducible, then Pσ(f) is irreducible in Fq[x]
iii) If f satisfies f(σ · ∞) 6= 0 and α1, . . . , αn are the roots of Pσ(f), then the roots of f are
given by β1, . . . , βn with
βi = σ · αi, for i = 1, . . . , n
Using Theorem 2.2 and Proposition 3.1, we can find conditions such that the polynomial
Pσ(f) will be normal over Fq[x]. The following Lemma is motivated by [[6] Theorem 3.4.1].
Lemma 3.2 (Main Lemma). Let σ =
(
a b
c d
)
∈ GL2(Fq) and f(x) = xn − A 6= x− a/c be an
irreducible polynomial in Fq[x]. Let g = Pσ(f) and α a root of g. Then:
i) If a = 0, then g is normal if and only if d 6= 0, n = p, with p prime and is q a primitive
root mod p.
ii) If c = 0, then g is normal if and only if b 6= 0, n = p, with p prime and q is a primitive
root mod p.
iii) If ac 6= 0, then g is normal if and only if cn−1dA− ban−1 6= 0 if and only if the trace of α
over Fq is not zero.
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Proof. Since f is irreducible and different from x− a/c, then f(σ · ∞) 6= 0. Let α be a root of
g, by Proposition 3.1 iii), then θ = σ · α is a root of f(x) = xn −A and σ−1 · θ = α.
Suppose first that ac = 0. If a = 0, then c 6= 0 since detσ 6= 0, so σ−1 = 1−bc
(
d −b
−c 0
)
.
Therefore
α =
dθ − b
−cθ =
dA− bθn−1
−cA = −
d
c
+
b
cA
θn−1 = α0 + αn−1 α0 ∈ V0, α1 ∈ Vn−1,
where V0 and Vn−1 are the sets defined in Theorem 2.2. It follows that α is normal if and only
if d 6= 0 and Mn−1 = {1, 2, . . . , n− 1}. Since
|Mn−1| = min{m ∈ N|(n− 1)qm−1 ≡ n− 1 mod n} = min{m ∈ N|qm−1 ≡ 1 mod n}
and (q, n) = 1, then |Mn−1| divides φ(n), where φ is de Euler’s totient function. In particular
|Mn−1| ≤ φ(n) so Mn−1 = {1, 2, . . . , n− 1} iff |Mn−1| = n− 1 ≤ φ(n) iff n = p prime and q is a
primitive root mod n. This proves i).
If c = 0, then a 6= 0 since detσ 6= 0, so σ−1 = 1ad
(
d −b
0 a
)
and
α =
dθ − b
a
= − b
a
+
d
a
θ = α0 + α1 α0 ∈ V0, α1 ∈ V1
Then using Theorem 2.2 we see that α is normal if and only if b 6= 0 and M1 = {1, 2 . . . , n− 1}
and by a similar argument this is equivalent to n = p with p prime and q a primitive root
mod n, so this proves ii).
Now suppose that ac 6= 0. Since f(σ · ∞) 6= 0 i.e. an − cnA 6= 0, then
α =
dθ − b
−cθ + a
/
·
∑n−1
i=0 a
i(cθ)n−1−i∑n−1
i=0 a
i(cθ)n−1−i
=
∑n−1
i=1 θ
i[dan−ici−1 − bcian−1−i] + cn−1dA− ban−1
an − cnA
=
∑n−1
i=1 θ
i(c/a)i−1an−2 detσ + cn−1dA− ban−1
an − cnA
=
∑
l∈S
αl,
where
αl =
{
an−2 detσ
an−cnA
∑
i∈Ml θ
i(c/a)i−1 if l 6= 0
cn−1dA−ban−1
an−cnA if l = 0
.
Claim: αl 6= 0 for all l 6= 0.
Assume for contradiction that αl = 0 for some l different from zero. Then
an−2 detσ
an − cnA
∑
i∈Ml
θi(c/a)i−1 = 0,
and since a, c,detσ 6= 0, this relation defines a polynomial in Fq[x] with degree less than n
having θ as a root, but f(x) = xn −A is irreducible and f(θ) = 0, so αl 6= 0.
By using Theorem 2.2, we conclude that α is normal if and only if α0 =
cn−1dA−ban−1
an−cnA 6= 0 if
and only if cn−1dA− ban−1 6= 0.
Otherwise, since g is irreducible by Theorem 3.1, g is the minimal polynomial for α over Fq[x]
and
g = Pσ(x
n −A)
= (ax+ b)n −A(cx+ d)n
= xn(an − cnA) + xn−1(nban−1 − ncn−1dA) + terms of degree < (n− 1),
4
then the trace of α over Fq is n
(
cn−1dA−ban−1
an−cnA
)
and since xn − A is irreducible, necessary
(n, q) = 1. This relation proves iii). 
To use our Main Lemma in the proof of Theorem 1.3, we need the following Lemma.
Lemma 3.3. Let t ≥ 2, σ ∈ GL2(Fq) and g0 6= x − a/c be as in Theorem 1.1. For k ≥ 0
define fk = Pσ(gk). Then, fk is irreducible. Moreover, we have that fk(x) = f0(x
tk) and
Pσ−1(fk) = gk.
Proof. See proof of Theorem 1.1 in [1]. 
Now, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let αk ∈ Fq be any root of gk and let s|tk be a divisor. The first step
of the proof is to show that αk is root of a polynomial of the form Pσ−1(x
tk/s − Ak,s), with
xt
k/s −Ak,s ∈ Fqs [x] irreducible.
Since g0 = x−A 6= x− a/c, then
f0 = Pσ(g0) = (ax+ b)− (cx+ d)(A) = (a−Ac)(x− σ−1 ·A) = λ(x− σ−1 ·A),
where λ ∈ F∗q (g0 6= x− a/c). Therefore by Lemma 3.3, fk(x) = λ(xt
k − σ−1 · A) is irreducible
and
gk = Pσ−1(fk) = Pσ−1(λ(x
tk − σ−1 ·A)) = λPσ−1(xt
k − σ−1 ·A).
Also, we note that gk(σ · ∞) 6= 0 for all k ≥ 0. Indeed, if k = 0, then g0(σ · ∞) 6= 0 because
g0 6= x − a/c. For k ≥ 1, gk is an irreducible polynomial of degree bigger than 1, so it cannot
have a root in Fq. In the same way, we have that fk(σ−1 · ∞) 6= 0 for all k ≥ 0. Therefore,
applying Proposition 3.1 iii) and Lemma 3.3, we have that θk := σ
−1 · αk is a root of fk.
Moreover, the polynomial xt
k/s − (θk)tk/s is irreducible in Fqs [x] and has θk as a root. Indeed,
the polynomial xs − A ∈ F[x] has θtk/s as a root, but fk(x) = λ(xtk − σ−1 · A) irreducible,
then by counting degrees we have that the polynomials xt
k/s − (θk)tk/s and xs − A ∈ F[x] are
irreducible in Fqs [x] and Fq[x] respectively. Therefore, using again Proposition 3.1 iii), we have
that αk is root of the polynomial Pσ−1(x
tk/s − (θk)tk/s). Taking Ak,s = (θk)tk/s we prove the
first step.
The second step is to show that, under the assumptions of Theorem 1.3, the polynomial
Pσ−1(x
tk/s − (θk)tk/s) is normal over Fqs [x], so we will have that αk is normal in the extension
F
qtk
/
Fqs .
Assume for contradiction that Pσ−1(x
tk/s − (θk)tk/s) is not normal over Fqs [x]. Since dc 6= 0,
applying Lemma 3.2 iii) with σ−1 and xtk/s − (θk)tk/s, we have that
(1) (−c)tk/s−1a(θk)tk/s + bdtk/s−1 = 0.
To prove i), assume first that b = 0. Then equation 1 becomes
(−c)tk/s−1a(θk)tk/s + bdtk/s−1 = (−c)tk/s−1a(θk)tk/s = 0,
but this is true iff c = 0, a = 0 or θk = 0 (equivalently σ
−1 ·A = 0). Now c = 0 cannot be true
because dc 6= 0. The relation a = 0 cannot be true either since detσ 6= 0. If σ−1 · A = 0, then
the polynomials fk(x) = x
tk − σ−1(A) = xtk are not irreducible, but this is a contradiction by
Lemma 3.3. Then the polynomial Pσ−1(x
tk/s − (θk)tk/s) is normal over Fqs [x].
Since s is an arbitrary divisor of tk, we have that αk is completely normal in the extension
F
qtk
/
Fq for all k ≥ 0.
If a = 0, then equation 1 becomes bdt
k/s−1 = 0 and by a similar argument this is a contradiction.
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So the conclusion is the same as b = 0. This proves i).
Now, assume that ab 6= 0. We rewrite equation 1 as
(2) (θk)
tk/s = −
(
−d
c
)tk/s−1 b
a
=
(
−d
c
)tk/s bc
ad
.
Claim: αk is normal in the extension Fqtk
/
Fqs for each s|tk divisor different from 1.
This comes from of the fact that xt
k − σ−1 · A is the minimal polynomial of θk over Fq[x],
therefore necessarily (θk)
tk/s 6∈ Fq for all s|tk divisor different of 1, but this is a contradiction
with the equation 2 because σ ∈ GL2(Fq).
For s = 1, equation 2 is equivalent to σ−1 ·A = (−dc )tk bcad , and using
η(g0, σ) =
(
−d
c
)
· g0
(
b
d
)
· g0
(a
c
)−1
=
(
−d
c
)(
b
d
−A
)(a
c
−A
)−1
= σ−1 ·A,
we have that η(g0, σ) =
(−dc )tk bcad .
Assume that bcad is a `-th power for some ` dividing t. Then, η(g, σ) is a `-th power, but this is a
contradiction since g satisfies the conditions of Theorem 1.1. Therefore gk is normal over Fq[x]
and by the previous Claim, this polynomial is completely normal over Fq[x]. This proves ii).
Now, assume that d = −c, and A 6= 0. Then, σ · (σ−1 · A) = A 6= 0, so σ−1 · A 6= −b/a if and
only if a(σ−1 ·A) + b 6= 0. Therefore
(−c)tk−1a(σ−1 ·A) + bdtk−1 = dtk−1[a(σ−1 ·A) + b] 6= 0
for all k ≥ 0. Then gk is normal over Fq[x] for all k and by the previous Claim, this polynomial
is completely normal over Fq[x]. Thus proving iii). 
4. Chapman’s Theorem
In this section, we give a proof of Chapman’s Theorem using Theorem 1.3.
We recall that the R-transform corresponds to the case t = 2 and σ∗ =
(
1 1
1 −1
)
in the
Rσ,t-transform.
Proof of Chapman’s Theorem 1.2. We will show that there exist a linear polynomial g0 ∈ Fq[x],
such that g1 = g
R
0 and it satisfies the conditions of Theorem 1.1.
Since g1 is an irreducible self reciprocal polynomial, its roots are given by γ and 1/γ, so the
element A = (γ + γ−1)/2 = −a/2 belongs to Fq.
Claim: The polynomial g0 = x−A ∈ Fq[x] satisfies the required conditions.
If g0 = x − 1, then a = −2 but this is a contradiction because g1 = x2 + ax + 1 is irreducible.
The polynomial gR0 is monic and degree 2. Moreover, using that g0(A) = 0 and
gR0 = (2x)g0
(
x+ 1/x
2
)
,
we have that gR0 has γ and 1/γ as its roots, this proves g
R
0 = g1. Also
η(g0;σ) = σ
−1 ·A = −1−A−1 +A =
−2 + a
−2− a =
(
1
2 + a
)2 (−4 + a2) ,
and since −4 +a2 is minus the discriminant of the irreducible polynomial g1 and −1 is a square
in Fq (q ≡ 1 mod 4), then the element η(g0;σ) is a quadratic nonresidue in Fq, so g0 satisfies
the conditions of Theorem 1.1. Then we conclude using Theorem 1.3 ii) 
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5. Generalization of Theorem 1.3
In this section, we show a generalization of Theorem 1.3. This result allows us to construct
families of completely normal polynomials {g0}k≥0 with the starting polynomial g0 not neces-
sarily linear. We need first the followings results.
Proposition 5.1 ([7], Theorem 1). Let A ∈ F∗q with multiplicative order e. Then the polynomial
xt −A is irreducible if and only if the integer t satisfies the following conditions:
i) (t, (q − 1)/e) = 1
ii) For all prime factors ` of t, we have that ` divides e
iii) If 4|n, then 4|q − 1
Unlike the proof of Theorem 1.3, we will use the following Theorem about the irreducibility
of the polynomials {gk}k≥0.
Theorem 5.2 ([1],Theorem 3.3). Let g0 ∈ Fq[x] be an irreducible polynomial of degree n and
let t ≥ 2 be a positive integer. If q ≡ 3 mod 4 and t is even assume moreover that n is even.
For k ≥ 1 define gk = gRσ,tk−1 . Assume that
i) g0(σ · ∞) 6= 0.
ii) g1 is irreducible.
Then, {gk}k≥0 is a sequence of irreducible polynomials over Fq[x] with deg gk = tkn.
Theorem 5.3. Suppose that the polynomial f0(x) = x
n−A is irreducible over Fq[x]. If t is even,
assume moreover that q ≡ 1 mod 4. If the polynomial g0 = Pσ−1(f0) satisfies the conditions of
Theorem 5.2 with dc 6= 0, then we have the following results.
i) If ab = 0, then {gk}k≥0 is a sequence of completely normal polynomials over Fq[x].
ii) If ab 6= 0, and the element bcad is an `-th power for some prime ` dividing tn, then {gk}k≥0
is a sequence of completely normal polynomials over Fq[x].
iii) If ab 6= 0, d = −c and A 6= −b/a, then {gk}k≥0 is a sequence of completely normal
polynomials over Fq[x].
Proof. Let αk be a root of gk. Similarly as in proof of the Theorem 1.3, for each s divisor of
tk, αk is root of the polynomial Pσ−1(x
ntk/s − (θk)ntk/s), with θk root of fk(x) = xtk − A and
xnt
k/s − (θk)ntk/s ∈ Fqs [x] irreducible.
Since dc 6= 0, applying Lemma 3.2 iii), we have that αk is normal in the extension Fqntk
/
Fqs
if and only if
(−c)ntk/s−1aA+ bdntk/s−1 6= 0.
The proof of i) and iii) is the same as in Theorem 1.3. For ii) we only have to show that gk is
normal over Fq[x]. Since ab 6= 0, the condition
(−c)ntk−1aA+ bdntk−1 6= 0,
is equivalent to
A 6=
(
−d
c
)ntk bc
ad
.
Let e be the multiplicative order of A, since f0(x) = x
n−A and f1(x) = xnt−A are irreducible,
by Proposition 5.1 i), we have that (n, (q− 1)/e) = 1 and (nt, (q− 1)/e) = 1, therefore A is not
an `-th power in Fq for all prime `|nt. So, if the element bcad is an `-th power in Fq with `|nt,
then necessarily A 6= (−dc )nt
k bc
ad , it follows that gk is normal over Fq[x]. This proves ii). 
We can construct explicitly families of completely normal polynomials using Theorem 5.3
and the following Lemma.
Lemma 5.4. Suppose that the polynomials xn−A and xnt−A with A 6= −d/c are irreducible over
Fq[x]. If t is even assume moreover that q ≡ 1 mod 4. Then the polynomial g0 = Pσ−1(xn−A)
satisfies the conditions of Theorem 5.2.
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Proof. We define f0(x) = x
n − A. Since f0 6= x − a/c is irreducible, then f0(σ−1 · ∞) 6= 0,
so applying Proposition 3.3 i) and ii) with g0 = Pσ−1(f0), we have that g0 is irreducible and
g0(σ · ∞) 6= 0. Similarly we have that Pσ−1(f1) irreducible and by a direct calculation, this
polynomial correspond to g1. This proves the Lemma. 
For example, using Proposition 5.1, the polynomials = x2 − 3 and x6 − 3 are irreducible in
F7[x]. Then for t = 3 and σ =
(
1 2
2 1
)
∈ GL2(Fq), we have that the element bcad = 4 is an
square in F7 and σ−1 =
(
2 3
3 3
)
. So, applying Theorem 5.3 ii), with g0(x) = Pσ−1(x
2 − 3), we
have a family {gk}k≥0 of completely normal polynomials over F7[x] with deg gk = 2 · 3k and the
starting polynomial
g0(x) = P
−1
σ (x
2 − 3) = (2x+ 3)2 − 3(3x+ 2)2 = 5x2 + 4x+ 4
For F31, ord(5) = 3 and ord(2) = 5. So, the polynomials x3 − 10 and x15 − 10 are irreducible
in F31[x]. Taking t = 5 and σ =
(
2 2
2 −2
)
∈ GL2(F31), we have that A = 10 6= −2/2 = −1 and
σ−1 =
(
8 8
8 23
)
. Then, using Theorem 5.3 iii), we get a family {gk}k≥0 of completely normal
polynomials with deg gk = 3 · 5k and starting polynomial
g0(x) = Pσ−1(x
3 − 10) = (8x+ 8)3 − 10(8x+ 23)3 = 11x3 + x2 + 2x+ 21
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