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CHAPTER 1: INTRODUCTION 1
1 Introduction
From a historical perspective, optical technologies can be traced back to the ancient world
well before Christ. Among the first everyday items for use, the occurrence of very simple
mirrors and lenses was described.[1] For thousands of years to come, many philosophers
pondered about the nature of light, about the nature of optical phenomena like refrac-
tion and dispersion, and about ways to improve mirror and lens properties. In the seven-
teenth century, events and new optical findings started to pick up pace, leading to the first
working telescopes and microscopes whose invention and development is nowadays cred-
ited to two Dutch eyeglass makers, Hans Lippershey (1587-1619) and Zacharias Janssen
(1588-1632). At the same time, Johannes Kepler (1571-1630), Willebrord Snellius (1591-
1626), and René Descartes (1596-1650) contributed fundamental findings in the mathe-
matical description of reflection (Descartes) and refraction (Kepler, Willebrord) which
can be considered a milestone in applied optics.[1] In this age also, first observations
and assumptions were put in words concerning the phenomena of diffraction (Francesco
Grimaldi (1618-1663)), interference (Robert Hooke (1635-1703)), the polarized nature
of light (Christiaan Huygens (1629-1695)), and dispersion (Isaac Newton (1642-1727)).
Thereafter, many scientists have devoted their research to optics which led to a continu-
ous improvement of technologies and their applicability to address questions from many
other fields of research. The invention of Lasers in the 1960s can be regarded as a sec-
ond milestone in applied optics.[2] By means of this coherent light source further optical
phenomena were unraveled and understood (e. g. frequency mixing) which led to a tech-
nical break-through in many optics related fields of research e. g. holography, military,
and communication. Storage, transmission, and visualization of information by means of
electric signals is on the verge of being overtaken by optical signals, a process which has
already revolutionized and will continue to influence our every day life.
Many of the just mentioned basic terms of optics are reflected in the course of this thesis
which was devoted to a study within the field of fluorescence microscopy. One goal of
this thesis was the investigation of to what extent a wide-field epi fluorescence micro-
scope is suitable for interference lithography i. e. recording an interference pattern into
a photoresist. For example, by means of interference lithography it is possible to shape
the photo-thermal or photo-chemical surface of a material with a regular, periodic pattern
created by the interference of high-power laser beams (DLIP: direct laser interference
patterning).[3][4][5] Periodic patterns in two- and three-dimensions from multi-beam in-
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terference are well understood, highly uniform, and cover spatially large areas which
makes them suitable for creating surface patterns on fast time scales. The dimension
of the periodic pattern depends on the wavelength of light used for interference, so that
electron interference lithography has been reported to succeed in the fabrication of nanos-
tructures.[6][7]
In the course of this thesis, a self-built fluorescence microscopy set-up was modified in
order to investigate the simplest form of an interference pattern. Herein, two consecu-
tive Wollaston prisms each installed in rotation mounts were inserted into the excitation
light’s beam path thus resulting in four separated beams. Two of the beams were reflected
into the microscope’s objective which interfered in the front focal plane to form a peri-
odic illumination structure which was called fringe pattern. This fringe pattern consisted
of evenly spaced lines with a certain periodicity p and a certain orientation β . One focus
of this thesis resides with the thorough characterization of the fringe pattern parameters
p and β with respect to the initial beam position at the back focal plane of the objec-
tive which in turn depends on the orientation of the Wollaston prisms used, as outlined in
Chapter 3. Herein, a brief explanation of the theoretical background of two beam interfer-
ence and beam separation by Wollaston prisms is given, along with a detailed description
of the experimental set-up and measurement’s procedure. The results section is arranged
in a consecutive manner. Since the parameters beam position (X/Y ), intensity (I), and
polarization angle (θ ) depend on the orientation of the Wollaston prism i. e. the angle of
the rotation mount (ω) in which the Wollaston prism was installed, the investigation was
divided into three steps. Exploring the named parameters were first conducted after single
Wollaston prisms followed by an investigation for both stacked prisms in order to obtain
an understanding of the beam separation by the Wollaston prisms. Then, the resulting
fringe patterns were recorded with the fluorescence microscope for varying settings of
the Wollaston prisms in order to gain insight into the relationship between the fringe pat-
tern periodicity and the interfering beam’s positions. Each stage was accommodated by
deriving mathematical equations for describing the findings which were used in the final
stage of that chapter to specifically predict fringe patterns.
The knowledge gained from being able to predict fringe patterns in the fluorescence mi-
croscope was then used to design a specific periodic line pattern with a periodicity of 1 µm
which was used for fluorescence lithography. A densely packed layer of fluorescent dyes
(ATTO 590) on glass substrate was used as a self-built photoresist in the focal plane of the
objective. By using very high illumination intensities of the interfering laser beams, flu-
orophores experiencing intensities above a certain threshold limit are irreversibly photo-
destructed. Since the interference pattern also contains nodes i. e. areas of no intensity,
fluorescent dyes within or very close to the nodes were expected to remain intact and
would serve as the negative image after bleaching the fringe pattern into the photoresist.
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One major goal of this thesis was the characterization of the resulting negative image
with special emphasis on the final line width of the nodes. Since the nodes of the negative
image contained fluorescent dyes, the evaluation of the line width became accessible by
fluorescence microscopy imaging using fluorescence modulation.[8][9] By exploiting the
photo-selective nature of excitation properties of individual dyes, it is possible to record
modulated fluorescence data from immobilized samples, as described in Chapter 2. Af-
ter briefly introducing fundamental principles of the absorption and emission of light, a
technique is introduced by which the photo-selective nature of excitation is confined to a
narrower range of angles (excitation polarization angle narrowing, ExPAN).[8][10] In the
results section, the effect of ExPAN in comparison to regular fluorescence modulation
was investigated on individual fluorescence emitters. The concept of fluorescence modu-
lation was qualitatively illustrated using consecutive images from the recorded imaging
video and quantified by showing time-dependent fluorescent intensity traces.
By means of fluorescence modulation alternating between excitation with and without
ExPAN, the negative image of the bleached fringe pattern was characterized, as described
in Chapter 4. The fluorescence data was investigated using an alternating-variable search
method (AVM)[11] which was designed to localize a number of individual emitters within
the lines containing fluorescent dyes. The goal of this investigation was to express the di-
mension of the line width in terms of a full-width at half-maximum (FWHM) value of the
single molecule localization distribution. This investigation was set up in a consecutive
manner. First, a non-modulated fitting version of AVM was conducted on fluorescence
data sets at low dye densities in which the effect of fluorescence modulation was removed
by averaging. This allowed introducing and explaining the concept of AVM in the single
molecule regime by non-modulated fitting. Then, the AVM algorithm was extended to
the use of modulated fluorescence data with and without ExPAN. This was first applied
to the same data set (single molecule density) as for the non-modulated fitting procedure
but without averaging the data prior to evaluation in order to establish the applicability of
AVM with modulated data. Thereafter, the modulated version of the AVM algorithm was
applied to individual fluorescence lines at higher dye densities. Each evaluation step was
accommodated with an assessment of the distribution of the localized fluorescent dyes
within the lines (FWHM) in order to gain an understanding of the dimensions on which
fluorescence interference lithography can be used to create periodic patterns.
Concluding evaluations in this thesis addressed the investigation of selected examples of
single molecule pairs or trios which were situated in very close proximity to one another
i. e. on scales below the diffraction limit of light. The theoretical background of diffrac-
tion and its relationship to fluorescence microscopy is outlined in Chapter 2 while estab-
lished methods and techniques that break or circumvent the diffraction barrier of light
are introduced in Chapter 4. Due to the fact that fluorescence modulation with and with-
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out ExPAN is a direct consequence of the orientation of individual immobilized emitters,
the separation of closely adjoined pairs of single molecules is accessible by fluorescence
modulation under certain conditions. The investigations of this thesis contribute to an
understanding of to what extent the molecular orientation of single emitters can be used
to distinguish and separate fluorescence signal from pairs or trios below the diffraction
limit of light.
All in all, this thesis focused on the characterization of the negative image obtained from
interference lithography in a self-built fluorescent photoresist with special emphasis on
the dimensions of the line width (FWHM), as outlined in Chapter 4. Herein, the evalua-
tion of the line width was accomplished by means of an AVM algorithm which conducted
a single molecule fitting procedure on fluorescence imaging data. The recorded data was
obtained by fluorescence microscopy using modulation with and without ExPAN, whose
principles are outlined of the initial chapter of this thesis (Chapter 2). The design and
characterization of the self-built interference lithography set-up is addressed in Chapter 3.
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2 Fluorescence modulation with and without ExPAN
Fluorescence spectroscopy techniques have gained in popularity over the past decades
and are considered very essential for the investigation of biochemical and biophysical
processes. Not only can fluorescence be widely used in medical diagnostics,[12][13] DNA
sequencing,[14][15][16] and analytical chemistry,[17] it is also regarded a useful instru-
ment for cellular and molecular imaging by fluorescence microscopy since intracellular
molecules can be traced and localized down to very high resolution (super-resolution mi-
croscopy)[18] at high sensitivity (single-molecule detection).[19] Intracellular labeling of
individual biomolecules and subsequent single molecule localization techniques have un-
raveled many interesting intracellular biochemical processes or structures. As an example,
Yildiz et al.[20] were able to investigate the molecular motility of myosin V on actin by
single fluorescence molecule localization. The results strongly indicated that the molecu-
lar motor myosin V walks hand-over-hand on actin. Especially the discovery of the green
fluorescent protein (GFP) by O. Shimomura[21] in the 1960s led to a breakthrough in in-
tracellular labelling. Subsequent isolation[22] and modification of the GFP genes led to a
wide range of fluorescence proteins covering close to the entire visible spectrum[23][24][25]
while simultaneously suitable to selectively tag proteins in vivo.[26][27] Due to the large
impact of this discovery Osamu Shimomura, Martin Chalfie, and Roger Y. Tsien were
jointly awarded the nobel prize in chemistry in 2008 "for the discovery and development
of the green fluorescent protein, GFP."[28] The importance of fluorescence based tech-
nologies continues to grow so that fluorescence microscopes can be found in many bio-
chemical and biophysical labs. The following sections give a basic insight into the inter-
action of light with fluorescence dyes with special focus on absorption and emission pro-
cesses. Furthermore, the concept of fluorescence modulation and excitation polarization
angle narrowing (ExPAN) is introduced. After giving a short overview of state-of-the-art
fluorescence microscopy techniques along with their underlying concepts and principles,
experimental details of the self-built fluorescence microscopy set-up using fluorescence
modulation are explained. The results section focuses on the analysis of fluorescence
imaging data of single ATTO 590 dyes recorded with and without ExPAN.
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2.1 Theoretical background
2.1.1 The absorption of light
Light can be regarded as a combination of magnetic (~B) and electric (~E) field components
oscillating in phase and perpendicular towards each other, and perpendicular to the prop-
agation direction z.[1] The so-called electromagnetic wave possesses a frequency ν and
carries energy in form of photons which can be referred to as a single quantum of light
whose energy E depends on its frequency ν :
E = hν =
hc
λ
(2.1)
Herein, h equals Planck’s constant, c the speed of light, and λ the wavelength of light.
While E and ν are linearly proportional towards one another, E is inversely proportional
to the wavelength λ . The spectrum of visible light ranges from approximately 400 to
750 nm. Towards higher energies, ultra-violet (UV) waves (200-400 nm) and X-rays
(<200 nm) occur. Toward lower energies, the infra-red region (IR) and micro-waves can
be found. What kind of interaction occurs between the light and the matter depends,
among other things, on the light’s energy E and the molecular structure of the matter’s
molecules.[29] At very high intensities in the X-ray region, for example, photo-ionization
may occur if the photons exceed the atom’s or molecule’s ionization energy. Further-
more, microwaves are often found to induce molecular rotation or torsion, IR radiation
may excite molecular vibrations. Getting oneself sunburned is primarily an effect of UV
irradiation. Reflection, refraction, and scattering are further examples of the interaction
of light with matter.
In the course of this thesis, the interaction of light from the visible spectrum with mole-
cules was used. Light from the visible spectrum can cause molecules to be excited from
an electronic ground state to an electronically excited state. This process is referred to
as absorption and is followed by various molecular processes releasing the excess energy
when returning to the ground state.[19] Electronic states are referred to as Sn if its elec-
tronic nature is singlet, i. e. all electron pairs possess opposite spin. Transitions between
the electronic ground state, S0, and electronically excited states, S1 or S2, or vice versa,
are therefore spin-allowed. Due to the wave-like nature of electrons, electronic states are
best described by three dimensional wave functions (Ψ(x,y,z) = Ψ(~r) = Ψ). Each state
possesses distinct energies and a transition between two different energy levels therefore
requires the absorbed photon energy E to match the energy difference between both elec-
tronic states. However, matching photon energy is not the only prerequisite for an absorb-
ing transition to occur. Absorption causes the electronic nature of a molecule to change
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from an initial wave function (Ψ0(~r)) to a final wave function (Ψf(~r)) and not all states
can be arbitrarily transfered into others. In order to determine whether a certain transition
is allowed, the transition dipole moment, ~µ , is calculated according to equation 2.2.[29]
~µ =
∫
Ψ∗f (~r) · e~r ·Ψ0(~r)dV (2.2)
Herein,~r = (x,y,z) refers to origin coordinates in the center of the molecule’s charge dis-
tribution, Ψ∗f to the conjugate complex electronic wave function of the final state, Ψ0 to
the electronic wave function of the initial state, and e to the elementary charge of an elec-
tron. In cases in which the transition dipole moment ~µ gets very small by having values
close to zero, the electronic transition can be considered dipole forbidden and is not ob-
served e. g. in an absorption spectrum. The transition dipole moment serves as a measure
for the possible occurrence of transitions. The optically forbidden one-photon transition
between the ground state S0 and the first electronic excited state S1 in carotenoids is a very
prominent example for a forbidden transition.[30][31][32] In cases in which the transition
dipole moment ~µ becomes large, the electronic transition can be considered allowed. For
centro-symmetric molecules i. e. molecules that possess an inversion symmetry center, se-
lection rules facilitate the identification of forbidden and allowed transitions. According
to Laporte’s selection rules,[33] strong absorption takes place if the parity of the involved
wave functions changes either from gerade (g) to ungerade (u) or vice versa.[29] Herein,
orbitals with u symmetry do not have an inversion centera whereas orbitals of g symme-
try do. Looking back at the forbidden carotenoid transition between the electronic ground
state and the first electronically excited state, both levels possess g-symmetry, namely Ag
which leaves the transition from g to g forbidden according to Laporte’s selection rule. By
means of the transition dipole moment, the probability Pabs for a certain transition to oc-
cur can be given. The larger the absolute value of the transition dipole moment vector
‖~µ‖ the larger the probability gets that a photon is absorbed. Equation 2.3 shows that the
probability Pabs shows a quadratic dependence on the absolute value of ~µ .
Pabs ∝ ‖~µ‖2 (2.3)
So far, it became clear that the process of absorption depends on the transition dipole
moment which in turn relies on the molecular and electronic structure of the molecule. In
addition to the probability for absorption, the photon energy required for the optical tran-
sition has to be provided by the light in order for excitation to take place. The molecular
events following absorption are best explained by a Jablonski diagram, as seen in the
aThe molecule is required to have an inversion center nonetheless in order to apply Laporte’s selection
rules. The molecule’s center of inversion remains while the orbital is not inversion symmetric.
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following section.
2.1.2 Jablonski diagram
A Jablonski diagram illustrates processes that follow upon excitation from an electronic
ground state S0 to an electronically excited state, for example S1 or S2.[34] Herein, each
electronic energy level contains vibrational states which are labeled by their vibrational
quantum number v = 0, 1, 2, 3. Absorption usually occurs from the vibrational ground
state (v = 0) within the electronic ground state S0 since excited vibrational states are
not substantially populated at room temperature in many cases. In cases in which the
equilibrium positions of the molecule’s atoms differ between an excited state Sn>0 and
the ground state S0, the time scales of electronic transitions (10−15 s) are much shorter
than for nuclei rearrangement to occur. As a consequence, the molecular geometry re-
mains constant during absorption of a photon and so-called vertical transitions take place
(see violet and blue arrows in figure 2.1). This observation is referred to as the Franck-
Condon principle.[35] Accordingly, a fluorescence molecule is usually excited to a higher
vibrational level within the excited electronic state, preferentially those vibrational states
whose wave functions resemble the wave function from the vibrational ground state of
the electronic ground state best.
A number of different pathways exist for the absorbed energy to be released when the
molecule returns to its electronic ground state. Not all processes will be addressed here,
but the focus will be on the events depicted in the Jablonski diagram in figure 2.1. Usu-
ally the first process to occur after absorption is fast vibrational relaxation to the vibra-
tional ground state of the electronically excited state. The excess vibrational energy is
released to surrounding solvent molecules on time-scales ranging from femto- to picosec-
onds (10−15− 10−12 s). This non-radiative process is depicted by dotted, curved arrows
in grey and generally follows upon all events which caused excited vibrational levels to
be populated (like fluorescence or phosphorescence).[36]
Higher electronically excited states, like S2, usually release their excess energy by internal
conversion (IC).[37] IC can occur when the energy difference between the higher and the
lower electronic state is so small that the vibrational ground level of the higher electronic
state (S2,v= 0) can directly interact with a vibrational excited state of the lower electronic
level (S1,v> 0). This process can also occur between the first electronically excited state
(S1,v = 0) and the electronic ground state (S0,v > 0) if the energy gap is appropriately
small (see curved, grey arrows in figure 2.1). Due to the fact that the energy difference
between electronic states decreases for higher levels and that IC occurs on time-scales
of picoseconds (10−12 s), IC usually dominates the de-excitation of levels larger than
S1. While vibrational relaxation and IC lead to a fast population of the lowest vibrational
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Figure 2.1: Jablonski diagram for transitions from the electronic ground state S0 to elec-
tronically excited states S1 and S2 and subsequent relaxation processes. OPE: one-photon
excitation; TPE: two-photon excitation; VR: vibrational relaxation (dotted curved arrows);
IC: internal conversion; ISC: intersystem crossing; hν : radiative transitions.
state of S1,v = 0, other processes than IC compete for the de-excitation of S1.
Fluorescence emission can be regarded as the opposite process of absorption. Instead of
absorbing energy in form of photons, excess energy is released by emitting photons of
certain energy. Therefore, fluorescence is a radiative process that leads to the return to the
electronic ground state as depicted by the green arrow in figure 2.1. In many ways, fluores-
cence follows the same rules as absorption. Again, the Franck-Condon principle applies
and since the spacing of the vibrational levels as well as the vibrational wave functions
of the excited states are quite similar to those of the ground state, fluorescence leads to
the population of an excited vibrational level in the electronic ground state (S0,v > 0). In
fact, likely absorptions from S0,v” = 0 to S1,v’ = 3 are often found to be similarly likely
as fluorescence S1,v’ = 0 to S0,v” = 3. Therefore, a fluorescence emission spectrum ap-
pears to be mirrored with respect to the absorption spectrum. Moreover, the probability
of fluorescence Pfl is also depending quadratically on the absolute value of the transition
dipole moment ~µ . The emitted photons often contain less energy than the absorbed pho-
ton which is why the fluorescence emission spectra appear red-shifted with respect to the
absorption spectra. This effect is called Stokes-shift and implies that the emission light’s
wavelength is larger than the excitation light’s.[37] This feature is quite beneficial when
designing fluorescence microscopes. Due to the shift of wavelength, special optics pro-
vide the possibility to separate fluorescence light emitted by a sample of interest from the
excitation light by using dichroic mirrors or optical filters.
Another de-excitation path of the vibrational ground state of the first electronically excited
state is called intersystem crossing (ISC). So far, only transition between singlet states
have been addressed in which all electron spins are paired. Even in excited singlet states,
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spins occupied in different orbitals are opposite to one another therefore resulting in a zero
total magnetic momentum. In triplet states, spins occupied in different orbitals possess
the same spin which is why triplet states show a total magnetic momentum other than
zero. In order for ISC to occur, a good overlap between the interacting wave functions is
required (figure 2.1)). Additionally, the system’s overall angular momentum is required to
remain constant which is why this transition is called spin-forbidden.[29] A spin flip can
only occur when the change in spin momentum is compensated by other processes, for
example spin-orbit coupling. This is rather improbable and seldom the case. The radiative
de-excitation of the vibrational ground state of the triplet state is called phosphorescence
(see orange arrow in figure 2.1). Returning to the singlet ground state again requires a
spin flip which is why triplet states are usually much longer lived than singlet states.[37]
So far, it has been explained that in many cases instantaneous absorption is quickly fol-
lowed by vibrational relaxation and IC to the vibrational ground level of the first electroni-
cally excited state. Spontaneous fluorescence emission, internal conversion, and intersys-
tem crossing are processes competing for returning the excited molecule to the ground
state. Each transition can be assigned a rate constant which is proportional to the proba-
bility per time unit that a specific transition occurs. Typical rate constants are kIC ≈ 1 ns-1
for internal conversion and kfl ≈ 0.1 ns-1 which indicates that the process of fluorescence
is ten times less probable than releasing the energy by internal conversion.[29] Each pro-
cess can also be assigned a specific quantum yield which is defined by the ratio of the rate
constant for a given process and the sum of all rate constants depopulating the first ex-
cited state. As an example, the fluorescence quantum yield Φfl is defined in equation 2.4
only taking fluorescence, IC, and ISC into account. The inverse of the fluorescence rate
constant is equal to the fluorescence lifetime (τfl = 1/kfl). Typical fluorescence lifetimes
of dyes lie around 10 ns.[19]
Φfl =
kfl
kfl+ kIC+ kISC
(2.4)
Further interactions exist for releasing absorbed energy and returning to the electronic
ground state, e. g. fluorescence quenching and energy transfer mechanisms like fluores-
cence resonance energy transfer (FRET). As a last de-excitation mechanism relevant for
this thesis, stimulated emission is introduced, an effect that was first described by Al-
bert Einstein.[38] Stimulated emission is depicted as a yellow arrow in the Jablonski
diagram shown in figure 2.1. In contrast to spontaneous emission which is referred to as
fluorescence, emission can also be stimulated by an additional light source. The stimu-
lation of this transition requires the incoming photons to possess the specific amount of
energy that equals the energy difference of the desired transition. The additional external
photon inducing stimulated emission results in a second photon of identical properties
with respect to phase, frequency, polarization, and direction. In other words, the exter-
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nally applied electromagnetic field interacts with the molecule in its excited state and
increases the probability for the corresponding transition to occur. Due to the fact that the
resulting photon shares the same properties of the incident photon, it can also be spec-
trally separated from remaining fluorescence light since the wavelength of the stimulated
emission beam is red-shifted with respect to the wavelength of fluorescence. Nowadays,
stimulated emission is considered the core piece mechanism for building lasers[39][40]
(LASER, light amplification by stimulated emission of radiation). Additionally, stimu-
lated emission is part of the super-resolution technique "stimulated emission depletion"
(STED) microscopy.[41][42] Stimulated emission is used in the course of this thesis in or-
der to increase the photo-selectivity of excitation. The concept of photo-selection and
exploiting this feature for a fluorescence microscopy technique will be introduced in the
following sections.
2.1.3 The modulation of fluorescence signals from single molecules
Fluorescence dyes can be photo-selectively excited by using linearly polarized light for
which the electric field component ~E oscillates in one specific plane, the so-called po-
larization plane of a light wave. If the polarization plane matches the orientation of the
molecule’s transition dipole moment ~µ , light can be absorbed.[43] The probability of ab-
sorption Pabs depends on the dot product between the electric field vector ~E and the transi-
tion dipole moment ~µ as shown in equation 2.5. Solving the dot product reveals that Pabs
depends quadratically on both the absolute magnitude of the transition dipole moment
‖~µ‖ and the absolute magnitude of the electric field vector ‖~E‖.
Pabs ∝ (~E ·~µ)2 = ‖~E‖2‖~µ‖2 cos2(α) (2.5)
Pabs is proportional to the squared cosine function of the angle α between ~E and ~µ and
yields a maximum when ~E is oriented exactly parallel to ~µ (α = 0°). This means that
only a selected portion of fluorescence dyes in a sample of randomly oriented molecules
is excited and emission can only be expected from this portion to occur. In cases in which
rotational diffusion of the molecules is omitted, e. g. by immobilizing dyes onto a glass
surface, the fluorescence response can be expected to be linearly polarized with a flu-
orescence probability Pfl which is also depending quadratically on the transition dipole
moment’s absolute value.[8][19]
Excitation does not only occur when the light’s polarization plane is oriented exactly par-
allel towards the transition dipole moment. Even if the electric field component ~E is tilted
away from~µ by an angle α , excitation may occur according to equation 2.5. Fluorophores
oriented exactly perpendicular to~µ (α equals 90°) show no absorption. Fluorescence can
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be regarded as the reverse process to absorption, thus the fluorescence probability Pfl of
single molecules is dependent in the same way on ~µ and α as Pabs. The more photons are
absorbed the more photons can eventually be emitted as fluorescence. Therefore, in linear
optical systems it is assumed that the emitted fluorescence intensity Ifl is also dependent
on the angle α [44] between the orientation of the light’s polarization vector ~E and the
molecule’s transition dipole moment ~µ which can be described by equation 2.6.
Ifl ∝ Pabs ∝ cos2(α) (2.6)
The molecule’s transition dipole moment orientation within the chromophoric structure
of the fluorescence dye usually remains constant as long as the solvent is not changed. If
a fluorescence molecule is immobilized on a surface, the orientation of the chromophoric
structure determines the orientation of ~µ . If the plane of ~E is rotated with a fixed an-
gular velocity, the absorption response and thus the fluorescence response is modulated
between a maximum and a minimum value depending on the orientation of the excita-
tion light’s polarization plane.[45] The resulting fluorescence signal reaches a maximum
value if the angle α between ~E and ~µ is zero (compare magenta arrow in figure 2.2). If
the plane of ~E rotates further and the molecule remains fixed, the fluorescence intensity
decreases until a minimum value is reached at α = 90◦. For intermediate cases as shown
for the blue (α = 30◦) and yellow (α = 60◦) arrows in figure 2.2, the Ifl is given by equa-
tion 2.6. Due to symmetry of the squared cosine function, the orange (α = 120◦) and green
(α = 150◦) arrows have the same lengths as yellow and blue, respectively. The final result
is a periodic function which will often be referred to as fluorescence modulation. Since
the rotation frequency of the light’s polarization plane is experimentally controllable, flu-
orescence modulation can be easily adapted to the experimenter’s needs. In figure 2.2,
the fluorescence intensity Ifl is depicted in dependency of the angle α . Due to the direct
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Figure 2.2: Plot of normalized fluorescence emission intensity (Ifl) depending on α (angle
between ~E and ~µ) according to equation 2.6. Colored arrows show Ifl values corresponding
to given α . α = 0°, pink. α = 30°, blue. α = 60°, yellow. α = 120°, orange. α = 150°,
green. Angular polar plot of Ifl to the right.
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relationship between the angular velocity and time, it is also possible to express fluo-
rescence modulation curves in time coordinates t which are then called time-dependent
fluorescence traces. Differently oriented molecules will each show modulating fluores-
cence traces peaking at different times which can be described by the phase parameter ϕ
of the underlying squared cosine function. It is also useful to express photo-selection in
form of a polar plot in which the fluorescence intensities are plotted against α in angular
coordinates, as shown in figure 2.2 to the right. A polar plot directly shows the excitation
probability of a single dye by linearly polarized light for a certain angle between ~µ and
~E. The shape of the polar plot looks similar to a dumbbell which is why it will be referred
to as the photo-selection or excitation probability dumbbell. Two differently oriented flu-
orescence dyes will show two excitation probability dumbbells which are rotated with
respect to one another. By exploiting this orientation difference, controlled fluorescence
modulation can be used to distinguish individual molecules by their phase even if their
modulation signals overlap spatially.
The typical photo-selection distribution for one-photon excitation is described by the
cosine-squared dependency given in equation 2.6.[19] One simple way of enhancing pho-
to-selection or in other words reducing the excitation probability for increasing angle mis-
match between ~E and ~µ , is multiphoton excitation. In two-photon excitation (TPE), as
the name already suggests, two photons with much larger wavelengths are used to excite
the molecule to its electronically excited states (see red arrow in figure 2.1). The selection
rules for TPE differ substantially from the ones for one-photon excitation (OPE).[46] As an
example, the transition from carotenoids from the ground state S0 to the first electronic ex-
cited state S1 is optically forbidden for OPE, whereas TPE can be used to directly populate
S1.[30] In order for multi-photon excitation to occur, two photons are required to interact
with the molecule simultaneouslyb which is accomplished by using large laser intensity in
spatially very confined excitation areas. The probability of this non-linear optical process
to occur is quadratically dependent on the excitation energy. As a consequence, photo-
selection for TPE depends on the cosine to the fourth power of the angle between ~E and
~µ (cos4(α)). Moreover, three photon excitation shows a cos6(α) dependency increasing
photo-selection even further.[19] Another technique for improving photo-selection of ex-
citation was recently introduced[8] and uses stimulated emission in order to selectively
narrow the angle range for excitation. This technique named excitation polarization angle
narrowing (ExPAN) is introduced in the following section.
bSequential absorption may also be possible if a well defined intermediate state exists.
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2.1.4 Excitation polarization angle narrowing (ExPAN)
Regular fluorescence modulation and photo-selection cause differently oriented dyes to be
excited with differing probabilities. Assuming an angle of 45° between the electric field
vector ~E and the molecule’s transition dipole moment~µ , the absorption probability can be
approximated to be 0.5 relative to the maximum excitation if α were 0°. Photoselection
can be considered rather unspecific with respect to the goal to distinguish the fluorescence
contributions by their phase. If two dyes were to be positioned in close proximity towards
each other with a difference in orientation of 45°, the fluorescence contribution from one
dye would be maximum while the other dye would still contribute half as much fluo-
rescence. Summing two squared cosine functions with different phases (assuming each
squared cosine function to be the result from one molecule) results in yet another squared
cosine function. Due to the fact that only the total fluorescence contribution is accessible
via measurements, it becomes difficult to identify the individual signals without having
prior knowledge of the system. Signal identification would greatly improve if the photo-
selection would be enhanced, for example by narrowing the angle range for excitation. As
previously mentioned, this can be obtained by multi-photon experiments.
Another way of improving photo-selection has recently been realized by the use of stim-
ulated emission in addition to the regular excitation.[8][10] The technical clue herein is
that the electric field vector ~Ese of the linearly polarized stimulated emission beam is
oriented exactly perpendicular to the electric field vector ~Eabs of the linearly polarized
excitation beam. The cosine-squared probability distribution also applies to stimulated
emission which is why stimulated emission preferentially occurs when the molecule’s
transition dipole moment is oriented parallel to the stimulated emission beam’s polariza-
tion plane. In this case, the absorption probability is at its minimum anyway which is
why only a negligible number of fluorescence dyes would be in the excited state in the
first place. On the other hand, molecules whose transition dipole moments are oriented
along the excitation light’s polarization plane do not experience substantial influence from
stimulated emission since its corresponding de-excitation probability possesses a mini-
mum. Fluorescence emission can occur almost unhindered for those molecules. For inter-
mediate orientations, dyes are excited with a certain probability and de-excited at another
probability. It can be regarded as a competition of the processes of stimulated emission
and spontaneous emission for the transition from the excited state S1 to the ground state
S0. Upon increasing the intensity of the stimulated emission (Ise) beam, the process of
stimulated de-excitation is favored over spontaneous emission. As a consequence, the an-
gle range for which fluorescence is detected is substantially narrowed. In other words,
photo-selection is improved and leads to an adaption of the cosine-squared shaped func-
tion as seen in figure 2.3. The peaks appear at the same positions but are much narrower
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Figure 2.3: Principle of ExPAN to the left. Angular polar plot of the reduced excitation prob-
ability (blue) under the influence of a second, stimulated emission beam (red). To the right, the
dotted curve shows the regular cosine squared fluorescence modulation plot (Ifl(α)) accord-
ing to equation 2.6 while the blueish curve shows Ifl(α) under ExPAN conditions according
to the ExPAN equation 2.13.
in width. This effect was named excitation polarization angle narrowing (ExPAN).
In quantitative terms, the fluorescence intensity Ifl can be regarded proportional to the dye
population in the first excited state N1,[8][10] which in turn can be expressed in terms of
rate constants[47] as shown in equation 2.7.
N1 =
kabs
kabs+ kfl+ kse
(2.7)
Herein, kabs, kfl, and kse are rate constants for absorption, fluorescence emission, and
stimulated emission, respectively. Other de-excitation processes have been neglected. The
magnitude of rate constants is proportional to their transition probability and by taking
equation 2.5 into account, their dependency on the angle α can be expressed as:
kabs(α) = k0,abs ·Pabs = k0,abs · (~Eabs ·~µabs)2 (2.8)
and
kse(α) = k0,se ·Pse = k0,se · (~Ese ·~µse)2 (2.9)
Herein, k0,abs and k0,se are the maximum rate constants for absorption and stimulated
emission, respectively. For simplicity of calculation, ~Eabs and ~Ese are defined as two-
dimensional unity vectors and ~µabs and ~µse are taken to be collinear, as shown in equa-
tion 2.10
~Eabs =
(
1
0
)
and ~Ese =
(
0
1
)
and ~µabs =~µse =
(
cos(α)
sin(α)
)
(2.10)
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A closer look at the vector expressions for ~µabs and ~µse makes clear that they are unity
vectors as well since their magnitude also equals one (‖~µabs‖ =
√
cos2(α)+ sin2(α) =
1). By inserting all unity vectors in equation 2.10 into the given angle dependent rate
constant functions (Eqs. 2.8 and 2.9), the population of the first excited state becomes
N1 =
k0,abs cos2(α)
k0,abs cos2(α)+ kfl+ k0,se sin2(α)
(2.11)
This equation can be further simplified as follows. First, it can be assumed that the rate
constant for fluorescence emission is much larger than the rate constant for absorption
(k0,abs  kfl) because the intensities commonly used in wide-field fluorescence micros-
copy do not induce fluorescence saturation. In a saturated fluorescence system, the in-
crease of excitation intensity is not followed by an increase of fluorescence emission due
to the fact that the spontaneous emission transition is the limiting factor and nearly all
dyes are in the excited state. Whether saturation occurs depends on the photo-physical
properties of the dye and the excitation light source. A quantitative assessment of this
relationship k0,abs kfl is given in section 2.1.5. Further simplification of equation 2.11
is achieved by introducing a quantification measure for the strength of the ExPAN ef-
fect. This factor fs specifies the ratio between the maximum rate constant for stimulated
emission and the rate constant for spontaneous fluorescence emission ( fs = k0,se/kfl). The
population equation 2.11 can be rearranged to yield equation 2.12.
N1 ≈ k0,abskfl
cos2(α)
1+ fs sin2(α)
(2.12)
For large ExPAN factors, the stimulated emission dominates over spontaneous emission,
thus causing the narrowing of the excitation range. Since the observed fluorescence inten-
sity Ifl is proportional to the population of the first excited state N1, Ifl can be expressed
as angle dependent function given in equation 2.13.
Ifl ∝
cos2(α)
1+ fs sin2(α)
(2.13)
In the course of this thesis, equation 2.13 is often referred to as the fundamental ExPAN
function.
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2.1.5 Spectral properties of ATTO 590
The fluorescence dye used in all parts of this thesis is called ATTO 590. Its structure
contains a xanthene backbone which is depicted by the orange color in figure 2.4. Typical
xanthene dyes, like rhodamine B, rhodamine 6G, rhodamine 101, and rhodamine 630 usu-
ally exhibit high fluorescence quantum yields and small Stokes shifts of approximately 20
- 30 nm with emission maxima (λfl) around and below 600 nm in alcoholic solutions.[48]
The distribution of pi-electrons in the chromophore can be described by two mesomeric
structures in which the positive charge is located with either nitrogen atom. Both me-
someric structures are therefore identical which is why xanthene dyes do show a static
dipole moment parallel to the long axis of the molecule neither in the ground state nor in
the excited state. The electronic rearrangement during absorption occurs along the long
axis of the chromophore which is why the transition dipole moment is oriented parallel
to it, as depicted by the arrow in figure 2.4.[49]
Compared to dyes only containing the xanthene backbone, the emission and absorption
maxima of ATTO 590 are red-shifted. In ATTO 590, both nitrogen atoms are part of an
additional ring structure including further carbon double bonds. The extended pi-system
requires slightly less energy for the transitions to occur, thus resulting in a red-shift of both
spectra. ATTO 590 is provided as an isomeric mixture in which the second carboxy group
is attached to the benzene ring either in para position with respect to the first carboxy
group or in para position with respect to the xanthene backbone. In principle, both isomers
show equal absorption and emission properties. The absorbance and fluorescence emis-
sion spectra recorded from a dilution of ATTO 590 in methanol are shown in figure 2.5.
Maximum absorption was registered at 594 nm (Literature: 594 nm,[50] 593 nm[51]), while
maximum fluorescence was detected at 624 nm (Literature: 622 nm,[51] 624 nm[52]). In bi-
ological systems, labelling with red-absorbing dyes is often favored over labelling with
blue-absorbing dyes. Due to the fact that Rayleigh and Raman scattering scale with the in-
verse wavelength to the forth power, increased values of λfl lead to a significant reduction
Figure 2.4: Molecular structure of
ATTO 590 including the transition
dipole moment’s orientation.
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Figure 2.5: Normalized absorbance and normal-
ized fluorescence emission spectra of ATTO 590
free carboxy acid in methanol.
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of the background signal from the sample with in turn improves signal sensitivity.[48]
The fluorescence quantum yield of ATTO 590 is given to be Φfl = 80% with a fluores-
cence lifetime of τfl = 3.7 ns.[50][53] Together with its thermal and photochemical stability
this makes ATTO 590 excellently suitable for a wide range of fluorescence microscopy
techniques especially with respect to high sensitivity measurements. To name a few ex-
amples, ATTO 590 is readily used for single molecule detection in high resolution mi-
croscopy,[54] like PALM, dSTORM, and STED, or distance quantification measurements
using FRET.[55]
As previously stated, wide-field illumination intensities do not cause singlet state sat-
uration for typical fluorescent dyes. The following mathematical assessment is based
on the photo-physical properties of ATTO 590 and typical illumination intensities used
throughout this thesis.[47][56] If a 1 mW light beam with a wavelength of 594 nm and
a Gaussian profile is used to illuminate an areac of about 1000 µm2, the average peak
intensity is given by Ip = 100W/cm2. This value can be expressed as a photon flux
Jp = Ip/E = (Ipλ )/(hc)≈ 3 ·1020 photons/(cm2 s). The rate constant for absorption kabs
can be obtained by multiplying the fluorophore’s optical cross section σabs with the pho-
ton flux Jp in which σabs can be derived from the decadic extinction coefficient ε of the
dye.[57] For ATTO 590, this gives σabs = ε · ln(10) · 1/NA ≈ 4.6 · 10-16 cm2/molecules
in which ε was taken to be 120 000 L/(mol cm2)[50][51] and NA is Avogadro’s constant,
NA = 6.02 · 1023 mol-1. The resulting rate constant for absorption under the named con-
ditions is then kabs = σabsJp ≈ 1.4 · 105 s-1. This value can be compared to the rate
constant for fluorescence which can be obtained from the fluorescence lifetime τfl as
kfl = 1/τfl ≈ 2.7 ·108 s-1. Even if the illumination intensity would be increased to approx-
imately 20 mW, kfl would still exceed kabs by a factor of 100 which supports the assump-
tion that fluorescence saturation does not play a role in typical wide-field illumination
set-ups.
2.1.6 Fluorescence microscopy
So far, the general concept of fluorescence has been outlined along with exploiting the
feature of photoselectivity with respect to fluorescence modulation and excitation polar-
ization angle narrowing (ExPAN). Throughout this thesis, these techniques were applied
in fluorescence microscopy set-ups whose fundamental characteristics are addressed in
this section. In fluorescence microscopy, a sample is illuminated using monochromatic
excitation light which is absorbed by the fluorescent dyes. The successive release of
cThe illumination area is circular and sligthly exceeding the edges of the rectangular field of view of the
EMCCD (electron-multiplying charge-coupled device) camera used. It is assumed that the diagonal of the
circular illumination area (∼ 35.7 µm) exceeds the diagonal of the field of view (∼ 32 µm) by no more 10%.
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the excess energy in form of photons is detected, for example by avalanche photodi-
odes (APD)[58] or charge-coupled devices (CCD).[59] Due to the Stokes-shift (red-shift
of emission spectrum), the excitation light’s wavelength differs from the emission light’s
wavelength which is why the latter can be experimentally separated from the former by
the use of appropriate dichroic beamsplitters and filters. The spectral separation is es-
pecially beneficial since the same objective can be used for sample excitation as well
as fluorescence emission collection which facilitates the overall set-up design. This con-
figuration is named epifluorescence microscopy[19] and is widely used for fluorescence
imaging purposes.
The fluorescence microscopy set-ups designed and built in the course of this thesis were
used mostly in wide-field epifluorescence configuration. Wide-field illumination is ob-
tained by focusing a collimated beam onto the center of the back focal plane of the ob-
jective by using a lens, thus causing a large area of interest to be illuminated.[29] The
alternatives to wide-field illumination rely on point based scanning techniques, like con-
focal laser scanning microscopy (CLSM)[60] for example. Point illumination is achieved
when the collimated excitation light is focused into the sample by the objective lens itself
(no focusing prior to the objective occurs). In order to obtain a full image, the illumi-
nation point is scanned through the sample and the results are put together to a final
image afterwards. Despite the fact that point-based scanning techniques put less strain on
the sample since the illumination volume is confined to a diffraction-limited spot in x,
y, and z, wide-field techniques were preferentially used in this thesis due to set-up sim-
plicity. Even though wide-field illumination causes much more out of focus excitation
which leads to higher background signals and decreased signal-to-noise ratios, the fea-
ture of fluorescence modulation already requires additional measuring time which is why
wide-field was preferred over point-based illumination in this work.
Fluorescent dyes commonly used in fluorescence microscopy are sized on sub-nanometer
scales for dye molecules (xanthene, cyanine, rhodamine), while the beta-barrel structure
of fluorescent proteins is approximately 2-4 nm high and wide.[61] Even if one individ-
ual dye or fluorescent protein is imaged with a fluorescence microscope, the final signal
response will be magnitudes larger in diameter than the size of the fluorescence dye it-
self. This rather unfortunate feature is due to diffraction by the circular aperture of the
objective. In more general terms, the diffraction from a circular aperture creates a bright
center with concentric rings, called Airy pattern[62] as shown in figure 2.6. The Airy pat-
tern can be easily visualized in the lab by passing a laser beam through a continuously
variable iris. By slowly closing the iris diaphragm, it starts acting as a pinhole and reveals
the Airy diffraction pattern at some distance behind the iris.
The intensity distribution I(γ) of the Airy diffraction pattern can be mathematically calcu-
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lated from the Fraunhofer diffraction equation[1][2] for circular apertures in the far fieldd
as shown in equation 2.14.
I(γ) = I0
(
2J1(ρ)
ρ
)2
with ρ =
2pir sin(γ)
λ
= kr sin(γ) (2.14)
Herein, I0 is the maximum intensity in the center of the Airy distribution, J1(ρ) the Bessel
function of the first order, k = 2pi/λ the magnitude of the wave vector, r the radius of the
circular aperture, and γ the maximal half-angle of the cone of light entering or exiting
the objective’s lens. The radius of the first dark ring in which I(γ) = 0 can be derived
from the first value for which the Bessel function J1(ρ) becomes zero which is the case at
ρ ≈ 3.8317.[63] Rearranging equation 2.14 yields equation 2.15 which relates the angle at
which the first minimum of the Airy function occurs to the wavelength and the aperture’s
diameter D.
sin(γ) =
ρλ
2pir
=
3.8317 ·λ
piD
≈ 1.22λ
D
(2.15)
The importance of this equation becomes apparent when thinking about resolving two
point sources in close proximity to one another. If the center of the first molecule’s Airy
pattern lies within the angle of the first Airy pattern minimum of the second molecule,
both signals cannot be resolved anymore in a conventional fluorescence microscope. Ac-
cording to the Rayleigh criterion,[64] the resolution limit is just met if the minimum of one
Airy function coincides with the maximum of the other. Equation 2.15 then translates into
the angular resolution limit in equation 2.16 for very small angles which depends only on
the wavelength of light and the optical parameters of the objective.
γ ≈ 1.22λ
D
(2.16)
All in all, it is neither possible to focus a laser beam onto an infinitely small spot nor imag-
ing a point source as such. When considering a sample of many fluorescent dyes, regular
fluorescence imaging can be regarded as diffraction limited with respect to resolution if
the optical set-up is optimized to yield the angular resolution given in equation 2.16. Each
point source in a diffraction limited system responds to the illumination with a distribution
of the size of the diameter of the Airy disk pattern to the first minimum (D). The recorded
image is consequently also limited to diffraction. While the Airy function is free from
aberration, the fluorescence response is sensitive to many factors, like chromatic aberra-
tion from further optics in the detection path, beam alignment and the correct positioning
dIn this case, the distance from the aperture to the observed pattern (L) is larger than the ratio between the
square of the apertures size (D) and the wavelength of light (D2/λ  L).
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of the detector with respect to focal plane. Experimental factors influence the distribution
which is why the fluorescence distribution from a single emitter in a microscope is called
point-spread-function (PSF). In many cases, the PSF can be approximated by an Airy pat-
tern function according to equation 2.14, especially if the emitting dyes are recorded in
focus and optics are very well aligned. However, in defocused systems, the PSF changes
significantly from the Airy distribution which is why other functions are required to char-
acterize the image.[65][66][67] Usually, the best way to find the true PSF is by measuring
it experimentally by point emitting sources like bright quantum dots. The characteristic
changes of the PSF’s shape depending on the distance towards the focal plane gave rise
to techniques in which the position of individual emitters became accessible in the third
dimension.[65][68][69][70]
The image formation can be considered as a convolution of all individual single dye emit-
ters with the corresponding PSF. The resolution limit is characterized by Abbe’s law[71]
in equation 2.17.
d =
λ
2nr sin(γ)
=
λ
2NA
(2.17)
Herein, the resolution limit d refers to the smallest distance between two point sources
that are resolved. The distance d scales linearly with the wavelength so that better reso-
lution capability is possible for smaller wavelengths. Additionally, d is inversely propor-
tional to the numerical aperture of the objective (NA). NA is given by the product of the
objective’s index of refraction (nr) and the sine of the half cone angle (γ) of the objective’s
lens (see equation 2.17 and figure 2.7). It can be considered as a measure for the size of the
fluorescence collection cone. Due to the fact that the sample irradiates fluorescence into
all directions, the objective’s collection cone determines how many of the emitted photons
are collected and directed to the detection unit. The more photons are collected the better
is the signal to noise ratio and the sensitivity of the measurements improves.[29] Large
numerical apertures (typically around 1.4) are nowadays frequently used in microscopy
techniques that desire high resolution. A brief overview of super-resolution techniques is
given in the theoretical section of Chapter 4.
One important consequence of Abbe’s law is illustrated in figure 2.7. For an infinity cor-
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rected lens, the ratio between the off-axis distance rd of a beam and the sine of the angle
between the corresponding ray and the optical axis (sin(φ)) is constant.[71][72] For an
infinity corrected microscope objective which consists of many lenses in row the constant
is given by the effective focal length f of the system. This means that the angle at which
the beam exits the objective toward the focal point depends on the lateral position on
the back focal plane of the objective. By increasing the off-axis distance rd , the angle
φ also increases (rd = f sin(φ)). This relationship will be of great use in Chapter 3, in
which interference between two plane waves is accomplished in the focal plane of the
microscope’s objective.
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2.2 Experimental section - Material and methods
The following experimental sections will provide a detailed set-up description of the self-
built fluorescence microscopy set-up using fluorescence modulation and excitation polar-
ization angle narrowing (ExPAN). In contrast to the ExPAN technique in the literature,[8]
continuous wave (CW) excitation was replaced by pulsed excitation. The sample prepa-
ration method is given along with a description of the measurement’s procedure.
2.2.1 Set-up details
A schematic design of the ExPAN set-up is shown in figure 2.8. The optical parametric
oscillator unit (OPO, APE) was synchronously pumped by a modelocked Titan:Sapphire
(Ti:Sa) ultra-fast laser head unit (Chameleon Ultra II, 680-1080 nm, 140 fs at peak,
80 MHz, >3.5 W, Coherent) which itself was pumped by a neodymium vanadate
(Nd:YVO4) laser (Verdi laser head unit in Chameleon Ultra II). The Chameleon output
wavelength of 800 nm passed a half wave plate (WP1: AHWP05M-980, 690-1200 nm,
Thorlabs) and a high energy broadband polarizing beam splitter (PBS1: PBS1005-SBB,
400-1100 nm, Precision Photonics), the combination of which was used to tune the laser
power before it was reflected into the OPO. The ring version of the OPO first transformed
the Ti:Sapphire output wavelength by a quasi phase matched interaction in the periodi-
cally poled crystal to an infrared (IR) Signal and an IR Idler wavelength. Then, the IR
Signal wavelength was intracavity frequency doubled by a second harmonic generation
(SHG) crystal made from lithium triborate (LiB3O5, LBO). The accessible output wave-
length in the visible range ranged from 505 nm to 750 nm and was tuned to 568 nm for
ExPAN measurements by optimizing the phase matching temperature of the SHG crystal
and by adjusting the cavity length. The linearly polarized, pulsed excitation beam passed
a filter (F1: Multiphoton emitter HC 770/SP, AHF) in order to separate the desired 568 nm
wavelength from IR components. A pair of achromatic lenses (L1: AC254-075-A-ML,
f = 75 mm, Thorlabs, L2: AC254-300-A-ML, f = 300 mm, Thorlabs) was used to expand
the beam to a diameter of 6 mm. Mirrors and a dichroic beamsplittere (D1: Laser beam-
splitter z568sprdc, AHF) reflected the excitation beam into a polarizing beam splitter
(PBS2: PTW 20, 440-650 nm, B. Halle Nachfl. GmbH) which was used on the one hand
to improve the quality of the linear polarization of light and on the other hand to cou-
ple the excitation light with the perpendicular oriented de-excitation ExPAN beam. The
ExPAN beam possessed a wavelength of 715 nm and was generated in a second Ti:Sa
laser (Chameleon XR, 705-980 nm, >1.5 W, Coherent) operated in CW mode. The de-
eThe dichroic beamsplitter D1 was used instead of a regular mirror because it allowed another beam to be
coupled into the excitation beam path which was also regularly used but not for measurements presented in
this thesis.
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Figure 2.8: Schematic design of the ExPAN set-up showing set-up components and beam
paths of the excitation beam (568 nm), the de-excitation beam (715 nm) and the emission
light beam (650 nm). Optical parts are labelled as follows: D dichroic mirror, F filter, L lens,
M mirror, OPO optical parametric oscillator, PBS polarizing beam splitter, WP wave plate.
excitation beam passed a longpass filter (F2: FEL0700, Thorlabs) in order to remove any
IR or SHG components from the light before it was coupled with the excitation light in
the polarizing beam splitter by the use of two mirrors. Behind the polarizing beam splitter,
both beams passed an achromatic half wave plate (WP2, AHWP05M-600, 400-800 nm,
Thorlabs) which was mounted into a chopper wheel (MC1F2, Thorlabs) and attached
to a ball bearing. Using a rubber belt and an electric motor which was controlled by an
optical chopper system (OCS: MC2000-FW-SP, Thorlabs), the chopper wheel and conse-
quently the wave plate were constantly rotated during the measurements. An achromatic
lens (L3: AC254-400-A-ML, f = 400 mm, Thorlabs) and a dichroic beamsplitter (D2:
XF2045, Omega Optical) were used to focus and reflect the excitation beam onto the back
aperture of the microscope objective (UPlanSApo 60XO, 60x, NA = 1.35, oil immersion,
Olympus) which was mounted in an inverted microscope body (IX 71, Olympus). The
sample was placed in a sample chamber on a motorized stage (Scan IM, Märzhäuser Wet-
zlar) that allowed sample scanning in the two lateral dimensions x and y. Fluorescence
light was collected by the same objective and passed the dichroic mirror into a lightproof
detection unit. Two mirrors and another pair of achromatic lenses (L4: AC254-040-A-
ML, f = 40 mm, Thorlabs, L5: AC254-250-A-ML, f = 250 mm, Thorlabs) were used to
further enlarge and direct the image onto the electron-multiplying charge-coupled device
camera (EMCCD, iXonEM+897 back-illuminated, Andor Technology). As a result, the
final image magnification was increased from 60-fold to 375-fold. Two filters (F3: long
pass filter, FEL0600, Thorlabs, F4: band pass filter, 620/60 ET, AHF) were used to sepa-
rate the fluorescence light wavelength from remaining excitation light or scattered light.
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2.2.2 EMCCD Camera calibration
The EMCCD camera used possessed a detection unit consisting of 512 by 512 pixels, each
of 16 x 16 µm2 real size. Due to the fact that the overall magnification of the image was de-
fined by the microscope objective’s magnification in combination with the image enlarge-
ment resulting from the detection path lenses, a calibration of the effective pixel size was
required. This was realized by using a scale micrometer in which a two-millimeter scale
was divided into 200 parts, two consecutive lines thus referring to a spacing of 0.01 mm or
10 µm. For mapping the calibration pattern of the glass substrate to the EMCCD camera,
the room light in the laser lab was turned on completely. A a consequence, the microscope
objective collected parts of the surrounding illumination causing a large background sig-
nal on the EMCCD camera. After inserting the calibration slide into the motorized stage
and bringing the scale into the focal plane of the microscope’s objective, dark lines ap-
peared in the field of view. 200 frames were recorded and used for calculating the effective
pixel size and the overall magnification. By fitting a double Gaussian function to the plot
profile of the cross section of the averaged image of transmitted intensity, center to center
distances of (235.3± 0.4) pixel for x-direction and (235.5± 0.4) pixel for y-direction were
determined. From these values, an effective pixel size of (42.5± 0.1) x (42.5± 0.1) nm2
was calculated, resulting in an overall magnification factor of (376± 1).
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Figure 2.9: EMCCD camera calibration in x- and y-direction for single molecule measure-
ment (2.2.1) and fringe pattern bleaching set-up (3.2.1). Transmission intensity images show
an average from 200 individual frames in which the calibration lines were 10 µm apart.
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2.2.3 Sample preparation
Microscopy cover slips made from borosilicate glass (hydrolytic class number 1, 0.13 -
0.16 mm thickness, Roth) were cleaned by ultra-sonication in methanol for 30 minutes.
After blow-drying the glass surface with nitrogen gas, a droplet of 10 µL ATTO 590 free
acid solution (Atto-Tec, dilution 10 nM in methanol) was placed in the center of the cover
slip. After 10 minutes at room temperature, the solvent had completely evaporated and
the sample was placed into a stage sample holder that was inserted into the motorized
stage.
2.2.4 Measurement procedure
The free µManager software[73] was used to control the EMCCD camera, which was op-
erated in frame transfer mode at 33.33 ms exposure time and an electron multiplying gain
(EMG) of 300. As in most applications that rely on repetitive measuring cycles, it was
crucial to map a full rotation of the polarization orientation of light (180°) to an integer
number of imaging frames (e. g. 15 frames). In this manner, frames 1, 16, 31, and so on
always related to the same orientation of the polarization. The synchronization of the po-
larization orientation to the imaging speed was accomplished by using an optical chopper
system (OCS). Here, the external trigger signal from the camera was transmitted to the
OCS controller which controlled the rotating motor speed. An optical switch was attached
to the outer rim of the chopper wheel, which was fixed to the half wave plate, thereby di-
rectly controlling the rotation speed of the polarization orientation. The chopper blade
interrupted the low-intensity LED light from the switch which was consequently able to
monitor the chopping speed as the reference signal. By multiplying the external trigger
signal (imaging speed: 30 frames per second) with a fixed factor of 5/3, the resulting
reference signal corresponded to one full rotation of the polarization orientation of light
(180°) per 15 frames or in other words 15 frames per period (fpp). The factor 5/3 can be
explained as follows: The imaging speed equaled 30 frames per second (30 Hz). Desiring
one full rotation of the polarization orientation of light (180°) per 15 frames meant that the
two full rotations (2·180° = 360°) per 30 frames i. e. per second were required. Two full ro-
tations of the polarization orientation of light (360°) corresponded to 180° rotation of the
wave plate i. e. chopper blade per second. The chopper blade used contained 100 holes, so
180° rotation per second meant 50 chops per second (50 Hz). The internal multiplication
factor was a direct consequence of this consideration (50 Hz/30 Hz = 5/3). Imaging one
full period to 15 frames meant that one frame corresponded to an angle range of 12°. By
increasing or decreasing the rotation speed of the OCS it was possible to map smaller or
larger angle ranges to one frame, respectively.
During the measurements, 400 frames were recorded in total using rotation of the polar-
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ization orientation. The excitation light’s illumination power was set to approximately
100 W/cm2. Due to the fact that the OCS controller accelerated the rotating motor at
the beginning of the measurements too fast and constant rotation was only achieved
after approximately 50 frames, the high-intensity de-excitation beam path (between 1-
3 MW/cm2) was initially opened after 100 frames. This large power density was achieved
by constricting the illumination size to a circular area of roughly 30 µm2.
2.2.5 Absorbance and fluorescence spectra of ATTO 590
The absorbance and fluorescence emission spectra of ATTO 590 in methanol given in
the theoretical section 2.1.5 were measured as follows: 1 mg ATTO 590 free carboxy
acid were solved in 1 mL methanol solution. A 1:10 dilution thereof using methanol
was inserted into the sample chamber of a quartz glass cuvette (SUPRASIL®, Hellma
Analytics®). Absorbance spectra were recorded at 22 °C using a UV/VIS spectropho-
tometer (Lambda 25, Perkin Elmer®). The spectra recording speed was set to 2 nm per
second for the wavelength range from 400 to 700 nm. Fluorescence emission and excita-
tion spectra were recorded at 22 °C using a fluorescence spectrophotometer (Cary Eclipse,
Varian®). For the emission spectrum, the excitation wavelength was set to 568 nm, scan-
ning the fluorescence range from 570 to 750 nm with a resolution of 2 nm per second. The
excitation slit was chosen to be 5 mm wide, the emission slit 2.5 mm. For the excitation
spectrum, the detected emission wavelength was set to 624 nm while scanning the excita-
tion from 400 to 700 nm with a resolution of 2 nm per second. Here, the opening widths
for the excitation and emission slits were also set to 5 and 2.5 mm, respectively.
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2.3 Results and discussion
In the first part of the evaluation, a qualitative presentation and discussion of regular
fluorescence modulation in the single molecule regime are given. After explaining ba-
sic concepts of this technique for several chosen single molecule examples, fluorescence
modulation with and without the influence of ExPAN are addressed from a quantitative
perspective in which the enhancement factor ( fs) of ExPAN is determined. First quali-
tative hints for the separability of single molecule pairs at short distances according to
their phase information are presented. In this section, resolution remains treated from a
qualitative view since resolution quantification remains a central part in the discussion in
the last chapter of this thesis (cf. Chapter 4).
2.3.1 Averaged fluorescence intensity images
Absorption and emission spectra of bulk solutions of fluorescence dyes contain much
interesting information about the sample as a collective of many individuals. Measure-
ments are usually carried out in the millimolar concentration range which is far above
the single molecule regime. In order to observe the fluorescence response from individual
fluorescence dyes, Avogadro’s number had to be bypassed by distributing tiny volumes
of an extremely diluted sample on a broad glass substrate. The fluorescence intensity im-
age averaged over 60 individual frames showing the fluorescence response from single
ATTO 590 molecules on glass substrate is presented in figure 2.10. During the measure-
ment, the light’s polarization plane was constantly rotated, which means that calculating
the average intensity over a number of frames resembled the case of using unpolarized
excitation light. Figure 2.10 revealed that some hundred fluorescence spots were hetero-
geneously distributed on the surface. It became evident that the brightness of individual
spots differed from one to another. There are several explanations why the brightness
might differ in the average intensity image. When looking at the molecular orientation
of the fluorescent dye, molecules that were not lying exactly flat on the glass surface
contributed less fluorescence intensity to the average due to the fact that their transition
dipole moment was tilted away from the plane of the glass surface. Keeping in mind that
the excitation’s light polarization vector was in plane with the glass surface, tilting the
molecule away from the glass meant an increase of the angle between the interacting
vectors. Consequently, according to equation 2.5 the excitation’s probability was dimin-
ished and less fluorescence was recorded. Additionally, the detection efficiency of the
microscope’s objective is decreased for photons emitted from a tilted molecule. Another
explanation might be that fluorescent dyes photo-bleached during the measurement, thus
contributing less intensity to the averaged image. The brightness inhomogeneity can also
be caused by collisional quenching with molecular oxygen[74] since the dyes attached to
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Figure 2.10: Fluorescence intensity image averaged over 60 individual frames showing sin-
gle ATTO 590 molecules. (Scalebar 3 µm)
the surface are also in contact with air. Molecular oxygen in a triplet state is assumed
to induce intersystem crossing of the fluorophore to the triplet state thus reducing the
detected fluorescence. Even without the influence of triplet oxygen, discrete jumps in flu-
orescence intensity due to quantum jumps between electronic states have been shown to
occur.[75][76][77]
Even though the real size of the radiating fluorescence source was on the nanometer scale,
the distribution of observed fluorescence from a single dye was much larger due to diffrac-
tion. In theory, the signal distribution can be described by the Airy-disc function, whereas
in experiments spots are frequently approximated by a two-dimensional Gaussian func-
tion. Based on these functions, single molecule localization techniques localize centers of
fluorescence distributions assuming that the center of localized spots refer to the true posi-
tion of the fluorescence dye. Many individual circular fluorescence spots can be identified
within the average intensity image in figure 2.10 for which the position of the underly-
ing dye could be evaluated by finding the spots center. Localization problems can arise
when two or more molecules are in close proximity to one another i. e. when they meet
the Rayleigh criterion (cf. Section 2.1.6) as some larger or elongated fluorescence spots
in figure 2.10 indicate. In those cases, the fluorescence spots cannot be separated from
one another unless additional tools or techniques are applied that help identifying the
individual spots. As outlined in Chapter 4, super-resolution techniques based on localiza-
tion succeed by controlling the population within fluorescent states of the molecules, thus
temporally separating and individually localizing the signals. STED based techniques al-
ter the PSF by using stimulated emission patterns. In the last part of this thesis (Chapter 4)
it will also be assessed to what extent controlled fluorescence modulation can be used to
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distinguish and separate fluorescence signals beyond the diffraction limit of light.
2.3.2 Fluorescence modulation without ExPAN
The square-sized region of interest (ROI) in figure 2.10 is used to explain the effects of
fluorescence modulation of single emitting dyes. Figure 2.11 shows 15 individual images
each corresponding to a different orientation of the excitation light’s polarization. Each
image was assigned an angle α in which frame one was arbitrarily set to α = 0°. As
a consequence, given angles do not refer to absolute orientations of fluorescence dipole
moments but are used qualitatively as a reference tool instead. Focusing on the circular
ROI in figure 2.11, the fluorescence behavior of single fluorescence dyes became evi-
dent. Large amounts of fluorescence signal intensity were detected when the interaction
of ~E and ~µ allowed large excitation probability which was the case when the angle α
between ~E and ~µ was close to zero degrees (see image at angle 0°, figure 2.11). Almost
no fluorescence was detected when the orientations were perpendicular to one another
(see image at angle 96°, figure 2.11). On the basis that the excitation light’s polarization
plane was constantly rotated, the fluorescence signal from the single molecule was modu-
lated with a fixed frequency which was defined by the experimental rotation speed of the
excitation light’s polarization.
The rectangular ROI in figure 2.11 illustrates an interesting pair of fluorescence spots. In
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Figure 2.11: Orientation dependent fluorescence intensity images from the selected ROI in
figure 2.10. One image corresponds to the average over four images with the same excitation
polarization. The circular ROI emphasizes a single molecule of interest. The rectangular ROI
sets a pair of molecules apart by their time delayed signal appearance.
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Figure 2.12: FFT output of periodic fluorescence modulated signals from the selected ROI
in figure 2.10. From left to right: Averaged fluorescence intensity image, amplitude image,
phase image, color-coded image in which phase and amplitude are depicted by color and
intensity, respectively.
the average image, that intensity spot was rather shaped rod-like instead of circular there-
by suggesting that the underlying fluorescence source can possibly be the result from
more than one single emitting dye. By using modulation of the excitation light’s polar-
ization plane and looking at the angle dependent individual images, the origin of the
rod-shaped average spot was explained. In this special example, two molecules in close
proximity to one another clearly appeared separate from each other within different im-
ages i. e. their maximum fluorescence contribution appeared at distinct angles. The fluo-
rescence spot on the bottom left of the rectangular ROI approximately peaked in image
one (α = 0°) while simultaneously the other spot was close to non-detectable. Vice versa,
the second spot to the top right of the ROI showed its maximum signal contribution at
α = 96°. These values in relative terms meant that the molecules’ transition dipole mo-
ments were approximately arranged perpendicular with respect to one another. In the
average intensity image in figure 2.10, a cumulation of the separate fluorescence spots is
visible only as a rod-shaped spot. Due to the fact that fluorescence signals were orientation
dependent, generating fluorescence modulation proved to be a useful tool for separating
signals. A periodic fluorescence signal can be characterized by its signal amplitude and
the signal’s phase which can be obtain by fast Fourier transform (FFT) methods. In ev-
ery detection pixel, additional information besides fluorescence intensity is contained due
the modulation of the fluorescence signal. Figure 2.12 shows the amplitude and phase for
the same square excerpt from figures 2.10 and 2.11. The color-coded visualization com-
bined the phase and amplitude information through color (phase) and brightness (ampli-
tude). High-intensity spots in the amplitude or color-coded images referred to periodic
fluorescence signals with large amplitudes, as was observed in the circular ROI. Small
amplitudes indicate that the underlying periodic signal might be influenced or less pro-
nounced. Some reasons that have been previously discussed, like photo-bleaching, col-
lisional quenching,[74] a tilt of the molecular orientation, and quantum jumps between
electronic states,[75][76][77] can be named as potential reasons why amplitudes differ from
spot to spot.
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One beneficial aspect of inducing fluorescence modulation was the possibility to enhance
the amplitude value by recording an increasing number of signal periods. Similar as in
lock-in-amplification approaches, signals of a known frequency or periodicity even with
small amplitudes were successfully isolated from noise and enhanced. By looking at the
signal amplitude, the interesting pair of fluorescence spots in the rectangular ROI in fig-
ure 2.12 was separated. In the center of the rod-shaped averaged intensity spot, a node
appeared. As previously assumed, the rod-shape resulted from two individual dyes in
close proximity to one another. Each emitters would show a squared cosine fluorescence
traces with a corresponding phase ϕ . If the phases of the individual signals were equal,
they would sum up to a periodic trace with increased amplitude and equal color in both
spots in the color-coded image. If the difference in phase exactly correlated with one half
of the period length, the periodic signal in the center of the rod-shape would show an am-
plitude of zero and both spots would show different colors in the color-coded image. It be-
came evident that the latter case applied to the assumed molecule pair in figure 2.12 with
an estimated phase difference of ∆ϕ ≈ 90°. A prerequisite for signal separation was of
course the existence of sufficient difference in orientation. For regular modulated signals
with cosine-squared based function, summing always resulted in cosine-squared signals
for which only one phase and one amplitude coefficient was obtained. With increasing
numbers of single emitters or lack of sufficient difference in orientation, identification of
individual fluorescence sources becomes more and more complicated.
2.3.3 Time-dependent fluorescent traces with and without ExPAN
Up to this point, qualitative statements about fluorescence modulation from single
molecule emitters have been presented by looking at average intensity or orientation de-
pendent images. Focusing on the circular ROI in figure 2.11, a quantitative time-depen-
dent fluorescence trace was derived by averaging the signal intensities of pixels within the
ROI. By plotting these average intensity values against frame number, a periodic fluores-
cence modulation curve was obtained as shown in figure 2.13. The signal intensity alter-
nated between a maximum intensity level (∼ 200 a.u.) and no fluorescence (∼ 120 a.u.)
with a signal period of 15 frames. Fitting a squared cosine function from equation 2.18 to
the data points revealed a good accordance with the experimental data trace.
Ifl(o) = A1+A2 cos2(A3(o−A4)) (2.18)
Herein, A1, A2, A3, and A4 are constants describing the offset, amplitude, periodicity,
and phase delay of the squared cosine function. The variable o is the general expres-
sion for the chosen abscissa which can be the time t, the frame number F , or the angle
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α . By averaging values from frames that belong to the same net polarization orienta-
tions (e. g. 1, 16, 31, 46, ...), the signal-to-noise ratio (SNR) was increased. Normalizing
the phase averaged data and plotting the values against angular coordinates resulted in
a polar plot that represented a two-dimensional cross-section of the three-dimensional
excited-state photo-selection dumbbell. Again, angles were arbitrarily related to frame
numbers. The polar plot neatly illustrated that the transition dipole moment of a sin-
gle fluorescence dye did not need to be oriented exactly parallel to the excitation light’s
polarization vector in order to obtain excitation and consequently fluorescence. As ex-
pected from equation 2.6 in section 2.1.3, even at 45° deviation from the perfect alignment
the excitation’s probability was still present half as much with respect to the maximum
value. Looking back at the pair of fluorescence dyes in close proximity to one another
with an orientation difference of roughly 90°, this broad range of excitation would im-
pede signal separation in cases in which the difference of orientation would not suffice
in separating the individual signals from the cumulative count. This hindrance was ad-
dressed by making the photo-selection more specific by narrowing the angle range for
excitation (ExPAN).
A second, de-excitation beam, whose linear polarization plane was oriented perpendic-
ular to the excitation’s light polarization, was applied to the sample inducing stimulated
emission. On the one hand, the maximum photo-selection of stimulated emission ap-
peared parallel to the illumination’s light minimum excitation which meant that stim-
ulated emission barely occurred due to the fact that only a small number of photons
populated the first electronically excited state in the first place. On the other hand, the
minimum photo-selection of stimulated emission appeared parallel to the illumination’s
light maximum excitation which meant that the maximum fluorescence remained close to
unharmed. However, the true power of this approach became clear when looking at inter-
mediate angles i. e. between maximum excitation and maximum stimulated emission. By
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Figure 2.13: The fluorescence trace to the left corresponds to the averaged fluorescence
intensity from the circular ROI in figure 2.11 plotted against the frame number. The corre-
sponding representation in polar coordinates is given to the right. In this case, the first frame
was arbitrarily set to α = 0°.
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neglecting all effects that lead to a depopulation of the first excited state (e. g. intersystem
crossing and internal conversion among others) except fluorescence and stimulated emis-
sion, transition probabilities and the orientations of the photo-selection dumbbell de-
termine whether photons return to the electronical ground state by the processes men-
tioned. Due to the fact that transition probabilities are proportional to the dot product
of the polarization’s vector and the transition dipole moment’s vector, by increasing the
intensity of the stimulated emission beam only and by assuming the transition dipole mo-
ment vectors of stimulated and spontaneous emission to be collinear, the probability for
stimulated emission was increased. Since the orientations of photo-selection dumbbells
were 90° apart, the process of fluorescence was increasingly replaced by stimulated emis-
sion with increasing mismatch between the transition dipole moment’s vector and the ex-
citation light’s polarization plane. Figure 2.14 shows a time-dependent fluorescence trace
from a single ATTO 590 dye on glass while the second de-excitation beam was applied. It
became clear that the signal maxima appeared with a periodicity of 15 frames and that
each peak width was substantially narrowed in comparision to regular fluorescence trace
data without ExPAN (cf. figure 2.13). Fitting a ExPAN based function on basis of equa-
tion 2.13 to the data points revealed a good accordance with the experimental data trace.
Ifl(o) = A1+A2
cos2(A3(o−A4))
1+ fs sin2(A3(o−A4))
(2.19)
Herein, A1, A2, A3, and A4 are constants describing the offset, amplitude, periodicity, and
phase delay of the ExPAN function while the fs equals the ExPAN factor. Again, the
variable o is the general expression for the chosen abscissa which can be the time t, the
frame number F , or the angle α . By using equation 2.19 for nonlinear curve fitting, an
ExPAN factor of fs = (11± 2) was obtained which characterized the ratio between the
rate constants of stimulated and spontaneous emission (cf. section 2.1.4).
In order to compare the effect of ExPAN with regular fluorescence modulation, the Ex-
PAN based modulation data was plotted against angular coordinates in the photo-selection
dumbbells with ExPAN. Again, angles were arbitrarily related to frame numbers and
SNR was increased by averaging values from frames that belonged to the same net po-
larization orientations (e. g. 1, 16, 31, 46, ...). The resulting polar plot in figure 2.14 rep-
resent the two-dimensional cross-section of the three-dimensional excited-state photo-
selection dumbbell under the influence of the stimulated emission beam. Black dots and
lines refer to data points, red-dashed lines represents the nonlinear curve fit according to
equation 2.19 and blue-dashed lines stand for the theoretical cosine-squared distribution
without stimulated emission according to equation 2.18. The polar plot convincingly il-
lustrates that the photo-selection dumbbell was substantially narrowed when ExPAN was
applied. At α = 45° fluorescence dropped from a value of 0.5 a.u. for excitation with-
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out stimulated emission to below 0.1 a.u. for excitation with stimulated emission. Fig-
ure 2.15 shows a fluorescence intensity image averaging 350 individual frames while Ex-
PAN was being applied, along with its corresponding color-coded phase image. The cir-
cular ROIs emphasize three interesting fluorescence spots whose time-dependent fluores-
cence intensity traces are shown to the right. ROIs 1 and 3 exhibited periodic peaks that
were substantially narrowed during the entire range of measurement of approximately
12 s. The ExPAN factors obtained from nonlinear curve fitting for these two traces were
fs = (4.8± 0.5) and fs = (4.0± 0.4) for ROIs 1 and 3, respectively. The difference be-
tween the values can be a consequence of the beam profile of the stimulated emission
beam within the focal plane. The effective size of the ExPAN beam within the sample
had a diameter of approximately 6 µm whose intensity distribution is best assumed to be
a Gaussian profile. This means that single emitters which are located exactly in the center
of the ExPAN area are exposed to slightly more stimulated emission intensity (Ise) than
compared to molecules at the outer rim of the effective ExPAN beam. The larger Ise, the
larger fs gets, the narrower the peaks become. ROI 2 also revealed an interesting Ex-
PAN fluorescence trace since it was interrupted between frames 150 and 225. During this
period of time, the single emitter populated a non-fluorescent, dark state.[45] As a conse-
quence, in addition to the reduced brightness in the fluorescence intensity average image,
the amplitude depicted by brightness in the color-coded phase image was likewise less-
ened. Comparably to the pair of single molecules separated by phase and amplitude in-
formation in figure 2.12, the arrow in figure 2.15 points at a similar interesting area. In the
averaged fluorescence intensity image, a rod-shaped spot was identified alike. Only the
color-coded phase image revealed the underlying individual signals by the phase differ-
ence of approximately 72° in combination with the characteristic node in-between. This
further indicates that differences in molecular orientation of individual emitters can be
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Figure 2.14: The fluorescence trace to the left corresponds to the average fluorescence inten-
sity from a single ATTO 590 molecule while ExPAN was being applied. The corresponding
representation in polar coordinates is given to the right. In this case, the first frame was arbi-
trarily set to be α = 0°. Equation 2.19 was used for nonlinear curve fitting (red curves) and
equation 2.18 was used to calculate the theoretical cosine squared-distribution (blue curve).
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Figure 2.15: The fluorescence image to the left corresponds to the average over 350 indi-
vidual frames. The color-coded phase image represents phase and amplitude as color and
intensity, respectively as obtained from FFT. Fluorescence signal traces to the right were de-
rived from the circular ROIs. The arrow points at a pair of dyes which are only separated in
the phase-amplitude image. (Scale bar 2 µm)
exploited under ExPAN conditions as well as without in order to temporally separate
individual signals from each other.
In theory, the ExPAN factor can be increased infinitely resulting in infinitesimal narrow
peaks with very precise and definite signal phases. However, experimental limits stem
on the one hand from set-up parameters e. g. maximum laser output power. On the other
hand, certain effects of photo-physics were preferably induced by increasing power den-
sity. Reversibly entering dark states or irreversible photo-bleaching were regularly ob-
served during measurements, which stood in direct relation to the stimulated emission
beam power used. Even though ExPAN was achieved by using stimulated emission its
underlying physical principle can be considered more general. It is expected that other
controllable de-excitation paths could potentially lead to similar narrowing of the polar-
ization angle range of excitation. Photo-switchable or photo-activatable fluorophores may
be named among the most promising dyes for inducing ExPAN by processes other than
stimulated emission.
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3 Interference lithography set-up design and characteri-
zation
Introducing a spatial modification to the illumination pattern in the focal plane of the
objective has been achieved by various methods for different applications. Among the
first applications with respect to fluorescence microscopy (1978), a periodic pattern of
parallel stripes[78] in the focal plane was used to determine diffusion coefficients of flu-
orescent phospholipid probes in membrane like structures by observing fluorescence re-
covery after photobleaching (FRAP).[79][80][81] Herein, the periodic pattern was obtained
by inserting a Ronchi ruling into the excitation path. Only a few years later (1982), the
sinusoidal intensity profile in the focal plane was created by using two beam interfer-
ence which is then called fringe pattern.[82] Even though fringe patterned bleaching was
mainly used for cell surface investigation by FRAP for many years to come,[83][84] the im-
portance of creating illumination patterns quickly grew when structured illumination was
shown to improve the axial resolution of fluorescence microscopes in the 1990s.[85][86][87]
Soon, lateral resolution improvement was also demonstrated by using structured illumi-
nation.[88][89][90][91][92][93] From these developments it was not far until simultaneous
resolution improvement in axial and lateral direction was obtained by means of struc-
tured illumination resulting in enhancement in three-dimensions.[94][95]
In the course of this thesis, a set-up was developed creating a fringe pattern in the focal
plane of a regular wide-field fluorescence microscope in epi configuration. This set-up
is intended to be used for the purpose of interference lithography by bleaching a fringe
pattern into a self-built fluorescent photoresist. In contrast to any other interference tech-
nique implemented in a fluorescence microscope known so far, beam separation was ac-
complished by the use of two Wollaston prisms inserted in the excitation light’s beam
path. Two beams were reflected into the microscope’s objective and interfered in the front
focal plane. First, this chapter provides a short summary of common techniques used
for creating fringe patterns in microscopy set-ups. Then, the theoretical background of
two beam interference and Wollaston prisms is briefly outlined. The focus of the results
section rests upon the characterization of the designed lithography set-up with respect to
the resulting fringe pattern observed in the fluorescence intensity image. Herein, the dis-
tance dobj between the separated beams and the position expressed in angular units βobj
at the back focal plane are monitored in dependency of both rotation mounts’ orienta-
tions (ω1,ω2) which contain one Wollaston prism each. This information is furthermore
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related to the orientation of the final fringe pattern β and the fringe periodicity p. In the
final stage of this chapter, the knowledge gained by set-up characterization is used to find
settings for the interference lithography measurements. Herein, the fringe pattern is ap-
plied to a self-built photoresist which consists of a densely packed layer of fluorescence
molecules on glass substrate. Due to the very high illumination intensities, all dyes that
are not located in or very close to the nodal lines subsequently photo-bleach. The negative
image composed of the remaining lines of fluorescent dyes are subject to characterization
by fluorescence modulation with and without ExPAN in the last chapter of this thesis
(Chapter 4).
3.1 Theoretical background
3.1.1 Methods for creating structured illumination
Influencing the illumination pattern within a fluorescence microscope has been achieved
in confocal systems[96][97][98] as well as in wide-field set-ups. Confocal systems are char-
acterized by spatially filtering the fluorescence light prior to detection e. g. by inserting
a pinhole confocal to the excitation focus.[99] For wide-field set-ups, two fundamentally
different approaches to creating structured illumination have been reported in literature.
The first group of techniques relies on inserting an illumination mask into the excitation
light’s beam path which defines the illumination pattern that is projected onto the sample
plane. Diffraction gratings,[89][90][91] digital mirrors,[100][101][102] spatial light modula-
tors,[103][104][105] and liquid crystal on silicon reflectors[106][107] have successfully intro-
duced spatial modulation in wide-field set-ups. The second group of techniques generates
structured illumination patterns by beam interference in which the coherent light source
is separated by means of beam splitters.
An axially structured illumination pattern can be obtained by interference from two op-
posing objectives[85][86][108] or by back reflecting the light coming from the objective
by a mirror.[85][109][110] A laterally structured illumination pattern is accessible by let-
ting the beams interfere through the same objective or by causing beam intersection in
the focal plane without the objective e. g. by a prism.[92] Beam separation for the sec-
ond category type structured illumination has been accomplished by single polarizing
beam splitters[111] and by an interferometer type set-up e. g. in Mach-Zehnder configu-
ration.[112][113][114] Diffraction elements of the first category also introduce interference
but they use higher diffraction orders and avoid the zero order diffraction beam which
stems from non-diffracted light. The latter is most often blocked by a beam stop in the
excitation light path.[115]
In many structured illumination techniques, different orientations of the fringe pattern
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needs to be applied to the sample in order to extend the resolution of the image.[116] This
can either be accomplished by rotating and translating the illumination mask in well-
defined intervals,[89][116] by translating the sample in a fixed pattern,[90] or by changing
the relative phases of the interfering beam paths.[92][109][111] The challenge of the latter
case is to design beam paths whose relative lengths are stable to sub-wavelength precision.
The element causing structured illumination in the front focal plane of the objective is
required to be easily capable of providing these different orientations of the fringe pattern.
In the course of this thesis, the challenge of beam separation was addressed by means
of inserting two Wollaston prisms whose operation principle is outlined in section 3.1.3.
Wollaston prisms have been successfully implemented in birefringent Fourier transform
spectroscopy set-ups[117] and are considered advantageous with respect to stability be-
cause of the common path geometry.[118] A stack of two Wollaston prisms is intended
to separate an initial beam into four beams from which two beams are reflected into the
microscope objective where they can interfere in the focal plane. The following section
will outline the general fundamentals of two beam interference and its applicability in
microscopy.
3.1.2 Two beam interference
In the first chapter of this thesis, the concept of diffraction has been introduced for circular
apertures. Diffraction can also be observed when a plane wave passes a very small sin-
gle slit.[1] The initially planar wavefront is diffracted into a radial wavefront, thus when
observing the intensity profile some distance away from the slit, the distribution is much
broader than expected. If a planar wavefront passes a double slit (two slits which are
separated by a distance l) at each slit the wavefront is diffracted.[2] The final intensity
pattern shows a pattern of regularly distributed maxima and minima. This phenomenon is
called interference which means that waves can either interfere constructively (maxima)
or destructively (minima). Double-slit experiments have been successfully demonstrated
using light waves but have also been repeated for electrons, protons, neutrons, atoms, and
fullerene.[119] These findings corroborated the wave-particle duality which states that
matter behaves as waves while waves also possess features usually assigned to particles.
Interference also occurs when two plane waves intersect at an angle.[120][121] A straight-
forward way of describing two beam interference is by considering the definition of a
single wave which is given in equation 3.1 and can be expressed as a trigonometric func-
tion as well as in complex expression.
~E(~r, t) = ~Acos(ωt−~k ·~r) = ~Aexp[i(ωt−~k ·~r)] (3.1)
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Herein, the electric field component of the linearly polarized light ~E(~r, t) propagates with
an amplitude component ~A at an angular frequency ω = 2piν in the direction of propa-
gation. The wave vector~k points into the propagation direction and its magnitude is the
wave number k = 2pi/λ . ~A is composed of an amplitude value E0 in the direction of the
unity vector ~e for linearly polarized light. The interference between two plane waves is
best considered under conditions in which both beams possess equal intensities, polariza-
tion, and frequency. The wave vectors~k1 and~k2 are contained in the x,z-plane with angles
φ1 and φ2 with respect to the z-axis as shown in figure 3.1. By expressing the wave vector
~k1 for the first wave in three dimensions and calculating the dot product~k1 ·~r as shown in
equation 3.2, the wave can be expressed in Cartesian coordinates.
~k1 ·~r =
k sin(φ1)0
k cos(φ1)
 ·
xy
z
= k(xsin(φ1)+ zcos(φ1)) (3.2)
Likewise, the dot product of the second wave can be calculated. In summary, equation 3.1
can be rewritten as equation 3.3 which accounts for the complex expression of each plane
wave in Cartesian coordinates.
~En(x,y,z, t) = ~Aexp[i(ωt− kzcos(φn)− kxsin(φn)] (3.3)
The general field intensity of interference is equal to the time average of the modulus
squared of the sum of all field components, as seen in equation 3.4 for two given waves.
I(x,y,z, t) = 〈|~E1(x,y,z, t)+~E2(x,y,z, t)|2〉 (3.4)
Herein, 〈 〉 refers to the time average which is required to be much longer than the wave-
length since the magnitude of ~E alternates in length.[120] If it is considered that the point
of intersection is at z = 0, the resulting intensity will be given in equation 3.5.
I(x,y) = I0 (1+ cos [kx(sin(φ1)− sin(φ2)]) (3.5)
Herein, I0 equals twice the intensity of each individual wave (I0 = 2I1 = 2I2) which can
also be expressed by the magnitude of the amplitude vector (I0 = 2|~A1|2 = 2|~A2|2). From
equation 3.5 is becomes apparent that the intensity pattern extends into x-direction with
the periodicity p given in equation 3.6.
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p =
2pi
k(sin(φ1)− sin(φ2) =
λ
sin(φ1)− sin(φ2) (3.6)
A very simple case can be constructed from this equation. If the Cartesian coordinate
system is rotated such that the z-direction forms the bisecting line between ~k1 and ~k2
being the propagation directions of the two interfering waves, the angles φ1 and φ2 can
be expressed as the same angle with opposite signs (φ1 = φ , φ2 =−φ ). The periodicity is
then given as:
p =
λ
sin(φ)− sin(−φ) =
λ
2sin(φ)
(3.7)
It becomes apparent that the periodicity scales linearly with the wavelength λ and that for
increasing angles φ in the range from 0° to <90° smaller periodicities result.
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Figure 3.1: Schematic fringe pattern creation by beam interference of two monochromatic
plane waves with propagation vectors ~k1 and ~k2 contained in the x,z plane intersecting at
z = 0. The Cartesian coordinate system to the left is used to derive the general field intensity
of the interference pattern (equation 3.5). The Cartesian coordinate system to the right is used
to derive the general expression for fringe periodicity (equation 3.7).
According to Abbe’s sine condition (cf. section 2.1.6), if an incoming beam enters the mi-
croscope’s objective parallel to its optical axis but off-axis i. e. a certain distance rd away
from the center of the aperture, the out-coming beam will propagate with a certain angle
φ with respect to the optical axis. Abbe’s considerations stated that the sine of that angle
is proportional to the radial distance (sin(φ) ∝ rd). For a simple lens, the proportionality
factor is given by the focal length. For a microscope objective, the exact description of the
beam path is much more complicated but high-numerical aperture objectives have been
shown fulfill Abbe’s sine condition by the considering the effective focal length.[122][123]
If two beams are used to enter the objective at a certain distance to each other (dobj), the
beam paths will interfere in the focal plane of the objective. Due to the fact that the fringe
periodicity as given by equation 3.7 depends on the angle between the interfering beams
which in turn depends on the lateral displacement at the back focal plane of the objective,
the fringe periodicity can be expressed as equation 3.8.
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p ∝
λ
2rd
=
λ
dobj
(3.8)
Herein, rd is the off-axis distance to the center of the objective’s axis and dobj is taken
to be twice the radial distance for the general case that both beams enter the objective
symmetrically around its center. The fringe periodicity is expected to be proportional to
the inverse of the spot distance. Now that the fundamentals of two-beam interference have
been explained along with the intention to apply it in a fluorescence imaging microscope,
the following section will explain how the excitation light is separated by means of a
Wollaston prism.
3.1.3 Wollaston prims
A Wollaston prism is composed of two triangular birefringent wedges of quartz or cal-
cite. Both wedges are cemented together so that their optical axes are oriented perpendic-
ular with respect to one another.[124] A schematic picture of a Wollaston prism is given
in figure 3.2. As can be seen, a beam of light is split into two components diverging at
equal opposite angles with respect to the normal of the exiting plane possessing opposite
polarization planes. Birefringent material possess a refractive index (nr) that depends on
the initial polarization plane and the propagation direction of light.[1][120] This means that
different polarization orientations pass a birefringent medium at different phase velocities
(υ = c/nr). After entering the first wedge normal to the surface, the beam continues along
its initial propagation direction while different polarization components travel at differ-
ent phase velocities. At the intersection with the second wedge, the slow component now
turns into the fast component due to the fact that the optical axis of the second wedges
is oriented perpendicular to the first. Whenever a difference in phase velocity exists be-
tween two media or in other words different effective refractive indices occur, light is
refracted[125] at the surface according to Snell’s law.
sin(φ1)
sin(φ2)
=
nr,2
nr,1
=
υ1
υ2
(3.9)
Herein, φ is the angle of the beam towards the normal of the interface plane, nr is the re-
fractive index, and υ is the phase velocity in the equivalent media 1 or 2. In the example
illustrated in figure 3.2, the refractive index of the second medium is larger than the re-
fractive index of the first (nr,2 > nr,1). According to Snell’s law, the phase velocity is larger
in the first media compared to the second (υ1 > υ2). In one case of the Wollaston prism,
the beam refracts away from the normal of the intersecting plane for the slow component
(larger nr) turning into the faster component (smaller nr). In the other case, turning from
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Figure 3.2: To the left, beam separation in a Wollaston prism is illustrated. Bold arrows
indicate the fast axes of each triangular wegde. For details, see text. To the right, an incoming
beam with an angle φ1 towards the normal of the interface is refracted towards the interface’s
normal if the index of refraction of the second medium is larger than the first’s (nr,2 > nr,1, cf.
equation 3.9).
fast to slow (small nr to large nr) causes the beam to refract towards the normal of the
intersecting plane. Thus, both beams are spatially separated and exit the second wedge
with a certain beam separation angle.[1]
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3.2 Experimental section - Material and methods
The following experimental section will provide a detailed set-up description of the self-
built fluorescence microscope set-up for interference lithography. In contrast to other
techniques for creating a structured illumination pattern, the fringe pattern was obtained
by beam separation using two Wollaston prisms. The sample preparation method is given
along with a description of the measurement’s procedure. The bleaching procedure is de-
scribed for obtaining individual lines of fluorescence dyes by applying the fringe pattern
with high-intensities on a densely packed layer of fluorescent dyes on glass substrate.
3.2.1 Set-up details
A schematic design of the fringe pattern set-up is shown in figure 3.3. As one can see,
the beam paths of the excitation beam and the emission beam were quite similar to the
ones presented in section 2.2.1. Only four changes need explanation and attention, one
very important one and three of minor importance. The minor modifications addressed
the de-excitation path, the excitation wavelength, and the detection path. Concerning the
first, no ExPAN based de-excitation was used for creating the fringe pattern, consequently
this beam path was left out of consideration. Concerning the excitation wavelength, the
laser pulses from the Ti:Sa laser were likewise coupled into the OPO. In contrast to the
previous use however, the ring version of the OPO was tuned to 594 nm output wave-
length. This excitation light closely coincided with the maximum absorption wavelength
of ATTO 590 and was used to create the fringe pattern in the focal plane of the objective
using moderate illumination intensities. Concerning the detection path, the filter set of that
day (F2: FEL0600, Thorlabs, F3: BP 650/40, Thorlabs, F4: BP 600/40, Thorlabs) and the
dichroic beamsplitter in use (D2: dualband beamsplitter zt488/594 rpc, AHF) were not
changed to the best filter set possible, as used in section 2.2.1 and figure 2.8. Even though
it is expected that more leakage might occur onto the EMCCD camera using this set of
filters with the excitation wavelength of 594 nm, it will not have an effect on the desired
characteristics of interest, namely the fringe periodicity p and the fringe line orientation
β .
The crutial set-up modification is emphasized by the rectangular box in figure 3.3 along
with its enlarged inset, that offers the corresponding three dimensional view of the beam
path. In front of the polarizing beam splitter, two Wollaston prisms (W1, W2: SiO2, 1°
beam separation angle, Linos Photonics) were inserted into the path of the excitation light
beam. Both prisms were mounted into separate rotation mounts which allowed 360° con-
tinuous rotation by hand. The first Wollaston prism split the incoming vertically polarized
light into two beams whose intensity, position, and polarization depended on the orien-
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Figure 3.3: Schematic design of the fringe pattern bleaching set-up showing set-up com-
ponents and beam paths of the excitation beam (594 nm) and the emission light beam
(650 nm). Optical parts are labelled as follows: D dichroic mirror, F filter, L lens, M mir-
ror, OPO optical parametric oscillator, PBS polarizing beam splitter, W wollaston prism, WP
wave plate.
tation of the mount. The second Wollaston prism split each of the two incoming beams
into two thus resulting in a total of four beams whose intensity, position, and polariza-
tion depended on the orientation of both mounts. Due to the beam separation angles of
the Wollaston prisms, the beam propagation vectors diverged slightly and all succeeding
optics were hit centrally symmetric. All four beams entered the polarizing beam splitter
and are separated according to their parallel and vertical components of linearly polarized
light. While parallel components are transmitted onto a beam block, vertical components
are reflected into the orientation of the objective. Due to the fact that beam interference
in the front focal plane was only conducted with two beams, two of the four beams are
blocked after the polarizing beam splitter while both unblocked beams passed an achro-
matic half wave plate which was constantly rotated in the same manner as described in
section 2.2.1. Since both beams possessed identical polarization orientation, the interfer-
ence with the same half wave plate resulted in a synchronous rotation of the polarization
planes of both excitation light beams. A lens was used to focus the beams onto the back
focal plane of the objective with a final estimated distance of approximately 2.1 mm. The
beams interfered in the front focal plane of the objective resulting in a sinusoidal illumi-
nation pattern when using moderate light intensities. Lines of maximum intensity result
from constructive interference between the two beams. Lines of destructive interference
possessed minimum intensity close to zero and are referred to as nodal lines throughout
this thesis.
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3.2.2 Sample preparation
Microscopy cover slips made from borosilicate glass (hydrolytic class number 1, 0.13 -
0.16 mm thickness, Roth) were cleaned by ultra-sonication in methanol (methanol) for
10 minutes. After blow-drying the glass surface with nitrogen gas, a droplet of 10 µL
ATTO 590 free acid solution (Atto-Tec, dilution 10 µM in methanol) was placed in the
center of the cover slip. The concentration was thousandfold larger than in compari-
son to the single molecule surface preparation procedure in order to create a completely
packed fluorescent dye layer at the glass surface. After solvent evaporation, the sample
was placed in the focal plane of the fringe pattern bleaching set-up (figure 3.3, sec. 3.2.1)
via a stage sample holder in the motorized stage.
3.2.3 Measuring procedure
In order to measure the dependency of beam position, beam polarization, and beam in-
tensity on the orientation of two Wollaston prisms each installed into a rotation mount,
measurements were first conducted using the single Wollaston prisms. After inserting the
first Wollaston prism into its rotation mount and into the beam path with vertically polar-
ized light, the separated beams were visualized by diaphragm in front of the polarizing
beam splitter. The Wollaston prism was rotated incrementally and put to hold at angles
of orientation (ω) in which one of the peaks disappeared (no intensity) and in which both
peaks were of equal intensities. For the first Wollaston prism this was the case at ω1 =
44°, 89°, 134°, 179°, 224°, 269°, 314°, and 359°. For eachω1, the polarization orientation
(θ ) was measured using a polarizing filter. The characterization was rounded up by draw-
ing the position (X/Y ) of the separated beams into a Cartesian coordinate system. These
measurements were repeated for the second Wollaston prism in the same manner. For
the second Wollaston prism the characteristic positions were found at ω2 = 33.5°, 78.5°,
123.5°, 168.5°, 213.5°, 258.5°, 303.5°, and 348.5°. Then, both prisms were inserted into
the beam path at the position as illustrated in figure 3.3 with a distance of 10 cm towards
each other. The first Wollaston prism was set to ω1 = 179° and the second Wollaston
prism was rotated to the characteristic positions previously obtained (ω2 = 33.5°, 78.5°,
123.5°, 168.5°, 213.5°, 258.5°, 303.5°, and 348.5°). The diaphragm at the position of the
objective’s back focal plane was used to draw the position (X/Y ) of each separated spot
into a Cartesian coordinate system.
For recording the imaging data for characterization of the fringe pattern, a densely packed
layer of fluorescent dyes on glass substrate was placed in the sample holder of the micro-
scope. The free µManager software[73] was used to control the EMCCD camera, which
was operated in frame transfer mode at 33.33 ms exposure time and an electron multiply-
ing gain (EMG) of 300. The optical chopper system was used to constantly rotate both
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light beams’ polarization planes at the same speed as previously used (camera: 30 Hz,
WP2: 50 Hz, polarization plane: 15 fpp; for details see section 2.2.1). The rotation of
the polarization plane was necessary in order to avoid selected excitation only. The fluo-
rescence modulation disappears in the fluorescence intensity average image of the fringe
pattern used for characterization but guarantees at the same time that all dyes have been
included.a The rotation mount including the first Wollaston prism was set to ω1 = 179°.
The rotation mount including the second Wollaston prism was consecutively changed
from ω2 = 167.5° to ω2 = 260° in steps of 2.5° and an additional value at ω2 = 213.5°.
For each ω2, 100 frames were recorded by the EMCCD camera using rotation of the po-
larization orientation. The excitation light’s illumination power was set to approximately
100 W/cm2 in the peak maxima.
Experimental spot distances (dobj) at the position of the back aperture of the objective
were visualized by a diaphragm and recorded by using a caliper. Spot intensities (I)
of the separated beams were recorded before entering the microscope’s objective. The
power meter was operated in TREND mode usually sampling 5 data points per second
and averaging over 5 seconds, unless otherwise mentioned.
3.2.4 Bleaching procedure for interference lithography
For bleaching the interference pattern into a layer of densely packed fluorescent dyes
on glass substrate, the EMCCD camera was controlled by µManager software[73] and
operated in frame transfer mode at 33.33 ms exposure time and an EMG of 10. Even
though no measurements were recorded, the EMCCD camera was of great use to bring-
ing the layer of densely packed fluorescence dyes into the focal plane. The half wave
plate was set to constant rotation in the same manner as described in section 2.2.1 in
order to constantly rotate the excitation light’s polarization orientation, thereby avoiding
bleaching of selected orientations only. The principle bleaching procedure is illustrated in
figure 3.4. Using moderate illumination intensities (100 W/cm2), the sample was moved
in x and y-direction by the motorized stage in order to apply the structured excitation
light’s illumination pattern to the homogeneous dye layer. After re-adjusting the focus,
the excitation light’s beam power was increased 25 fold and applied to the sample for
about 10 seconds. All single fluorescence dyes that were exposed to light above a certain
intensity were quickly photo-destructed. The only molecules spared from bleaching were
the ones that were located within or very close to the nodal lines of the excitation light’s
illumination pattern. The bleaching procedure was aborted and repeated 24 times at other
sample positions in order to obtain a five by five array of bleached positions. The lines
aIt would have been possible to execute the measurements with larger exposure times and circularly polar-
ized light. However, this little work-around was preferred since it did not require set-up modifications.
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were to be investigated using fluorescence modulation with alternating excitation with
and without ExPAN at another set-up. The array facilitated retrieval of the fringe lines
upon switching set-ups.
Excitation light's illumination pattern: Dye distribution:
nodal lines
Figure 3.4: Schematic representation of the interference lithography procedure. The exci-
tation light’s illumination pattern to the left was shaped sinusoidal with equally distanced
nodal lines. Applying this illumination pattern to a self-build photoresist composed of a layer
of densely packed fluorescence dyes (orange) on glass substrate (gray), resulted in selective
photo-bleaching of those molecules that were not located in the nodal lines. The dye distri-
bution eventually became narrower than sub-diffractional dimensions when using increased
excitation light power.
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3.3 Results and discussion
As laid out in the theoretical section 3.1.1, several procedures have been reported that
achieve interference patterns in the focal plane of the objective. During this thesis, two
Wollaston prisms were used for that purpose. In order to obtain a nice interference pattern
and being able to control and tune the structures, it was necessary to acquire a thorough
understanding of the effects of the Wollaston prisms with respect to the beam’s position,
intensity, and polarization. For example, by controlling the beam position at the back
aperture of the objective, the angle of the interfering beams is altered which changes the
fringe periodicity p. First, this section examines the dependency of the beam’s position,
intensity, and polarization on the angles of the rotation mounts containing the Wollaston
prisms (ω1, ω2). This is done by first looking at the individual Wollaston prisms one
by one (section 3.3.1), followed by investigation of the combination of Wollaston prisms
(section 3.3.2). Thereafter, the relationship between the fringe pattern periodicity p and
the beams’ positions at the back focal plane is examined.
3.3.1 Investigation of spot position, intensity, and polarization after single Wollas-
ton prisms
It is commonly known that one Wollaston prism separates unpolarized light into two
orthogonally polarized beam outputs with a certain separation angle. If the orientation of
the prism within a set-up is fixed, the positions and the intensities of the individual beams
remain constant. During this thesis however, each Wollaston prism was installed into
rotation mounts and by changing the prism’s orientation, both separated beams rotated
point-symmetrically around its point of origin. By inserting a diaphragm into the beam
path a certain distance away from the Wollaston prism, the positions in X- and Y -direction
of each beam’s spot could be described using trigonometric functions. Due to the fact that
the input light was vertically polarized, the intensities of the separated beams became
functions of the orientation angle of the Wollaston prisms i. e. the angle of the rotation
mount.
In a first step, both Wollaston prisms were investigated individually with regard to beam
position in X- and Y -direction, beam intensity and beam polarization. Figures 3.5 A and
B give an overview of the beam positions of both separated spots for the two Wollas-
ton prisms W1 and W2 (cf. figure 3.3) with corresponding beam intensities which are
represented in rainbow-color-coded relative units. The first topic addressed is beam posi-
tion. For the first Wollaston prism eight characteristic orientations of W1 are shown. The
separated spots were labeled 1 and 2 and rotated counter-clockwise around its point of
origin. Spot 1 reached maximum intensity at 44° and 224° being at position (X/0) and
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Figure 3.5: Spot position and intensity investigation for W1 (A) and W2 (B). X- and Y -
positions in arbitrary units were calculated using equation 3.10 and 3.11 for W1, and using
equation 3.12 and 3.13 for W2. Spot intensities were obtained from equation 3.16 for W1, and
from equation 3.17 for W2 and are represented in rainbow-coded colors.
(-X/0), respectively. These points of interest were used to derive the trigonometric func-
tions in equation 3.10 in order to describe the X- and Y -positions of spot 1 for intermediate
angles.
X1(ω1) = cos(ω1−44◦) Y1(ω1) = sin(ω1−44◦) (3.10)
Herein, ω1 refers to the rotation mount’s angle in angular units of the first Wollaston
prism. The phase delay of the trigonometric functions, in this case 44°, did not corre-
spond to a universal constant but rather coincided with the user dependent orientation
of the Wollaston prism within the rotation mount. This value will change whenever the
Wollaston prism is removed from its mount and readjusted. Table 3.1 summarizes X and
Y coordinates obtained from this calculation. The values were in good agreement with
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experimental observations.
Equivalent treatment of spot 2 whose maximum intensity was reached at 134° and 314°
at positions (0/-Y ) and (0/Y ), respectively led to the functions in equation 3.11.
X2(ω1) = cos(ω1+136◦) Y2(ω1) = sin(ω1+136◦) (3.11)
Herein, a phase delay of -136° was evaluated in order to describe the X- and Y -positions of
spot 2 correctly. Taking both delays of phase into account, the relative delay of phase from
spot 1 to spot 2 was obtained to be 44◦− (−136◦) = 180◦, i. e. half a period length. In
the same manner, eight representative orientations of the second Wollaston prism were
recorded. In contrast to W1, W2 was fixed in a rotation mount with fine scaling. Spot
1 reached maximum intensity at 78.5° and 258.5° for (-X/0) and (X/0), respectively
leading to the trigonometric functions in equation 3.12.
X1(ω2) = cos(ω2+101.5◦) Y1(ω2) = sin(ω2+101.5◦) (3.12)
Herein, ω2 referred to the rotation mount’s angle in angular units of the second Wollaston
prism. Taking the maximum intensities of spot 2 at 168.5° and 348.5° at positions (0/Y )
and (0/-Y ), respectively, into account, the X- and Y -positions of spot 2 were described by
equation 3.13.
X2(ω2) = cos(ω2+281.5◦) Y2(ω2) = sin(ω2+281.5◦) (3.13)
After successfully calculating the X- and Y -positions for the Wollaston prisms used, the
next interesting and relevant aspects were beam intensity and beam polarization. By using
linearly polarized light, beam intensities of the separated spots depended on the rotation
angle of the mount. A Wollaston prism consists of two triangle prisms with perpendicu-
lar optical axes (cf. section 3.1.3). In cases, in which the orientation of the polarization
plane of the light agrees with the optical axis of one of the two triangle prisms, the inten-
sity is almost completely transfered within this polarization maintaining beam, whereas
close to zero intensity can be recognized for the beam with orthogonal orientation. Exam-
ples of such cases are shown in figures 3.5 A and B, in which beam intensity is indicated
by a rainbow-color-coded scale in relative units. Herein, the blue border of the spec-
trum refers to small intensities, whereas red colors point out spots of intensities close
to maximum. Measuring the polarization orientation of the separated beams led to the
observation, that the color red went along with vertically polarized light, i. e. the same
polarization as the input light’s and that the color blue identified close to non-existent
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Table 3.1: Theoretical spot positions of spot 1 (X1/Y1) and spot 2 (X2/Y2) after the first Wollas-
ton prism for different angles of rotation (ω1). Theoretical values were calculated according
to equations 3.10 and 3.11.
ω1 X1 Y1 X2 Y2
44° 1 0 -1 0
89°
√
2
2
√
2
2 -
√
2
2 -
√
2
2
134° 0 1 0 -1
179° -
√
2
2
√
2
2
√
2
2 -
√
2
2
224° -1 0 1 0
269° -
√
2
2 -
√
2
2
√
2
2
√
2
2
314° 0 -1 0 1
359°
√
2
2 -
√
2
2 -
√
2
2
√
2
2
low-intense horizontal polarization components. It has to be kept in mind, that the rain-
bow color-code which actually indicates intensity can only be related to polarization as
well in case of single Wollaston prisms used with vertically polarized light. In cases
in which the input light’s polarization is changed, the color-code scale only applies to
intensities. For input light polarizations other than vertical and horizontal, the polariza-
tion vector does not agree with neither of the optical axes of the Wollaston prism. As a
consequence, the initial polarization vector will be separated into orthogonal components
along the optical axes of the Wollaston prism in such a way that its recombination by
vector addition would yield the initial polarization vector. Examples of these cases are
indicated in figures 3.5 A and B by graphs with light green spots. For example, entering
the first Wollaston prism with vertically polarized light at an angle of ω1 = 89◦ resulted
in two equally intense spots in the first and third quadrant. The polarization of spot 1 was
determined to be θ1 = 45◦±n ·180◦,n∈N. Consistently, the second spot showed perpen-
dicular polarization with respect to the first spot with θ2 = 135◦± n · 180◦,n ∈ N. What
can be learned from these values is that the final polarization orientation is solely de-
pendent on the orientation of the optical axes of the triangle prisms within the Wollaston
prism. In mathematical terms, a linear dependency between the rotation angle of the Wol-
laston prism and the polarization orientation exists as depicted by equation 3.14 for the
first Wollaston prism.
θ1(ω1) = ω1−44◦ θ2(ω1) = ω1+46◦ (3.14)
Herein, θ1(ω1) and θ2(ω1) refer to the polarization angles of spots 1 and 2, respec-
tively. The orientation of the polarization for the second Wollaston prism were developed
similarly, as shown in equation 3.15.
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θ1(ω2) = ω2+101.5◦ θ2(ω2) = ω2+191.5◦ (3.15)
Several aspects need to be kept in mind whenever angles are mentioned. First, when talk-
ing about the polarization’s orientation, the angle referred to is given in absolute units
that can be directly related to the orientation with respect to the table surface. Verti-
cally polarized light was assigned an angle of θv = 0°, 180°, 360°, whereas horizontally
polarized light provided angles of θh = 90°, 270°, 450°. It became evident that polar-
ization angles repeat after 180°, so that any polarization angle given can be related to
angles that match an integer addition or subtraction of 180° (θv = 0°+n ·180°,n ∈ Z and
θh = 90°+n ·180°,n ∈ Z). Second, when mentioning angles that refer to the orientation
of the rotation mounts of the Wollaston prism one has to consider that these values are of
experimental nature and subject to defining a true zero. It makes sense to define the origin
along one of the optical axes within the Wollaston prism, so in this case 44° for the first
Wollaston prism and likewise 258.5° for the second prism were chosen to be assigned the
true zeros. These numbers indicate the phase delay of the cosine-function and depend on
the initial polarization orientation. So far, each individual Wollaston prism has been used
with vertically polarized light. In cases in which the input polarization is changed the
delay of phase is changed accordingly. In other words, the true zero needs correction if
polarizations other than vertical are used. For example, when entering with 45° polariza-
tion instead of 0° polarized light, the cosine function is shifted by 45° which means that
the phase delay changes by 45°. This needs to be kept in mind for later applications. In
contrast to polarization angles (θ ), mounting angles of the Wollaston prisms repeat after
360°, so any Wollaston angle given can be related to angles that match an integer addition
or subtraction of 360° (ω1 = 0°+n ·360°,n ∈ Z).
In order to theoretically calculate the intensity distribution for the separated spots, Malus’
law for perfect polarizers was used. In contrast to a single polarizer with a single optical
axis, the triangle prisms of the Wollaston prism with perpendicular optical axes were
considered to individually operate as a polarizer. Equations 3.16 represent the intensity
calculation for the separated spots of the first Wollaston prism.
I1(ω1) = I0 · cos2 (ω1−44◦)
I2(ω1) = I0 · cos2 (ω1+46◦)
(3.16)
Herein, I0, I1(ω1), and I2(ω1) referred to the initial light intensity, the transmitted inten-
sity of spot 1, and the transmitted intensity of spot 2, respectively. In theoretical calcula-
tions, I0 was set to one in arbitrary units. In order to compare theoretical predictions of
intensities for the separated spots, experimental values were recorded using a power me-
ter which are given in table 3.2 for the first Wollaston prism. Maximum intensity values
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of 1 a.u. can be directly related to experimental values around 4.6 mW, whereas minimum
values of 0 a.u. matched very low intensities in the µW range. In analogy to the first Wol-
laston prism evaluations, similar intensity distribution laws were developed for the second
prism, as shown in equations 3.17.
I1(ω2) = I0 · cos2 (ω2+101.5◦)
I2(ω2) = I0 · cos2 (ω2+191.5◦)
(3.17)
From figure 3.5, one important conclusion can be drawn. The investigations of the spot
position (X/Y ) show that the distance between both spots remained constant upon rotation
of a single Wollaston prism. Since the distance of the beams at the back focal plane of the
objective directly determines the fringe pattern periodicity (cf. equation 3.8) and since it
is desired to create a set-up in which the periodicity is easily tunable for measurements,
achieving beam separation by only one Wollaston prism is quite disadvantageous. In order
to change the distance between the spots, a single Wollaston prism would have to be
moved within the set-up towards or further away from the objective in order to diminish
or enlarge spot distance, respectively. Due to the fact that this is rather impractical, using
a single Wollaston prism for beam separation and introducing the interference pattern on
the sample is not a method of choice. One way to address this problem is to introduce a
stack of two Wollaston prisms into the excitation beam path. How spot position, intensity,
and polarization were affected for the Wollaston prisms used will be explained in the
following sections.
Table 3.2: Theoretical and experimental spot intensities after the first Wollaston prism
for different angles of rotation (ω1). Theoretical values were calculated according to equa-
tions 3.16. Experimental values were sampled over 10 s using a sampling rate of 5 values per
second.
ω1 I1(ω1) / a.u. I1(ω1)exp. / mW I2(ω1) / a.u. I2(ω1)exp.
44° 1 4.59±0.04 0 0.032±0.001
89° 0.5 2.23± 0.02 0.5 2.16± 0.02
134° 0 0.038±0.001 1 4.51±0.04
179° 0.5 2.23± 0.02 0.5 2.24± 0.02
224° 1 4.59±0.06 0 0.037±0.001
269° 0.5 2.19± 0.02 0.5 2.23± 0.02
314° 0 0.033±0.001 1 4.59±0.04
359° 0.5 2.22± 0.02 0.5 2.26± 0.02
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3.3.2 Investigation of spot position, intensity, and polarization after two consecutive
Wollaston prisms
Having developed trigonometric functions for the prediction of the X- and Y -positions of
the separated spots for the individual Wollaston prisms, the combination of two Wollaston
prisms became mathematically accessible by simple linear combination. As an example,
the first Wollaston prism at 179° was combined with eight different positions for the sec-
ond prism as shown in figure 3.6 A. As a result, each spot after the first Wollaston prism
was additionally split up into two spots by the second Wollaston prism, giving a total
number of four spots. In order to being able to distinguish the spots when referring to
spot position, spot intensity, and spot polarization, they were labeled 1-1, 1-2, 2-1, and
2-2. Herein, the first number was related to the spot number after the first Wollaston
prism while the second number referred to the spot number after the second prism. Math-
ematically, spots 1 and 2 exiting the first Wollaston prism were split up by the second
Wollaston prism according to the same equations for spot position as already presented
in equation 3.12. The only difference was that the spots 1-1 and 1-2 would not rotate
around the point of origin, but rather around the position of spot 1. This meant that in
order to describe the position of the newly found spot 1-1, addition of the position laws
for the first and second Wollaston prisms (summation of equation 3.10 and equation 3.12)
yielded equation 3.18.
X1-1(ω1,ω2) = cos(ω1−44◦)+ cos(ω2+101.5◦)
Y1-1(ω1,ω2) = sin(ω1−44◦)+ sin(ω2+101.5◦)
(3.18)
The theoretical predictions were verified by calculating the X1-1- and Y1-1-coordinates
and comparing them to the experimental positions shown in figure 3.6 A. The position
analysis was likewise performed for the other spots by simple addition of the individual
laws as summarized in the Appendix (equations 6.1). A summary over all X- and Y -
positions is given in table 3.3. By comparing the calculated values in arbitrary unit to
the spot positions shown in figure 3.6, it becomes apparent that the agreement is good.
What can be learned from the values in table 3.3 is that spots 1-1 and 1-2 rotated around(
-
√
2/2
/√
2/2
)
, while spots 2-1 and 2-2 rotated around
(√
2/2
/
-
√
2/2
)
which were the
beam positions after the first Wollaston prism for an angle of ω1 = 179° (cf. table 3.1).
These results show that beam position after two stacked Wollaston prism can be described
by summing the individual position laws.
A major benefit from using two Wollaston prisms is that the distance between the spots
is variable, depending only on the angles of the rotation mounts of the Wollaston prisms.
This provides evidence that two stacked Wollaston prisms are capable of separating the
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Figure 3.6: Spot position and intensity investigation for two consecutive Wollaston prisms
W1 and W2. A) X- and Y -positions in arbitrary units were calculated using equation 3.18 and
6.1. Spot intensities were obtained from equation 3.19 and 6.2 are represented in rainbow-
coded colors. B) Plot of spot intensities and spot distance for spots 1-2 and 2-1. C) Plot of
spot intensities and spot distance for spots 1-1 and 2-2.
beams such that the distance at the back focal plane of two beams is adjustable thus being
able to tune the interference pattern. Even though two Wollaston prisms split one ini-
tially coherent wavefront into four beams and only two beams are required for obtaining
interference, two beams can simply be blocked in the following beam path toward the
objective (cf. figure 3.3). Since the beam’s position is not substantially affected by any
other set-up parts, the theoretical analysis of beam position is hereby completed.
Looking back at the set-up description in section 3.2.1, the consecutive Wollaston prisms
were inserted right before a polarizing beam splitter (PBS2). The reason why the com-
bined Wollaston prisms were not incorporated into the set-up after PBS2 was the insuf-
ficient distance to the back aperture of the objective since the angle of divergence of the
Wollaston prisms was only 1°. The distance was chosen such that all four spots were to
enter the objective in case if the spots spanned a square (e. g.ω1 = 179◦ and ω2 = 123.5◦,
or ω1 = 179◦ and ω2 = 303.5◦). In this configuration, the spots were very close to the
outer rim of the back aperture of the objective and by switching to another Wollaston
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Table 3.3: Theoretical spot positions of spots 1-1, 1-2, 2-1, and 2-2 after two consecutive
Wollaston prism (W1, W2) for different angles of rotation (ω1, ω2). Theoretical values were
calculated according to equations 3.18 and 6.1 in the Appendix.
ω1 ω2
(
X1-1
/
Y1-1
) (
X1-2
/
Y1-2
) (
X2-1
/
Y2-1
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X2-2
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179° 33.5°
(
-
√
2
/√
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angle setting, two of the four spots would be automatically prevented from entering the
objective because of hitting the objective’s holder.
Due to the fact that the individual spots contain a certain polarization, the effective spot
polarization and spot intensity reaching the back aperture of the objective strongly de-
pended on the polarization cube. In order to theoretically describe the spot polarization
and spot intensity reaching the back focal plane, the polarizing beam splitter has to be
taken into account. A polarizing beam splitter operates as an ideal polarizer and transmits
or reflects incoming light depending on the light’s polarization orientation according to
Malus’ law[2] in equation 3.19 as shown for spot 1-1.
I1-1 = I∗0 · cos2 (θ1-1(ω2)) (3.19)
Herein, θ1-1(ω2) refers to the polarization angle of the spot 1-1 after the second Wollas-
ton prism and I∗0 to the intensity that enters the polarizing beam splitter, i. e. the light’s
intensity that remained after both Wollaston prisms. Due to the fact that the angle of po-
larization is solely dependent on the orientation of the second Wollaston prism, all spots’
polarization orientations can be described by equation 3.15. As a consequence, spots 1-1
and 2-1 possess equal polarization, as well as spots 2-1 and 2-2b, as shown in equa-
bAs a reminder: 1-1 is the short version for spot 1 from W1 and spot 1 from W2
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tions 3.20.
θ1-1(ω2) = θ2-1(ω2) = ω2+101.5◦ θ1-2(ω2) = θ2-2(ω2) = ω2+191.5◦ (3.20)
Concerning I∗0 , it is not possible to simply multiply the individual intensity laws from
equations 3.16 and 3.17 in order to obtain I∗0 since both laws were developed for ver-
tically polarized input light. However, the first Wollaston prism operating with vertical
polarization affected the light’s polarization so that the intensity law of the second Wol-
laston prism could not be used as given but needed adaption. I∗0 can be expressed as the
corrected intensity law for the second Wollaston prism i. e. the intensity that remains af-
ter the second Wollaston prism. The explanation of obtaining I∗0 is as follows. Since
the first Wollaston prism was set to 179°, the light’s polarization angle of spot 1 after
the first prism was determined to be 135°, whereas spot 2 showed a polarization orienta-
tion of 225°, each spot possessing half the input’s intensity (I0/2). In general, the input
intensity is given by the intensity laws after the first prism (I1(ω1), as shown in equa-
tion 3.16. Looking back at figure 3.5 B, for the second Wollaston prism and for vertically
polarized light, the true zero for spots 1 and 2 were defined to be -101.5°c and -191.5°,
respectively. As an example, the corrected true zero after entering the Wollaston prism
using light whose polarization was rotated 135° with respect to 0° of the vertically po-
larized light can be re-obtained by rotating the Wollaston prism by 135° itself. In other
words, the initial correction number 101.5° was enhanced by the value of the polarization
orientation. The intensity of spot 1-1 after the second Wollaston prism corrected for the
variable input polarization from the first prism is shown in equation 3.21.
I∗0 = I1(ω1) · cos2 (ω2+101.5◦−θ1(ω1)) (3.21)
By combining equations 3.16, 3.19, and 3.21 a finalized version for the intensity descrip-
tion of spot 1-1 was obtained taking all set-up effects into account. The corresponding
intensity equations for the other spots 1-2, 2-1, and 2-2 can be found in equation 6.2 in
the Appendix.
I1-1 = I0 · cos2 (ω1−44◦) · cos2 (ω2+101.5◦−θ1(ω1)) · cos2 (θ1-1(ω2)) (3.22)
Figure 3.6 A summarizes the spot intensity and spot position information for the eight
chosen examples. These images corresponded to the effective intensity arriving at the
back aperture of the objective. Herein, in the range between ω2 = 348.5° and ω2 = 78.5°,
c-101.5° equaled the position given at 258.5° in figure 3.5 B, since −101.5◦+360◦ = 258.5◦.
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spots 1-2 and 2-1 are close to one another, whereas in the range between ω2 = 168.5° and
ω2 = 258.5° the spots 1-1 and 2-2 would be close enough to be the interfering beams. By
using the Pythagorean theorem, the theoretical distances between the interfering spots
1-2 and 2-1, as well as 1-1 and 2-2 were calculated separately. The final distance curves
are given in figures 3.6 B and C, respectively in arbitrary units on the right axes. On the
left axes, the corresponding spot intensities are shown. As can be seen for spots 1-2 and
2-1 in figure 3.6 B, when the distance dtheo between spots 1-2 and 2-1 turns small, the
intensities become little as well. In contrast to this case, spots 1-1 and 2-2 in figure 3.6 C
possessed large intensity peaks within the range of small spot distances. This range be-
tween ω2 = 168.5° and ω2 = 258.5° was considered well suited for a closer investigation
on the final interference pattern within the focal plane of the objective as outlined in the
next section.
3.3.3 Fringe pattern characterization
An understanding of the developed equations in the previous sections is especially help-
ful if other settings are desired. The functions are of a basic nature so that they can be
easily adapted to scenarios that differ from the one presented here. This section will bring
the considerations to the next level by looking at the resulting interference pattern in
the focal plane of the fluorescence imaging microscope and by characterizing the fringe
pattern with respect to fringe periodicity p and orientation β . The first Wollaston prism
was set to ω1 = 179°, and the angle of the second Wollaston prism was changed in the
range between ω2 = 167.5° and ω2 = 258.5° in steps of 2.5°, with one additional value
at ω2 = 213.5°. Microscopy cover slips with a very dense layer of ATTO 590 molecules
on the surface were brought into the focal plane of the objective so that the fringe pat-
tern became visible. Using µManager software[73] operating at 33 ms exposure time at
300 EMG, 100 frames were recorded, as described in section 3.2.3. The image process-
ing tool Fiji[126] was used to average the intensity values for each pixel for the 100
frames. Twelve exemplary average intensity images for different angles of the second
Wollaston prism are shown in figure 3.7 and were used to characterize the fringe pattern.
The characterization was based on the evaluation of the parameters fringe pattern orien-
tation β and fringe periodicity p and relating them to the spot position, spot distance, and
spot intensity at the back aperture of the objective. Concerning the latter, a power meter
was used to measure the experimental spot intensities independently from one another by
blocking one beam at a time. Concerning the spot distance, a caliper was used to obtain
experimental values. Distance and intensity measurements were obtained for the same
angle range of the second Wollaston prism as given for the imaging data. All experimen-
tal values are summarized in separate graphs in figure 3.8 along with a comparison to
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theoretical values if applicable.
The first parameter of interest was the orientation of the fringe pattern (β ) with respect to
the bottom border of the recorded image. The angle was obtained by the white angle cali-
bration lines below the insets in figure 3.7. The fringe pattern orientation (β ) was a direct
consequence of the interference of two beams, whose experimental spot position was to
be best described at the back aperture of the objective. Having a look at the orientation
of the fringe pattern in figure 3.8 A, it became evident that the angle β increased almost
steadily with a large jump at ω2 = 213.5°. In other terms, the orientation of the fringe
pattern rotated counter-clockwise. Due to the fact that both spots 2-2 and 1-1 also rotated
counter clock wise, it was attempted to relate the angle of orientation in the fringe pattern
to the angle of the spot position at the back aperture of the objective (βobj). In the region
from ω2 = 168.5° to ω2 = 213.5°, spot 2-2 rotated within the first quadrant of a Cartesian
coordinate system.. By using the X- and Y -positions at the back aperture, the angle βobj
became accessible by simple trigonometric calculations, as shown in equation 3.23.
βobj =
180◦
pi
· arctan
(
Y2-2
X2-2
)
(3.23)
Herein, βobj describes the angle of spot 2-2 within the first quadrant at the back aperture
of the objective. In the region from ω2 = 213.5° to ω2 = 258.5°, spot 2-2 rotated within
the third quadrant which meant that in order to obtain the correct angle a fixed number of
180° needed to be added to the same calculation in equation 3.24.
βobj = 180◦+
180◦
pi
· arctan
(
Y2-2
X2-2
)
(3.24)
The evaluated angle β obtained from the experimental fringe patterns and the corre-
sponding calculated angle at the objective βobj were plotted within the same graph in
figure 3.8 A and showed good results concerning the course of the function. The experi-
mental β values were shifted upwards by 90° with respect to theoretical calculations of
βobj. This met the expectations since the orientation of the fringe lines was required to ap-
pear perpendicular with respect to the connecting line between the interfering spots (cf.
figure 3.1). Deviations between the theoretical calculations and the experimental values
occurred around 213.5°. In theoretical terms, there should be a singularity at this point
because the position of spot 2-2 was predicted to be (0/0), thus leaving the solution to
equations 3.23 and 3.24 undefined. Under experimental conditions, an interference pat-
tern was seen at this point even though both interfering spots would be on the same
position, namely the center of the back aperture of the objective. Due to the fact that
Wollaston prisms introduced beam separation at a small angle of 1°, the beams of spots
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Figure 3.7: Averaged fluorescence intensity images of twelve fringe patterns in relation to the
orientation of the second Wollaston prism (ω2 given to the top left of each image). The white
angular arms served as a measure for the angle orientation of the fringe pattern. Plot insets to
the top right of each image represented profile plots from lines oriented perpendicular to the
nodal lines of the interference pattern. Scalebar 5 µm.
2-2 and 1-1 did not hit the objective exactly collinear. This meant that even if both spots
entered the objective at the same spot, their slight difference in propagation remained
within the optics of the large magnification objective (60x), thus still causing an interfer-
ence pattern. For this reason, an angle of β = 180° was recorded at 213.5° of the second
Wollaston prism.
The distance (dobj) between spots 1-1 and 2-2 was experimentally measured at the back
aperture by using a caliper. The results of dobj were plotted in figure 3.8 B in dependency
of the angle of the rotation mount of the second Wollaston prism (ω2). Included in the plot
were results from theoretical distance calculations by the Pythagorean theorem from the
spot positions, as shown in equation 3.25. In the range from ω2 = 168.5° to ω2 = 213.5°,
the spot distance decreased almost linearly before it re-increased in the range from ω2 =
213.5° to ω2 = 258.5°. Some experimental values around 213.5° are missing because it
was not possible to distinguish the individual spots by eye. All in all, the overlay between
experimental and theoretical values showed a good agreement. By plotting experimental
results against the theoretical values and fitting a linear function to the thus obtained
graph, a calibration factor of dobj/dtheo = 2.9 mm/a.u. was obtained (fit shown in figure 6.1
in Appendix). Using this value, theoretical aspects of spot position and spot distance as
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Figure 3.8: Plots of parameters that characterized the fringe pattern in relation to the an-
gle of the second Wollaston angle (ω2). A) Orientation of the fringe pattern lines (black,
β ) and orientation of spots at the back aperture (red, βobj). B) Theoretical (red, dtheo) and
experimental (black, dobj) spot distances at back aperture of objective. C) Theoretical (red)
and experimental (black/blue) spot intensities at back aperture of objective. D) Experimental
fringe periodicity p evaluated from estimation (red) or FFT (black) in the interference pattern.
previously presented in the preceding sections could be extended from arbitrary units to
proper, absolute units of length.
dtheo =
√
(X2-2−X1-1)2+(Y2-2−Y1-1)2 (3.25)
In the previous section, equations have been developed for describing the spot intensity
at the back aperture in arbitrary units. In order to check the validity of the theoretical
spot intensity calculations from equation 6.2, the calculated values were plotted in direct
comparison to the experimental values as shown in figure 3.8 C. Herein, theoretical spot
intensities in arbitrary units are depicted by red crosses while experimental data points
are drawn in blue and black circles. Again, several experimental values were missing in
the range from ω2 = 207.5° to ω2 = 217.5° due to the spots’ close distance for which
it was not possible to exclusively measure the spot intensity from one spot only. Both
experimental curves matched the progression of the theoretical functions fairly well with
respect to the position of extrema. Interestingly, experimental spot intensities for spot 2-
2 slightly exceeded the theoretical expectations, whereas spot 1-1 underachieved. This
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discrepancy between the amplitudes was within 10% variation, when considering the
maximum intensity values of the individual curves (1.266 mW/1.395 mW= 0.91). This
order of magnitude for the beam’s imperfection often occurred for set-ups using multiple
optical elements. In many cases, a small error in the beginning was enhanced slightly by
several objects rather than from one element alone. For this reason, it was refrained from
finding and investigating the system’s imperfection further. It should also be kept in mind
that the fringe patterns shown in figure 3.7 were obtained by beam interference of beams
whose spot intensities varied on much larger scales. Looking at the image in which the
second Wollaston prism was set to 190°, the spots intensities differed from 1.392 mW to
0.198 mW for spots 2-2 and 1-1, respectively. Neglecting the spot’s intensity discrepancy
seemed reasonable.
The second, and more important parameter of interest was the distance between fringes,
also called fringe periodicity p. For evaluating p from the fluorescence average data, two
methods were tested in comparison. First, a simple estimation took place by counting the
number of peaks per distance. This was achieved by defining a plot profile line perpen-
dicular to the nodal lines of the interference pattern. The corresponding intensity plots are
shown in the top right insets of the individual averaged intensity images in figure 3.7. The
second method of evaluation relied on the same intensity profile plots. Instead of manu-
ally counting peaks, a Fourier transform was performed on the plot profile. The results of
both are shown in figure 3.8 D in units of length. Herein, the values evaluated from FFT
calculations (black circles) matched the results from simple estimation (red circles) quite
well. For Wollaston angles of ω2 = 212.5° and ω2 = 213.5°, in which only one fringe line
was recorded by the field of view of the camera, neither analysis was possible. At first, in
the range from ω2 = 168.5° to ω2 = 198.5°, the fringe periodicity p enlarged slowly from
about 400 nm to approximately 1 µm, almost in linear steps. Then, p increased rapidly
from ω2 = 201.5° until what appeared to be the pole at ω2 = 213.5°. This behavior was
mirrored to the side of increasing angles for the second Wollaston prism. Within the first
15° after ω2 = 213.5°, the fringe periodicity decreased rapidly to 1/10 of the maximum
recorded value, which was close to p= 12 µm. Since one frame comprised 512 x 512 pix-
els of the effective size of 42.5 nm each, the recorded image was approximately 21.8 µm
wide. The resulting diagonal length of the image (30.8 µm) can be considered the absolute
maximum distance covered within one image. In order to be able to identify individual
fringes for either evaluation method, estimation or FFT, two complete fringes (with left
and right end) needed to be recorded within one frame. Taking these thoughts into ac-
count, it was expected that under the current set-up configurations a maximum fringe
periodicity of 20 µm would be analyzable.
So far, it became evident that the orientation of the fringe pattern (β ) could be estimated
from the position of the interfering spots at the back aperture of the objective. According
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Figure 3.9: Plot of fringe periodicity p over the inverse of the spot distance (1/dobj). The
slope of the linear fitting function (red dash) is (2132±50) nm mm.
to equation 3.8, the fringe periodicity p should be directly related to the spot distance
dobj. As can be seen from figures 3.8 B and D, for decreasing spot distance dobj on the
back aperture, the fringe periodicity p of the interference pattern in the focal plane of
the objective increases. In order to verify the theoretical functionality in equation 3.8, the
values for p obtained from FFT were plotted over the inverted values for spot distance
(1/dobj) in units of length. The final plot is shown in figure 3.9 and the results indicate
that the fringe periodicity is linearly proportional to the inverse of the spot distance (p ∝
1/dobj). This result is quite important because it supports the validity of equation 3.8
which was based on Abbe’s sine law (sin(φ)∝ rd). In other words, the angle at which the
interfering beams intersect (2φ ) which determines the fringe periodicity p according to
equation 3.7 is shown to be controllable by the off-axis distance rd because Abbe’s sine
law accounts for this objective. As a consequence, the knowledge of the positions of the
beams at the back aperture of the objective can be directly transfered into the prediction
of the fringe pattern periodicity. In order to gain an understanding of the maximum and
minimum fringe periodicity possible under the current set-up conditions, a linear fitting
function was applied to the plot of p over 1/dobj whose slope was determined to be
m = (2132± 50) nm·mm. Due to the fact that fringe periodicities above 20 µm would
exceed the current field of view of the EMCCD camera, the limiting factor towards the
maximum fringe distance is given by the camera and not by the spot distance dobj. For this
fringe periodicity, the spots at the back aperture would have to be no more than dobj =
2132 nm·mm/20 000 nm≈ 0.1 mm apart. Any spot distance below this value causes the
fringe pattern to exceed the field of view.
Towards the lower range of fringe periodicity, the most obvious limit is the maximum spot
distance achievable at the back aperture of the objective. The microscope objective used
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for fringe pattern characterization possessed a back aperture width of 10 mm. This would
leave a minimum fringe periodicity of p = 2132 nm·mm/10 mm≈ 213.2 nm. However,
several other aspects have to be taken into account that enlarge the latter number. First,
both beams did not enter the objective coaxial due to the fact that Wollaston prisms intro-
duced small beam deviation angles. Consequently, their propagation vectors tilted away
from the microscope objective’s axis. Light entering at the utmost outer rim of the back
aperture of the objective that possessed a small angle pointing away from the objective’s
axis, would not be directed to the focal plane because of hitting the optics’ holders within
the objective. This leads to the assumption that the maximum effective spot distance is
smaller than 10 mm. Secondly, the beam’s entrance point referred to the center of the
beam’s cross section. However, the beam’s diameter was not infinitely small but in or-
der to provide a smooth and homogeneous interference pattern, the full cross section of
the beam’s diameter was required to reach the focal spot. Naturally, this could only be
achieved if the beams entered the objective even further away from the outer rim of the
back aperture of the objective. Thirdly, by increasing the off-axis distance rd , the angle
φ towards the objective’s axis also increased. If φ exceeds a certain critical angle φc, the
beam will not propagate to the focal plane since it is totally reflected at the glass-medium
interface. The critical angle for total internal reflection (TIR) is given by equation 3.26.
φc = arcsin
(
n2
n1
)
(3.26)
Herein, n1 and n2 are the refractive indices of the cover glassd and the medium outside
the objective, respectively. If measurements had been conducted with a droplet of wa-
ter on the sample surface, a critical angle of φc = arcsin(n2/n1) = arcsin(1.33/1.518)≈
61.18° would have been obtained. This value is very close to the maximum angle pos-
sible (φmax) given by the numerical aperture of the objective (φmax = arcsin(NA/n) =
arcsin(1.35/1.518) ≈ 62.79°). In cases in which the range is small at which TIR occurs
(φmax−φc = φ < 2°), the objective is considered unsuitable for TIR microscopy.[127][128]
Throughout this thesis however, no water droplet was used on the sample surface, thereby
increasing the difference between the refractive indices of the media and reducing the
critical angle massively (φc = arcsin(n2/n1) = arcsin(1/1.518)≈ 41.21°). The available
TIR range was greatly expanded (φmax − φc = φ ≈ 20°) or in other words, the range
for creating interference patterns without TIR decreased. For angles below the critical
angle (φ < φc), the interference pattern would be created in the focal plane of the objec-
tive. For angles above the critical angle (φ > φc), it has been reported that an interference
pattern can in general be created, resulting in a standing wave (SW) caused by TIR at
dThe refraction at the objective/cover glass interface is neglected since their indices of refraction are very
similar and a special oil of the same refractive index is used as contact medium.
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the glass surface.[93][129][130] Objective-based SW-TIRF is known to cause several prob-
lems, like uneven illumination and additional interference fringes.[131][132] Several differ-
ent solutions to the technical challenges had been reported[133] i. e. rapidly modulating
the spot position at the back focal plane by rotating wedge-shaped glass elements,[134]
by using acousto-optical deflectors[135] or by using tip-tilt scanning mirrors.[136] In this
set-up configuration, TIR was simply avoided by supervising that the off-axis distance rd
never exceeded the critical angle. In order to calculate the critical distance rd,c, Abbe’s
sine law was used which states that the objective’s effective focal length f equals a
constant quotient of rd and sin(φ) ( f = rd/sin(φ)). The critical distance rd,c was esti-
mated to be rd,c = sin(φc) · rmax/sin(φmax) = sin(φc) · rmax/NA · nr,obj ≈ 0.37 cm using
rmax = 0.5 cm, NA = 1.35, φc = 41.21°, and nr,obj = 1.518. As a consequence to avoid-
ing TIR, the minimum fringe periodicity observable under current set-up configurations
was also affected. A new calculation of the lower limit yields a fringe periodicity of
p = 2132 nm·mm/(2 ·3.7) mm≈ 288.1 nm. This value can be considered to be the effec-
tive bottom border of p for the given light source. Due to the fact that p is directly pro-
portional to the wavelength of the light (λ ), it is expected that smaller fringe periodicities
should be achievable using other light sources.
3.3.4 Fringe pattern prediction for interference lithography
So far, empirical spot position, spot distance and fringe periodicity have been under-
stood, described by equations, and related to one another. This chapter focuses on the use
of the developed equations with respect to predicting certain scenarios. For instance, it
was desirable to use spots that would interfere with equal amplitudes i. e. their measured
intensities at the back focal plane of the objective would be the same. In order to mathe-
matically predict the angles of rotation for both Wollaston prisms matching this criterion,
the quotient of spot intensities I2-2 and I1-1 was required to equal one, as described by
equation 3.27.
1 =
I2-2
I1-1
= tan2 (ω1−44◦) · tan2 (ω2+101.5◦) (3.27)
Due to the fact that I2-2 and I1-1 were both products of cosine-squared functions depend-
ing on two variables, namely the angles of rotation of the Wollaston prisms, substituting
variables and applying trigonometric relationships allowed simplifying the full expres-
sion to a simple product of squared tangent functions. The step-by-step derivation of
equation 3.27 is listed in the Appendix in equation 6.3. Due to the fact that both variables
appeared in separate arguments, equation 3.27 was rearranged to give the angle of the first
Wollaston prism (ω1) in dependency of the second mount’s angle containing the second
Wollaston prism. The final function is given in equation 3.28.
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ω1 = 180◦n± 180
◦
pi
· arctan(cot(ω2+101.5◦))+44◦
tan(ω2+101.5◦) 6= 0; sec(ω2+101.5◦) 6= 0; n ∈ Z
(3.28)
In order to verify the theoretical predictions, experimental values were recorded for a
chosen area of interest. The second Wollaston prism was set to values between ω2 =
185° and ω2 = 204°, the corresponding angles for the first Wollaston prism (ω1) were
calculated according to equation 3.28 and experimental intensity values were recorded
at the back focal plane of the objective using a power meter. Spots 1-1 and 2-2 were
measured individually by blocking the other beam. Additionally, the total intensity and
the spot distance dobj were recorded. Table 3.4 summarizes all important measurements.
Table 3.4: Experimental spot intensities at the back focal plane for combinations of ω1 and
ω2 which are expected to yield equally intense spots. Experimental values were sampled over
10 s using a sampling rate of 5 values per second. n.m. not measured
ω1 ω2 I1-1 / µW I2-2 / µW Itotal / µW dobj / mm
188.5° 204° 368±2 362±2 730±4 2.0
190.5° 202° 325±2 326±1 652±4 n.m.
192.5° 200° 288±1 285±2 570±4 2.4
196.5° 196° 204±1 203±1 406±2 3.4
197.5° 195° 182±1 182±1 365±2 n.m.
198.5° 194° 168±1 170±1 338±2 3.6
199.5° 193° 145±1 146±1 291±2 3.9
201° 191.5° 127.8±0.8 124.4±0.6 253±2 4.4
207° 185.5° 45.5±0.3 45.5±0.3 99± 1 5.4
As can be seen from the values in table 3.4, experimental intensity values corroborate the
theoretical predictions and validate the applicability of equation 3.28. As a major advan-
tage, equal intensity combinations can be theoretically calculated and from the known
angles of rotation for both Wollaston prisms, it is possible to tune the fringe periodicity
with underlying interference beams of equal intensity.
The gained knowledge was used to design a fringe pattern with a fringe periodicity of
p ≈ 1µm which was used for experiments concerning interference lithography. As a
self-built photoresist, a densely packed layer of fluorescent dyes on glass substrate was
used. By increasing the intensity of the interfering beams, the interference pattern was
imprinted into the photoresist since dyes that experience an intensity above a certain
threshold irrevocably photo-bleach. Only fluorophores within or very close to the nodes
of the interference pattern (zero intensity) remain intact and form a negative image of the
fringe pattern. The focus of the last chapter of this thesis (Chapter 4) lies on investigating
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this negative image with respect to the node width by means of fluorescence modulation
with alternating excitation with and without ExPAN. In order to characterize these node
widths, individual lines needed to be cropped from the raw data for evaluation which is
why the fringe periodicity was chosen to be p ≈ 1µm. If p were chosen to be too small,
characterization of individual lines would be massively hindered due to the fact that crop-
ping the data would include fluorescence components from the adjacent lines. If the fringe
periodicity were quite large, only a small number of lines would appear within the field of
view. Since the region of effective ExPAN is limited to approximately 30 µm2 (diameter
∼ 6 µm) only single lines would be accessible to evaluation which would require many
more sample positions and measurement. Weighing both factors up against each other,
a fringe periodicity of 1 µm would provide five lines in the effective ExPAN region per
measurement while still providing sufficient distance towards adjacent lines. According
to the results from section 3.3.3, the distance of the two interfering spots is then required
to be approximately dobj = 2132 nm·mm/1000 nm≈ 2.1 mm at the back focal plane of the
objective. In order to obtain spots of equal intensity at the back aperture of the objective at
this distance, the settings were estimated from table 3.4. The first rotation mount was set
to ω1 = 189° while the second Wollaston prism in the other rotation mount was rotated
to ω2 = 203.5°. With these parameters, the interference pattern in the focal plane of the
objective was expected to show fringes with a spacing of about 1 µm. Using these set-
tings, the interference pattern was bleached into the self-built photoresist according to the
procedure described in the experimental section 3.2.4. In the last chapter of this thesis,
this negative image is subject to further investigation using fluorescence modulation with
and without ExPAN.
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4 Line pattern characterization by fluorescence modula-
tion
The final chapter of this thesis focuses on the characterization of the negative image ob-
tained by interference lithography which was accomplished by bleaching the interfer-
ence pattern into a layer of densely packed dyes (cf. Chapter 3). The negative image of
the bleaching pattern consists of fluorescent dyes that survived the bleaching procedure.
The remaining fluorophores are those which were located within or near the nodes of the
fringe pattern thus forming lines of fluorescent dyes. These lines were subject to investiga-
tion by fluorescence modulation alternating between excitation with and without ExPAN.
Basic concepts of fluorescence modulation with respect to enhanced photo-selection by
ExPAN have been presented in Chapter 2, thus bringing all pieces of this thesis together
in the current chapter. In the theoretical section, the optical resolution barrier in fluores-
cence microscopy is introduced along with several super-resolution techniques that break
or circumvent this limit. Then, the mathematical fundamentals of solving so-called in-
verse problems by an alternating-variable-search method (AVM) with respect to single
molecule localization are outlined. In the result section, special attention was given to the
evaluation of the line width by means of localizing single molecules using AVM. First,
an assessment of the distribution of single molecule localizations from averaged fluores-
cence data in the single molecule regime is given, thus providing information about the
line widths from non-modulated fitting. Then, the alternating-variable-search method is
extended to single molecule localization with modulated fluorescence data corroborating
the applicability of AVM with modulation based data with respect to the line width inves-
tigation. Finally, AVM was applied to selected examples of lines at higher dye densities,
thus providing a basic for the investigation to what extent fluorescence modulation can be
used for resolution improving purposes.
4.1 Theoretical background
4.1.1 Super-resolution fluorescence microscopy
Ernst Abbe (1840-1905) published his contribution to the resolution limit of optical mi-
croscopes[71] in the late 19th century (cf. equation 2.17 in section 2.1.6). From then on,
the distance d at which two point sources can still be resolved was quantified and has
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ruled fluorescence microscopy for many decades to follow. Since sin(φ) does not exceed
the value one and the refractive index of air can be assumed to have a value of one,[137]
the lateral resolution limit of light can be approximated by half the wavelength of light
used (d ≈ λ/2). For the VIS spectrum of light (400-700 nm), the resolution limit ranges
from 200 to 350 nm which unfortunately exceeds the range for studying biophysical pro-
cesses at the molecular level of cells. Throughout the last three decades, the desire of
understanding sub-diffractional processes translated into a large effort for breaking or cir-
cumventing the diffraction barrier that had ruled microscopic resolution for so long. The
list of successful techniques is quite extensive and full of fancy acronyms as shown in
table 4.1. The importance of fluorescence based super-resolution technologies was em-
phasized in 2014 when Eric Betzig, Stefan W. Hell, and William E. Moerner were jointly
awarded the Nobel prize of chemistry "for the development of super-resolved fluores-
cence microscopy."[138] A full explanation of all techniques is beyond the scope of this
thesis but a brief overview of three major categories is given.
Techniques like 4Pi, NSOM, I5M, and SIM can be summarized into the first category
which do not really break or circumvent the diffraction barrier, but rather push it to its
very limits by modifying the propagation of light.[139] In 4Pi and I5M for example, two
opposing objectives are used in order to increase the collection efficiency and thereby
increasing the axial resolution fivefold. However, lateral resolution improvement in this
category is rather moderate and essentially limited so that it may at maximum be consid-
ered moderately resolution enhancing.
The remaining two categories are real super-resolution techniques successfully break-
ing and circumventing the diffraction limit of light down to a few nanometers. Both
groups profit from exploiting the fluorescence properties of dyes and the manner in
which the technique alters the fluorescence characteristics defines to which category it
belongs. These techniques intervene in the dye’s fluorescence behavior between a fluo-
rescent bright state (ON-state) and the dark, non-fluorescent state (OFF-state). One group
of techniques, including GSD, RESOLFT, SSIM, and STED, approaches the fluores-
cence manipulation from a deterministic perspective. STED uses a stimulated emission
beam whose intensity profile is shaped as a doughnut and induces the de-excitation from
the ON to the OFF-state. Fluorescence emission is consequently only admitted from the
central region of the doughnut whose inner diameter (dSTED) is given by equation 4.1.
dSTED ≈ λ
NA ·√1+ Ise/Is (4.1)
Herein, Ise is the intensity of the stimulated emission laser beam and Is the saturation
(threshold) intensity which is a fluorophore specific characteristic. By increasing Ise, the
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Table 4.1: Overview of super-resolution microscopy techniques.
Acronym Super-resolution technique
4Pi 4Pi microscopy[140][141][142]
NSOM Near-field Scanning Optical Microscope[143][144][145]
I5M I5M microscopy[87][108][142]
SIM Structured Illumination Microscopy[85][91][92]
GSD Ground State Depletion[146][147][148]
RESOLFT REversible Saturable Optical Linear Fluorescence Transition[149][150]
STED STimulated Emission Depletion[41][42]
SPEM Saturated Pattern Excitation Microscopy[107]
SSIM Saturated Structured Illumination Microscopy[116]
SOFI Super-resolution Optical Fluctuation Imaging[151][152]
NALMS NAnometer-Localized Multiple Single-molecule fluorescence microscopy[153]
FIONA Fluorescence Imaging with One-Nanometer Accuracy[20]
(d)STORM (direct) STochastic Optical Reconstruction Microscopy[154][155][156]
PALM PhotoActivated Localization Microscopy[157][158][159]
PAINT Point Accumulation for Imaging in Nanoscale Topography[160]
inner doughnut diameter dSTED decreases thus strongly confining the area from which
fluorescence is allowed. The final diameter can eventually be reduced to the size of the
single fluorescence molecule. By scanning the de-excitation STED beam across the sam-
ple and knowing the spatial coordinates of its center, discerning point sources closer
than the diffraction limit of light is realized and summarized into a super-resolution im-
age thereof. Even though the need for scanning leads to larger image acquisition times,
STED was shown to be suitable for parallelization by creating an array of multiple dough-
nuts[161][162][163][164] or by using arrays of lines by structured illumination.[107][116] Due
to the fact that deterministic super-resolution techniques directly influence the system’s
PSF, these methods are often considered truely breaking the diffraction limit.
The other group of super-resolution providing imaging techniques relies on the localiza-
tion of individual emitters and is regarded to address super-resolution from a stochastic
perspective. As shown in section 2.1.6, the PSF represents the fluorescence response from
a point source in a diffraction limited microscope system. If the system’s PSF is known
and knowledge exists that only one emitter contributed to it, it can be assumed that the
point source is situated in the center of the distribution. The molecular position of the
dye can be obtained fitting a Gaussian distribution function to the PSF. The localization
precision σx,y in two dimensions scales with the standard deviation of the peak function
σPSF and is given in equation 4.2 as first derived by Thompson et al.[165]
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σ2x,y =
σ2PSF
Np
+
a2/12
Np
+
8piσ4PSFb
2
a2N2p
(4.2)
Herein, a is the size of an image pixel, b is the background noise per pixel, and Np the
number of detected photons. The first term of equation 4.2 accounts for photon shot noise
while the second term accounts for noise caused by the finite size of camera pixels. The
last term further introduces the contributions of background noise. In cases, in which the
background contributions can be neglected, the localization precision is assumed to scale
linearly with the standard deviation of the PSF distribution and with the inverse square
root of the total number of detected photons[166] as summarized in equation 4.3.
σx,y ≥ σPSF√Np (4.3)
A point emission source of a wavelength of 500 nm approximately shows a standard de-
viation of the PSF of around 200 nm. A localization precision of better than 10 nm is
mathematically already achieved if detecting more than 400 photons which is readily
achieved using regular fluorescent dyes.[167] Since individual dyes can be localized with
a precision down to a few nanometers,[20] the subsequent localization of emitters can pro-
vide super-resolution. As a prerequisite for this purpose, the number of molecules in the
ON-state needs to be reduced so that only a small portion of the molecules emits. If the
ON-fraction becomes small enough, it is statistically probable that each fluorescence spot
is the result from a single dye and that multiple dyes do not overlap.
The super-resolution techniques STORM and PALM control the ON-fraction by using
special fluorophores which can be photo-activated or photo-switched. PALM relies on
photo-activatable (PA) molecules like PA-GFP (green fluorescent protein). Herein, the
sample is simultaneously illuminated with two wavelengths of light. One laser is used to
activate a small portion of PA-GFP while the second laser excites activated PA-GFP to
the fluorescent state. The fluorescence spot centers can be localized before PA-GFP irre-
versibly photo-bleaches to a dark state. The cycle of activation, localization and bleaching
is repeated several times until a sufficient number of molecules have been localized. All
localizations are then transfered into the super-resolution image.
In contrast to PALM whose PA dyes photo-bleach irreversibly, STORM uses photo-
switchable dyes like Cy5. Herein, all fluorophores are transfered to a dark state by a
strong red laser pulse. Then, a green laser pulse switches only a small fraction of dyes into
an active state. Upon illumination with the red pulse again, only the active fluorophores
emit before they return to the dark state. The emitted photons are used to localize the
molecules and repetition of the switching cycle allows the reconstruction of the overall
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super-resolution image from all individual localizations.
Both mentioned statistic readout methods provided remarkable resolution enhancements
compared to the diffraction limit of light in their initial publications. STORM resolved
fluorescent dyes attached to double stranded DNA which were separated by approxi-
mately 40 nm and confirmed a single molecule localization precision of 8 nm for a cyanine
dye.[154] These promising techniques soon addressed their limiting factor, namely dye
photo-physics and many publications followed extending the field of photo-activatable
and photo-switchable dyes to fluorescence proteins.[24][168][169][170]
4.1.2 Inverse problems and least squares minimization
In the course of this thesis, fluorescence data sets were recorded that can be regarded as a
direct consequence of certain parameters, for example the number of molecules N emit-
ting photons at defined positions x,y. Many more parameters influence the data set, which
makes it difficult or impossible to trace back the molecule’s positions from the fluores-
cence data for example. In mathematical terms, the recorded data D can be described by
a theoretical model function M that relates physical parameters p to D[171] as described
by equation 4.4.
M(p) = D (4.4)
Looking at equation 4.4, three different kinds of mathematical problems can be distin-
guished. First, in cases in which the parameters p are known and used to compute M(p),
mathematicians speak of forward problems. Second, a model identification problem arises
when D and p are known and used to find and define the model function M. Third, by try-
ing to find a set of parameters p for which the model function M(p) resembles the mea-
sured data D best, the algorithm solves so-called inverse problems. The latter category
suits the problems discussed throughout the following section. Herein, the fluorescence
data sets resemble the measured data D while the parameters can be regarded as a finite
set of many parameters, which is expressed as an n element vector ~p. This leads to a new
description of equation 4.4 as seen in equation 4.5.
M(~p) = ~D (4.5)
These mathematical problems are classified as parameter estimation problems or discrete
inverse problems and differ by the number of parameters. In the course of this thesis, the
goal was to find a set of parameters ~p which describes the measured fluorescence data
~D best. However, a perfect solution to M(~p) = ~D cannot be found in real systems due to
e. g. noise or effects that are not included in the model function M. In order to get as
74 CHAPTER 4: LINE PATTERN CHARACTERIZATION BY FLUORESCENCE MODULATION
close as possible to the correct solution several techniques can be applied, for example
maximum likelihood estimation[172][173] or least squares minimization.[174][175][176]
F(~D,~p) =∑
i
(~Di−Mi(~p))2 (4.6)
The least squares functional F(~D,~p) which corresponds to the sum of the squared dif-
ferences between the data ~D and the model function value M(~p) is shown in equa-
tion 4.6. Minimization of the least squares functional can be regarded as a fitting pro-
cedure in which the best set of parameter ~p is found for which the solution to the model
function M(~p) is closest to the data set ~D. In cases in which the analytical solution to
the functional minimization is too complicated, iterative algorithms provide aid in find-
ing points of convergence. The best solution is expected to be found in the global mini-
mum, unfortunately, convergence in local minimum triggers the optimization procedure
to end, even though this might not be the best solution yet. Which minimum will be found
strongly depends on the point from which the optimization procedure is started.[171] Spe-
cial global optimization methods that avoid convergence to a local minimum have been
developed in the past decades, e. g. stochastic methods.[177] Unfortunately, some of these
methods allow only a small number of variables in order to reduce the computational
cost of the optimization procedure. Due to these drawbacks, global optimization methods
were not applied in the course of this thesis. Instead, an attempt is made to avoid local
minimum convergence by appropriately choosing starting parameters (which are already
close to the global minimum) in combination with applying an alternating-variable search
method (AVM) for functional minimization. In the following section 4.1.3, the fundamen-
tal theory is outlined in mathematical terms whereas sections 4.3.3 and 4.3.4 focus on the
practical application of the alternating-variable search method to modulation based fluo-
rescence data.
4.1.3 Alternating-variable search method (AVM)
As previously outlined, the set of parameters ~p that best describes the data set ~D is ob-
tained by minimizing the least squares functional in equation 4.6. There are generally two
classes of existing solution methods: the direct search methods and the gradient-based
methods.[178] The latter use approximated gradients of the model function M(~p) in order
to define a search direction. This requires differentiable functions and even then the exact
gradient may be very difficult to estimate. Direct search methods do not rely on gradient
estimates in order to evaluate the search direction. Instead, direct comparisons of func-
tion values for altered parameters define the search direction. The direct search method
used throughout this thesis is a modified alternating-variable-search algorithm (AVM)
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according to Korel.[11] AVM is capable of minimizing the value of a function, in this
case the least squares functional, with respect to each variable or parameter in turn. From
a set of reasonable starting parameters ~p0, the first parameter is individually increased
and decreased by a value s, while the other input variables are held constant. The func-
tional is calculated and compared to the initial input. If the function value increases, the
process is considered a failure and no change to the parameter is applied. If the func-
tion value decreases, the process is regarded as a successful change. In other words, the
subsequent decrease in the functional leads to a permanent change of the parameter by
the step size s in the corresponding direction pn ← pn−1± s. The new parameter pn is
now regarded as the new starting point and the iteration process is repeated for a certain
number of iterations. Then, the second, third, fourth, ... parameter are optimized in the
same exploratory manner until one optimization cycle is fulfilled. It is noteworthy that
each parameter is assigned an individual step size s in the beginning of the optimization
procedure. Depending on the nature of the parameter, this step-size value can be de-
creased during optimization. More details regarding parameters and step-size are given in
the corresponding sections 4.3.3 and 4.3.4 in which the mathematical terms of the AVM
algorithm are related to the practical parameters of fluorescence data. The optimization
procedure continuously cycles around the input parameters until no further optimization
direction for any of the parameter can be identified. If the input parameters have been
chosen in a reasonable way, the functional should be reasonably close to a minimum in
the end of the iterative procedure.
It has been reported in literature that the alternating-variable search strategy is considered
to be a simple heuristic method[178] due to simple calculations.[179] Its efficiency and
small storage requirements led to a wide range of applications, especially in the field of
practical engineering.[180]
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4.2 Experimental section - Material and methods
The following experimental section will provide a detailed description of the wide-field
fluorescence microscope set-up using alternating excitation with and without ExPAN.
This set-up was already in existence[8] and was solely used for recording fluorescence data
from the lines of fluorescent dyes obtained after the photo-bleaching process explained in
section 3.2.4. A detailed description of the measuring procedure is given.
4.2.1 Set-up details
A schematic design of the set-up for alternating ExPAN and no ExPAN excitation exper-
iments is shown in figure 4.1. Light from a CW diode laser (568 nm, Sapphire) passed
a pair of lenses (L1: AC127-025-A-ML, f = 25 mm, Thorlabs, L2: AC254-100-A-ML,
f = 100 mm, Thorlabs) that expanded the beam to a diameter of approximately 10 mm. The
beam was reflected by a mirror and passed a polarization filter and an electronically con-
trolled beam shutter before it entered the polarizing beam splitter (PBS: PBS121, 420-
680 nm, Thorlabs). The combination of a polarization filter and polarizing beam splitter
allowed a continuous adjustment of the excitation light power. In exactly the same way
as in section 2.2.1, the polarizing beam splitter was used on the one hand to couple the
excitation light beam with the de-excitation light beam and on the other hand to improve
the quality of the linear polarizations of both beams. The de-excitation light was gen-
erated in a Ti:Sa laser (Mira 900-F, Coherent) which was pumped by a frequency dou-
bled neodymium vanadate laser (Verdi 18, Coherent). The Ti:Sa was operated in CW
mode and emitted light with a wavelength of 708 nm. The beam was expanded by a
pair of lenses (L3: AC127-025-B-ML, f = 025 mm, Thorlabs, L4: AC254-050-B-ML,
f = 050 mm, Thorlabs) and passed an electronically controlled beam shutter before it was
coupled into the beam splitter. The excitation and de-excitation light possessed perpendic-
ular polarization planes with respect to one another and passed two identical achromatic
quarter wave plates (QWP1, QWP2, AQWP05M-600, Thorlabs) which were used instead
of a single half wave plate in order to rotate the polarization plane of the beams. The first
quarter wave plate was mounted into a continuous rotation mount and adjusted in a way
that the wave plate’s principal plane was aligned at 45° with respect to the excitation and
the de-excitation light’s input polarization planes each. In other words, since the input
polarization planes are perpendicular to one another, the wave plate’s principal plane had
to be fixed along the corresponding bisecting line. In this configuration only, the input
beams’ linear polarizations were retarded by a quarter wavelength along the wave plate’s
slow axis, thus resulting in circular polarized output beams. The second quarter wave
plate was mounted onto a chopper wheel and attached to a ball bearing as described in
section 2.2.1. An electric motor controlled by an OCS was likewise used to constantly
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rotate the second quarter wave plate. The interaction of circularly polarized with a quar-
ter wave plate yielded linearly polarized light whereby the orientation of the polarization
vector was determined by the orientation of the second quarter wave plate. Thus, constant
rotation of the second quarter wave plate yielded constant rotation of the polarization
planes of both beams. A pair of mirrors, an achromatic lens (L5: AC254-150-A-ML,
f=150 mm, Thorlabs) and a dichroic mirror (D: XF2045, Omega Optical) were used to
direct the beams to the back focal plane of the microscope objective (UPLSApo 100XO,
100x, NA = 1.4, oil immersion Olympus) which was mounted in an inverted microscope
body (IX 50, Olympus). In order to increase the local power density of the stimulated
emission beam within the sample, lens five was used to diminish the effective area of
illumination of the ExPAN beam. The sample was placed in a sample chamber on a mo-
torized stage (Scan IM, Märzhäuser Wetzlar) that allowed sample scanning in the two
lateral dimensions x and y. Fluorescence light was collected by the same objective and
passed the dichroic mirror and a tube lens. A deflecting prism was used to reflect the flu-
orescence light into a light-proof detection unit in which it passed a filter (F: band pass
filter, 620/60 ET, AHF). A pair of lenses (L6: AC254-150-A-ML, f=150 mm, Thorlabs,
L7: AC254-100-A-ML, f=100 mm, Thorlabs) was used to further enlarge and direct the
image onto an EMCCD camera (iXon 897, Andor). As a result, the final image magnifi-
cation was increased from 100-fold to 320-fold.
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M
M
PBS
L6L7
camera
Sapphire
CWft568tnm
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D
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objective
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motor
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Figure 4.1: Schematic design of the ExPAN set-up for measurements of the fringe patterned
samples showing set-up components and beam paths of the excitation beam (568 nm), the
stimulated emission beam (708 nm) and the emission light beam (650 nm). Optical parts are
labelled as follows: D dichroic mirror, F filter, L lens, M mirror, P polarization filter, PBS
polarizing beam splitter, QWP quarter wave plate.
4.2.2 EMCCD camera calibration
The calibration procedure of the line pattern measurement set-up using alternating exci-
tation with and without ExPAN was executed in the same manner as described in sec-
tion 2.2.2. In principle, the technical features of this EMCCD camera were the same.
Slight changes in the detection unit result in a differing magnification. The calibration
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Table 4.2: Summary of the repetitive mode control settings of the measurement cycle using
alternating excitation with and without ExPAN in combination with and without modulation.
Mode:
no modu-
lation
dark modulation
modulation
with
ExPAN
modulation dark
frame range: 1-80 81-160 161-240 241-320 321-400 401-480
excitation
beam:
568 nm block 568 nm 568 nm 568 nm block
stimulated
emission beam:
block block block 708 nm block block
chopper
rotation:
off on on on
yielded an effective pixel size of (50.0± 0.1) x (50.0± 0.1) nm2, resulting in an overall
magnification factor of (320± 1).
4.2.3 Measurement procedure
The fringe patterned sample was removed from the interference lithography set-up and in-
serted into the motorized stage sample holder from the measuring set-up in section 4.2.1.
The free µManager software[73] was used to control the EMCCD camera. For measuring
different sample positions, changing settings were applied which were summarized in ta-
ble 4.3. In contrast to the ExPAN set-up using pulsed excitation light from section 2.2.1
and the interference lithography set-up from section 3.2.1, the ExPAN set-up using CW
laser light as the excitation source generated the excitation light’s polarization modula-
tion by using two equivalent quarter wave plates instead of a single half wave plate. As
previously described, one full rotation of the polarization orientation of light (180°) cor-
responded to 90° rotation of the half wave plate i. e. a factor of two had to be kept in
mind constantly. Using a quarter wave plate however, the rotation angle ratio between
the polarization’s orientation and the quarter wave plate was one, thus requiring a differ-
ent factor for the OCS. In order to record more data points per period, one full rotation
of the polarization orientation of light (180°) was mapped to 20 frames. Along with the
same explanation as in section 2.2.3, 20 frames per period were achieved by multiplying
the external trigger signal (imaging speed: 30 frames per second) with a fixed factor of
75/30a.
aThe imaging speed equaled 30 frames per second (30 Hz). Desiring one full rotation of the polarization
orientation of light (180°) per 20 frames meant that the 1.5 full rotations (1.5x180° = 270°) per 30 frames
i. e. per second were required. 1.5 full rotations of the polarization orientation of light (270°) corresponded
to 270° rotation of the quarter wave plate i. e. chopper blade per second. The chopper blade used contained
100 holes, so 270° rotation per second meant 75 chops per second (75 Hz). The internal multiplication
factor was a direct consequence of this consideration (75 Hz/30 Hz = 75/30).
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In contrast to the ExPAN set-up using pulsed excitation light from section 2.2.1, the Ex-
PAN set-up using CW laser light as the excitation source was additionally equipped with
two electronically controllable beam shutters. Using Matlab, both shutters which were
positioned in different beam paths (see figure 4.1) were separately controlled in combi-
nation with triggering the start and stop mode of the OCS. On the one hand, this con-
figuration enabled repeatedly opening and closing the stimulated emission beam path
thereby allowing the sample illumination to alternate between excitation with and with-
out ExPAN, which will be referred to as modulation with ExPAN and modulation mode,
respectively. On the other hand, controlling the start and stop mode of the OCS system
permitted switching between constant rotation mode and no rotation mode of the quar-
ter wave plate. Without rotating, the excitation light’s polarization orientation remained
fixed i. e. the modulation of the fluorescence was suppressed. Initially, a small time delay
between the trigger signal stopping the rotation and the subsequent halt of the quarter
wave plate was witnessed. In order to spare the sample from unnecessary illumination,
both beam shutters were therefore closed (dark mode) while changing from modulation
mode (excitation without ExPAN) to no modulation mode (no wave plate rotation) or vice
versa. The final control over the four italicized modes and their synchronization to the
camera frame rate was accomplished by Matlab. One full measurement cycle consisted
of 480 frames divided into 80 frames for six consecutive modes, being first: no modula-
tion, second: dark, third: modulation, fourth: modulation with ExPAN, fifth: modulation,
and sixth: dark. In table 4.2, one full measurement cycle with all corresponding modes
is shown, summarizing the settings for the OCS chopper rotation system and the beam
shutters.
During the measurements, the complete cycle was repeated up to 7.5 times and synchro-
nized to the camera frame rate. The settings for camera exposure time, camera EMG
and excitation power of the 568 nm wide-field illumination light were varied for differ-
ent measurements and sample positions. A summary of the settings is presented in ta-
ble 4.3. The excitation power of the 568 nm wide-field illumination light was measured
directly in front of the microscope objective i. e. before entering it. Upon increasing the
Table 4.3: Summary of measurement parameters of the fringe patterned samples. Exposure
time and EMG refer to EMCCD camera settings whereas the excitation power (568 nm) listed
was measured before entering the microscope objective.
measurement’s
number
exposure
time
EMG
excitation
power (568 nm)
frames
recorded
1 33 ms 500 1.0 mW 3600
2, 3 33 ms 500 2.3 mW 3600
4, 5 66 ms 200 2.3 mW 3600
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exposure time of the camera for measurement numbers four and five, the EMG value was
scaled down in order to avoid overcharging the camera. The measurement’s number will
be used as a guide to identify the experimental heritage of the evaluated data in the results
section. Throughout all measurements, the stimulated emission’s beam illuminated a cir-
cular area of about 30 µm2 when unblocked, resulting in a de-excitation power density of
approximately 2.5 MW/cm2.
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4.3 Results and discussion
4.3.1 Common data processing steps
In order to be able to evaluate and characterize the individual line widths, several data
processing steps prior to evaluation were applied. All data processing steps were con-
ducted by Fiji,[126] an open source program with standard settings unless otherwise men-
tioned. First, since the recorded raw data videos consisted of lines of a certain angle of
orientation which was impractical for evaluation, the first processing step encompassed
data rotation for the entire video by an angle δ . In order to apply the standard rotation tool
in Fiji with bilinear interpolation, the best angle of rotation needed to be evaluated such
that the final data lines were oriented horizontally. As a matter of fact, different sample
positions appeared to require slightly differing δ which was probably a direct conse-
quence of translating the sample in-between measurements. Therefore, the δ needed to
be evaluated for all measurements independently. If thinking about traffic, it is commonly
known that the shortest way of crossing the street is by going exactly perpendicular with
respect to the course of the street. In terms of fluorescence lines, any way across the street
can now be regarded as full width at half maximum (FWHM) across the line. If the fluo-
rescence line were to be crossed diagonally, a large FWHM value would be obtained. If
the fluorescence line were to be crossed perpendicular instead, the resulting FWHM value
would be minimized. So, by rotating the line incrementally around the expected angle and
evaluating the angle dependent FWHM value across the fluorescence lines, the minimum
FWHM value (shortest way) satisfied the best angle of rotation. For each measurement
(see table 4.3), at least 15 lines were evaluated and averaged per angle of rotation. Plot-
ting the mean FWHM value over the rotation angles δ allowed fitting a second order
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Figure 4.2: Angle dependent plot of averaged line widths (mean FWHM) in order to find the
optimum angle for the data rotation.
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polynomial function y(x) to the data points as can be seen in figure 4.2. The minimum
point of the fitting function is expected to show the optimum δ and can be evaluated by
zeroizing the derivative function of the second order polynomial (dy/dx= 0). In this man-
ner, the optimum rotation angles were evaluated for all different sample positions and are
summarized in table 6.1 in the Appendix.
After data rotation, the region of interest i. e. the line of interest was cropped from the
video. Usually, the length of the crop in x-direction differed from region to region, where-
as the length in y-direction was kept constant at 11 pixels. Those data crops consisting
of single fluorescence lines were the basis for creating time i. e. phase-dependent fluo-
rescence carpets. By using Fiji’s data binning tool, the fluorescence intensity within one
individual image frame was averaged in y-direction. Repeating this procedure for all fol-
lowing frames and stacking all y-bins to one single image resulted in a new image which
will be referred to as fluorescence carpet. A visualization of the data processing steps
is given in figure 4.3. One common additional processing tool was oversampling which
meant that pixels were divided into subpixels in the given direction without interpola-
tion. For example, when referring to oversampling three-fold in x-direction, 1 pixel was
divided into three pixels with equal intensity in x-direction. By avoiding interpolation,
the data was not changed but more data points were generated which facilitated fitting
procedures as described later on.
Data rotation 
with bilinear interpolation
Define region of 
interest and crop 
Binning 
in y-direction 
Stacking 
Oversampling 
x
y
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x
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x
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carpet: 
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Figure 4.3: Overview of common data processing steps in Fiji.[126] Scale bar equals 4 µm.
4.3.2 Line distance characterization
The first cause of interest with respect to the line characterization was the line dis-
tance. Based on the results of Chapter 3, the fringe pattern was intended to show a distance
of approximately 1 µm. In order to evaluate the line distance, a profile plot perpendicular
to the fluorescence lines was extracted from the rotated intensity image in figure 4.3. The
intensity plot covers 13 peaks which are shown in figure 4.4. A cumulative Gaussian fit-
ting function gave access to the centers of the individual lines. By calculating the dif-
ference between two successive peak centers and averaging all thus obtained values, an
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Figure 4.4: Line distance characterization by fitting cumulative Gaussian functions to the
profile plot across the fluorescence lines.
average line distance of (978± 3) nm was found. Even though this value lies below the
expected and initially intended line distance, it proved sufficient for further evaluation in
which individual lines are cropped from the data. In order to investigate single lines of
fluorescence dyes, it had to be ensured that the fluorescence contribution from the line
below or above does not influence the results substantially. As a mathematical measure
that this was indeed not the case for the given lines, the standard deviation of the individ-
ual Gaussian distribution functions was averaged to be σ = (143±5) nm. It is commonly
known that the contribution three times the standard deviation away from the center of
the peak (3σ ) dropped to approximately 1 per mille. The peak centers in this example
possess a distance of approximately 6.8σ from center to center and a distance of 3.4σ
from center to minimum. Therefore, the contributions feature such small numbers that
they can be neglected or in other words, they are not expected to cause any influence on
the further data evaluation.
4.3.3 Non-modulated single molecule fitting using AVM
In section 4.1.3, the theoretical and mathematical background of the alternating-variable
search method was outlined. This section will focus on the explicit application of AVM to
single molecule fitting for non-modulated fluorescence data. Herein, the task of the algo-
rithm is to fit the positions xi and yi of a certain number of single fluorescence molecules
Ni with a brightness bi to the recorded data. The variables xi, yi, Ni, and bi resemble the
set of parameters ~p spoken of in the theoretical section which are iteratively changed in
order to minimize the least squares functional between the fluorescence data image ~D and
the model image M(~p). The input data set ~D is a fluorescence intensity image stack of the
length of one signal modulation period. It was obtained by cropping 80 frames from the
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rotated raw data and calculating a phase averaged stack thereof. The final length was 20
frames (= one full signal period) and for non-modulated fitting, the algorithm calculated
the average fluorescence intensity image thereof. Before ~D was used for least squares
minimization, the algorithm divided each pixel into nine sub-pixels without value inter-
polation, i. e. oversampling in both directions x and y was applied. Last, an input offset
was subtracted from all pixels, so that the final input data set ~D used for AVM can be
summarized as an offset-corrected oversampled fluorescence intensity image average.
The initial model image was produced by mathematically convolving the initially guessed
spatial x0 and y0 positions with the point spread function (PSF) assuming a starting bright-
ness b0. This meant that the algorithm needed to be equipped with the PSF, with a posi-
tion list of the single molecules, and remaining parameters, like brightness and step sizes
s. Concerning the first, the PSF was calculated from experimental and technical data us-
ing the Richards and Wolf[181] PSF generation implementation in Fiji.[126] In order to
guess the initial single molecule’s positions, the averaged fluorescence intensity image
was calculated and point ROIs were placed by hand in the center of the fluorescence
spots. Then, the point ROIs were transferred into an empty image which possessed the
size of the oversampled data set ~D. The algorithm is capable of extracting the x0 and y0
positions from the point ROI image. Last, all molecules were equipped with the same
starting brightness b0 parameter. Then, the algorithm iteratively optimized the variables
brightness b, position x, and position y for initially given step sizes s for each parameter
for a given number of iterations. The step sizes were chosen to remain constant at one for
the parameters position x (sx = 1) and position y (sy = 1). This guaranteed that the algo-
rithm would look for an optimization step in adjacent pixels without decreasing the step
size which meant, that it would not optimize for half pixel sized steps. On the other hand,
the step size for brightness sb was allowed to divide its value by a factor of two each time
no decrease in the functional could be obtained. Therefore, a relatively large initial step
size (sb = 100), which was more than 10% of the total brightness value, was chosen as
starting step size. For the first few iterations, the change of brightness bi occurred rapidly
so that all molecules that initially possessed the same starting brightness b0 would quickly
diverge to their individual brightness values. Thereafter, the lack of optimization poten-
tial with this large parameter forces the step size to be decreased. Choosing a large step
size at the beginning of the optimization can be regarded as counter-acting the incorrect
assumption of equal brightness. After 50 iteration steps, the final result parameter xfinal,
yfinal, and bfinal were exported as text files and were carefully filtered according to certain
criteria which are explained in the following paragraph.
All single molecule localization techniques require some kind of sorting mechanism that
exclude certain events from their final localization list. Some techniques confirm that
the bleaching step occurs within certain boundaries.[158] Other techniques apply a bright-
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ness window that exclude signals above or below an expected brightness value.[154] In the
course of this section, three criteria were applied in order to evaluate the single molecule’s
localizations. First, all localizations were removed that were too close to other localiza-
tions or too close to the image border, i. e. closer than the Abbe limit.[71] This was an
attempt to avoid signals that may hide underneath two overlapping signals. Second, fluo-
rescence peaks were excluded if they were too bright because excessively large intensity
may be a consequence from two fluorophores at exactly the same position. This crite-
rion was mathematically enforced by a percentage value. The molecule’s brightness was
averaged for all molecules within the sample excerpt excluding those that did not meet cri-
terion one. Then, the upper border was calculated by adding the difference between min-
imum and median brightness to the median brightness (bmedian+(bmedian−bmin)). If the
molecule’s brightness parameter exceeded this upper border value, it was excluded from
further evaluation. The last class of molecules that were removed for further evaluation
were localizations that were obviously mislocated. In total, 10 fluorescence lines from dif-
ferent sample positions were evaluated and a summary of the rotation angle and the start-
ing parameters that served as the AVM input is given in table 6.2 in the appendix. From
the total number of 126 single molecule fittings, 24 localizations (19%) were discarded
because of being too close to other localization or to the border. 26 molecules (21%)
showed a final brightness above the calculated upper limit and were also removed from
the evaluation. A small number of five localizations (4%) were excluded due to the last
criterion. The remaining localizations that have passed all criteria tests represent single
molecule localizations. The evaluated centers of the fluorescence peaks were superim-
posed on the averaged fluorescence intensity image and are shown in figure 4.5. To the
right of each individual line, a histogram assesses the y-positions of the final localiza-
tion. The number of molecules N is given for all lines separately along with the standard
deviation σ that was calculated from the distribution of single molecule localizations in
y-direction. Between four and eleven final single fluorescence spots were localized which
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Figure 4.5: Fluorescence intensity images averaged over 80 individual frames with super-
imposed single molecule localizations in x and y-direction from AVM optimization for non-
modulated data. Histograms show the dye distribution in y-direction for N molecules with the
corresponding standard deviation σ .
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showed a distribution in y-direction ranging from σ = 10 nm to σ = 45 nm. Even though
these values insinuate subdiffractional distribution, it is best to handle this result with
care. A single localization can be considered as finding the true origin of the fluorescence
signal i. e. the center of the fluorophore. The alternating-variable search algorithm pushes
the optimization only in integer pixel sized step which means that the final position output
is given by one pixel of (16.7b x 16.7) nm2. It is then assumed that the dye lies within this
pixel but it remains unknown whether it truly lies within the center or rather at the bor-
ders. As a consequence, standard deviation statistic on only a small number of molecules
per fluorescence line is prone to misjudge the true dye distribution.
Increasing the statistics and fitting a distribution function to more data points certainly
improves the reliability of the evaluation. The most straight-forward way of doing so
would be to elongate the data excerpts for evaluation. However, this proved to be quite
unfortunate and unsuccessful due to several reasons. On the one hand, the computation
time increased very much which was not critical but impractical. More importantly, the
second problem was due to the nature of the sample preparation and the measuring proce-
dure. The bleaching pattern was applied to a very dense layer of fluorescence dyes which
were probably even stacked to multi-layers. During the measurements with alternating ex-
citation with and without ExPAN, the fluorescence lines needed to be bleached down to
the single molecule level. The initially stacked layer height and the subsequent bleaching
to the single molecule level were processes which could not be controlled perfectly. As
a result, the lines did not jointly reach the required single molecule level but rather piece
after piece. Therefore, only small crops could be successfully used for line evaluation.
Instead, another way of increasing the statistics was enforced by combining the individ-
ual histograms into a cumulative distribution. In order to bring all ten of them together
correctly, a reference line referring to the true zero needed to be defined for the distri-
butions. It seemed inappropriate to use the distribution itself because the data suggested
that the true zero need not lie within the values (see data points for line 7, N = 4, σ = 21
in figure 4.5). Herein, the four localizations lie nicely in the centers of the fluorescence
spots, the spots themselves, however, seem slightly shifted upwards with respect to the
connecting line between the large intensity spots to the left and right. Due to this reason,
it was refrained from defining the true zero from the distribution values only. Instead,
the zero value was evaluated by finding the center of the averaged fluorescence intensity
from the input image across the line. In order to do so, the fluorescence intensity was
binned in x-direction for the entire data crop. A Gaussian distribution function was fit-
ted to the intensity distribution and the center of the Gaussian function was considered
to be the true zero. This procedure was repeated for all ten data crops and the thus ob-
tained center value was used for overlapping the individual y-histograms. The final result
bOne pixel of (50 x 50) nm2 is oversampled by a factor of three, thus 50/3≈ 16.7.
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Figure 4.6: Overall position histogram assessing the y-distribution of 71 single molecule
localizations within fluorescence lines obtained after AVM optimization from non-modulated
data. Black bars equal the separate histograms from the individual lines in figure 4.5. Gray
bars represent the cumulative count thereof with the corresponding Gaussian fitting function
(red dashed curve).
for a total number of 71 molecules is shown in figure 4.6. The cumulative count (gray
bars) represents the addition of the individual histogram counts (black bars). The Gaus-
sian fitting function used to approximate the distribution in dependency of the y-position
possesses a FWHM value of (68±6) nm or in other words a standard deviation value of
σ ≈ (29± 3) nm. The evaluated line width demonstrates its sub-diffractional dimension
with respect to the single molecule’s emission wavelength. By using the experimental
value of the wavelength at which maximum fluorescence was detected (λfl = 624 nm)
and a NA value of 1.4, the diffraction limit can be calculated according to equation 2.17
to be approximately 222 nm.
4.3.4 Modulated single molecule fitting using AVM
So far, it has been demonstrated that the alternating-variable search algorithm can be used
for single molecule localization in spatial dimensions (x, y) using averaged fluorescence
data. However, the recorded fluorescence data was measured with alternating excitation
with and without ExPAN while constantly rotating the light’s polarization. Therefore, the
data contained a third dimension t in which the modulation of the single molecule’s flu-
orescence signal can be observed. In the previous section, this temporal dimension was
omitted by averaging the fluorescence data over a certain period of time. This section
will now focus on the applicability of the alternating-variable search algorithm to single
molecule localization including the temporal dimension. The goal of AVM remains to
minimize the least squares functional F(~D,~p). In fact, both algorithms were fed with the
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same input data set which was obtained by cropping 80 frames from the rotated raw data
and calculating a phase averaged stack thereof with a final length of 20 frames. But instead
of calculating a two-dimensional averaged fluorescence intensity image, as done for the
non-modulated AVM optimization, the data set ~D remained in its three-dimensional state
composed of exactly one modulation period. This can be either regular modulation data
described by a simple squared cosine function (cf. equation 2.6) or ExPAN based imag-
ing data. The mathematical model describing modulated signals using ExPAN has been
explained in detail in the theoretical section 2.1.4 for which the fundamental ExPAN func-
tion was derived (cf. equation 2.13). Before ~D was used for least squares minimization,
the algorithm applied oversampling in x and y-direction to the data set (OS = 3). Then,
an offset value was subtracted from all pixels which was chosen to be 10% larger than the
overall minimum pixel value with the input data stack. The final input data set ~D can be
regarded as an offset-corrected oversampled fluorescence intensity data stack.
In addition to the parameters xi, yi, and bi, each molecule Ni is characterized by the phase
ϕi and the ExPAN factor fs,i. Herein, the phase ϕ can be regarded as the time at which the
signal maximum appears within the temporal stack. It is given in radial units assuming
that one full modulation period of 20 frames is equal to one radial round (2pi). The Ex-
PAN factor fs,i describes to what extent the regular fluorescence modulation peak width
is narrowed. A factor of zero would mean no ExPAN modulation, factors ranging from
two to eleven would indicate ExPAN signals as expected from Chapter 2. The goal of
the algorithm remained the minimization of the least squares functional between ~D and
the model stack M(~p). Similar to the previous non-modulated case, the initial model
stack M(~p) was calculated by mathematically convolving initially guessed coordinates
by the point spread function (PSF) assuming a starting brightness b0 and an ExPAN fac-
tor fs,0. Concerning the latter, whether or not the ExPAN factor was fitted, depended on
the type of data. In case of ExPAN based data, the starting parameter was set to six, in
case of regular modulation based data, the starting parameter was fixed at zero which sim-
plified the ExPAN function to a simple cosine-squared expression. Due to the fact that the
starting brightness parameter had proved not to be very critical for the evaluations with
the non-modulated lines, it was simply set to 800 for all lines. The PSF calculated from
the Richards[181] and Wolf PSF generation implementation in Fiji[126] for non-modulated
AVM could also be used for the evaluation of the modulation based data. Concerning the
last missing piece, the initial model stack, a small work-around was required in order to
avoid creating the model stack in three dimensions by hand. Instead, only the initial pa-
rameters x0 and ϕ0 were determined and given by hand from phase dependent projections
of the in y-direction binned fluorescence data. In order to do so, the fluorescence carpet
was created from the 20 input frames, thus transforming the (x,y,ϕ)-stack into an (x,ϕ)-
image. Similar to the procedure before, point ROIs were placed by hand into the carpet
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image and were subsequently transferred into an empty image. It possessed in x-direction
the size of the oversampled data set ~D and in the remaining direction the length of the
stack i. e. 20 frames. The algorithm extracted the x0 and ϕ0 values from the point ROI
image and completed this two-dimensional data guess with the third dimension y0 which
was at first taken to be in the center of the image excerpt.
In contrast to the non-modulated fitting procedure, the parameter optimization for modu-
lated data occurred in two steps. First, only the variables brightness b0 and ExPAN factor
fs,0 were optimized while the initial position and phase of the molecules remained con-
stant. In mathematical terms, this was achieved by setting the step sizes for the first round
of iterations to zero (sx = 0, sy = 0, sϕ = 0) while b0 was alternated by sb = 100 and fs,0
by s f = 9 in case of ExPAN based data (otherwise s f also equals zero). The goal of the
first round of optimization was to obtain better starting parameters for the subsequent iter-
ations of all variables simultaneously. In the second round of optimization, all parameters
were addressed jointly. The step sizes for the position optimization in x and y-direction
were set to the same values as previously used for the non-modulated evaluation, sx = 1
and sy = 1. The initial phase step size sϕ = 0.5 was given in radial units and was allowed
to divide itself by a factor of two if the preceding iteration step did not lead to a mini-
mization of the functional. The decrease in step size also applied to sb for brightness and
s f for ExPAN factor, but not for sx and sy for position. After two rounds of 50 iterations
each, the results were summarized in an output text file containing all final parameters
xfinal, yfinal, ϕfinal, bfinal, and ffinal.
Similar to the non-modulated data evaluation procedure, certain criteria were required that
excluded localizations from the final results list. Due to the underlying modulation nature
of the data stack, localizations were sorted according to their distance to the stack border
on the one hand, and according to their modulation signal on the other hand. Concerning
the first, all localizations were removed that were too close to the image border. This was
an attempt to avoid signals which were partially cut off by the chosen crop region. In
contrast to the non-modulated distance criterion, molecules that were localized closer to
each other than the Abbe-limit[71] were not excluded generally. Due to the modulation na-
ture of the signals, which causes molecules of different orientation to appear at different
times within the modulation stack, it was checked in the carpet-based phase dependent
localization result whether the signals were correctly separated by phase. If this was the
case, molecule localizations closer than the Abbe limit in x,y-direction remained in the
final results list. If the phase-dependent localization did not allow a clear separation of the
signals, both were removed nonetheless. In those cases, the true origin of the observed
fluorescence signal might yet be a result from a single, very bright molecule. Concern-
ing the second criterion, all localizations were superimposed to the fluorescence carpets
which show the localization in x and ϕ dimensions. One modulation period required a
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Figure 4.7: Fluorescence intensity images averaged over 80 individual frames with superim-
posed single molecule localizations in x and y direction from AVM optimization for modu-
lated data with and without ExPAN. Histograms show the dye distribution in y-direction for
N molecules with the corresponding standard deviation σ .
single molecule to show a continuous change from large fluorescence contribution to an
emitting minimum. A lack of minimum fluorescence in the signal trace in ϕ-direction of
the fluorescence carpets might indicate a contribution from another dye. In those cases,
in order to ensure that only single molecule events make the final results list, the localiza-
tions were removed.
From a total number of 145 guessed single molecules distributed within 10 lines of flu-
orescence dyes, 21 localizations (15%) were discarded for being too close to the bor-
der. The initially guessed number of molecules was increased with respect to the non-
modulated data because more molecules became visible in the fluorescence carpet. Some
especially bright spots proved to be the results from more than one single molecule. This
was one of the reasons why the brightness parameter served as a result filtering mecha-
nism for the non-modulated data. Back to the results list for modulated data, 19 molecules
(13%) were removed from the evaluation because their phase dependent separation did
either not suffice to unambiguously explain the sub-diffractional distance to one another
in x and y-direction or did not show an intensity minimum. After filtering the data accord-
ing to the two criteria presented here, the final centers of 105 fluorescence peaks in x-
and y-direction were superimposed on the averaged fluorescence intensity image and are
shown in figure 4.7. Underneath each average image in distance dimensions for x and y,
the fluorescence carpet with the superimposed localizations in the distance-time domain
(x,ϕ) is given. The carpets nicely show that many molecules appeared at different times
which means that the orientation distribution among the fluorescence line was quite het-
erogeneous. Additionally, the difference between regular modulation and ExPAN based
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modulation became quite apparent. Line number 5 represents a data excerpt from the
very center of ExPAN illumination while ExPAN was being applied. Each of the located
fluorescence spots was substantially narrowed in the temporal dimension thereby facili-
tating the recognition of two molecules with different phases. The molecule pair to the
right of line number 9 is a powerful example for this case. In the corresponding carpet,
the two rightmost fluorescence spots appear almost at opposite phases with one molecule
peaking in frame 9 and the other molecule peaking in frame 18. This shift in phase suf-
ficed in order for the algorithm to optimize the x and y-positions to be N1(258/20) and
N2(261/19) in units of oversampled pixelsc. A center-to-center distance of approximately
3.16pxOS ≈ 53nm was calculated for this special pair of single molecules which is sub-
stantially below the diffraction limit of light. The evaluated distance demonstrates that
the resolution limit can be overcome by introducing the temporal domain and exploiting
the additional information from the modulation with and without ExPAN.
To the right of the average images, a histogram assesses the y-positions of the final local-
izations. Between 6 and 14 single fluorescence spots were localized within the lines, pre-
senting a distribution in y-direction ranging from σ = 25 nm to σ = 46 nm. Even though
the values differ from the ones observed for the non-modulated distributions, an impres-
sion arises that the values for the modulated version tend to be slightly larger. In order to
verify this impression, the individual histograms were transferred into a single distribu-
tion by correcting for the true zero of the individual fluorescence lines just as previously
described. Fortunately, the zero-values as used for the non-modulated evaluation could be
applied to the modulation based examination since both methods relied on the same crop
from the raw data. As a brief reminder, the true center of each line was found by fitting
a Gaussian distribution to the in x-direction binned fluorescence profile of the line. The
final histogram showing all y-position from the 105 remaining localizations is presented
in figure 4.8. Both histograms from non-modulated AVM and from modulated AVM have
in common, that their y-distribution is slightly shifted to the right. This might indicate
that the chosen method for bringing the individual histograms together is disadvanta-
geous. The possibility exists that the desired true center of the line is not given correctly
by the fluorescence intensity profile plot through the line. Assuming that regions of very
bright intensity result from a very high density of fluorescence dyes, it cannot be ruled
out that a stacked pile of dyes bends to one side, which would influence the evaluation
of the true center negatively. The shift to the right is smaller than the size of one over-
sampled pixel i. e. smaller than 16.7 nm. For five out of ten lines or in other words for 53
out of 105 localizations, the evaluated zero value caused the individual histogram to be
shifted to the right with respect to the center of the individual histogram. As an alterna-
tive to the zero value from the averaged fluorescence intensity, one could also calculate
cOversampled pixels posses the size of (16.7 x 16.7 nm)2.
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Figure 4.8: Overall position histogram assessing the y-distribution of 105 single molecule
localizations within fluorescence lines obtained after AVM optimization from modulated
data. Black bars equal the separate histograms from the individual lines in figure 4.7. Gray
bars represent the cumulative count thereof with the corresponding Gaussian fitting function
(red dashed curve).
the average value of the localization positions and use this value as zeroing method. By
shifting the individual histograms exactly by the average y-position, the final distribution
is expected to be smallest. As previously explained however, taking a zeroing value from
within the distribution itself seemed inappropriate because of the possibility that the final
distribution is intrinsically narrowed. All in all, even though the fluorescence intensity
might not yield the perfectly true zero position of the line, this method does not narrow
the distribution artificially which is the reason why it remained the method of choice.
The distribution for the modulated AVM evaluation for 105 molecules is slightly broader
than the distribution for the non-modulated AVM evaluation for 71 molecules. However,
the histogram statistics for the latter of FWHM ≈ (68± 6) nm do not substantially dif-
fer from the statistics for the modulated case in which the FWHM was evaluated to be
approximately (74± 7) nm. The results were on the same order of magnitude and pro-
vide evidence that the width of the fluorescence lines created by interference lithography
were on sub-diffractional scales. One could argue that both histograms do not rely on
the same number of molecules which cannot be compared directly, which is true for
the evaluation so far. In an attempt to address this minor problem, the initial localiza-
tion output list from the AVM optimization procedure of the modulation data with and
without ExPAN was looked at from another perspective. Without looking at any further
criteria, the results list was examined with respect to the localized molecules for the non-
modulated procedure. As one can already tell from the superimposed localization spots
on the averaged fluorescence intensity images by eye, all molecules obtained for the non-
modulated AVM (cf. figure 4.5) have also been found in the modulated AVM evaluation
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(cf. figure 4.7). This means that the modulation based data evaluation provides more data
points than with regular single molecule localization only, while maintaining the quality
of the statistical assessment of the line width. Nonetheless, by removing all molecules
from the list that have been added on the basis of the modulation information, the final
localization list was restrained to include only those localizations that had been evaluated
for the non-modulated data only. The final histogram of 71 localizations is shown in fig-
ure 4.9. Again, the distribution looks quite similar to the previous cases and again reveals
a sub-diffraction line width. The value for the FWHM, being approximately (63±7) nm,
is only infinitesimally smaller than for the non-modulated case (68± 6) nm. The major
conclusion that can be drawn from these evaluations is that the dye distribution within
the fluorescence lines possesses sub-diffractional dimensions. This means that interfer-
ence lithography applied on a fluorescent photoresist can be used to create structures of
sub-diffractional dimensions.
It was shown that the evaluation of the negative image can be conducted from a pure single
molecule approach by localizing individual molecules in x and y-dimensions. The method
at hand comprised optimization of an inverse problem by minimizing a least squares func-
tional using an alternating-variable search method. The evaluation was extended to the
temporal domain by introducing the single molecule fluorescence modulation principle
with and without ExPAN. The data excerpts so far were chosen to be as sparse as possible
with a very low density of fluorescence molecules in order to guarantee single molecule
events to occur. Some selected examples have already provided insight into the separa-
tion capability when using temporal fluorescence modulation. The following section will
take a closer look at these capabilities and will explore the benefits and boundaries from
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Figure 4.9: Overall position histogram after AVM optimization from modulated data assess-
ing the y-distribution of the same 71 single molecule localizations as obtained after AVM
optimization from non-modulated data.
94 CHAPTER 4: LINE PATTERN CHARACTERIZATION BY FLUORESCENCE MODULATION
applying ExPAN to the fluorescence lines at higher dye densities.
4.3.5 Line width characterization at higher densities
In the selected examples so far, the lines have been illuminated according to the measure-
ment scheme shown in table 4.2 using alternating excitation with and without modulation
in combination with and without ExPAN. In fact, this allowed additional, controllable
bleaching until single molecule density was achieved. From this low density regime, the
lines widths have been shown to possess sub-diffractional dimensions in y-direction. The
distribution of the y-positions was shown to be quite narrow which makes the fluorescence
lines appear as a pearl necklace composed of single fluorescent spots. Herein, the dyes
extend in x-direction with arbitrary distance to one another with only a small deviation in
y. This special line-up made the sample perfectly suitable for a study of the separability
of molecule pairs which possess a distance below the diffraction limit of light.
As already mentioned, the measurement pattern switched between modulation and no
modulation mode and excitation with and without ExPAN. Figure 4.10 presents a fluo-
rescence carpet (x, t) from a chosen line of dyes under the influence of the measurement
cycle. Herein, black passages correspond to times in which an electronically controlled
beam shutter hindered the sample from illumination at times when the rotation system
was being turned on or off. The dark zones separate blocks of excitation without mod-
ulation from passages with modulation in which a highly repetitive fluorescence pattern
became apparent. In the non-modulation block, fluorescence intensity showed almost a
constant level throughout the entire passage. The white region of interest (ROI) highlights
an exemplary trace which is shown below the carpet. The effect that ExPAN forces upon
the fluorescence signal of a single dye can be clearly identified around 20 s. The width of
the fluorescence peaks is substantially narrowed compared to regular modulation which
means that photo-selection is more restricted using ExPAN. Due to precisely this feature,
it was expected that ExPAN should be capable of distinguishing more single molecules
than it is already possible with regular modulation. The separability of single molecule
pairs by regular modulation depends on the distance between the emitters and the differ-
ence in orientation i. e. the angle between their transition dipole moments. With decreas-
ing distance and decreasing orientation difference the separation becomes increasingly
hindered.
In order to further investigate the optical separability of single molecule signals using
ExPAN, several carpets from various lines of the negative image were investigated. The
examples presented in figure 4.11 demonstrate a successive increase in performance. The
data crops show three consecutive sections in which the ExPAN excitation part in the mid-
dle is preceded and followed by regular modulation blocks. The ExPAN section lasts from
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Figure 4.10: Fluorescence carpet (x, t) with corresponding intensity trace.
frame 78 to 157 or in other words from time 2.6 s to 5.23 s. The first carpet from line 12
reveals a modulation structure in the ExPAN section with very defined and narrow peaks
when looking at the time trace. The fluorescence intensity peak maxima are highlighted in
different colors and were assigned their corresponding frame number. The blue sequence
of frames 82, 103, 122, and 143 and the orange sequence of frames 92, 112, 131, and 151
nicely corroborate the desired modulation frequency which was expected to be 20 frames
per period. By calculating the difference between the frames from two consecutive sig-
nals (orange minus blue), the average frame distance was estimated to be (9± 1) frames
which corresponds to a difference in orientation of approximately (81±9)°. Even though
the shift in x-direction of the signal is not calculated mathematically, by looking at the
fluorescence spots in the carpet it appears as if they vary at maximum by one to two pixels
in x. In either case, this matches sub-diffractional dimensions with one pixel being 50 nm
in size.
The next two examples, line 13 and 14, show single molecule pairs with decreasing dif-
ferences in orientation. From the blue and orange peaks in line 13, the average frame
distance was estimated to be (8±1) frames which corresponds to a difference in orienta-
tion of approximately (72± 9)°. From the blue and orange peaks in line 14, an average
frame distance of (3±1) frames and a difference in orientation of approximately (27±9)°
were obtained. The latter example represents the technical limit of this thesis with respect
to the optical separability of single molecule pairs on the basis of temporal separation
without mathematical fitting. In order to distinguish two peaks from one another in the
temporal dimension, the peaks have to be separated by at least one intensity minimum ei-
ther identifiable by eye or within the intensity trace. This fluorescence microscopy set-up
controlled the rotation speed of the polarized light by the camera which was set to imag-
ing with 20 frames per modulation period. In other words, one full modulation period
of 180° is divided into 20 pieces which means that each frame records an angle range
of 9°. Therefore, if one intensity minimum frame is required in-between two maximums,
the smallest difference of orientation that is accessible with this set-up remains 18°. How-
ever, special care is required when interpreting signal minimums since the fluorescence
data is noisy and minimums frequently appear without meaning anything. In those cases,
the repetitive feature of the modulation is beneficial because it facilitates identifying true
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Figure 4.11: Qualitative single molecule separation from fluorescence carpets (x, t) and cor-
responding intensity traces using ExPAN. Peak maxima belonging to the same molecule are
highlighted in equal colors. Fluorescence images (x, y) averaged over 80 individual frames
from the ExPAN region.
peak patterns. In contrast to noise, true modulation features repeat themselves as long as
the dyes do not suffer from photo-bleaching or entering dark states.
The second last fluorescence carpet from line 15 is a prominent example for the capa-
bility of ExPAN modulation. The white ROI clearly identifies three consecutive fluores-
cence spots in the ExPAN region. In the fluorescence trace, the different peak maxima
were assigned three different colors, orange, blue, and light green. Even in this trace, all
sequences of frames (orange: 95, 115, and 135; blue: 101, 121, and 140; light green:
106, 126, and 146), nicely corroborate the desired modulation frequency of 20 frames
per period. The difference in orientation from the average frame distance was calculated
as previously done. The results can be summarized as follows: the orange peaks are fol-
lowed by the blue peaks with a distance of (6±1) frames which are themselves followed
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by the light green peaks after (5± 1) frames. This means that the orientation difference
between the first two dyes can be approximated to be (51±9)° while the second and third
molecules differ in orientation by (48± 9)°. Accordingly, the overall orientation differ-
ence from the first to the third molecule is (99± 9)°. Due to the fact that this angle is
larger than 90° is can also be assumed that the difference is rather (81±9)° which would
have been the case for the calculation if the third molecule was assumed to be followed
by the first. No matter how the relative angle differences are expressed in the end, this
example shows that ExPAN can be used to distinguish three single molecules which are
in very close proximity to one another.
So far, all examples of single molecule pairs or trios in this section have been sepa-
rated according to their phase information. In order to assess, if the distance between the
molecules is on sub-diffractional dimensions, a qualitative look at the fluorescence inten-
sity average images in figure 4.11 of the lines was taken. By looking at the averaged fluo-
rescence spots from which the fluorescence traces had been taken, it could be investigated
for all examples if the signal average was broadened in x- or y-direction. As long as the
spots would not show substantial peak broadening in either direction, it can be assumed
that the molecules are located on sub-diffractional scales with respect to one another. All
examples presented here did not show peak broadening in either direction which allows
the assumption that all single molecule pairs and trios were located on sub-diffractional
scales.
In sections 4.3.3 and 4.3.4, the line widths have been shown to provide a FWHM value
of approximately 70 nm in y-direction at the single molecule level. The question arises
whether the sub-diffractional dimension still accounts for line widths if the dye density
is slightly increased. It is expected that the dimension remains the same for higher dye
densities and in order to provide evidence for this assumption, a quantitative assessment
of the single molecule positions can be obtained by mathematical means. A very straight-
forward and simple Gaussian fitting was applied to the trio from line 15 in figure 4.11. A
region of 10 by 10 pixels including those three molecules from within the ExPAN section
was cropped from the raw data. From this excerpt two fluorescence carpets were calcu-
lated. The first one was derived by binning in y-direction which leaves the final carpet to
be in dimensions of x and ϕ . The second carpet was obtained by binning in x-direction
so that the final carpet shows y and ϕ . A fluorescence intensity image averaged over
60 frames and the corresponding carpets are shown in figure 4.12. Due to the fact that
the fluorescence spots were sufficiently separated in the temporal domain, rectangular
ROIs were defined around the individual spots. By plotting the intensity distribution in
x- or y-direction and subsequent fitting of a Gaussian function, the positions of the single
molecules were obtained. Because each molecule was imaged three consecutive times,
three pairs of localizations were obtained. For the first molecule for example, the posi-
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Table 4.4: Single molecule localization summary from Gaussian fitting of three molecules
each localized in three consecutive periods. x and y position values are given in units of pixel
(1 pixel = 50 nm). SE means standard error.
molecule localization x / px SEx / px y / px SEy / px
1 1 3.8 0.5 5.22 0.05
1 2 3.3 0.2 5.08 0.03
1 3 2.9 0.1 5.04 0.03
2 1 5.4 0.2 5.26 0.02
2 2 5.10 0.07 5.50 0.04
2 3 5.24 0.06 5.38 0.05
3 1 4.89 0.05 4.93 0.05
3 2 4.8 0.2 4.82 0.03
3 3 4.6 0.1 4.70 0.06
tions were obtained to be x = (3.8± 0.5) px and y = (5.22± 0.05) px. A summary of
all Gaussian fitting results is given in table 4.4. What can be learned from these values
is that the previous assumption that the shift in x-direction would not exceed one pixel
is confirmed. Additionally, the evaluation of the y-position provided results with much
smaller error values than for the x-position. The standard deviation calculated from the y-
positions was obtained to be σy = 0.3 px which equals a value of σy = 15 nm when taking
the pixel size into account. A standard deviation value of 15 nm corresponds to a FWHM
value of 35 nm and nicely supports the sub-diffractional dimension even at slightly higher
dye densities.
A more sophisticated method for exploring the y-distribution of the dyes has already been
reported in this thesis. By using the alternating-variable search method (AVM) for modu-
lated fluorescence data, the positions x and y for a certain number of emitters N are opti-
mized by taking the molecule’s brightness b, the molecule’s phase ϕ , and the molecule’s
ExPAN factor fs into account. A detailed description of the principles of AVM have been
given in section 4.1.3 while section 4.3.4 focused on the explicit application of AVM to
modulated fluorescence data. The algorithm was not yet designed to evaluate more than
one signal period, therefore, the data set of the three molecule example was split into
three consecutive parts which were evaluated individually and which contained one sig-
nal triplet each. The PSF according to Richards[181] and Wolf from former evaluations
was used. The initial molecule guess list was created in the same manner as previously
described and the same list was used for all three evaluations. The initial starting parame-
ters were set as follows: brightness b0 = 700 and ExPAN factor fs,0 = 6 with the step sizes
sx = sy = 1, sb = 100, sϕ = 0.5, and s f = 9. In the first round of 50 iterations, the variables
x0, y0, and ϕ0 were kept constant while only optimizing b0 and fs,0. In the second round
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of 50 iterations, all parameters were optimized simultaneously. The three final results lists
were combined to a single file and the xfinal, yfinal, and ϕfinal values were superimposed on
the corresponding fluorescence carpets, as shown in figure 4.12. The spot centers which
have been drawn on the intensity image averaged over all three periods (x,y-image) were
obtained by calculating the average position in x- and y-direction from the three localiza-
tions of the molecule from different periods. To the right of the y-ϕ-carpet, a histogram
shows the distribution of the y-position of the nine localizations. Herein, a standard de-
viation value of σ ≈ 17 nm corresponding to a FWHM value of approximately 40 nm is
reported. Both methods provide evidence that the line widths remain on sub-diffractional
scales when dye density was increased.
A different representation of the phase-based carpet data is shown to the right of fig-
ure 4.12. Herein, a color-code was applied as depicted by the color-scale bar. The phase
scale was assigned to be composed of three colors, namely blue, green, and red. This
color-coded representation emphasized the phase-based separability of the underlying
three molecule example especially in the carpet images. Superimposing the AVM opti-
mization results of the single molecules onto the carpet images allows the conclusion that
the localization results are in good agreement with the position data (x, y) as well as the
phase data (ϕ). The molecule colored in blue appears to be leftmost in the y-binned fluo-
rescence carpet (x,ϕ) while the molecule colored in green is localized to the right. In the
x-binned fluorescence carpet, the molecule in green colors seems to be slightly shifted
downwards with respect to the blue and red center. In an attempt to trace back the phase
information in the average intensity image (x, y), the phase coordinate in the x,y image was
calculated by Fourier transformation. Herein, the fluorescence spot reveals three phase
domains with blue to the left and green to the right encircling the red spot when looking
in x-direction. The y-position of the green spot appears to be shifted slightly downwards
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Figure 4.12: Fluorescence intensity images averaged over 60 frames (x, y) and corresponding
fluorescence carpets for x-binned data (y,ϕ) and for y-binned data (x,ϕ). To the left, Gaussian
fitting of the white rectangular ROIs is shown. In the center, AVM optimization results of the
single molecule localizations are superimposed on the images. The histogram assesses the y-
position distribution. To the right, the color-coded representation of the phase data is shown.
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which is in very good agreement with the observations from the carpets. By calculating
the average x- and y-positions for the leftmost molecule (blue) and the rightmost spot
(green), the distance can be calculated using the Pythagorean theorem. In units of pixels,
a distance of (1.9± 0.3) px was obtained which equals (95± 15) nm. The distance cal-
culations from green to red and from blue to red resulted in values of (35± 10) nm and
(75±15) nm, respectively. This example nicely demonstrates the additional information
that is contained and introduced to the fluorescence data by polarization modulation in
combination with one way of extracting the information by the AVM optimization algo-
rithm.
The underlying excerpt was of course very promising since the phase separation was
clearly visible in advance of the evaluation and since the trio of molecules was quite
isolated from surrounding dyes. However, this can be considered a quite unique dye com-
bination with respect to the position and the phase. In most cases, the dye distribution
along the fluorescence line cannot be expected to be equally orderly, as the fluorescence
line 16 in figure 4.11 reveals. The rectangular white ROI in the ExPAN section highlights
a region in which the repetitive pattern is visible by eye. Unfortunately, the distribution of
dyes along the fluorescence line (in x-direction) in combination with the different phases
hinders the evaluation by simple time traces. For this example, it was simply not possible
to find a rectangular ROI which enclosed a separated set of dyes because each attempted
ROI included further fluorescence contribution from the left or right. In other words, this
example did not provide the possibility to draw conclusions from the phase information
without looking at the position information at the same time. Due to these reasons, the
only possible way to evaluate this excerpt was by means of simultaneous treatment of
position and phase which was provided by the AVM optimization algorithm.
For line number 16 in figure 4.11, the AVM algorithm was equipped with the PSF ac-
cording to Richards[181] and Wolf, a data crop of 20 frames (1 modulation period) from
the ExPAN region, a molecule guess list of 10 estimated molecules, and the starting pa-
rameters brightness b0 = 200, and ExPAN factor fs,0 = 6 with the step sizes sx = sy = 1,
sb = 100, sϕ = 0.5, and s f = 9. Again, two rounds of 50 iterations each were performed,
in which first only b0 and fs,0 were optimized, followed by round two in which, all param-
eters were optimized simultaneously. The final results list was saved and used to super-
impose the xfinal, yfinal, and ϕfinal values onto the corresponding fluorescence carpet and
intensity average image, as shown in figure 4.13. To the left, the ExPAN based fluores-
cence intensity image (x, y) averaged over 20 frames and its corresponding carpet image
(x,ϕ) binned in y-direction are shown. The histogram assesses the y-distribution of the
localized spots. For a number of 10 molecules, a standard deviation of σ = 40 nm corre-
sponding to a FWHM value of 95 nm was calculated. This value is far below the diffrac-
tion limit of light which supports the previously stated results of creating line widths
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Figure 4.13: AVM optimization results from ExPAN section on line 16 (white ROI in fig-
ure 4.11). Dots evaluated from the ExPAN section are superimposed to the left on the ExPAN
based x, y fluorescence intensity image averaged over 20 frames and corresponding fluores-
cence carpets (x,ϕ), to the center on the the color-coded representation of the phase data, and
to the right on the regular modulation based x, y fluorescence intensity image averaged over
20 frames following the ExPAN section and corresponding fluorescence carpet (x,ϕ).
with sub-diffractional dimensions by interference lithography. The current results were
obtained for increased dye densities or in other words at earlier stages of the measuring
cycles. Consequently, it is likely that the line widths possess sub-diffractional dimensions
all along and do not exclusively occur at single molecule dye densities. The localized
centers of the fluorescence dyes seemed to suit the average image (x, y) as well as the
phase carpet (x,ϕ) quite well for the evaluated ExPAN regime. The dye density obvi-
ously exceeded the temporal separability available by regular modulation, as shown to
the right in figure 4.13. The superimposed dots were not obtained by AVM evaluation
since it was not possible to identify a proper molecule guess. The dots shown here are the
same ones obtained from the ExPAN section. It seems as if the x, y image from regular
modulation is simply more intense that the the x, y image from ExPAN. In fact, the in-
tensity image averaged over 20 frames from the regular modulation section was cropped
from the block following the ExPAN section. It can be assumed that the same number
of molecules was actively emitting fluorescence. However, without ExPAN more pho-
tons are emitted as fluorescence which is why the x, y-images from regular modulation
usually appeared brighter than throughout the preceding ExPAN section. The eight right-
most dots are definitely not distinguishable in the regular modulation section. The two
leftmost localization points are an example in which two individual signals can also be
distinguished in the phase dependent projection of regular modulation data. Herein, the
phase difference is approximately 90° at a distance of approximately 200 nm. The color-
coded representation of the ExPAN data in the middle of figure 4.13 again separated the
phase information by the aid of three colors, blue, red, and green. Due to the fact that the
phase distribution is not homogeneous, some dots appear in the center of colored spots
while other dots appear in-between colors. In this example, it is helpful to take the two
preceding signal periods into account. Figure 4.14 shows the fluorescence carpets of the
intensity image and the color-coded image. To the bottom, the localization results from
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the period from which the data was derived were superimposed on the carpet. The trans-
parent dots on the two preceding periods can be used as a guide to the eye for recognizing
the repetitive pattern of the ExPAN modulation.
x
φ
0.0 1.00.5
x
φ
-π πφ
ExPAN color-coded ExPAN
Figure 4.14: AVM optimization results evaluated from the ExPAN section are superimposed
to the left on the ExPAN based fluorescence carpet (x,ϕ) and to the right on the the color-
coded representation of the phase data. Evaluated dots from the bottom ExPAN period are
superimposed as transparent dots to the two preceding periods.
All in all, the evaluation of the negative image by means of single molecule localization
using an AVM algorithm strongly indicated that the interference lithography set-up was
capable of creating patterns in fluorescent sample on sub-diffractional dimensions. The
lines have been shown to stem from single fluorescent dyes whose distributions were
smaller than the diffraction limit of light, for small dye densities in the single molecule
regime as well as for higher densities. In the future, this fluorescence lithography set-
up might be extended to multi-beam interference creating even more complex patterns
in fluorescent samples. It is imaginable that the interference lithography set-up may be
tuned to minimum fringe periodicity p with a light source of very small wavelengths,
thus resulting in negative images of fluorescent lines whose distance is below the diffrac-
tion limit of light with respect to the fluorescence emission wavelength of the dye used.
These kind of patterns could potentially be used as fluorescence calibration standards for
determining the resolving capacity of the fluorescence microscope.
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5 Summary
In the course of this thesis, a novel approach for creating a regular and well-defined in-
terference pattern in the focal plane of a fluorescence microscope was presented. This
set-up was used as an interference lithography set-up in which a structured illumination
pattern was bleached into a fluorescent photoresist. The structured illumination pattern
was created by two-beam interference in the focal plane of a self-built epi-fluorescence
configured microscope. Herein, beam separation in the excitation path was accomplished
by two Wollaston prisms each installed into a rotation mount. One part of this thesis
focused on the thorough characterization of the interference pattern with respect to the
orientation of the Wollaston prisms. The most interesting and important aspects ahead of
the microscope’s objective (beam distance at the back focal plane (dobj), beam intensity
(I), and polarization orientation (θ )) were related to the most interesting and important
aspects from imaging the interference pattern (fringe periodicity (p), fringe orientation
(β )). It was found that the fringe line orientation β was a direct consequence of the spot
position (X/Y) at the back focal plane of the microscope’s objective. Additionally, it was
shown that the fringe periodicity p was linearly proportional to the inverse of the spot
distance at the back aperture of the objective dobj. All information was used to derive
mathematical equations that described the dependency of the named aspects with respect
to the orientation of the Wollaston prisms. In this manner, the resulting fringe pattern
could be predicted from knowing the settings of the prisms. Since a slight change of one
Wollaston prism resulted in simultaneous changes of all aspects, the equations proved
especially helpful in finding the correct angles of rotation of the Wollaston prisms (ω1,
ω2) for a desired pattern structure. The use of two Wollaston prisms proved to be quite
advantageous since the change of position and distance of the spots on the back focal
plane did not require new beam alignment. Consequently, the fringe pattern observed in
the sample plane was easily tunable. All in all, the knowledge gained from the mathemat-
ical equations facilitated designing a specific line pattern with desired characteristics for
interference lithography.
By means of interference lithography, a fringe pattern was bleached into a self-built flu-
orescent photoresist. Fluorescent dyes which were located within or close to the nodes
of the interference pattern remained intact thus creating a negative imprint of the pattern
within the photoresist. The negative image consisted of defined lines of fluorescent dyes
that had survived the bleaching procedure. A second part of this thesis focused on the
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characterization of the negative image with special emphasis on the line widths of the
nodes. The lines were characterized by single molecule localization using an alternating
variable search method (AVM) based optimization algorithm. Briefly, the algorithm iter-
atively searched for the best set of parameters ~p for which a given model function M(~p)
approximated the recorded data ~D best. In mathematical terms, this was done by minimiz-
ing the least squares functional between the model function and the recorded data. Two
different types of recorded fluorescence data were used, namely non-modulated and mod-
ulated fluorescence data. The principle of fluorescence modulation was introduced in the
first part of this thesis. By constantly turning the polarization plane of the linearly polar-
ized excitation light, the fluorescence signal from an individual emitter was modulated in
the temporal domain.[8] The photo-selection of regular modulation was described by a
squared cosine function and was shown to be substantially narrowed by applying a second
de-excitation beam whose polarization plane was oriented perpendicular with respect to
the excitation light’s polarization vector. The effect named excitation polarization angle
narrowing (ExPAN)[10][8] was shown to increase the photo-selectivity of excitation. In
this thesis, ExPAN was demonstrated using CW de-excitation (715 nm) and pulsed exci-
tation (568 nm).
The fluorescence data for the AVM algorithm for the evaluation of the node width of the
negative image was recorded by using fluorescence modulation with and without ExPAN.
AVM results on individual lines provided evidence that the centers of the individually lo-
calized dyes were distributed on sub-diffractional dimensions for non-modulated data as
well as for modulated fluorescence. The FWHM values of each distribution (∼ 70 nm)
were much smaller than the diffraction limit of light with respect to the emission maxi-
mum wavelength of 624 nm of the dye used (ATTO 590). It was shown that the temporal
domain allowed the distinction of individual molecule pairs or trios which were located in
close proximity to one another. Due to the fact that ExPAN increased the photo-selection
of excitation, the temporal separability with ExPAN was enhanced with respect to regular
modulation.
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6 Appendix
Theoretical spot positions after two consecutive Wollaston prisms:
In section 3.3.1, equations have been derived for describing the spot position of the sep-
arated beam after single Wollaston prisms. In the following section 3.3.2, these finding
have been merged into a theoretical description of the position of one of the four spots of
the separated beams after two consecutive Wollaston prisms (X1-1/Y1-1). A complete list
of the theoretical description of all spot positions after two consecutive Wollaston prisms
is given here:
X1-1 = cos(ω1−44◦)+ cos(ω2+101.5◦)
Y1-1 = sin(ω1−44◦)+ sin(ω2+101.5◦)
X1-2 = cos(ω1−44◦)+ cos(ω2+281.5◦)
Y1-2 = sin(ω1−44◦)+ sin(ω2+281.5◦)
X2-1 = cos(ω1+136◦)+ cos(ω2+101.5◦)
Y2-1 = sin(ω1+136◦)+ sin(ω2+101.5◦)
X2-2 = cos(ω1+136◦)+ cos(ω2+281.5◦)
Y2-2 = sin(ω1+136◦)+ sin(ω2+281.5◦)
(6.1)
Theoretical spot intensities at the back aperture of the objective:
In section 3.3.1, equations have been derived for describing the spot intensities of the
separated beam after single Wollaston prisms. In the following section 3.3.2, these finding
have been merged into a theoretical description of the spot intensity of one of the four
spots of the separated beams at the back aperture of the objective i. e. after two consecutive
Wollaston prisms and a polarizing beam splitter (I1-1). A complete list of the theoretical
description of all spot intensities at the back aperture is given here:
I1-1 = I0 · cos2 (ω1−44◦) · cos2 (ω2+101.5◦−θ1(ω1)) · cos2 (θ1-1(ω2))
I1-2 = I0 · cos2 (ω1−44◦) · cos2 (ω2+191.5◦−θ1(ω1)) · cos2 (θ1-2(ω2))
I2-1 = I0 · cos2 (ω1+46◦) · cos2 (ω2+101.5◦−θ2(ω1)) · cos2 (θ2-1(ω2))
I2-2 = I0 · cos2 (ω1+46◦) · cos2 (ω2+191.5◦−θ2(ω1)) · cos2 (θ2-2(ω2))
(6.2)
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Calibration of experimental spot distance values with theoretical values:
In order to relate the theoretical spot distance values obtained by equation 3.25 to the
experimental values dobj, a linear fitting function is used:
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Figure 6.1: Plot of spot distance at objective dobj over theoretical spot distance dtheo. The
slope of the linear fitting function is (2.9±0.1)mm/a.u..
Full step-by-step derivation of equation 3.27:
Starting point is the expression for I1-1 in equation 3.22 and I2-2 in equation 6.2. Herein,
θ1(ω1) and θ2(ω1) are replaced by inserting equation 3.14 and θ1-1(ω2) and θ2-2(ω2) are
replaced by equation 3.20.
1 =
I2-2
I1-1
=
I0
I0
· cos
2 (ω1+46◦)
cos2 (ω1−44◦) ·
cos2 (ω2−ω1+145.5◦)
cos2 (ω2−ω1+145.5◦)
· cos
2 (ω2+191.5◦)
cos2 (ω2+101.5◦)
substition x = ω1−44◦ und y = ω2+101.5◦
=
cos2 (x+pi/2)
cos2 (x)
· cos
2 (y+pi/2)
cos2 (y)
=
sin2 (x)
cos2 (x)
· sin
2 (y)
cos2 (y)
= tan2(x) · tan2(y)
= tan2 (ω1−44◦) · tan2 (ω2+101.5◦)
(6.3)
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Overview of data processing parameters for each evaluated line:
Table 6.1: The evaluated line number is related to the measurement number (cf. Table 4.3),
the degree of rotation δ applied to the raw data, and the crop size.
line number measurement number δ crop size
1 1 32.36° 90 x 11
2 1 32.36° 132 x 11
3 2 32.21° 90 x 11
4 2 32.21° 90 x 11
5 3 32.40° 90 x 11
6 4 32.39° 90 x 11
7 5 32.25° 90 x 11
8 5 32.25° 90 x 11
9 5 32.25° 90 x 11
10 5 32.25° 90 x 11
11 3 32.40° 90 x 11
12 5 32.25° 90 x 11
13 5 32.25° 90 x 11
14 5 32.25° 90 x 11
15 4 32.39° 10 x 10
16 3 32.40° 90 x 10
Overview of important parameters for AVM data evaluation:
Table 6.2: AVM parameters for non-modulated and modulated data evaluation for a total
number of molecules Ntotal using an offset and initially given parameters for brightness b0
and ExPAN factor fs,0. Nfinal represents the final number of molecules that passed all selection
criteria as described in sections 4.3.3 and 4.3.4.
non-modulated AVM modulated AVM
line number offset b0 Ntotal Nfinal offset b0 fs,0 Ntotal Nfinal
1 262 900 14 9 392 800 0 15 11
2 168 1000 16 11 332 800 0 17 14
3 291 900 13 8 481 800 0 14 9
4 203 1000 11 9 384 800 6 12 11
5 170 230 13 4 217 800 6 18 11
6 574 1700 13 5 787 800 0 15 12
7 328 900 11 4 456 800 0 15 7
8 434 1100 11 6 579 800 0 13 6
9 278 950 13 8 423 800 6 17 12
10 175 900 11 7 291 800 0 12 12
15 - - - - 1100 700 6 3 3
16 - - - - 330 200 6 10 10
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