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Abstract
This paper develops near-optimal sustainable harvesting strategies for the predator
in a predator-prey system. The objective function is of long-run average per unit
time type. To date, ecological systems under environmental noise are usually modeled
as stochastic differential equations driven by a Brownian motion. Recognizing that
the formulation using a Brownian motion is only an idealization, in this paper, it
is assumed that the environment is subject to disturbances characterized by a jump
process with rapid jump rates. Under broad conditions, it is shown that the systems
under consideration can be approximated by a controlled diffusion system. Based on
the limit diffusion system, control policies of the original systems are constructed.
Such an approach enables us to develop sustainable harvesting policies leading to near
optimality. To treat the underlying problems, one of the main difficulties is due to the
long-run average objective function. This in turn, requires the handling of a number
of issues related to ergodicity. New approaches are developed to obtain the tightness
of the underlying processes based on the population dynamic systems.
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1 Introduction
This work encompasses the study of controlled predator-prey systems. The control process
is devoted to harvesting activities, which is one of the central issues in bio-economics. It has
been widely recognized that it may not be a good idea to consider only maximizing short-
term benefits focusing purely on harvesting. Although over-harvesting in a short period may
maximize the short-term economic benefits, it breaks the balance between harvesting and its
ecological implications. Thus simple minded policies may lead to detrimental after effect. As
a result, it is crucially important to pay attention not to render exceedingly harmful decision
to the environment. This situation has been observed in some optimal harvesting models
with finite-time yield or discounted yield; see, e.g., [1, 2, 20, 25, 26], among others.
In contrast, ecologists and bio-economists emphasize the importance of sustainable har-
vest in both biological conservation and long-term economic benefits; see [3, 9, 22]. They
introduce the concept of maximum sustainable yield, which is the largest yield (or catch)
that can be taken from a species’ stock over an infinite horizon. Their findings indicate that
it is more reasonable to maximize the yield in such a way that a species is sustainable and
not in danger leading to extinction of the species. Inspired by the idea of using maximum
sustainable yield, we pay special attentions to sustainability, biodiversity, biological conser-
vation, and long-term economic benefits, and consider long-term horizon optimal strategies
in this paper. In lieu of discounted profit, we examine objective functions that are long-run
average per unit time type. As was alluded to, the papers [1, 2, 20, 25, 26] concentrated
on finite time horizon problems as well as long term objective function under discounting.
However, there seems to be not much effort devoted to long-run average criteria for the
harvesting problem to the best of our knowledge. Discounted objective pays more attention
to the current performance, whereas it is certainly necessary to examine the performance
when the future is as important. This is particularly the case when we take sustainability
and long-term economic benefits into consideration. We consider a long-run-average optimal
harvesting problem for a predator-prey model subject to random perturbations, in which
only the predator takes harvesting action. This type of optimal harvesting problems have
been studied by some authors; see for example, [18, 19]. However, harvesting efforts in these
papers are confined to constant-harvesting strategies only, which are usually far from optimal
for a larger and more realistic class of harvesting strategies. In contrast to the discounted
criteria, the long-run average criteria are much more difficult to handle. One of the main
difficulties is due to the long-run average cost criteria. To treat long-run average objective,
one has to handle a number of delicate issues that are related to ergodicity.
To date, ecological systems under environmental noise are usually modeled by stochastic
differential equations driven by a Brownian motion. An important aspect of our work is
concerned with what if the noise is not of Brownian motion type. An innovation of the
current paper is the use of wideband noise. It has been widely recognized that Brownian
motion is only an idealized formulation or suitable limits of systems in the real world. To
be more realistic, we would better assume that the environment is subject to disturbances
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characterized by a jump process with rapid jump rates. This jump process can be modeled
by the so-called wideband noise. Motivated by the approach in [17], we consider a Lotka-
Volterra predator-prey model with wideband noise and harvesting in this paper. Denote by
Xε(t) and Y ε(t) the sizes of the prey and the predator, respectively. The system of interest
is of the form
dXε(t) = Xε(t)
[
a1 − b1Xε(t)− c1Y ε(t)
]
dt+
1
ε
Xε(t)r1(ξ
ε(t))dt
dY ε(t) = Y ε(t)
[
a2 − h(Y ε(t))u(t)− b2Y ε(t) + c2Xε(t)
]
dt+
1
ε
Y ε(t)r2(ξ
ε(t))dt,
(1.1)
where ε is a small parameter, ξ(t) is an ergodic, time-homogeneous, Markov-Feller process,
and ξε(t) = ξ
(
t
ε2
)
, ai, bi, ci, i = 1, 2 are positive constants, and u(t) represent the harvesting
effort at time t while h(·) : R+ 7→ [0, 1] indicates the effectiveness of harvesting, which is
assumed to be dependent of the population of the predator. Thus, the amount of harvested
biomass in a short period of time ∆t is Y ε(t)h(Y ε(t))u(t)∆t. Let Φ(·) : R+ 7→ R+ be the
revenue function that provides the economic value as a function of harvested biomass. The
time-average harvested value over an interval [0, T ] is
1
T
∫ T
0
Φ
(
h(Y ε(t)Y ε(t))u(t)
)
dt. Our
goal is to
maximize lim inf
T→∞
1
T
∫ T
0
Φ
(
h(Y ε(t)Y ε(t))u(t)
)
dt a.s. (1.2)
In our set up, the harvesting strategy (the control) is only for the predator, Y ε(·), which is
also assumed in many papers (e.g., [5, 6, 10, 27]). The rational is that the predator has main
impacts on the system, whereas the economic influence of the prey is not as significant. In
addition, the prey may be too small or too passive to catch. Thus we focus on the situation
when the control is in Y ε equation only.
Because of the complexity of the model, developing optimal strategies for the controlled
system (1.1) and (1.2), are usually difficult. Nevertheless, one may wish to construct policies
based on the limit system. A natural question arises: Can optimal or near-optimal harvesting
strategies for the diffusion model be near optimal harvesting strategies for the wideband-
width model when ε is sufficiently small? In a finite horizon, nearly optimal controls for
systems under wideband noise perturbations were developed in the work of Kushner and
Ruggaldier [17]. As was noted in their paper, that the original systems subject to wideband
noise perturbations are rather difficult to handle; there may be additional difficulties if the
systems are non-Markovian. For infinite horizon problems, it was assumed in [17] that the
slow and fast components are jointly Markovian. By working with the associated probability
measures, under suitable conditions, the authors established that there is a limit system
being a controlled diffusion process. Using the optimal or near-optimal controls of the limit
systems, one constructs controls for the original systems and show the controls are nearly
optimal. Inspired by their work, we aim to develop near-optimal policies in this paper in an
infinite horizon. We focus on objective functions being long-run average per unit time type.
By assuming the perturbing noise being Markovian, we develop near-optimal harvesting
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strategies (near-optimal controls). In contrast to optimal controls in a finite horizon, to show
that the approximation works over an infinite time interval as in our setting, the ergodicity
and the existence of the invariant measure have to be established. In this paper, we first
show that there exists an optimal harvesting strategy for the limit controlled diffusion. Then,
we show that using near-optimal control of the limit diffusion system in the original system
leads to near-optimal controls of the original system.
We note that in [17], nonlinear systems were treated so a number of assumptions were
posed for such wideband noise driven systems in a general setting. In contrast, we have
specific systems to work with thus we can no longer posing general conditions as in the
aforementioned paper. Instead, we need to start from scratch. In fact, conditions (C1)-(C4)
posed in [17, Section 7, p. 310] include the existence of δ-optimal control, the existence of
the associate invariant measure, tightness of the state process, and the value function under
certain admissible class and the value function under stationary admissible relaxed controls
being equal. Because the problems were formulated in a general setting, these conditions are
abstract and are used as sufficient conditions to obtain near-optimal controls for wide-band
noise systems. In contrast, for the system that we are dealing with, it is rather difficult
to verify these conditions. Some sufficient conditions were also proposed in [17, Conditions
(D1)-(D4)] by means of a perturbed Lyapunov function method. These conditions were
given to verify conditions (C1)-(C4). Nevertheless, verifying conditions (D1)-(D4) in [17] is
still a difficult task for our model. To begin with, it is difficult to find appropriate Lyapunov
functions verifying conditions (D1)-(D4). To overcome the difficulty, we propose a new
approach rather than finding a function V satisfying the conditions (D1)-(D4) in [17]. More
precisely, by analyzing the dynamics of the limit controlled diffusion when the population of
the species is low, we obtain the tightness of probability measures of the controlled diffusion
process. Then, using the above as a bridge, probabilistic arguments enable us to prove
the tightness of probability measure of the controlled process perturbed by wideband noise.
Moreover, we use stochastic analysis to carry out the desired estimates. The analysis itself is
new and interest in its own right. Therefore, the problem arises in control and optimization,
but our solution methods are mainly probabilistic.
The rest of the paper is organized as follows. In Section 2, we formulate the problem and
identify the limit diffusion system. The main results are given in Section 3 while their proofs
are provided in Section 4. Section 5 is devoted to some remarks and possible generalizations.
Finally, we prove some auxiliary results in an appendix.
2 Formulation
We work with a complete filtered probability space (Ω,F ,Ft,P) satisfying the usual con-
dition. Denote R2+ = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0} and R2,◦+ = {(x, y) ∈ R2 : x > 0, y >
0}. To simplify notations, we denote z = (x, y), z˜ = (x˜, y˜), Z(t) = (X(t), Y (t)), Zε(t) =
(Xε(t), Y ε(t)). We assume that harvest efforts can be represented by a number in a finite
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interval M := [0,M ]. Suppose ξ(t) is a pure jump Markov-Feller process taking values in a
compact metric space S. Suppose its generator is given by
Qφ(w) = q(w)
∫
S
Λ(w, dw˜)φ(w˜)− q(w)φ(w)
where q(·) is continuous on S and Λ(w, ·) is a probability measure on S for each w. Suppose
that ξ(t) is uniformly geometric ergodic, that is
‖P (t, w, ·)− P (·)‖TV ≤ C0 exp(−γ0t), for any t ≥ 0, w ∈ S, (2.1)
where P (·) is a probability measure in S and C0, γ0 are some positive constants. Clearly
P (·) is an invariant probability measure of {ξ(t)}. Let χ(w, ·) = ∫∞
0
[
P (t, w, ·)− P (·)]dt. It
is well known that if φ(w) is a continuous function on S satisfying ∫
S
φ(w)P (dw) = 0 then
ψ(w) :=
∫
S
χ(w, dw˜)φ(w˜) satisfying Qψ(w) = −φ(w). (2.2)
Note that ψ(·) is well defined thanks to the exponential decay in (2.1). Suppose that
ri(·) is bounded in S, and
∫
S
ri(w)P (dw) = 0, i = 1, 2. (2.3)
Let A = (aij)2×2 with
aij =
∫
S
∫
S
χ(w, dw˜)P (dw)
[
ri(w)rj(w˜) + rj(w)ri(w˜)
]
.
We suppose that A is positive definite with square root (σij)2×2. Consider the diffusion{
dX(t) = X(t)
[
a1 − b1X(t)− c1Y (t)
]
dt+X(t)(σ11dW1(t) + σ12dW2(t))
dY (t) = Y (t)
[
a2 − h(Y (t))u(t)− b2Y (t) + c2X(t)
]
dt+ Y (t)(σ12dW1(t) + σ22dW2(t)),
(2.4)
where a1 = a1 +
a11
2
= a1 +
σ211 + σ
2
12
2
, a2 = a2 +
a22
2
= a2 +
σ222 + σ
2
12
2
, W1,W2 are two
independent Brownian motions.
We suppose that the function Φ(·) : R+ 7→ R+ represents the yield that is Lipschitz
in its argument satisfying Φ(0) = 0. That is, the yield is zero if we harvest nothing. If
we want to maximize the average amount of the species harvested, then Φ(y) = y. If we
want to maximize the average money earned, Φ(y) should have a “saturated” form, such
as Φ(y) =
y
c+ y
. We assume the effectiveness h(·) : R+ 7→ [0, 1] is an increasing function
and h(0) = 0. This stems from that the effectiveness increases as the density of the species
increases.
Let PMε be the class of functions v : R2+×S 7→ M such that under the feedback control
u(t) = v(Zε(t)) there exists a solution process to (1.1), which is a Markov-Feller process.
For v ∈ PMε, define
Jε(v) := lim inf
T→∞
1
T
∫ T
0
Φ
(
h(Y ε(t)Y ε(t))v(Y ε(t))
)
dt a.s.
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For the wideband noise system, it is difficult to find an optimal control, that is, a control
v∗ ∈ PMε satisfying
Jε = sup
v∈PMε
{Jε(v)}.
Thus, our goal is to find a near-optimal control v ∈ PMε using the limit diffusion system.
To do that, we broaden the class of controls by use of the “relaxed controls”.
We present here some concepts and notation introduced in [17]. Let M(∞) denote the
family of measures {m(·)} on the Borel subsets of [0,∞)×U satisfying m([0, t]×U) = t for all
t ≥ 0. By the weak convergence mn(·)→ m(·) in M(∞) we mean limn→∞
∫
f(s, α)mn(ds×
dα) =
∫
f(s, α)m(ds× dα) for any continuous function f(·) : [0,∞)×U 7→ R with compact
support.
A random measure m(·) with values in M(∞) is said to be an admissible relaxed
control for (1.1) if
∫
U
∫ t
0
f(s, α)m(ds × dα) is progressively measurable with respect to
F εt := F t
ε
for each bounded continuous function f(·). With a relaxed control m(·), let
mt = lims→t
1
s− t
∫
M
∫ s
t
m(ds× dα), the model (1.1) becomes

dXε(t) = Xε(t)
[
a1 − b1Xε(t)− c1Y ε(t)
]
dt+
1
ε
Xε(t)r1(ξ
ε(t))dt
dY ε(t) = Y ε(t)
[
a2 − h(Y ε(t))mt − b2Y ε(t) + c2Xε(t)
]
dt+
1
ε
Y ε(t)r2(ξ
ε(t))dt
(2.5)
Let P(M) be the space of invariant probability measures with Prohorov’s topology. A
relaxed control is said to be Markov if there exists a measurable function v : R2+ 7→ P(M)
such that mt = v(X
ε(t)), t ≥ 0. For z ∈ R2+, w ∈ S and u ∈M, define
F (z, w) =
(
xr1(w), yr2(w)
)⊤
and
G(z, u) =
(
x[a1 − b1x− c1y], y[a2 − h(y)u− b2y + c2x]
)⊤
.
By an ergodicity argument (see, for example, [11, 12, 14, 24]), it can be shown that if
−a2 + c2a1
b1
< 0 then for any admissible control u(t), Y ε(t) tends to 0 with probability 1,
which implies
lim
T→∞
1
T
∫ T
0
Φ
(
h(Y ε(t))Y ε(t)u(t)
)
dt = 0 a.s.
Thus, to avoid the trivial limit, we assume throughout this paper that
− a2 + c2a1
b1
> 0. (2.6)
Define the operator
Lεuφ(z, w) =
1
ε2
Qφ(z, w) +
1
ε
∂φ(z, w)
∂z
F (z, w) +
φ(z, w)
∂z
G(z, u),
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where φ : R2+×S 7→ R is continuous and have continuous derivative with respect to the first
variable,
∂φ(z, w)
∂z
. Denote by Pz,w and Ez,w the probability measure and the corresponding
expectation of the process (Zε(·), ξε(·)) with initial condition (z, w). Note that Pz,w and Ez,w
depends implicitly on the control m(t). For any bounded stopping times τ1 ≤ τ2, we have
Ez,wφ(Z
ε(τ2), ξ
ε(τ2)) = Ez,wφ(Z
ε(τ1), ξ
ε(τ1)) + Ez,w
∫ τ2
τ1
Lεmsφ(Zε(s), ξε(s))ds
given that the expectations involved exist.
A random measure m(·) with values in M(∞) is said to be an admissible relaxed control
for (2.4) if
∫
U
∫ t
0
f(s, α)m(ds × dα) is independent of {Wi(t + s) −Wi(t), s > 0, i = 1, 2}
for each bounded continuous function f(·). Under a relaxed control m(·), the controlled
diffusion (2.4) becomes{
dX(t) = X(t)
[
a1 − b1X(t)− c1Y (t)
]
dt+X(t)(σ11dW1(t) + σ12dW2(t))
dY (t) = Y (t)
[
a2 − h(Y (t))mt − b2Y (t) + c2X(t)
]
dt+ Y (t)(σ12dW1(t) + σ22dW2(t)).
(2.7)
The generator for the controlled diffusion process (2.7) is
Luφ(z) =∂φ(z)
∂x
x[a1 − b1x− c1y] + ∂φ(z)
∂x
y[a2 − h(y)u− b2y + c2x]
+
1
2
(
a11
∂2φ(z)
∂x2
x2 + 2a12
∂2φ(z)
∂x∂y
xy + a22
∂2φ(z)
∂y2
y2
)
.
Definition 2.1. A relaxed control m(·) for (2.7) is said to be Markov if there exists a
measurable function v : R2+ 7→ P(M) such that mt = v(Z(t)), t ≥ 0. A Markov control v is
a relaxed control satisfying that v(z) is a Dirac measure on M for each z ∈ R2+. Denote the
set of Markov controls and relaxed Markov controls by ΠM an ΠRM , respectively. With a
relaxed Markov control, Z(t) is a Markov process that has the strong Feller property in R2,◦+ ;
see [4, Theorem 2.2.12]. Since the diffusion is nondegenerate in R2,◦+ , if the process Z(t) has
an invariant probability measure in R2,◦+ , the invariant measure is unique, denoted by ηv. In
this case, the control v is said to be stable.
3 Main Results
First, we need the existence and uniqueness of positive solutions to (2.7) for any admissible
relaxed control.
Lemma 3.1. If m(·) is an admissible relaxed control for (2.4) (or (2.7)), then there exists
a unique nonanticipative solution to (2.7) with initial value z = (x, y) ∈ R2+ satisfying
1. Pz{X(t) > 0, t ≥ 0} = 1 (resp. Pz{X(t) > 0, t ≥ 0} = 1) if x > 0 (resp. y > 0), and
Pz{X(t) = 0 t ≥ 0} = 1 (resp. Pz{Y (t) = 0 t ≥ 0} = 1) if x = 0 (resp. y = 0).
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2.
Ez sup
t≤T
(|Z(t)|2) ≤ K(1 + |z|2)
where K depends only on T .
Proof. This lemma can be proved by arguments in [17, Theorem 1] or [4, Theorem 2.2.2].
Note that the coefficients in (2.7) do not satisfy the linear growth condition. However,
using a truncation argument and a Khaminskii-type method in [21], we can easily prove the
existence of a unique solution to (2.7) satisfying claim 1. Moreover, we can estimate
d[c2X(t) + c1Y (t)] =c2X(t)
[
a1 − b1X(t)
]
dt+ c1Y (t)
[
a2 − h(Y (t))mt − b2Y (t)
]
dt
+ c2X(t)(σ11dW1(t) + σ12dW2(t)) + c1Y (t)(σ12dW1(t) + σ22dW2(t))
≤[c2a1X(t) + c1a2X(t)]dt
+ c2X(t)(σ11dW1(t) + σ12dW2(t)) + c1Y (t)(σ12dW1(t) + σ22dW2(t)).
In this estimate, the right-hand side is linear in X(t) and Y (t). Using standard arguments,
(e.g., [15, Theorem 3.5] or [28, Proposition 3.5]), we can obtain the moment estimate, the
second claim of this lemma.
With this lemma, in each finite interval, we can approximate Zε(t) by Z(t), which is
proved in [17, Theorem 5].
Lemma 3.2. For any compact set K ∈ R2+, {(Zε(·), m(·)), t ≥ 0} with Zε(0) ∈ K is tight
in D[0,∞) × M(∞). If (Zεk(·), m(k)(·)) converges weakly to (Ẑ(·), m̂(·)) as k → ∞ with
εk → 0 as k → ∞, then there exists independent Brownian motions W1(t) and W2(t) such
that m̂(·) is progressively measurable with respect to the filtration generated by W1(t),W2(t),
and Ẑ satisfying (2.7) with (Z(·), m(·)) replaced by (Ẑ(·), m̂(·)).
We need the following lemma, whose proof is postponed to the appendix.
Lemma 3.3. The following claims hold.
• For any admissible relaxed control m(·), we have that
lim sup
t→∞
1
T
∫ T
0
Φ
(
Y (t)h(Y (t))mt
)
dt ≤ C˜ a.s. (3.1)
for some constant C˜.
• Every relaxed Markov control is stable and there exists Ĉ > 0 such that∫
R2,◦×U
[1 + Φ(yh(y)u)]2πv(dz × du) ≤ Ĉ (3.2)
for any relaxed Markov control v, where π is a measure in R
2,◦
+ ×M defined by
πv(dz × du) = [v(z)(du)]× ηv(du).
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• The family {ην : ν ∈ ΠRM} is tight in R2,◦+ . [Recall that ην is the invariant measure.]
With this lemma, letting
ρ∗ = sup
v∈ΠRM
{∫
R2,◦×U
Φ(yh(y)u)πv(dz × du)
}
,
we have the following result from [4, Theorems 3.7.11 and 3.7.14].
Theorem 3.1. The Hamilton-Jacobi-Bellman (HJB) equation
max
u∈U
[
LuV (x) + c(x, u)
]
= ρ
admits a solution V ∗ ∈ C2(R2,◦+ ) satisfying V ∗(0) = 0 and ρ = ρ∗. A relaxed Markov control
is optimal if and only if it satisfies
∂V ∗
∂y
[
y(−a2 − h(y)v(z)− b2y + c2x] + Φ(yh(y)v(z))
]
= max
u∈U
∂V ∗
∂y
[
y(−a2 − h(y)u− b2y + c2x] + Φ(yh(y)u)
]
,
where v(z) =
∫
M
u[v(z)(du)].
The existence of an optimal Markov control can be derived from a well-known selection
theorem; see e.g., [13, pp. 199-200]. Let v∗ be an optimal Markov control. There exists a
sequence of vn : R
2
+ 7→ U such that vn(z) is locally Lipschitz in z and limn→∞ vn = v almost
everywhere in R2,◦+ . Since every Markov control is stable, and the family {νv, v ∈ ΠRM} is
tight on R2,◦+ , we have from [4, Lemma 3.2.6] that
lim
n→∞
ρνn = ρv∗ = ρ
∗. (3.3)
This indicates that we can always find a δ-optimal Markov control that is locally Lipschitz.
We state here the main result of this paper.
Theorem 3.2. For any δ > 0, there exists a locally Lipschitz Markov control uδ such that
Jε(uδ) := lim inf
T→∞
1
T
∫ T
0
Φ
(
h(Y ε(t)Y ε(t))uδ(t)
)
dt ≤ ρ∗ + δ
and that for sufficiently small ε > 0, we have
Jε(uδ) ≥ Jε − 3δ.
The result above is known as chattering-type theorem. It connects relaxed controls
and that of ordinary controls, and indicates that for any relaxed control, we can find a
locally Lipschitz control to approximate the relaxed control. This is important because even
though relaxed controls facilitate the establishment of the desired asymptotic results. Such
control sets are much larger than the usual ordinary controls and cannot be used in the real
applications. Thus viable approximation will be much appreciated. In view of [17, Theorem
8], we proceed to verify the following conditions to prove the desired result.
9
(C1) There is an ε0 > 0 such that {Zε(u, t), u ∈ PMε, 0 ≤ t < ∞, ε ≤ ε0} is Pz,w-tight in
R
2,◦
+ for each (z, w) ∈ R2,◦+ × S.
(C2) There is a δ-optimal Markov control u(z) that is locally Lipschitz in z for any δ > 0.
Condition (C2) has been verified in our manuscript; see (3.3). Since the dynamics of
Zε(t) is dominated by negative quadratic terms when Zε(t) is large, it is easy to prove the
tightness of {Zε(u, t), u ∈ PMε, 0 ≤ t < ∞, ε ≤ ε0} in R2+. However, we need the tightness
in R2,◦+ to achieve the near optimality. To do that we need to analyze the behavior of Z
ε(u, t)
near the boundary. Inspired by [7], we utilize the ergodicity of the system on the boundary
and a property of the Laplace transform to construct a function V ε(z, w) satisfying the
inf-compact condition in R2,◦+ , i.e.,
lim
R→∞
inf
{
V ε(z, w) : z +
1
x
+
1
y
> R
}
=∞
and that
Ez,wV
ε(Zε(t), ξε(t)) ≤ C(1 + V (z, w))
for any control u ∈ PMε and t ≥ 0. Clearly, (C1) is proved if such a function is constructed.
In contrast to the technique used in [7], which is applied to a process in a compact space,
the verification in our case is more difficult because the space R2+ is not compact and we
have to treat a family of singularly perturbed processes rather than a single process.
4 Proofs of Results
First, when p0, p1, p2 > 0 are sufficiently small, we have
2p0 + p1b1 + p2c2 < b1, and 2p0 + p1c1 + p2b2 < c1. (4.1)
We can also choose p1 and p2 such that
p1a1 − p2a2 < 0. (4.2)
By (2.6) and (4.2), we have
λ =
1
11
min
{
p1a1 − p2a2, p2
(
−a2 + a1c2
b1
)}
> 0 (4.3)
In view of (2.2) and (2.3), there exist bounded functions r3(w) and r4(w) such that
Qr3(w) = r1(w) and Qr4(w) = r2(w). Let V (x, y) =
1 + c2x+ c1y
xp1yp2
. Define
V1(z, w) := xr3(w)
∂V (z)
∂x
+ yr4(w)
∂V (z)
∂y
.
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We have
QV1(z, w) = −xr1(w)∂V (z)
∂x
− yr2(w)∂V (z)
∂y
= −∂V (z)
∂z
· F (z, w). (4.4)
By direct calculation and the boundedness of ri(w), for i = 3, 4, there is a K2 > 0 such that
|V1(z, w)| ≤ K2V (z), (z, w) ∈ R2,◦+ × S, (4.5)∣∣∣∣∂V1(z, w)∂z · F (z, w)
∣∣∣∣ ≤ K2V (z), (z, w) ∈ R2,◦+ × S, (4.6)
and ∣∣∣∣∂V1(z, w)∂z ·G(z, u)
∣∣∣∣ ≤ K2(1 + |z|)V (z), (z, w) ∈ R2,◦+ × S, u ∈M. (4.7)
In view of (4.1), there exists an H > 0 such that
inf
z∈R2
+
,|z|>H,u∈M
{
p1
∣∣a1 − b1x− c1y∣∣+ p2∣∣− a2 − h(y)u− b2y + c2x∣∣
+ 3 +K2 + p0(1 + |z|) + c2x(a1 − b1x) + c1y(−a2 − h(y)u− b2y)
1 + c2x+ c1y
}
< 0.
Let
H1 := sup
z∈R2
+
,|z|≤H,u∈M
{
p1
∣∣a1 − b1x− c1y∣∣+ p2∣∣− a2 − h(y)u− b2y + c2x∣∣ + 3 +K2
+ p0(1 + |z|) + c2(a1 − b1x) + c1(−a2 − h(y)u− b2y)
1 + c2x+ c1y
}
<∞.
By the definitions of H and H1, we have
∂V (z)
∂z
·G(z, u) =V (x, y)
[
− p1
(
a1 − b1x− c1y
)− p2(− a2 − h(y)u− b2y + c2x)
+
c2(a1 − b1x) + c1(−a2 − h(y)u− b2y)
1 + c2x+ c1y
]
≤(H11{z<H} − 3−K2 − p0(1 + |z|))V (z).
(4.8)
Let V ε(z, w) = V (z) + εV1(z, w), we have from (4.5) that
(1− εK2)V (z) ≤ V ε(z, w) ≤ (1 + εK2)V (z), z ∈ R2,◦+ , s ∈ S. (4.9)
If ε > 0 is sufficiently small such that
εK2 ≤ p0; (H1 + 3)εK2 < 1; (4.10)
11
using (4.6), (4.7), (4.4), and (4.8), we can estimate
LεuV ε(z, w) =
∂V (z)
∂z
[
1
ε
F (z, w) +G(z, u)
]
+ ε
∂V1(z, w)
∂z
[
1
ε
F (z, w) +G(z,m)
]
+
1
ε
QV1(z, w)
≤(H11{z<H} − 3−K2 − p0(1 + |z|))V (z) +K2V (z) + εK2(1 + |z|)V (z)
≤((H1 + 1)1{z<H} − 2)V (z)
≤((H1 + 2)1{z<H} − 1)V ε(z, w),
(4.11)
where the last two lines follow from (4.9) and (4.10). By virtue of (4.11), standard arguments
show that
Ez,wV
ε(Z(t)) ≤ e(H1+2)tV ε(z), t ≥ 0, z ∈ R2,◦+ , w ∈ S (4.12)
Let τ ε = inf{s ≥ 0 : Zε(s) ≤ H}. Since LεuV ε(z, w) ≤ −V ε(z, w) if z ≥ H , we have that
Ez,we
t∧τεV ε
(
Zε(t ∧ τ ε), ξε(t ∧ τ ε)) = V ε(z) + Ez,w ∫ t∧τε
0
es
[
V ε(s) + LεmsV ε(Zε(s), ξε(s))
]
ds
≤ V ε(z), for t ≥ 0, z ∈ R2,◦+ , w ∈ S.
(4.13)
Lemma 4.1. There exist L > 0 and ε1 > 0 such that for all ε < ε1,
Ez,w
1
V ε1 (Z
ε(t), ξε(t))
≤ Le(H1+2)t 1 + |z|
2
V ε1 (z, w)
, for (z, w) ∈ R2,◦+ × S, t ≥ 0. (4.14)
Proof. Let V˜ (z) = (1 + c2x+ c1y)x
p1yp2. Construct a perturbed Lyapunov function
V˜ ε(z, w) = V˜ (z) + ε
(
xr3(w)
∂V˜ (z)
∂x
+ yr4(w)
∂V˜ (z)
∂y
)
Similar to estimates in (4.11), we can find K3 > 0 such that
(1− εK3)V˜ (z) ≤ V˜ ε(z, w) ≤ (1 + εK3)V˜ (z) (4.15)
and
Ez,wV˜
ε(Zε(t), ξε(t)) ≤ e(H1+2)tV˜ ε(z, w) (4.16)
when ε is sufficiently small. On the other hand, for any (z, w) ∈ R2,◦+ × S, we have
1
V (z)
≤ V˜ (z) ≤ (1 + c2x+ c1y)2 1
V (z)
. (4.17)
which combined with (4.9) and (4.15) implies that
1
V ε1 (z, w)
≤ 1
(1− εK2)V (z) ≤
1
(1− εK2)(1− εK3) V˜
ε(z, w) (4.18)
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and
V˜ ε(z, w) ≤ (1+εK3)V˜ (z) ≤ (1+εK3)(1 + c2x+ c1y)
2
V (z)
≤ (1+εK2)2 (1 + c2x+ c1y)
2
V ε(z, w)
. (4.19)
Applying (4.18) and (4.19) to (4.16), we can easily obtain (4.14) for suitable L > 0 when ε
is sufficiently small.
Lemma 4.2. There are K̂ > 0 and ε2 > 0 such that for any ε < ε2, and any admissible
control m(·) for (1.1), we have
Ez,w
∫ t
0
|Zε(s)|2ds ≤ K̂(1 + |z| + t),
and
Ez
∫ t
0
|Z(s)|2ds ≤ K̂(1 + |z|+ t).
Proof. Let V2(z) = 1 + c2x+ c1y and
V3(z, w) := xr3(w)
∂V2(z)
∂x
+ yr4(w)
∂V2(z)
∂y
.
We can find a K4 > 0 satisfying
|V3(z, w)| ≤ K4V2(z), (z, w) ∈ R2,◦+ × S. (4.20)
and ∣∣∣∣∂V3(z, w)∂z · F (z, w)
∣∣∣∣ ≤ K4V2(z), (z, w) ∈ R2,◦+ × S. (4.21)∣∣∣∣∂V3(z, w)∂z ·G(z, u)
∣∣∣∣ ≤ K4(1 + |z|)V2(z), (z, w) ∈ R2,◦+ × S, u ∈M. (4.22)
We have
∂V2(z)
∂z
· F (z, u) = c2x
[
a1 − b1x
]
+ c1y
[
a2 − h(y)u− b2y
]
.
Let β ∈ (0, (c2b1) ∧ (c1b2)). Clearly, we can choose a K5 > 0 such that
∂V2(z)
∂z
· F (z, u) ≤ K5 − V2(z)− β(x2 + y2) ∀(x, y) ∈ R2+, u ∈ [0,M ]. (4.23)
Let
V ε2 (z, w) = V2(z) + εV3(z, w)
Similar to (4.11), from (4.20), (4.21), and (4.22), we have
LεuV ε3 (z, w) ≤ 2K5 −
β|z|2
2
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for sufficiently small ε. As a result,
Ez,wV
ε
3 (Z
ε(t), ξε(t)) =V ε3 (z, w) + Ez,w
∫ t
0
LεmtV ε3 (Zε(ds), ξε(s))ds
≤V ε3 (z, w) + 2K5t−
β
2
∫ t
0
Ez,w|Zε(t)|2,
(4.24)
which leads to
β
2
∫ t
0
Ez,w|Zε(t)|2 ≤ V ε3 (z, w) + 2K5t
The first claim of the lemma follows directly from the above estimate. The second claim can
be derived by applying Itoˆ’s formula for V2(z) to (2.7) and then proceeding like (4.24).
Lemma 4.3. There is a K˜ > 0 such that∣∣∣∣Ez,w[ lnV (Zε(T ))]− lnV (z)− Ez,w ∫ T
0
Lmt lnV (Zε(t), ξε(t))dt
∣∣∣∣ ≤ K˜(1 + T )ε.
for any admissible relaxed control m(·).
Proof. Let
g1(z, w) =
∫
S
χ(w, dw˜)
∂(ln V (z))
∂z
· F (z, w˜),
and
g2(z, w) =
∫
S
χ(w, dw˜)
[
∂g1(z, w)
∂z
F (x, w˜) +
∂(ln V (z))
∂z
·G(x, u)−Lu lnV (z)
]
.
Note that g2 does not depend on u since there is no u dependence in
∂(ln V (z))
∂z
·G(x, u)−Lu lnV (z) = 1
2
a11c
2
2x
2 + a22c
2
1y
2 + 2a12c1c2xy
(1 + c2x+ c1y)2
− c2xa11 + c1ya22
1 + c2x+ c1y
.
Moreover, direct calculations show that
∂(ln V (z))
∂z
·F (z, w) and g1(z, w)
∂z
·F (x, y) are bounded
along with
∂(ln V (z))
∂z
·G(x, u)−Lu lnV (z). Consequently, gi(z, w), i = 1, 2 are also bounded
in R2,◦+ × S. As a result, we have from [8, Formula (4.21)] that∣∣∣Lεu[lnV (z) + εg1(z, w) + ε2g2(z, w)]− Lu lnV (z)∣∣∣ ≤ K6ε for all (z, w) ∈ R2,◦+ × S
for some constant K6 > 0 independent of m. Combining this and the equality
Ez,w
[
lnV (Zε(T )) + εg1(Z
ε(T ), ξε(T )) + ε2g2(Z
ε(T ), ξε(T ))
]
= lnV (z) + εg1(z, w) + ε
2g2(z, w)
+ Ez,w
∫ T
0
Lεmt [lnV (Zε(t)) + εg1(Zε(t), ξε(t)) + ε2g2(Zε(t), ξε(t))]dt,
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we obtain∣∣∣∣Ez,w[ lnV (Zε(T )) + εg1(Zε(T ), ξε(T )) + ε2g2(Zε(T ), ξε(t))]
− lnV (z)− εg1(z, w)− ε2g2(z, w)− Ez,w
∫ T
0
Lmt [lnV (Zε(t), ξε(t))]dt
∣∣∣∣ ≤ K6Tε.
By the boundedness of gi(z, w), i = 1, 2, we deduce that∣∣∣∣Ez,w[ lnV (Zε(T ))]− lnV (z)− Ez,w ∫ T
0
Lmt [lnV (Zε(t), ξε(t))]dt
∣∣∣∣ ≤ (K6T +K7)ε.
for some K7 > 0. The lemma is therefore proved.
Define f, g : R2+ 7→ R by
f(x, y) = p1
(
a1 − b1x− c1y
)
+ p2
(− a2 − b2y + c2x) (4.25)
and
g(x, y) =
c2x(a1 − b1x) + c1y(a2 − b2y)
1 + c2x+ c1y
− 1
2
a11c
2
2x
2 + a22c
2
1y
2 + 2a12c1c2xy
(1 + c2x+ c1y)2
. (4.26)
Lemma 4.4. For any H > 0 and k0 > 1, there exist T1 = T1(H, ε0, k0) > 0 and δ =
δ(H, ε0, k0) > 0 such that for any admissible control m(·), and z ∈ Dδ,H := ([0, H ]× [0, δ])∪
([0, δ]× [0, H ]), we have
1
t
∫ t
0
Ezf(Z(s))ds > 9λ, and
1
t
∫ t
0
Ezg(Z(s))ds ≤ λ, ∀ t ∈ [T1, T2],
and
1
t
∫ t
0
Ezh(Y (s))ds ≤ λ
p2M
, ∀ t ∈ [T1, T2]
where T2 = (k0 + 1)T1 and λ is defined in (4.3).
The results in this lemma are obtained by analyzing the behavior of Z(t) near the bound-
ary. The proof is postponed to the appendix.
Lemma 4.5. With H, k0, T1, T2, δ as given in Lemma 4.4, there is an ε3 > 0, θ ∈ (0, 1) such
that for any ε ∈ (0, ε3). Let D◦δ,H = ((0, H ]× (0, δ]) ∪ ((0, δ] × (0, H ]). For any admissible
control m(·), (z, w) ∈ Dδ,H × S, we have
Ez,w [V
ε(Zε(t), ξε(t))]θ ≤ e−λθt[V ε(z, w)]θ, t ∈ [T1, T2].
Proof. Since Dδ,H is a compact set, by virtue of Lemma 4.4 and [17, Theorem 5], (which tell
us we can approximate solutions to (2.5) by the corresponding solutions to (2.7)), there is an
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ε2 > 0 such that for any ε ∈ (0, ε2), and for any admissible control m(·), (z, w) ∈ Dδ,H × S,
we have
1
t
∫ t
0
Ez,wf(Z
ε(s))ds > 8λ, t ∈ [T1, T2], (4.27)
1
t
∫ t
0
Ez,wg(Z
ε(s))ds < 2λ, t ∈ [T1, T2], (4.28)
and
1
t
∫ t
0
Ezh(Y
ε(s))ds ≤ 2 λ
p2M
, ∀ t ∈ [T1, T2]. (4.29)
Note that f and g are not bounded. Thus (4.27) and (4.28) do not follow from the weak
convergence of Zε(·) to Z(·). However, f and g have linear growth rates. Thus, (4.27) and
(4.28) can still be obtained from the uniform integrability in Lemma 4.2 combined with the
weak convergence.
On the other hand,
Lu lnV (z, w) =− f(z) + g(z)− c1yh(y)u
1 + c2x+ c1y
+ p2h(y)u
≤− f(z) + g(z) +Mp2h(y).
(4.30)
It follows from (4.27), (4.28), (4.29), and (4.30) that
1
t
∫ t
0
Ez,wLmt lnV (Zε(s), ξε(s))ds ≤ −4λ, t ∈ [T1, T2], z ∈ D◦δ,H , ε < ε2 (4.31)
for any admissible control. In view of (4.31) and Lemma 4.3, when ε is sufficiently small, we
have
Ez,w
[
lnV (Zε(t))
]− lnV (z) ≤ −3λt, t ∈ [T, k0T ], z ∈ D◦δ,H. (4.32)
Combining (4.32) and (4.9), we have that
Ez,w
[
lnV ε(Zε(t))
]− lnV ε(z) ≤ −2λt, t ∈ [T, k0T ], z ∈ D◦δ,H
if ε is sufficiently small. Let
Υεz,w(t) = lnV
ε(Zε(t), ξε(t))− lnV ε(Zε(0), ξε(0)).
By (4.12) and Lemma 4.1, there is a K̂ depending only on T1, T2 and H such that
max
{
Ez,w exp(−Υε(t)),Ez,w exp(Υε(t))
}
< K̂, z ∈ D◦δ,H, w ∈ S, t ∈ [T1, T2]
for any admissible control. By Lemma A.1, there is a K̂2 > 0 such that
ln
(
Ez,w
[
V ε(Zε(t), ξε(t))
V (z, w)
]θ)
= ln (Ez,w exp(θΥ
ε(t)))
≤θEz,wΥε(t) + θ2K̂2
≤− 2λθt+ θ2K̂2, (z, w) ∈ D◦δ,H × S, t ∈ [T1, T2], θ ∈ [0, 0.5].
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Letting θ = λT1[K̂2]
−1 ∧ 0.5, we have
Ez,w [V
ε(Zε(t), ξε(t))]θ ≤ e−λθt[V ε(z, w)]θ, (z, w) ∈ D◦δ,H × S, t ∈ [T1, T2].
Lemma 4.6. Let θ satisfy the conclusion of Lemma 4.5. There are q ∈ (0, 1) and C > 0
such that
Ez,w [V
ε(Zε(T2), ξ
ε(T2))]
θ ≤ q[V ε(z, w)]θ + C,
for any relaxed Markov control uε ∈ PMε when ε is sufficiently small.
Proof. Applying Jensen’s inequality to (4.12) and (4.13), we have that for t ≥ 0,
Ez,we
θ(t∧τε) [V ε(Zε(t ∧ τ ε), ξε(t ∧ τ ε))]θ ≤ [V ε(z, w)]θ (4.33)
and
Ez,w [V
ε(Zε(t), ξε(t))]θ ≤ e(H1+2)θt[V ε(z, w)]θ. (4.34)
Since D˜δ,H := (0, H ]
2 \Dδ,H is a compact subset of R2,◦+ ,
C := e(H1+2)θT2 sup
z∈D˜δ,H ,w∈S
[V ε(z, w)]θ <∞.
By virtue of (4.34) and Lemma 4.4, we have
Ez,w [V
ε(Zε(t), ξε(t))]θ ≤ C + e−θλ[V ε(z, w)]θ, ∀ (z, w) ∈ (0, H ]2 × S, t ∈ [T1, T2]. (4.35)
We have the following estimate.
Ez,we
θ(T2∧τε) [V ε(Zε(T2 ∧ τ ε), ξε(T2 ∧ τ ε))]θ
=Ez,w1{τε<k0T1}e
λ(T2∧τε) [V ε(Zε(T2 ∧ τ ε), ξε(T2 ∧ τ ε))]θ
+ Ez,w1{k0T1≤τε<T2}e
θλ(T2∧τε) [V ε(Zε(T2 ∧ τ ε), ξε(T2 ∧ τ ε))]θ
+ Ez,w1{τε≥T2}e
θλ(T2∧τε) [V ε(Zε(T2 ∧ τ ε), ξε(T2 ∧ τ ε))]θ
≥Ez,w1{τε≤k0T1} [V ε(Zε(τ ε), ξε(τ ε))]θ
+ eθλ2k0TEz,w1{k0T≤τε<T2}[V
ε(Zε(τ ε), ξε(τ ε))]θ
+ eθλ2T2Ez,w1{τε≥T2}[V
ε(Zε(T2), ξ
ε(T2))]
θ.
(4.36)
With a relaxed Markov control uε ∈ PMε, the process (Zε(t), ξε(t)) is a Markov-Feller
process. Thus, we have from (4.35) that
Ez,w1{τε≤k0T1} [V
ε(Zε(T2), ξ
ε(T2))]
θ
≤Ez,w1{τε≤k0T1}[C + e−θλ(T2−τ
ε) [V ε(Zε(τ ε), ξε(τ ε))]θ
≤C + e−θλT1Ez,w1{τε≤k0T2} [V ε(Zε(τ ε), ξε(τ ε))]θ .
(4.37)
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Similarly, it follows from (4.34) and the inequality (H1 + 2)T ≤ λ(k0 − 1) that
Ez,w1{k0T1≤τε≤T2} [V
ε(Zε(T2), ξ
ε(T2))]
θ
≤Ez,w1{k0T1≤τε≤T2}eθ(H1+2)λ(T2−τ
ε) [V ε(Zε(τ ε), ξε(τ ε))]θ
≤e(H1+2)θT1Ez,w1{k0T1≤τε≤T2} [V ε(Zε(τ ε), ξε(τ ε))]θ
≤e−θλT1eθλk0T1Ez,w1{k0T1≤τε≤T2} [V ε(Zε(τ ε), ξε(τ ε))]θ .
(4.38)
Moreover,
Ez,w1{τε≥T2}[V
ε(Zε(T2), ξ
ε(T2))]
θ = e−θλT1eθλT2Ez,w1{τε≥T2}[V
ε(Zε(T2), ξ
ε(T2))]
θ. (4.39)
Owing to (4.37), (4.38), and (4.39), we have
Ez,w[V
ε(Zε(T2), ξ
ε(T2))]
θ ≤ C + e−θλT1Ez,weθ(T2∧τε) [V ε(Zε(T2 ∧ τ ε), ξε(T2 ∧ τ ε))]θ .
This together with (4.33) concludes the proof with q = e−θλT1 .
Theorem 4.1. With q and C given in Lemma 4.6, for sufficiently small ε, we have
Ez,w [V
ε(Zε(t), ξε(t))]θ ≤ e(H1+2)T2qt/(2T2)[V ε(z, w)]θ + C
1− q , (4.40)
for any relaxed Markov control u ∈ PMε.
Proof. By the Markov property, we have
Ez,w [V
ε(Zε((k + 1)T2), ξ
ε((k + 1)T2))]
θ ≤ qEz,w [V ε(Zε(kT2), ξε(kT2))]θ + C, k ∈ N.
Using this inequality recursively, we obtain
Ez,w [V
ε(Zε(kT2), ξ
ε(kT2))]
θ ≤ qn[V ε(z, w)]θ + C(1− q
n)
1− q . (4.41)
The assertion of this theorem follows from (4.41) and (4.34)
Proof of Theorem 3.2. Since
lim
r→∞
(
inf
{|z|∨x−1∨y−1>r,w∈S}
[V ε(z, w)]θ
)
=∞, and q < 1,
the conclusion of Theorem 4.1 clearly implies Condition (C1). Theorem 3.2 is therefore
proved.
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5 Concluding Remarks
Our main effort in this paper is to demonstrate that we can obtain near-optimal policies for
average-cost per unit time yield for a predator-prey model under fast-varying jump noise by
using a near optimal strategy of a controlled diffusion model. Due to the technical complexity
of the proofs, we made some simplifications in the model in order to facilitate the presentation
but still preserve important properties of the model. The main result, Theorem 3.2 still hold
true if the following generalizations are made.
(a) The coefficients ai, bi, ci, i = 1, 2 depend on the state of ξ
ε(t).
(b) The wideband noise in (1.1), which is linear in the current setup, can be replaced by
nonlinear terms.
(c) The assumption on ξ(t) in Section 2 can be reduced to the condition that ξ(t) a
stationary zero mean process which is either (i) strongly mixing, right continuous
and bounded, with the mixing rate function φ(·) satisfying ∫∞
0
φ1/2(s)ds < ∞, or (ii)
stationary Gauss-Markov with an integrable correlation function as in [17].
With the generalization specified in (a) above, the proofs carry over, although the nota-
tions are more complicated. With (b), we need some additional conditions imposed on the
wideband noise parts to obtain certain boundedness of the solutions to the limit diffusion
equation.
Throughout the paper, we assume that ξ(t) is an ergodic Markov process, under which we
can utilize the Fredholm alternative to construct Lyapunov functions for the wideband noise
model (1.1) based on those for the controlled diffusion (2.4). If that assumption is replaced
by (c), it is slightly more complicated to construct Lyapunov functions for the wideband
noise model (1.1). However, it is doable using the perturbed Lyapunov method in [17]. In
such a setup, however, we need to work mainly with convergence of probability measures.
In this paper, we consider the situation that only the predator is harvested. It is also inter-
esting to deal with the optimization problem of harvesting both species under the constraint
that the extinction of each species is avoided. Moreover, time-average optimal harvesting
problems for different ecological models also deserve careful study. Our methods can be
generalized to treat harvested ecological models of higher dimensions.
A Appendix
This appendix provides several technical results. These results are collected in a number of
lemmas.
Lemma A.1. Let Y be a random variable, θ0 > 0 a constant, and suppose
E exp(θ0Y ) + E exp(−θ0Y ) ≤ K1.
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Then the log-Laplace transform φ(θ) = lnE exp(θY ) is twice differentiable on
[
0, θ0
2
)
and
dφ
dθ
(0) = EY, and 0 ≤ d
2φ
dθ2
(θ) ≤ K2 , θ ∈
[
0,
θ0
2
)
for some K2 > 0 depending only on K1 and θ0. Moreover,
φ(θ) ≤ θEY + θ2K2, for θ ∈ [0, 0.5θ0).
Proof. The lemma is proved in [23].
Lemma A.2. For any p > 0 and T > 0, H > 0, there is a κp,T > 0 such that for any
admissible control m(·), we have
Ez(1 + |Zt|)p ≤ κp,T , t ∈ [0, T ], z ∈ [0, H ]2. (A.1)
Moreover,
Ez|Xt|2 ≤ x2κ2T , Ez|Yt|2 ≤ y2κ2T , t ∈ [0, T ], z ∈ [0, H ]2. (A.2)
Proof. By a straightforward computation, we can show that
Lu(1 + c2x+ c1y)p ≤ Cp(1 + c2x+ c1y)p, z ∈ R2+.
This implies that
Ex(1 + c2X(t) + c1Y (t))
p ≤ eCpt(1 + c2x+ c1y)p.
Choosing a suitable κp,T , we obtain (A.1). Now, using the function U(z) = (1+c2x+c1y)
px2,
LuU(z) =U(z)
[
p
c2(a1 − b1x) + c1(−a2 − h(y)u− b2y)
1 + c2x+ c1y
+ 2(a1 − b1x)
]
+ U(z)
[
p− 1
2
a11c
2
2x
2 + a22c
2
1y
2 + 2a12c1c2xy
(1 + c2x+ c1y)2
+ a11 + 2p
(a11 + a12)c2x+ (a12 + a22)
(1 + c2x+ c1y)
]
When p > 0 is sufficiently large, it can be seen that there is a C˜p > 0 satisfying
LuU(z) ≤ C˜pU(z), for z ∈ R2,◦+ . (A.3)
Thus,
Ez|X(t)|2 ≤ EzU(Z(t)) ≤ U(z)eC˜pt ≤ x2(1 + c2x+ c1y)peC˜pt.
The above estimate and a similar estimate for Ez|Y (t)|2 lead to (A.2).
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Let f(·) and g(·) be defined as in (4.25) and (4.26). Since f(z), g(z), h(y) are Lipschitz,
there is a ℓ > 0 such that
|f(z)− f(z˜)| ∨ |g(z)− g(z˜)| ≤ ℓ(|z − z˜|), z, z˜ ∈ R2+ (A.4)
and
|h(y)− h(y˜)| ≤ ℓ(|y − y˜|), y, y˜ ≥ 0. (A.5)
Lemma A.3. Let X˜(t) > 0 and Y˜ (t) > 0 satisfy{
dX˜(t) = X˜(t)
[
a1 − b1X˜(t)
]
dt + X˜(t)(σ11dW1(t) + σ12dW2(t))
dY˜ (t) = Y˜ (t)
[
−a2
2
− a22 − b2Y˜ (t)
]
dt+ Y˜ (t)(σ12dW1(t) + σ22dW2(t)).
(A.6)
Then there exists a T0 > 0 such that
1
t
∫ t
0
Exf(X˜(s), 0)ds ≥ 10λ; 1
t
∫ t
0
Exg(X˜(s), 0)ds ≤ λ
2
; (A.7)
and
1
t
∫ t
0
EyY˜ (s)ds ≤ λ
2(1 +M)ℓ
(A.8)
for any t > T0 and x, y ∈ [0, H ].
Proof. Define the occupation measure
πxt (·) =
∫ t
0
Px{X˜(s) ∈ ·}ds
Let d1 and d2 > 0 be such that
x(a1 − b1x) ≤ d1 − x− d2x2 for any x ∈ R+ (A.9)
Then we have
ExX˜(t) =x+ Ex
∫ t
0
X˜(s)
[
a1 − b1X˜(s)
]
ds
=x+ d1t− d2Ex
∫ t
0
X˜2(s)ds,
which leads to
Ex
∫ t
0
X˜2(s)ds ≤ x
d2t
+ d1 ≤ 2H
d2t
+ d1, x ∈ [0, H ]. (A.10)
On the other hand, it follows from Itoˆ’s formula that
Exe
tX˜(t) =x+ Ex
∫ t
0
es
(
X(s) +X(s)(a1 − b1X(s))
)
ds
≤x+ d1Ez
∫ t
0
esds
≤x+ d1et,
21
which implies
ExX˜(t) ≤ xe−t + d1. (A.11)
We have from Itoˆ’s formula that
Ex ln(1 + c2X˜(t)) = ln(1 + c2x) + Ez
∫ t
0
g(X˜(s), 0)ds. (A.12)
In view of (A.11), we have that
lim
t→∞
Ex ln(1 + c2X˜(t))
t
= 0 uniformly for x ∈ [0, H ]. (A.13)
Owing to (A.11) and (A.12), we have
lim
t→∞
1
t
Ex
∫ t
0
g(X˜(s), 0)ds = 0 uniformly for x ∈ [0, H ]. (A.14)
To proceed, note that the process {X˜(t)} has exactly two ergodic invariant probability
measures on R+: δ0, the Dirac measure concentrated on 0 and µ
∗ on (0,∞) (see [12] for the
density of µ∗), while {Y˜ (t)} admits δ0 as its unique invariant probability measures on R+.
Thus, every invariant probability measures ν of {X˜(t)} has the form ν = δδ0+ (1− δ)µ∗ for
some δ ∈ [0, 1]. Direct calculations show that∫
R+
f(x, 0)δ(dx) = p1a1 − p2a2 > 10λ,
and ∫
R+
f(x, 0)µ∗(dx) = p2
(
−a2 + a1c2
b1
)
> 10λ.
Thus, for any invariant probability measures ν of {X˜(t)}, we have∫
R+
f(x, 0)ν(dx) > 10λ. (A.15)
We now prove that there is a T˜1 > 0 such that
1
t
∫ t
0
Exf(X˜(s), 0)ds ≥ 10λ for t ≥ T˜1, x ∈ [0, H ]. (A.16)
Suppose this claim is false, then we can find xn ∈ [0, H ], tn > 0 such that limn→∞ tn = ∞
and ∫ ∞
0
f(x˜, 0)πxntn (dx˜) < 10λ.
In view of (A.10), the family {πxntn , n ∈ N} is tight in R+. We can extract a subsequence,
still denoted by {πxntn }, that converges weakly to a probability measure ν. Since πxt is the
empirical measure of the process X˜(t), it is well-known that ν is an invariant probability
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measure on R+ of the process {X˜(t)}. By (A.15) and the uniform integrability (A.10).
we must have limn→∞
∫
R+
f(x˜, 0)πxntn (dx˜) =
∫
R+
f(x˜, 0)ν˜(dx˜) > 10λ, which contradicts the
assumption. On the other hand, Since δ0 is the unique invariant probability measure of
Y˜ (t) in R+, similar arguments show that there exists T˜2 > 0 such that (A.8) holds for
t ≥ T˜2, y ∈ [0, H ]. Combining this, (A.14), and (A.16), we obtain the desired results.
Lemma A.4. For any H > 0 and T > 0, there exists a κ˜T depending on H and T such that
Ez|X(t)− X˜(t)| ≤ κ˜T√y, (A.17)
and
EzY (t) ≤ EzY˜ (t) + κ˜Tx (A.18)
for any z ∈ [0, H ]2 and for any admissible relaxed control.
Proof.
d[X(t)− X˜(t)] =[X(t)− X˜(t)][a1 − b1(X˜(t) +X(t))]dt− c3X(t)Y (t)dt
+ [X(t)− X˜(t)](σ12dW1(t) + σ22dW2(t)).
By Ho¨lder’s inequality and (A.1) and (A.2), we have for any s ∈ [0, T ], z ∈ [0, H ]2 that
Ez
∣∣∣(X(s)− X˜(s))X(s)Y (s)∣∣∣ ≤ [Ez(X(s)− X˜(s))2] 12 [EzX4(s))] 14 [EzY 4(s)] 14 ≤ κ˜1y
for some κ˜1 depending only on H and T . Applying Itoˆ’s formula yields
Ez[X(t)− X˜(t)]2 =Ez
∫ t
0
[X(s)− X˜(s)]2[2a1 + a11 − 2b1(X˜(s) +X(s))]ds
− 2c3Ez
∫ t
0
(X(t)− X˜(s))X(s)Y (s)ds
≤(2a1 + a11)Ez
∫ t
0
[X(s)− X˜(s)]2 + 2c3κ˜1Ty.
An application of Gronwall’s inequality leads to
Ez[X(t)− X˜(t)]2 ≤ 2c3κ˜1Tye(2a1+a11)t, t ∈ [0, T ].
Subsequently, (A.17) is obtained by applying Holder’s inequality to the estimate above.
Let U(z) and C˜p be as in Lemma A.2, and ζ = inf
{
t ≥ 0 : U(Z(t)) ≥ a
2
2
4
}
. If t < ζ then
X(t) ≤ a2
2
. Thus, by a comparison theorem, Pz{Y (t) ≤ Y˜ (t), t ≤ ζ} = 1. By virtue of Itoˆ’s
formula,
EzU(Z(t ∧ ζ)) ≤ U(z) + C˜pEz
∫ t∧ζ
0
U(Z(s))ds
≤ U(z) + C˜pEz
∫ t
0
U(Z(s ∧ ζ))ds.
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In view of Gronwall’s inequality, we have
EzU(Z(t ∧ ζ)) ≤ U(z)eC˜pt.
Thus, for z ∈ [0, H ]2, we have
Pz{ζ < T} ≤ (1 + c2x+ c1y)x24e
C˜pt
a22
≤ κ˜2x2
for some κ˜2 depending on H and T . As a result,
EzY (s)ds ≤Ez1{ζ<t}Y˜ (t) + Ez1{ζ<t}Y (t)
≤EzY˜ (t) +
(
Pz{ζ < t}Ez [Y (t)]2
) 1
2
≤EzY˜ (t) + κ˜4x
for some κ˜4 depending only on H and T .
Proof of Lemma 4.4. We shall show that
1
t
∫ t
0
Ezf(Z(s))ds ≥ 9λ, t ∈ [T1, T2]
when z ∈ [0, H ]2 and either x or y is sufficiently small. The other claims can be proved
similarly. As a result of (A.4), (A.2), (A.7) and (A.17), we have for t ∈ [T1, T2] that
1
t
∫ t
0
Ezf(Z(s))ds ≥1
t
∫ t
0
Exf(X˜(s), 0)ds−
∣∣∣∣1t
∫ t
0
Exf(X˜(s), 0)ds− 1
t
∫ t
0
Exf(Z(s))ds
∣∣∣∣
≥1
t
∫ t
0
Exf(X˜(s), 0)ds− ℓ
t
∫ t
0
Ez|X˜(s)−X(s)|ds− ℓ
t
∫ t
0
EzY (s)ds
≥10λ− ℓ(κ˜T2
√
y + κT2y)
≥9λ
when z ∈ [0, H ]2 and y is sufficiently small. Similarly, by (A.4), (A.2), and (A.18), we have
1
t
∫ t
0
Ezf(Z(s))ds ≥f(0, 0)− 1
t
∫ t
0
Ez |f(0, 0)− f(Z(s))| ds
≥f(0, 0)− ℓ
t
∫ t
0
Ez
(
X(s) + Y (s)
)
ds
≥f(0, 0)− λ− ℓ(κT2x+ κ˜T2x)
≥9λ
when z ∈ [0, H ]2 and x is sufficiently small. Similarly, using (A.7), (A.8), and (A.5), we can
prove the remaining results of Lemma 4.4.
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Proof of Lemma 3.3. Similar to (4.23), we have
LuV2(z) ≤ K5 − β|z|2, for any z ∈ R2+.
Thus,
V2(Z(t))
t
≤ V2(z)
t
+K5t− β 1
t
∫ t
0
|Z(s)|2ds+ M˜(t)
t
(A.19)
where
M˜(t) =
∫ t
0
[
c2X(s)(σ11dW1(s) + σ12dW2(s)) + c1Y (t)(σ12dW1(t) + σ22dW2(t))
]
.
By the strong law of large number for martingales,
lim sup
t→∞
(
M(t)− β
2
∫ t
0
|Z(s)|2ds
)
≤ 0 a.s. (A.20)
Since lim inft→∞
V2(Z(t))
t
≥ 0, it follows from (A.19) and (A.20) we obtain that
lim sup
1
t
∫ t
0
|Z(s)|2ds ≤ 2K5
β
a.s.
Since Φ(yh(y)u)) ≤ K6(1 + y) for some K6 > 0, we can easily obtain the desired results:
(3.1) and (3.2).
To show the tightness of the family {ην : ν ∈ ΠRM} in R2,◦+ , we can derive∫
R
2,◦
+
V (z)ην(dz) ≤ C
1− q
from the estimate
Ez[V (Z(t))]
θ ≤ e(H1+2)T2qt/(2T2)[V (z)]θ + C
1− q
where θ and q are constants in Theorem 4.1. The above estimate can be proved in the
same manner as in the proof of Theorem 4.1 with the perturbed Lyapunov function V ε(z, w)
replaced with V (z). Alternatively, it can be shown simply by letting ε→ 0 in (4.40).
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