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Abstract
In this paper, we propose a novel framework for the conductivity transmission problem
in two dimensions with a simply connected inclusion of arbitrary shape. We construct a
collection of harmonic basis functions, associated with the inclusion, based on complex geo-
metric function theory. It is well known that the solvability of the transmission problem can
be established via the boundary integral formulation in which the Neumann-Poincare´ (NP)
operator is involved. The constructed basis leads to explicit series expansions for the re-
lated boundary integral operators. In particular, the NP operator becomes a doubly infinite,
self-adjoint matrix operator, whose entry is given by the Grunsky coefficients corresponding
to the inclusion shape. This matrix formulation provides us a simple numerical scheme to
compute the transmission problem solution and, also, the spectrum of the NP operator for a
smooth domain, by use of the finite section method. The proposed geometric series solution
method requires us to know the exterior conformal mapping associated with the inclusion.
We derive an explicit boundary integral formula, with which the exterior conformal mapping
can be numerically computed, so that one can apply the method for an inclusion of arbitrary
shape. We provide numerical examples to demonstrate the effectiveness of the proposed
method.
Dans cet article, nous proposons un nouveau cadre pour le proble`me de conductivite´
en deux dimensions avec une inclusion de conductivite´ simplement connecte´e et de forme
arbitraire. Base´e sur la the´orie de la fonction ge´ome´trique complexe, nous construisons une
collection des fonctions harmoniques lie´e a` l’inclusion. Le fait que la solvabilite´ du proble`me
de conductivite´ avec une inclusion peut eˆtre e´tablie par l’ope´rateur Neumann-Poincare´ est
bien connu. Avec les fonctions de base construites, l’ope´rateur Neumann-Poincare´ devient
une matrice auto-adjointe en dimension infinie, dont l’entre´e est de´fini par les coefficients de
Grunsky associe´s a` la ge´ome´trie de l’inclusion. Sur la base de cette formulation matricielle,
nous de´rivons un sche´ma nume´rique simple pour calculer la solution du proble`me de trans-
mission et, e´galement, le spectre de l’ope´rateur Neumann-Poincare´ sur les domaines planaires
de forme arbitraire. Nous de´rivons aussi une formule de l’inte´grale au bord explicitement
pour la transformation conforme de l’exte´rieur. Avec cette formule nous pouvons calculer
la transformation conforme de l’exte´rieur des domaines planaires de forme arbitraire. Nous
effectuons des expe´riences nume´riques afin de de´montrer l’efficacite´ de la me´thode.
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1 Introduction
The aim of this paper is to provide an analytical framework for the transmission problem in two
dimensions that is applicable to an object of arbitrary shape. We let Ω be a simply connected
bounded domain in R2 with a piecewise smooth boundary, possibly with corners, where the
background is homogeneous with dielectric constant m and Ω is occupied by a material of
dielectric constant c. We consider the interface problem{
∇ · σ∇u = 0 in R2,
u(x)−H(x) = O(|x|−1) as |x| → ∞ (1.1)
with σ = cχΩ + mχR2\Ω for a given background field H. The symbol χ indicates the charac-
teristic function. The solution u should satisfy the transmission condition
u
∣∣+ = u∣∣− and m∂u
∂ν
∣∣∣+ = c∂u
∂ν
∣∣∣− a.e. on ∂Ω.
Here, ν is the outward unit normal vector on ∂Ω and the symbols + and − indicate the limit
from the exterior and interior of Ω, respectively. We may interpret the conductivity problem as
the quasi-static formulation of electric fields or anti-plane elasticity. In recent years there has
been increased interest in the analysis of the transmission problem in relation to applications in
various areas such as inverse problems, invisibility cloaking, and nano-photonics [2, 8, 28, 29].
A classical way to solve (1.1) is to use the layer potential ansatz
u(x) = H(x) + S∂Ω[ϕ](x), (1.2)
where S∂Ω indicates the single layer potential associated with the fundamental solution to the
Laplacian and ϕ involves the inversion of λI−K∗∂Ω, where λ = c+m2(c−m) and K∗∂Ω is the Neumann–
Poincare´ (NP) operator K∗∂Ω (see [10, 12, 22, 23]). We reserve the mathematical details for the
next section. The boundary integral equation can be numerically solved with high precision
even for domains with corners [17].
In the present paper, we provide a new series solution method to the transmission problem for
a domain of arbitrary shape. When Ω has a simple shape such as a disk or an ellipse, there are
globally defined orthogonal coordinates, namely the polar coordinates or the elliptic coordinates.
In these coordinate systems the transmission problem (1.1) can be solved by analytic series
expansion; see for example [3, 4, 28]. In [3], an algebraic domain, which is the image of the unit
disk under the complex mapping w+ awm for some m ∈ N, a ∈ R, was considered. For a domain
of arbitrary shape, unlike in the case of a disk or an ellipse, an orthogonal coordinate system
can be defined only locally and there is none known that is defined on the whole space R2. This
is the main obstacle when we seek to find the explicit series solution to (1.1). As far as we know,
there has been no previous work that provides a series solution to the transmission problem for
a domain of arbitrary shape. The key idea of our work is to define a curvilinear orthogonal
coordinate system only on the exterior region R \ Ω by using the exterior conformal mapping
associated with Ω. We construct harmonic basis functions in the exterior region that decay
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at infinity by using the coordinates. We then adopt the Faber polynomials, first introduced
by G. Faber in [13], as basis functions on the interior of Ω. It is worth mentioning that the
Faber polynomials have been widely adopted in classical subjects of analysis such as univalent
function theory [9], analytic function approximation [33], and orthogonal polynomial theory [34].
The Grunsky inequalities, which are about the Faber polynomials’ coefficients, were known to
be related to the Fredholm eigenvalue [32]. Recently, the Faber polynomials were applied to
compute the conformal mapping [36].
Our results explicitly reveal the relationship among the layer potential operators, the Faber
polynomials and the Grunsky coefficients. For a set of density basis functions on ∂Ω, namely
{ζm}, which we define in terms of the curvilinear orthogonal coordinates, we derive explicit series
expressions for the single layer potential and the NP operator. Similar consideration holds for
the double layer potential. The results are summarized in Theorem 5.1. One of the remarkable
consequences of our approach is that the NP operator with respect to the basis {ζm} has a
doubly infinite, self-adjoint matrix representation
[K∗∂Ω] =
1
2

...
...
0 0 0 0 µ3,1 µ3,2 µ3,3
· · · 0 0 0 0 µ2,1 µ2,2 µ2,3 · · ·
0 0 0 0 µ1,1 µ1,2 µ1,3
0 0 0 1 0 0 0
µ1,3 µ1,2 µ1,1 0 0 0 0
· · · µ2,3 µ2,2 µ2,1 0 0 0 0 · · ·
µ3,3 µ3,2 µ3,1 0 0 0 0
...
...

. (1.3)
It is worth emphasizing that K∂Ω and K∗∂Ω are identical to the same matrix operator via (two
different sets of) boundary basis functions; see the discussion below Theorem 5.1 for more details.
The matrix formulation of the NP operators provides us a simple numerical scheme to compute
the transmission problem solution and, also, to approximate the spectrum of K∗∂Ω for a smooth
domain, by use of the finite section method.
The proposed method requires us to know the exterior conformal mapping coefficients. We
derive an integral formula for the exterior conformal mapping coefficients. To state the result
more simply, we identify z = x1 + ix2 in C with x = (x1, x2) in R2. We assume that Ψ maps
{w ∈ C : |w| > γ} conformally onto C \ Ω with γ > 0 and that it has Laurent series expansion
Ψ(w) = w + a0 +
a1
w
+
a2
w2
+ · · · . (1.4)
From the Riemann mapping theorem there exist unique γ and Ψ satisfying such properties; see
for example [31, Chapter 1.2]. It turns out (see Theorem 5.2 and its proof in section 5.3) that
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the coefficients satisfy
γ2 =
1
2pi
∫
∂Ω
zϕ(z) dσ(z),
am =
γm−1
2pi
∫
∂Ω
z|ϕ(z)|−m+1(ϕ(z))m dσ(z), m = 0, 1, . . . ,
where
ϕ(z) = (I − 2K∗∂Ω)−1(ν1 + iν2).
This formula leads to a numerical method to compute the exterior conformal mapping coefficients
for a given domain of arbitrary shape (and the interior conformal mapping by reflecting the
domain across a circle). It is worth mentioning that a numerical scheme for computation of the
conformal mapping in terms of the double layer potential was observed in [36].
The rest of the paper is organized as follows. In section 2 we formulate the transmission
problem (1.1) using boundary integrals. Section 3 constructs harmonic basis functions by using
the Faber polynomials. We then define two separable Hilbert spaces on ∂Ω and obtain their
properties in section 4. Section 5 is devoted to deriving series expansions of the single and double
layer potentials and the NP operators. We finally investigate the properties of the NP operators
in the defined Hilbert spaces and provide the numerical scheme to compute the solution to
the transmission problem and the spectrum of K∗∂Ω in section 6, and we conclude with some
discussion.
2 Boundary integral formulation
For ϕ ∈ L2(∂Ω), we define
S∂Ω[ϕ](x) =
∫
∂Ω
Γ(x− y)ϕ(y) dσ(y), x ∈ R2,
D∂Ω[ϕ](x) =
∫
∂Ω
∂
∂νy
Γ(x− y)ϕ(y) dσ(y), x ∈ R2 \ ∂Ω,
where Γ is the fundamental solution to the Laplacian, i.e.,
Γ(x) =
1
2pi
ln |x|
and νy denotes the outward unit normal vector on ∂Ω. We call S∂Ω[ϕ] a single layer potential
and D∂Ω[ϕ] a double layer potential associated with the domain Ω. The Neumann-Poincare´
(NP) operators KΩ and K∗Ω are defined as
K∗∂Ω[ϕ](x) = p.v.
1
2pi
∫
∂Ω
〈x− y, νx〉
|x− y|2 ϕ(y) dσ(y),
K∂Ω[ϕ](x) = p.v. 1
2pi
∫
∂Ω
〈y − x, νy〉
|x− y|2 ϕ(y) dσ(y).
Here p.v denotes the Cauchy principal value. One can easily see that K∗∂Ω is the L2 adjoint of
K∂Ω.
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The single and double layer potentials satisfy the following jump relations on the interface,
as shown in [35]:
S∂Ω[ϕ]
∣∣∣+(x) = S∂Ω[ϕ]∣∣∣−(x) a.e. x ∈ ∂Ω,
∂
∂ν
S∂Ω[ϕ]
∣∣∣±(x) = (±1
2
I +K∗∂Ω
)
[ϕ](x) a.e. x ∈ ∂Ω, (2.1)
D∂Ω[ϕ]
∣∣∣±(x) = (∓1
2
I +K∂Ω
)
[ϕ](x) a.e. x ∈ ∂Ω,
∂
∂ν
D∂Ω[ϕ]
∣∣∣+(x) = ∂
∂ν
D∂Ω[ϕ]
∣∣∣−(x) a.e. x ∈ ∂Ω.
Due to the jump formula (2.1), the solution to (1.1) can be expressed as
u(x) = H(x) + S∂Ω[ϕ](x), x ∈ R2, (2.2)
where ϕ satisfies
ϕ = (λI −K∗∂Ω)−1 [ν · ∇H] on ∂Ω (2.3)
with λ = c+m2(c−m) . For |λ| ≥ 1/2, the operator λI − K∗∂Ω is invertible on L20(∂Ω) [10, 22]; see
[1, 2] for more details and references. Note that λ in (2.3) belongs to the resolvent of K∗∂Ω for
any 0 < c/m 6= 1 <∞.
Let us review some properties of the NP operators. The operator K∂Ω is symmetric in L2(∂Ω)
only for a disk or a ball [27]. However, K∂Ω and K∗∂Ω can be symmetrized using Plemelj’s
symmetrization principle (see [24])
S∂ΩK∗∂Ω = K∂ΩS∂Ω. (2.4)
We denote byH
−1/2
0 (∂Ω) the space of functions u contained inH
−1/2(∂Ω) such that 〈u, 1〉−1/2,1/2 =
0, where 〈·, ·〉−1/2,1/2 is the duality pairing between the Sobolev spaces H−1/2(∂Ω) and H1/2(∂Ω).
The operator K∗∂Ω is self-adjoint in H∗ which is the space H−1/20 (∂Ω) equipped with the new
inner product
〈ϕ,ψ〉H∗ := −〈ϕ,S∂Ω[ψ]〉−1/2,1/2. (2.5)
The spectrum of K∗∂Ω on H∗ lies in (−1/2, 1/2) [11, 14, 22]; see also [21, 25] for the permanence
of the spectrum for the NP operator with different norms. If ∂Ω is C1,α with some α > 0, then
K∗∂D is compact as well as self-adjoint on H∗. Hence, K∗∂Ω has discrete real eigenvalues contained
in (−1/2, 1/2) that accumulate to 0.
Plasmonic materials, of which permittivity has a negative real part and a small loss parameter,
admit the so-called plasmonic resonance when the corresponding λ is very close to the spectrum
of K∗∂Ω. We refer the reader to [4, 5, 18, 19, 20, 30] and references therein for recent results on
the spectral properties of the NP operators and plasmonic resonance.
3 Geometric harmonic basis
In this section, we construct a set of harmonic basis functions based on the exterior conformal
mapping and the Faber polynomials. We introduce only the key properties of Faber polynomials
in this section; however, we offer more information in the appendix in order to make this paper
self-contained.
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3.1 Faber Polynomials
Let z = Ψ(w) be the exterior conformal mapping associated with Ω given by (1.4). The mapping
Ψ uniquely defines a sequence of m-th order monic polynomials {Fm(z)}∞m=0, called the Faber
polynomials, via the generating function relation
Ψ′(w)
Ψ(w)− z =
∞∑
m=0
Fm(z)
wm+1
, z ∈ Ω, |w| > γ. (3.1)
In what follows, ∂Ωr denotes the image of |w| = r (r ≥ γ) under the mapping Ψ(w) and Ωr is
the region enclosed by ∂Ωr. For every fixed z ∈ Ωr with r ≥ γ, the series (3.1) converges in the
domain |w| > r and, furthermore, it uniformly converges in the closed domain |w| ≥ r if z ∈ Ωr
(see [33] for more details). Let us state the properties of Faber polynomials that are the key
technical tools of this paper (see appendix B for the derivation).
• Decomposition of the fundamental solution to the Laplacian:
log(Ψ(w)− z) = logw −
∞∑
m=1
1
m
Fm(z)w
−m, |w| > r, z ∈ Ωr. (3.2)
One can derive this equation by integrating (3.1) with respect to w.
• Series expansion in the region C \ Ω:
Fm(Ψ(w)) = w
m +
∞∑
k=1
cm,kw
−k, m = 1, 2, . . . . (3.3)
The coefficients cm,k are called the Grunsky coefficients.
• Grunsky identity:
kcm,k = mck,m for any m, k ≥ 1. (3.4)
• Bounds on the Grunsky coefficients:
∞∑
k=1
∣∣∣∣∣
√
k
m
cm,k
γm+k
∣∣∣∣∣
2
≤ 1 for any m ≥ 1. (3.5)
Remark 1. Once the coefficients of the exterior conformal mapping γ, a0, a1, a2 . . . are known,
the Faber polynomials and the Grunsky coefficients can be easily computed via the recursion
formulas (B.1) and (C.1) in the appendix.
3.2 Geometric harmonic basis functions
While it is straightforward to find appropriate harmonic basis functions for a circle or an ellipse,
it becomes complicated for a domain with arbitrary geometry. Since the solution to (1.1) is
harmonic in each of the two regions Ω and C \ Ω, we require two sets of basis functions for the
interior and exterior of Ω, separately. We construct two systems satisfying the following:
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(a) Interior harmonic basis, consisting of polynomial functions, such that any harmonic func-
tion in a domain containing Ω can be expressed as a series of these basis functions.
(b) Exterior harmonic basis, consisting of harmonic functions in C\Ω, such that any harmonic
function in C \ Ω which decays like O(|x|−1) as |x| → ∞ can be expressed as a series of
these basis functions.
In addition, we require the two sets of basis functions to have explicit relations on ∂Ω such that
the interior and exterior boundary values of the solution can be matched.
We remind the reader that the Faber polynomials are monic and admit the series expansion
in the exterior region C \Ω in terms of w±k, k ∈ N, as shown in (3.3). Each w−k decays to zero
as |z| → ∞ since w = Ψ−1(z) = z +O(1) and is harmonic (see (4.1)). Because of these reasons
we set
(a) Interior harmonic basis: {Fm(z)}m∈N ,
(b) Exterior harmonic basis: {wm(z)}m∈Z.
Here, wm(z) means the function
(
Ψ−1(z)
)m
.
4 Two Hilbert spaces on ∂Ω: definition and duality
In the previous section we defined the harmonic basis functions in the interior and exterior of the
domain Ω. We recall the reader that the boundary integral formulation (2.2) is involved with
the density function ϕ on ∂Ω satisfying (2.3). In this section we construct a basis for density
functions on ∂Ω with which one can reformulate (2.2) and (2.3) in series form.
First, we introduce the curvilinear coordinate system in the exterior region C \ Ω associated
with the exterior conformal mapping Ψ. Then, we construct basis functions on ∂Ω with the
coordinates and define two Hilbert spaces K±1/2(∂Ω) that are dual to each other and can be
identified with l2(C) via the Fourier series expansions.
4.1 Orthogonal coordinates in C \ Ω
In view of the domain representation using its exterior conformal mapping Ψ, it is natural to
adopt the curvilinear coordinate system generated by z = Ψ(w). To deal with the transmis-
sion condition on ∂Ω in terms of Ψ, the regularity of Ψ up to the boundary ∂Ω should be
assumed. The continuous extension of the conformal mapping to the boundary is well known
(Carathe´odory theorem [7]). When the boundary ∂Ω is C1,α, the exterior conformal mapping
Ψ allows the C1,α extension to ∂Ω by Kellogg-Warschawski theorem [31, Theorem 3.6]. If Ω
has a corner point, then the regularity of Ψ depends on the angle of ∂Ω at the corner point.
The regularity of the interior conformal mapping for a domain with corners is well established
(see for example [31]), and the results can be equivalently translated into the exterior case. We
provide the regularity result for the exterior conformal mapping Ψ in terms of the exterior angles
of corner points in appendix A. Figure 4.1 illustrates the exterior angle at a corner point.
Here and after, we assume that the boundary ∂Ω is a piecewise C1,α Jordan curve, possibly
with a finite number of corner points without inward or outward cusps. We define the coordinate
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απ
Figure 4.1: A domain with one corner point whose exterior angle is αpi.
system which associates each z ∈ C\Ω with the modified polar coordinate (ρ, θ) ∈ [ρ0,∞)×[0, 2pi)
via the relation
z = Ψ(eρ+iθ).
We let Ψ(ρ, θ) to indicate Ψ(eρ+iθ) for convenience.
Denote the scale factors as hρ = |∂Ψ∂ρ | and hθ = |∂Ψ∂θ |. The partial derivatives satisfy i∂Ψ∂ρ = ∂Ψ∂θ
so that {∂Ψ∂ρ , ∂Ψ∂θ } are orthogonal vectors in C and the scale factors coincide. We set
h(ρ, θ) := hρ = hθ.
We remark that the scale factor h(ρ, θ) is integrable on the boundary ∂Ω (for the proof see
Lemma A.3 in the appendix). One can easily show, for a function u defined in the exterior of
Ω, that
∆u =
1
h2(ρ, θ)
(
∂2u
∂ρ2
+
∂2u
∂θ2
)
. (4.1)
On ∂Ω = {Ψ(ρ0, θ) : θ ∈ [0, 2pi)}, the length element is dσ(z) = h(ρ0, θ)dθ for z = Ψ(ρ0, θ).
The exterior normal derivative of u(z) = (u ◦Ψ)(ρ, θ) is
∂u
∂ν
∣∣∣+
∂Ω
(z) =
1
h
∂
∂ρ
u(Ψ(eρ+iθ))
∣∣∣
ρ→ρ+0
. (4.2)
A great advantage of using the coordinate system (ρ, θ) is that, thanks to hρ = hθ, the integration
of the normal derivative for u is simply∫
∂Ω
∂u
∂ν
∣∣∣+
∂Ω
(z) dσ(z) =
∫ 2pi
0
∂u
∂ρ
(ρ0, θ)
∣∣∣
ρ→ρ+0
dθ. (4.3)
4.2 Geometric density basis functions
In this subsection, we set up two systems of density basis functions on ∂Ω whose usage will be
clear in the subsequent sections.
Define for each m ∈ Z the density functionsη˜m(z) = η˜m(Ψ(e
ρ0+iθ)) = eimθ,
ζ˜m(z) = ζ˜m(Ψ(e
ρ0+iθ)) =
eimθ
h(ρ0, θ)
.
(4.4)
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We then normalize them (with respect to the norms that will be defined later) asηm(z) = |m|
− 1
2 η˜m(z),
ζm(z) = |m| 12 ζ˜m(z), m 6= 0.
(4.5)
For m = 0, we set ζ0 = ζ˜0 and η0 = η˜0 = 1. Due to Lemma A.3 in the appendix, we have
h(ρ0, θ),
1
h(ρ0,θ)
∈ L1([0, 2pi]), and, hence,
ζ˜m(z), η˜m(z), ζm(z), ηm(z) ∈ L2(∂Ω). (4.6)
In Figure 4.2, two geometric boundary basis functions η˜1 and ζ˜1 are drawn for a domain
enclosed by a parametrized curve, where the corresponding conformal mapping is computed by
using Theorem 5.2.
Before defining new spaces on ∂Ω, let us consider the Sobolev spaces H±1/2 on the 1-
dimensional torus T1 = R1/2piZ1. We denote by L2(T1) the space consisting of periodic functions
f on T1 such that
‖f‖2L2(T1) =
1
2pi
∫ 2pi
0
|f(θ)|2dθ <∞.
The space L2(T1) can be identified with l2(Z) via the Fourier basis. Similarly, the Sobolev space
H1/2(T1) admits the Fourier series characterization as follows:
H1/2(T1) =
ϕ =
∞∑
m=−∞
ame
imθ
∣∣∣∣ ‖ϕ‖2H1/2(T1) = |a0|2 + ∞∑
m=−∞,m 6=0
|m||am|2 <∞
 .
For each l ∈ H−1/2(T1) = (H1/2(T1))∗, it satisfies
‖l‖2
H−1/2(T1) = |b0|2 +
∞∑
m=−∞,m 6=0
|m|−1|bm|2 <∞, where bm = l(eimθ).
Conversely, for each sequence (bm) ∈ l2(Z) satisfying |b0|2 +
∑∞
m=−∞,m 6=0 |m|−1|bm|2 <∞, there
exists l ∈ H−1/2(T1) such that l(eimθ) = bm for each m. We will define two separable Hilbert
spaces on ∂Ω in a similar manner in the following subsection.
4.3 Definition of the spaces K1/2(∂Ω) and K−1/2(∂Ω)
For the sake of simplicity, we write f(θ) = (f ◦Ψ)(ρ0, θ) for a function f defined on ∂Ω.
Consider the vector space of functions
K−1/2(∂Ω) :=
{
ϕ : ∂Ω→ C
∣∣∣ ∑
m∈Z
|am|2 <∞, am = 1
2pi
∫
∂Ω
ϕηm dσ
}
. (4.7)
We shall consider two functions ϕ1, ϕ2 ∈ K−1/2(∂Ω) equivalent if
1
2pi
∫
∂Ω
ϕ1ηm dσ =
1
2pi
∫
∂Ω
ϕ2ηm dσ for all m ∈ Z.
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We do not distinguish between equivalent functions in K−1/2(∂Ω). Among all functions in the
equivalence class, denoted by [ϕ], containing a given element ϕ ∈ K−1/2(∂Ω), we take the series
expansion with respect to the basis {ζm} as the representative of the class [ϕ]. In other words,
we write
ϕ =
∑
m∈Z
amζm with am =
1
2pi
∫
∂Ω
ϕηm dσ.
Then one can define the inner product and the associated norm in K−1/2(∂Ω) in terms of the
Fourier coefficients with respect to the basis {ζm}. In the same way we define K1/2(∂Ω), by
exchanging the role of {ζm} and {ηm}, as
K1/2(∂Ω) :=
{
ψ : ∂Ω→ C
∣∣∣ ∑
m∈Z
|bm|2 <∞, bm = 1
2pi
∫
∂Ω
ϕζm dσ
}
. (4.8)
For any ψ ∈ K1/2(∂Ω), we can write
ψ =
∑
m∈Z
bmηm with bm =
1
2pi
∫
∂Ω
ϕζm dσ.
(a) Kite-shaped domain Ω (b) Level coordinates curves of Ψ(ρ, θ)}
0 /3 2 /3 4 /3 /3 2
-1.5
-1
-0.5
0
0.5
1
1.5
(c) η˜1(θ) = e
iθ
0 /3 2 /3 4 /3 /3 2
-1.5
-1
-0.5
0
0.5
1
1.5
(d) ζ˜1(θ) = e
iθ/h(θ)
Figure 4.2: A general shaped domain Ω and its geometric boundary basis functions. The domain
Ω is given by the parametrization x(t) = cos(t)+0.65 cos(2t)−0.65, y(t) = 1.5 sin(t), t ∈ [0, 2pi].
(a) illustrates ∂Ω. (b) shows several level curves of curvilinear coordinates (ρ, θ) made by
the exterior conformal mapping associated with Ω, where the coefficients of Ψ are numerically
computed by using Theorem 5.2. (c,d) show the real (dashed) and imaginary part (solid) of the
basis functions.
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We identify the two spaces K−1/2(∂Ω) and K1/2(∂Ω) with l2(C) and define the inner-products
via the boundary bases {ζm} and {ηm}, respectively. The discussion can be summarized as
follows.
Definition 1. We define two Hilbert spaces K−1/2(∂Ω) and K1/2(∂Ω) by (4.7) and (4.8) (quo-
tiented by the equivalence class of the zero function) such that they are isomorphic to l2(C) via
the boundary bases {ζm} and {ηm}, respectively. In other words, they are
K−1/2(∂Ω) =
{
ϕ =
∑
m∈Z
amζm
∣∣∣ ∑
m∈Z
|am|2 <∞
}
,
K1/2(∂Ω) =
{
ψ =
∑
m∈Z
bmηm
∣∣∣ ∑
m∈Z
|bm|2 <∞
}
equipped with the inner products(∑
cmζm,
∑
dmζm
)
−1/2
=
∑
cmdm, (4.9)(∑
cmηm,
∑
dmηm
)
1/2
=
∑
cmdm. (4.10)
For the sake of notational convenience we may simply write K−1/2 and K1/2 for the two spaces.
Let us consider the operator
I(ϕ,ψ) =
1
2pi
∫
∂Ω
ϕ(z)ψ(z) dσ(z) for ϕ ∈ K−1/2, ψ ∈ K1/2.
For any finite combinations of basis functions it holds that I
(∑
|m|≤N amζm,
∑
|m|≤N bmηm
)
=∑
|m|≤N ambm, and hence we have |I(ϕ,ψ)| ≤ ‖ϕ‖K−1/2‖ψ‖K1/2 < ∞. We define a duality
pairing between K−1/2(∂Ω) and K1/2(∂Ω), which is clearly the extension of the L2 pairing:
(ϕ,ψ)−1/2,1/2 =
∞∑
m=−∞
ambm
for ϕ =
∑
amζm ∈ K−1/2(∂Ω) and ψ =
∑
bmηm ∈ K1/2(∂Ω). Clearly, the pair of indexed fami-
lies of functions {ζm} and {ηm} is a complete biorthogonal system for K1/2(∂Ω) and K−1/2(∂Ω).
If the boundary ∂Ω is smooth enough, the space K±1/2(∂Ω) coincides with the classical trace
spaces H±1/2(∂Ω).
Lemma 4.1. Let Ω be a simply connected bounded domain with C1,α boundary with some α > 0.
Then the following relations hold:
K1/2(∂Ω) = H1/2(∂Ω),
K−1/2(∂Ω) = H−1/2(∂Ω).
The norm ‖ · ‖K1/2(∂Ω) is equivalent to ‖ · ‖H1/2(∂Ω) and the norm ‖ · ‖K−1/2(∂Ω) to ‖ · ‖H−1/2(∂Ω).
Moreover, the two duality pairings (·, ·)−1/2,1/2 and 〈·, ·〉−1/2,1/2 coincide.
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Proof. For a general domain D, the space H1/2(∂D) can be characterized as the Hilbert space
of functions u : ∂D → C equipped with the fractional Sobolev-Slobodeckij norm
‖u‖2
H1/2(∂D)
= ‖u‖2L2(∂D) +
∫
∂D
∫
∂D
|u(z)− u(z˜)|2
|z − z˜|2 dσ(z)dσ(z˜) <∞.
Since h and 1/h are non-vanishing continuous on ∂Ω, we deduce that u ∈ H1/2(∂Ω) if and only
if (u ◦ Ψ)(ρ0, ·) ∈ H 12 (T1) and ‖u‖H1/2(∂Ω) ∼ ‖(u ◦ Ψ)(ρ0, ·)‖H1/2(T1). Therefore, we prove the
lemma by considering the Fourier coefficients characterizations of H1/2(T1). 2
5 Boundary integral operators in terms of geometric basis
In this section we derive the series expansions in terms of harmonic basis functions for the
boundary integral operators related to the integral formulation for the transmission problem.
We then apply the results to obtain an explicit formula for the exterior conformal mapping
coefficients.
5.1 Main results
We set S∂Ω[ϕ](z) = S∂Ω[ϕ](x) for x = (x1, x2) and z = x1 + ix2, and other integral operators
are defined in the same way. Here we present our main results. The proof is at the end of this
subsection.
Theorem 5.1 (Series expansion for the boundary integral operators). Assume that Ω is a simply
connected bounded domain in R2 enclosed by a piecewise C1,α Jordan curve, possibly with a finite
number of corner points without inward or outward cusps. Let Fm be the m-th Faber polynomial
of Ω, ci,j be the Grunsky coefficients and z = Ψ(w) = Ψ(e
ρ+iθ) for ρ > ρ0 = ln γ.
(a) We have (for m = 0)
S∂Ω[ζ˜0](z) =
{
ln γ if z ∈ Ω,
ln |w| if z ∈ C \ Ω. (5.1)
For m = 1, 2, . . . , we have
S∂Ω[ζ˜m](z) =

− 1
2mγm
Fm(z) for z ∈ Ω,
− 1
2mγm
( ∞∑
k=1
cm,ke
−k(ρ+iθ) + γ2mem(−ρ+iθ)
)
for z ∈ C \ Ω,
(5.2)
S∂Ω[ζ˜−m](z) =

− 1
2mγm
Fm(z) for z ∈ Ω,
− 1
2mγm
( ∞∑
k=1
cm,ke
−k(ρ−iθ) + γ2mem(−ρ−iθ)
)
for z ∈ C \ Ω.
(5.3)
The series converges uniformly for all (ρ, θ) such that ρ ≥ ρ1 > ρ0.
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(b) We have (for m = 0)
D∂Ω[1](z) =
{
1 for z ∈ Ω,
0 for z ∈ C \ Ω. (5.4)
For m = 1, 2, . . . , we have
D∂Ω[η˜m](z) =

1
2γm
Fm(z) for z ∈ Ω,
1
2γm
( ∞∑
k=1
cm,ke
−k(ρ+iθ) − γ2mem(−ρ+iθ)
)
for z ∈ C \ Ω,
(5.5)
D∂Ω[η˜−m](z) =

1
2γm
Fm(z) for z ∈ Ω,
1
2γm
( ∞∑
k=1
cm,ke
−k(ρ−iθ) − γ2mem(−ρ−iθ)
)
for z ∈ C \ Ω.
(5.6)
The series converges uniformly for all (ρ, θ) such that ρ ≥ ρ1 > ρ0.
(c) We have (for m = 0)
K∗∂Ω[ζ0] =
1
2
ζ0, K∂Ω[1] = 1
2
. (5.7)
For m = 1, 2, · · ·
K∗∂Ω[ζm](θ) =
1
2
∞∑
k=1
√
m√
k
ck,m
γm+k
ζ−k(θ), K∗∂Ω[ζ−m](θ) =
1
2
∞∑
k=1
√
m√
k
ck,m
γm+k
ζk(θ), (5.8)
K∂Ω[ηm](θ) = 1
2
∞∑
k=1
√
k√
m
cm,k
γm+k
η−k(θ), K∂Ω[η−m](θ) = 1
2
∞∑
k=1
√
k√
m
cm,k
γm+k
ηk(θ). (5.9)
The infinite series converges either in K1/2(∂Ω) or in K−1/2(∂Ω).
The coefficients in the equations (5.8) and (5.9) are symmetric due to the Grunsky identity
(3.4). In other words, the double indexed coefficient
µk,m =
√
m
k
ck,m
γm+k
, k,m ≥ 1, (5.10)
satisfies
µk,m = µm,k for all m, k ≥ 1. (5.11)
The bound (3.5) implies that
∞∑
k=1
|µm,k|2 =
∞∑
k=1
|µk,m|2 ≤ 1 for all m ≥ 1. (5.12)
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Using the modified Grunsky coefficients (5.10), the formulas (5.8) and (5.9) become simpler: for
m = 1, 2, · · · ,
K∗∂Ω[ζm](θ) =
1
2
∞∑
k=1
µk,m ζ−k(θ), K∗∂Ω[ζ−m](θ) =
1
2
∞∑
k=1
µk,m ζk(θ), (5.13)
K∂Ω[ηm](θ) = 1
2
∞∑
k=1
µm,kη−k(θ), K∂Ω[η−m](θ) = 1
2
∞∑
k=1
µm,kηk(θ). (5.14)
It follows directly that K∗∂Ω is self-adjoint on K−1/2(∂Ω) (and K∂Ω on K1/2(∂Ω)) thanks to
(5.11).
We may identify each ϕ =
∑
m∈Z amζm ∈ K−1/2(∂Ω) with (am) ∈ l2(Z) and the operator
K∗∂Ω : K−1/2(∂Ω)→ K−1/2(∂Ω) with the bounded linear operator [K∗∂Ω] : l2(Z)→ l2(Z). Using
(5.12), it is easy to see that∥∥K∗∂Ω∥∥K−1/2→K−1/2 = ∥∥[K∗∂Ω]∥∥l2→l2 ≤ 12 . (5.15)
The matrix corresponding to K∗∂Ω : K−1/2(∂Ω) → K−1/2(∂Ω) via the basis set {ζm}m∈Z (or
equivalently the matrix of [K∗∂Ω] : l2(Z) → l2(Z)) is a self-adjoint, doubly infinite matrix given
by (1.3). In the same way, we can identify K∂Ω : K1/2(∂Ω) → K1/2(∂Ω) with the operator
[K∂Ω] : l2(C)→ l2(C). Hence we have the following:
[K∂Ω] = [K∗∂Ω]. (5.16)
Since K∗∂Ω is self-adjoint on K−1/2(∂Ω), the spectrum of K∗∂Ω on K−1/2(∂Ω) lies in [−1/2, 1/2]
from (5.15). For a C1,α domain, it holds that H−1/2(∂Ω) = K−1/2(∂Ω) and, hence, the spectrum
of K∗∂Ω on H∗ and K∗∂Ω on K−1/2(∂Ω) coincide.
Therefore, the result is in accordance with the fact that the spectrum of K∗∂Ω on H∗ lies in
(−1/2, 1/2) [22].
Proof of Theorem 5.1. First, we compute S∂Ω[ζ˜0]. We set z = Ψ(w) ∈ C \ Ω and use (3.3)
and (3.2) to derive
S∂Ω[ζ˜0](z) = 1
2pi
∫
∂Ω
ln |z − z˜| 1
h(ρ, θ˜)
dσ(z˜)
= Re
{
1
2pi
∫ 2pi
0
log(Ψ(w)−Ψ(γeiθ˜))
}
dθ˜
= lim
r→γ+
Re
{
1
2pi
∫ 2pi
0
log(Ψ(w)−Ψ(reiθ˜))dθ˜
}
= lim
r→γ+
Re{logw} = ln |w|.
Indeed, we have 12pi
∫ 2pi
0 Fn(Ψ(re
iθ˜))dθ˜ = 0 for r > γ, n ∈ N because the series in (3.3) has a zero
constant term. From the continuity of the single layer potential (5.1) follows. By applying the
jump relations (2.1) to (5.1) we obtain
K∗∂Ω[ζ0] =
1
2
ζ0. (5.17)
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Second, we expand the single layer potential on ∂Ω by the geometric basis {ζ±m}m∈N. We
use the fact that for ϕ ∈ H−1/20 (∂Ω), the function u := S∂Ω[ϕ] is the unique solution to the
transmission problem 
∆u = 0 in R2 \ ∂Ω,
u
∣∣+ − u∣∣− = 0 a.e. on ∂Ω,
∂u
∂ν
∣∣∣+ − ∂u
∂ν
∣∣∣− = ϕ a.e. on ∂Ω,
u(x) = O(|x|−1) as |x| → ∞.
(5.18)
If we set u as
u(z) =
Fm(z) for z ∈ Ω,Fm(z)− wm + γ2mw−m for z ∈ C \ Ω,
then it satisfies (5.18) with
ϕ(z) =
∂u
∂ν
∣∣∣
+
− ∂u
∂ν
∣∣∣
−
=
∂
∂ν
(
−wm + γ2mw−m
) ∣∣∣
+
= −2mγmζ˜m(θ) a.e. on ∂Ω.
Indeed, the above equation holds for z ∈ ∂Ω which is not a corner point (see Lemma A.3 for
differentiability). Therefore, for each m = 1, 2, . . . it holds that
S∂Ω[ζ˜m](z) =

− 1
2mγm
Fm(z) for z ∈ Ω,
− 1
2mγm
(
Fm(z)− wm + γ2mw−m
)
for z ∈ C \ Ω.
(5.19)
We remind the reader that for each m ∈ N, the Faber polynomial satisfies
Fm(z) = w
m + cm,1w
−1 + cm,2w−2 + · · · with z = Ψ(w) ∈ C \ Ω. (5.20)
Equation (5.2) follows from (5.20). In view of the conjugate property
S∂Ω[ζ˜−m](z) = S∂Ω[ζ˜m](z) = S∂Ω[ζ˜m](z),
we complete the proof of (a).
Now, we consider the double layer potential on ∂Ω. One can easily show that for any ψ ∈
L2(∂Ω), the function v := D∂Ωψ is the unique solution to the following problem:
∆v = 0 in R2 \ ∂Ω,
v
∣∣+ − v∣∣− = ψ a.e. on ∂Ω,
∂v
∂ν
∣∣∣+ − ∂v
∂ν
∣∣∣− = 0 a.e. on ∂Ω,
v(x) = O(|x|−1) as |x| → ∞.
(5.21)
It is straightforward to see (5.4). For m = 1, 2, . . . , one can observe from (5.20) that
D∂Ω[η˜m](z) =

1
2γm
Fm(z) for z ∈ Ω,
1
2γm
(
Fm(z)− wm − γ2mw−m
)
for z ∈ C \ Ω.
(5.22)
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From the conjugate relation
D∂Ω[η˜−m](z) = D∂Ω[η˜m](z),
we complete the proof of (b).
To prove (c), we use the jump relation
K∗∂Ω[ζm] =
∂
∂ν
S∂Ω[ζm]
∣∣∣− + 1
2
ζm
= − 1
2
√
mγm
∂Fm
∂ν
∣∣∣− + 1
2
ζm = − 1
2
√
mγm
∂Fm
∂ν
+
1
2
ζm. (5.23)
For any non-corner point, say x = Ψ(ρ0, θ˜), h(ρ0, θ) is bounded away from zero and infinity in
a neighborhood of (ρ0, θ˜) and, hence, it holds for a sufficiently smooth function u that
∂u
∂ν
∣∣∣+(x) = 1
h(ρ0, θ˜)
lim
ρ→ρ0
∂(u ◦Ψ)
∂ρ
(eρ+iθ˜). (5.24)
First, we show that K∗∂Ω[ζm] ∈ K−1/2(∂Ω). Since Fm(z) is a polynomial and h(ρ, θ) = |∂Ψ∂ρ |,
for any ρ1 > ρ0 there is a constant M > 0 such that∣∣∣∣∂(Fm ◦Ψ)∂ρ (eρ+iθ)
∣∣∣∣ ≤Mh(ρ, θ) for ρ0 ≤ ρ ≤ ρ1. (5.25)
From (5.23) we have
1
2pi
∫
∂Ω
K∗∂Ω[ζm]η−ndσ = −
1
2
√
mγm
1
2pi
∫
∂Ω
∂Fm
∂ν
η−ndσ +
1
2
δm,−n. (5.26)
Fix m,n ≥ 1. Applying (5.24) to Fm, it follows that
1
2pi
∫
∂Ω
∂Fm
∂ν
η−ndσ =
1
2pi
∫ 2pi
0
lim
ρ→ρ0
∂(Fm ◦Ψ)
∂ρ
(eρ+iθ)
einθ√
n
dθ.
From Lemma A.3, h(ρ0, θ) is integrable and
∫ 2pi
0 h(ρ, θ)dθ converges to
∫ 2pi
0 h(ρ0, θ)dθ as ρ→ ρ0.
In view of (5.25), we can exchange the order of the limit and the integration in the above
equation by the dominated convergence theorem. We obtain
1
2pi
∫
∂Ω
∂Fm
∂ν
η−ndσ = lim
ρ→ρ0
1
2pi
∫ 2pi
0
[
mem(ρ+iθ) −
∞∑
k=1
kcm,ke
−k(ρ+iθ)
]
einθ√
n
dθ
=
√
mγmδm,−n −
√
ncm,n
γk
.
From (5.26), we deduce
1
2pi
∫
∂Ω
K∗∂Ω[ζm]η−ndσ =
1
2
√
n√
m
cm,n
γm+n
and 12pi
∫
∂ΩK∗∂Ω[ζm]ηndσ = 0. We conclude K∗∂Ω[ζm] ∈ K−1/2(∂Ω) by the bound (3.5). By taking
the complex conjugate, we can prove the formula for the negative indices. We can similarly prove
(c) for K∂Ω by using (b). 2
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5.2 An ellipse case
Let us derive the series expansions for the boundary integrals for a simple example. Consider
the conformal mapping
Ψ(w) = w +
a
w
.
Then for each ρ > ρ0, Ψ(e
ρ+iθ) is a parametric representation of an ellipse. Substituting Ψ(w)
into (3.1) gives
wΨ′(w)
Ψ(w)− z = 1 +
zw − 2a
w2 − zw + a
= 1 +
(w1 + w2)w − 2w1w2
(w − w1)(w − w2) = 1 +
(
w1
w − w1 +
w2
w − w2
)
= 1 +
∞∑
n=1
(wn1 + w
n
2 )w
−n
where
w1 =
z +
√
z2 − 4a
2
and w2 =
z −√z2 − 4a
2
.
Comparing with the right hand side of equation (3.1), the Faber polynomials associated with
the ellipse are
F0(z) = 1
Fm(z) =
1
2m
[(
z +
√
z2 − 4a
)m
+
(
z −
√
z2 − 4a
)m]
, m = 1, 2, · · · .
For each m ∈ N, Fm(Ψ(w)) = wm + amwm so that the Grunsky coefficients are
cm,k =
{
ak if k = m,
0 otherwise.
From Theorem 5.1 (c) it follows that
K∗∂Ω[ζ˜m](z) =
1
2
am
γ2m
ζ˜−m(z), (5.27)
K∗∂Ω[ζ˜−m](z) =
1
2
a¯m
γ2m
ζ˜m(z). (5.28)
Hence, K∗∂Ω corresponds to the 2× 2 matrix
1
2γ2m
[
0 am
a¯m 0
]
in the space spanned by ζ˜−m and ζ˜m. In particular, K∗∂Ω has the eigenvalues and the corre-
sponding eigenfunctions
±1
2
|a|m
γ2m
, ±
(
a
|a|
)m
ζ˜−m + ζ˜m, m = 1, 2, . . . .
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5.3 Integral formula for the conformal mapping coefficients
Theorem 5.2. We assume the same regularity for Ω as in Theorem 5.1. Then, the coefficients
of the exterior conformal mapping Ψ(w) satisfy
γ2 =
1
2pi
∫
∂Ω
zϕ(z) dσ(z), (5.29)
am =
γm−1
2pi
∫
∂Ω
z|ϕ(z)|−m+1(ϕ(z))m dσ(z), m = 0, 1, . . . , (5.30)
where
ϕ(z) = (I − 2K∗∂Ω)−1(ν1 + iν2)
and ν = (ν1, ν2) is the outward unit normal vector of ∂Ω.
Proof. As before, we let z = Ψ(w) be the exterior conformal mapping given as (1.4). Since
dσ(z) = h(ρ, θ)dθ, we have∫
∂Ω
zζ˜m(z) dσ(z) =
∫ 2pi
0
(
eρ0+iθ + a0 + a1e
−ρ0−iθ + · · ·
) eimθ
h(ρ0, θ)
h(ρ0, θ) dθ
=
2pi
γm
am, m = −1, 1, 0, . . . . (5.31)
We remind the reader that, by taking the interior normal derivative of the single layer poten-
tial, ζ˜ satisfies
(−1
2
I +K∗∂Ω)ζ˜m = −
1
2mγm
∂Fm
∂ν
∣∣∣
∂Ω
. (5.32)
Note that
ζ˜m = ζ˜
−m+1
0 ζ˜
m
1 , ζ˜−m(z) = ζ˜m(z) (5.33)
and
|ζ˜1(θ)| = 1
h(ρ, θ)
= ζ˜0(θ). (5.34)
Applying these relations to (5.31), it follows that
γ =
1
2pi
∫
∂Ω
zζ˜−1(z) dσ(z) =
1
2pi
∫
∂Ω
z
1
2γ
(
1
2
I −K∗∂Ω)−1
∂F1
∂ν
dσ(z).
For k = 0, 1, 2, . . . , we have
am =
γm
2pi
∫
∂Ω
zζ˜−m+10 ζ˜
m
1 dσ(z)
=
γm
2pi
∫
∂Ω
z
∣∣ζ˜1∣∣−m+1ζm1 dσ(z).
Owing to the fact that F1(z) = z − a0, we deduce
ζ˜1(z) =
1
2γ
(
1
2
I −K∗∂Ω)−1(ν1 + iν2)
∣∣∣
∂Ω
.
Therefore we complete the proof. 2
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6 Numerical computation
We provide the numerical scheme and examples for the transmission problem based on the series
expansions of the boundary integral operators. First, we explain how to obtain the exterior
conformal mapping for a given simply connected domain in section 6.1. We then provide the
numerical computation based on the finite section method in section 6.2.
6.1 Computation of the conformal mapping for a given curve
From Theorem 5.2, one can numerically compute the exterior conformal mapping for a given
curve by solving (
1
2
I −K∗∂Ω
)
[ϕ](z) = ν1 + iν2. (6.1)
It is well known that one can solve such a boundary integral equation by applying the Nystro¨m
discretization for K∗∂Ω on ∂Ω. There, we first parametrize ∂Ω, say z(t), and discretize it, say
{zp}Pp=1 . We then approximate the boundary integral operator K∗∂Ω[ϕ] as
K∗∂Ω[ϕ](x) ≈
P∑
p=1
∂
∂νx
Γ(x− zp)ϕ(zp)wp, x ∈ ∂Ω.
The weights {wp}Pp=1 are chosen by numerical integration methods. To obtain the accurate
solution to (6.1), we apply the RCIP method [17] (see also the references therein for further
details).
Figure 6.1 shows the exterior conformal mapping for the rectangular domain with height 1 and
width 6. To ensure accuracy, we plot the difference |γ(k) − γ(k−1)|, where γ(k) is the logarithmic
capacity of the domain Ω computed with k subdivisions in the RCIP method.
6.2 Numerical scheme for the transmission problem solution and the spec-
trum of the NP operator based on the finite section method
We now consider the numerical approximation of the solution to the boundary integral equation
(λI −K∗∂Ω)x = y and the spectrum of K∗∂Ω. Once we have the infinite matrix expression for an
operator, it is natural to consider its finite dimensional projection. More precisely speaking, we
apply the finite section method to (λI −K∗∂Ω)x = y on K−1/2(∂Ω). Recall that K−1/2(∂Ω) is a
separable Hilbert space. We set H = K−1/2 and
Hn = span {ζ−n, ζ−n+1, · · · , ζ−1, ζ1, · · · , ζn−1, ζn} for each n ∈ N.
Then, Hn is an increasing sequence of finite-dimensional subspaces of H such that the union of
Hn is dense in H. We may identify the orthogonal projection operator to Hn, say Pn, as the
operator on l20(C) given by
Pn(a) = (. . . , 0, 0, a−n, . . . , a−2, a−1, a1, a2, . . . , an, 0, 0, . . . ) for a ∈ l20(C).
Clearly, we have ‖Pna− a‖2l2 =
∑
|m|>n |am|2 → 0 as n→∞, so that Pna→ a as n→∞. We
denote [K∗∂Ω]n the n-th section of [K∗∂Ω], that is
[K∗∂Ω]n = Pn[K∗∂Ω]Pn = PnK∗∂ΩPn.
19
0 1 2 3 4 5 6
0
1
2
3
4
5
5.99 6 6.01
0.99
1
1.01
original domain
conformal mapping
(a) Rectangular domain Ω
-1 0 1 2 3 4 5 6 7
-3
-2
-1
0
1
2
3
4
(b) Level coordinates curves of Ψ(ρ, θ)}
0 10 20 30 40 50 60 70 80 90 100
10-20
10-15
10-10
10-5
100
(c) |γ(k) − γ(k−1)|
Figure 6.1: (a) A rectangular-shaped domain of height 1 and width 6 and its close-up image
near the corner. The dashed curve corresponds to the (truncated) Laurent series (1.4) with the
coefficients numerically computed as explained in section 6.1. (b) Level curves of curvilinear
coordinates (ρ, θ) made by the exterior conformal mapping associated with Ω. (c) Convergence
of |γ(k)−γ(k−1)| where k is the number of subdivisions for the RCIP methods. Machine precision
is achieved. Logarithmic capacity γ of the domain Ω is approximately 1.941572495732408.
We identify the range of Pn with C2n and [K∗∂Ω]n with a 2n× 2n-matrix, respectively.
Using the finite section of K∗∂Ω, we can approximate the solution to the boundary integral
equation and the spectrum of K∗∂Ω as follows:
(a) [Computation of solution to the boundary integral equation]
Let |λ| > 12 . Then, we have ‖I − (I − 1λK∗∂Ω)‖ = 1λ‖K∗∂Ω‖ < 1. From Corollary D.2 in
the appendix, the projection method for (λI−K∗∂Ω) converges, i.e., there exists an integer
N such that for each y ∈ K−1/2(∂Ω) and n ≥ N , there exists a solution xn in Hn to
the equation Pn(λI − K∗∂Ω)Pnxn = Pny, which is unique in Hn, and the sequence {xn}
converges to (λI −K∗∂Ω)−1y.
(b) [Computation of the spectrum of the NP operator]
For self-adjoint operators on a separable complex Hilbert space, the spectrum outside the
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convex hull of the essential spectrum can be approximated by eigenvalues of truncation
matrices. Since K∗∂Ω is self-adjoint in K−1/2(∂Ω), the eigenvalues of the finite section
operator [K∗∂Ω]n converge to those of K∗∂Ω as shown in [6, Theorem 3.1]. Since [K∗∂Ω]n is a
finite-dimensional matrix, one can easily compute their eigenvalues.
6.3 Numerical examples for the transmission problem
We provide examples of numerical computations for the transmission problem (1.1). More
detailed numerical results will be reported in a separate paper.
Example 1. We take Ω to be the kite-shaped domain whose boundary is parametrized by
∂Ω = {x(t), y(t) := (cos t+ 0.65 cos(2t)− 0.65, 1.5 sin t) : t ∈ [0, 2pi]}.
We set c = 10000, m = 1 and choose the entire harmonic field H(x, y) = x. We computed the
conformal mapping coefficients γ and ak up to k = 50 terms to approximate ∂Ω and truncated
the matrix [K∗∂Ω]n with n = 120. The result is demonstrated in Figure 6.2.
Example 2. We take Ω to be the boat-shaped domain whose exterior conformal mapping is
given by
Ψ(w) := w +
0.3
w
+
0.08
w4
for |w| ≥ 1.
We set c = 10, m = 1 and choose the harmonic field H(x, y) = y. We used the matrix [K∗∂Ω]n
with n = 120. The result is demonstrated in Figure 6.2.
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Figure 6.2: Level curves of the solution to the problem (1.1) with the conditions in Example 1
(left) and Example 2 (right).
6.4 Numerical examples of the NP operator spectrum computation
We give numerical examples for the NP operators of a smooth domain.
Example 1. Figure 6.3 shows the eigenvalues of K∗∂Ω of a smooth domain Ω. The eigenvalues
are computed by projecting the operator to H100 space. The eigenvalues calculated using [K∗∂Ω]N
with various N are given in Table 1.
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Figure 6.3: Eigenvalues of a smooth domain Ω. The domain is given by the conformal mapping
Ψ(z) = z + 1.5z − 1.5iz2 − 1.5z3 + 1.5iz4 + 1.5z5 − 1.5iz6 with γ = 2. The left figure shows the geometry
of Ω, and the right figure is the graph of the eigenvalues λ+n values against n. The values are
computed using [K∗∂Ω]100.
[K∗∂Ω]10 [K∗∂Ω]25 [K∗∂Ω]100
λ+1 0.273558129190339 0.273558172995812 0.273558172996823
λ+2 0.156056092355289 0.156056664309330 0.156056664318575
λ+3 0.0859247988176952 0.0859480356185409 0.0859480356609182
λ+4 0.0494465179065547 0.0496590062381220 0.0496590063829059
λ+5 0.0309734543945057 0.0319544507137494 0.0319544514943216
λ+6 0.0131127593266966 0.0193300891854449 0.0193300897106055
λ+7 0.00194937208308878 0.00776576627656122 0.00776578032772436
λ+8 0.000974556412340587 0.00585359278858573 0.00585361352314610
λ+9 0.000178694695157472 0.00262352270034986 0.00262389455625349
λ+10 0.000118463567811146 0.00194010061907249 0.00194031822065751
Table 1: Eigenvalues of [K∗∂Ω]N , N = 10, 25, 100, for Ω given in Figure 6.3.
7 Conclusion
We defined the density basis functions whose layer potentials have exact representation in terms
of the Faber polynomials and the Grunsky coefficients. These density basis functions give rise
to the two Hilbert spaces K±1/2 which are equivalent to the trace spaces H±1/2 when the
boundary is smooth. On these spaces the Neumann-Poincare´ operators are identical to doubly
infinite, self-adjoint matrix operators. Our result provides a new symmetrization scheme for the
Neumann-Poincare´ operators different from Plemelj’s symmetrization principle. We emphasize
that K∂Ω and K∗∂Ω are actually identical to the same matrix and, furthermore, the matrix
formulation gives us a simple method of eigenvalue computation. Since our approach requires
the exterior conformal mapping coefficients to be known, we derived a simple integral expression
for the exterior conformal mapping coefficients. Numerical results show successful computation
of conformal mapping and eigenvalues of the Neumann-Poincare´ operators. The present work
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provides a novel framework for the conductivity transmission problem.
Appendix A Boundary behavior of conformal maps
In this section we review regularity results on the interior conformal mappings that are provided
in [31]. We then derive the regularity for the exterior conformal mapping; see Lemma A.3.
We say that a Jordan curve C is of class Cm if it has a parametrization w(t), 0 ≤ t ≤ 2pi, that is
m-times continuously differentiable and satisfies w′(t) 6= 0 for all t. It is of class Cm,α (0 < α < 1)
if it furthermore satisfies∣∣∣w(m)(t1)− w(m)(t2)∣∣∣ ≤M |t1 − t2|α for t1, t2 ∈ [0, 2pi].
Theorem A.1. (Kellogg-Warschawski theorem [31, Theorem 3.6]) Let f map D conformally
onto the inner domain of the Jordan curve C of class Cm,α where m ∈ N and 0 < α < 1. Then
f (m) has a continuous extension to D and the extension satisfies∣∣∣f (m)(z1)− f (m)(z2)∣∣∣ ≤M |z1 − z2|α for z1, z2 ∈ D.
To state the regularity results on the conformal mapping associated with a domain with
corners we need the concept of Dini-contiuity:
• For a function φ : [0, 2pi]→ C we define the modulus of continuity as
ω(δ) = sup {|φ(z1)− φ(z2)| : |z1 − z2| ≤ δ, z1, z2 ∈ [0, 2pi]} , δ > 0.
The function φ is called Dini-continuous if
∫ pi
0
ω(t)
t dt <∞. The end-point of the integration
interval pi could be replaced by any positive number.
• We say that a Jordan curve C is Dini-smooth if it has a parametrization w(t), 0 ≤ t ≤ 2pi,
such that w′(t) is Dini-continuous and w′(t) 6= 0 for all t. Every C1,α Jordan curve is
Dini-smooth.
Let Ω be a simply connected domain whose boundary is a Jordan curve. We also let a complex
function S map D conformally onto Ω. We allow Ω to have a corner on its boundary. We say
that ∂Ω has a corner of opening piβ (0 ≤ β ≤ 2) at S(ζ) ∈ ∂Ω, ζ = eiθ, if
arg
∣∣∣S(eit)− S(eiθ)∣∣∣→ {η as t→ θ+,
η + piβ as t→ θ − .
If β = 1, then at S(ζ) we have a tangent vector with direction angle β. If β is 0 or 2, then we
have an outward-pointing cusp or an inward-pointing cusp, respectively.
We say that ∂Ω has a Dini-smooth corner at S(ζ) ∈ ∂Ω if there are two closed arcs A± ⊂ ∂D
ending at ζ ∈ ∂D and lying on opposite sides of ζ that are mapped onto Dini-smooth Jordan
curves C+ and C− forming the angle piβ at S(ζ).
Theorem A.2. ([31, Theorem 3.9]) If ∂Ω has a Dini-smooth corner of opening piβ (0 < β ≤ 2)
at S(ζ) 6=∞, then the functions
S(z)− S(ζ)
(z − ζ)β and
S′(z)
(z − ζ)β−1
are continuous and 6= 0,∞ in D ∩D(ζ, ρ) for some ρ > 0.
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Lemma A.3 (Boundary behavior of exterior conformal mapping). If ∂Ω has a Dini-smooth
corner at Ψ(w0) of exterior angle piα (0 < α < 2), then the functions
Ψ(w)−Ψ(w0)
(w − w0)α and
Ψ′(w)
(w − w0)α−1
are continuous and 6= 0,∞ in (C \ D) ∩ D(w0; δ) for some δ > 0, where D(w0; δ) denotes the
disk centered at w0 with radius δ.
Proof. We apply Theorem A.2 to see the boundary behavior of Ψ at the corner points. Set G
to be the reflection of Ω with respect to a circle centered at some point z0 ∈ Ω. Then for a
conformal mapping f from D onto G we have Ψ(w) = 1/f( 1w−z0 + z0). If ∂Ω has a corner at
Ψ(w0) of exterior angle piα, then ∂G has a corner at the corresponding point f(z0) of opening
piα. Since z → 1z is a conformal mapping from C \ {0} onto C \ {0}, f and Ψ have the same
regularity behavior at the corresponding corner points. From Theorem A.2, we complete the
proof. 2
Appendix B The Faber polynomials
Substituting equation (1.4) into equation (3.1), we obtain the recursion relation
− nan = Fn+1(z) +
n∑
s=0
asFn−s(z)− zFn(z), n ≥ 0. (B.1)
with the initial condition F0(z) = 1. The first three polynomials are
F0(z) = 1, F1(z) = z − a0, F2(z) = z2 − 2a0z + (a20 − 2a1).
Multiplying both sides of equation (3.1) by wn and integrating on the contour |w| = R, we have
Fn(z) =
1
2pii
∫
|w|=R
wnΨ′(w)
Ψ(w)− z dw, z ∈ Ωr, γ ≤ r < R <∞. (B.2)
Now let z ∈ C \ Ω and consider the function
W (z, w) =
Ψ′(w)
Ψ(w)− z =
Ψ′(w)
Ψ(w)−Ψ(r) , r = Ψ
−1(z).
W (z, w) is defined for |w| > γ and |r| > γ and has a only singularity at w = r. After considering
the residue at the simple pole at w = r for fixed r and the simple pole at r = w for fixed w, we
see that
Ψ′(w)
Ψ(w)−Ψ(r) =
1
w − r +M(w, r) (B.3)
and M(w, r) is analytic for |w| > γ and |r| > γ. Expanding M(w, r) in double-power series and
collecting the terms of the same degree with respect to w we find
M(w, r) = a0(r) + a1(r)
1
w
+ a2(r)
1
w2
+ · · · , |w| > γ, |r| > γ. (B.4)
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Letting r 6=∞ and w =∞ in the equation (B.3) and (B.4) , we observe that a0(r) = a1(r) = 0.
Similarly, for r =∞ and w 6=∞ we see that ak(∞) = 0, k = 2, 3, . . . . Considering the Laurent
expansions of ak(w), k = 2, 3, . . . , one can show that the series expansion
Ψ′(w)
Ψ(w)−Ψ(r) −
1
w − r =
∞∑
m=1
∞∑
k=1
cm,kr
−kw−m−1 (B.5)
holds for |r| > γ and |w| > γ. From (B.2), and (B.5) we immediately observe the following
relation:
Fm(Ψ(r))− rm =
∞∑
k=1
cm,kr
−k, m = 1, 2, . . . . (B.6)
The Faber polynomials associated with Ω form a basis for analytic functions in Ω. From the
Cauchy integral formula and (3.1), one can easily derive the following: any complex function
f(z) that is analytic in the bounded domain enclosed by the curve {Ψ(ζ) : |ζ| = R}, R > γ,
admits the series expansion
f(z) =
∞∑
m=0
αmFm(z) in Ω (B.7)
with
αm =
1
2pii
∫
|w|=r
f(Ψ(w))
wm+1
dw, γ < r < R.
Appendix C Properties of the Grunsky coefficients
The Grunsky coefficients cm,k’s can be directly computed from the coefficients of the exterior
conformal mapping Ψ via the recursion formula
cm,k+1 = cm+1,k − am+k +
m−1∑
s=1
am−scs,k −
k−1∑
s=1
ak−scm,s, m, k ≥ 1, (C.1)
with the initial condition cn,1 = nan for all n ≥ 1. We set
∑0
s=1 = 0. Indeed, the relation (C.1)
can be easily derived by substituting (B.6) into (B.1) and comparing terms r−k of the same
order.
Applying the Cauchy integral formula on Ωr, r > γ and (B.6) we derive
0 =
1
2pii
∫
Ωr
Fn(z)F
′
m(z)dz
=
1
2pii
∫
|w|=r
Fn(Ψ(w))F
′
m(Ψ(w))Ψ
′(w)dw = mcn,m − ncm,n.
This identity implies the Grusnky identity
mcn,m = ncm,n m,n = 1, 2, · · · (C.2)
We now review the polynomial area theorem and the Grunsky inequalities. More details can
be found in [9].
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The polynomial area theorem states the following: Let P (z) be an arbitrary non-constant
polynomial of degree N that admits the expansion
P (Ψ(w)) =
∞∑
k=−N
bkw
−k, |w| > γ.
Then
∞∑
k=1
k
∣∣∣bkγ−k∣∣∣2 ≤ N∑
k=1
k
∣∣∣b−kγk∣∣∣2 (C.3)
with equality if and only if Ω has the measure zero. In fact, this relation is a result of a complex
form of Green’s theorem: Let f(u+ iv) be C1(Ω), then∫∫
Ω
∂f
∂z¯
dudv =
1
2i
∫
∂Ω
f(z)dz, z = u+ iv.
We can easily prove the inequality (C.3) by setting f(z) = P (z)P ′(z):
0 ≤
∫
Ω
P ′(z)P ′(z)dudv
=
∫
Ω
∂
∂z¯
(
P (z)P ′(z)
)
dudv =
1
2i
∫
∂Ω
P (z)P ′(z)dz
=
1
2i
∫
|w|=γ
P (Ψ(w)P ′(Ψ(w))Ψ′(w)dw = −pi
∞∑
k=−N
k|bk|2γ−2k.
One can derive a system of inequalities that are known as the Grunsky inequalities by applying
the polynomial area theorem to P (z) =
∑N
n=1
λn
γnFn(z) for some complex numbers λ1, . . . , λN ;
see [16] and [9].
Lemma C.1 (Strong Grunsky inequalities). Let N be a positive integer and λ1, λ2, . . . , λN be
complex numbers that are not all zero. Then, we have
∞∑
k=1
k
∣∣∣∣∣
N∑
n=1
cn,k
γn+k
λn
∣∣∣∣∣
2
≤
N∑
n=1
n|λn|2.
Strict inequality holds unless Ω has measure zero.
From the Grunsky inequalities we can derive an important bound for the Grunsky coefficients
as follows. Choose some 1 ≤ m ≤ N and let λk = δmk/
√
m, 1 ≤ k ≤ N in the strong Grunsky
inequality. Then it holds that
∞∑
k=1
∣∣∣∣∣
√
k
m
cm,k
γm+k
∣∣∣∣∣
2
≤ 1. (C.4)
Appendix D Convergence of the finite section method
We briefly introduce the convergence conditions for the finite section method. For more details
we refer the reader to [15, 26].
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Let H be a separable complex Hilbert space and B(H) be the linear space of bounded linear
operators on H. We let Hn be an increasing sequence of finite-dimensional subspaces of H such
that the union of Hn is dense in H. We let Pn be the orthogonal projection of H onto Hn.
Thus, ‖Pn‖ = 1 for each n and Pnx→ x for every x ∈ H.
For an operator A ∈ B(H) that is invertible, we say the projection method for Ax = y
converges if there exists an integer N such that for each y ∈ H and n ≥ N , there exists a
solution xn in Hn to the equation PnAPnxn = Pny, which is unique in Hn, and the sequence
{xn} converges to A−1y.
One can easily derive the following proposition and the corollary.
Proposition D.1. Let A ∈ B(H) be invertible. Then the projection method for Ax = y con-
verges if and only if there is an integer N such that for n ≥ N , the restriction of the operator
PnAPn on Hn has a bounded inverse, denoted by (PnAPn)
−1, and
sup
n≥N
‖(PnAPn)−1‖ <∞.
Corollary D.2. If A ∈ B(H) is invertible and satisfies ‖I−A‖ < 1, then the projection method
for A converges.
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