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THE EXTREMAL TRUNCATED MOMENT PROBLEM
RAU´L E. CURTO, LAWRENCE A. FIALKOW, AND H. MICHAEL MO¨LLER
Abstract. For a degree 2n real d-dimensional multisequence β ≡ β(2n)
= {βi}i∈Zd
+
,|i|≤2n to have a representing measure µ, it is necessary for the associated
moment matrix M(n)(β) to be positive semidefinite and for the algebraic variety
associated to β, V ≡ Vβ, to satisfy rank M(n) ≤ card V as well as the following
consistency condition: if a polynomial p(x) ≡ ∑|i|≤2n aixi vanishes on V , then∑
|i|≤2n aiβi = 0. We prove that for the extremal case (rank M(n) = card V),
positivity of M(n) and consistency are sufficient for the existence of a (unique,
rank M(n)-atomic) representing measure. We also show that in the preceding
result, consistency cannot always be replaced by recursiveness of M(n).
1. Introduction
Let β ≡ β(2n) = {βi}i∈Zd+,|i|≤2n denote a real d-dimensional multisequence of degree
2n. The truncated moment problem for β concerns the existence of a positive Borel
measure µ, supported in Rd, such that
(1.1) βi =
∫
Rd
xi dµ, |i| ≤ 2n;
(here, for x ≡ (x1, ..., xd) ∈ Rd and i ≡ (i1, ..., id) ∈ Zd+, we let xi := xi11 · · ·xidd ). A
measure µ as in (1.1) is a representing measure for β.
Let P ≡ Rd[x] = R[x1, ..., xd] denote the space of real valued d-variable polynomials,
and for k ≥ 1, let Pk ≡ Rdk[x] denote the subspace of P consisting of polynomials
p with deg p ≤ k. Corresponding to β we have the Riesz functional Λ ≡ Λβ :
P2n → R, which associates to an element p of P2n, p(x) ≡
∑
|i|≤2n aix
i, the value
Λ(p) :=
∑
|i|≤2n aiβi; of course, in the presence of a representing measure µ, we have
Λ(p) =
∫
p dµ. In the sequel, pˆ denotes the coefficient vector (ai) of p.
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Following [CuFi2], we associate to β the moment matrix M(n) ≡ M(n)(β), with
rows and columns X i indexed by the monomials of Pn in degree-lexicographic order;
for example, with d = n = 2, the columns ofM(2) are denoted as 1, X1, X2, X21 , X2X1,
X22 . The entry in row X
i, column Xj of M(n) is βi+j , so M(n) is a real symmetric
matrix characterized by
(1.2) 〈M(n)pˆ, qˆ〉 = Λ(pq) (p, q ∈ Pn).
If µ is a representing measure for β, then 〈M(n)pˆ, pˆ〉 = Λ(p2) = ∫ p2dµ ≥ 0; since
M(n) is real symmetric, it follows that M(n) is positive semidefinite (in symbols,
M(n) ≥ 0).
The algebraic variety of β (or of M(n)(β)) is defined by
V ≡ Vβ :=
⋂
p∈Pn,pˆ∈kerM(n)
Z(p),
where Z(p) := {x ∈ Rd : p(x) = 0}. (We sometimes denote Vβ as V(M(n)(β).) If
β admits a representing measure µ, then p ∈ Pn satisfies pˆ ∈ kerM(n) if and only
if supp µ ⊆ Z(p) [CuFi2, Proposition 3.1]. Thus supp µ ⊆ V, and it follows from
[CuFi4, (1.7)] that r := rank M(n) and v := card V satisfy r ≤ card supp µ ≤ v.
Further, in this case, if p ∈ P2n and p|V ≡ 0, then clearly Λ(p) =
∫
p dµ = 0. To
summarize the preceding discussion, we have the following basic necessary conditions
for the existence of a representing measure for β(2n):
(1.3) (Positivity) M(n) ≥ 0
(1.4) (Consistency) p ∈ P2n, p|V ≡ 0 =⇒ Λ(p) = 0
(1.5) (Variety Condition) r ≤ v, i.e., rank M(n) ≤ card V.
As we show below (Section 3), consistency implies the following condition:
(1.6) (Recursiveness) p, q, pq ∈ Pn, pˆ ∈ kerM(n) =⇒ pˆq ∈ kerM(n).
Consistency is a new condition; previously, in [CuFi2, p. 5], we considered only
recursiveness (when (1.6) holds, we say that β (orM(n)(β)) is recursively generated).
In [CuFi2, Theorem 3.19] we showed that for d = 1 (the truncated Hamburger mo-
ment problem for R), positivity and recursiveness are sufficient to imply the existence
of representing measures. For d = 2 (the plane), there existsM(3) > 0 (positive def-
inite) for which β has no representing measure [CuFi3, Section 4]. Since an invertible
moment matrix satisfies (1.4) and (1.5) vacuously, it follows that in general (1.3)-(1.5)
are not sufficient conditions for representing measures. By contrast, the results of
[CuFi6], [CuFi8], and [CuFi10] together show that when d = 2 and ker M(n) con-
tains an element pˆ with deg p ≤ 2, then β has a representing measure if and only
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if M(n) is positive, recursively generated and satisfies the variety condition. This
result motivated the following question of [Fia3, Conjecture 1.2].
Question 1.1. Suppose M(n)(β) is singular. If M(n) is positive, recursively gener-
ated, and r ≤ v, does β admit a representing measure?
In the present note we focus on the following refinement of Question 1.1.
Question 1.2. Suppose M(n)(β) is singular. If M(n) is positive, β is consistent,
and r ≤ v, does β admit a representing measure?
Our main result provides an affirmative answer to Question 1.2 in the extremal
case, when r = v.
Theorem 1.3. For β ≡ β(2n) extremal, i.e., r = v, the following are equivalent:
(i) β has a representing measure;
(ii) β has a unique representing measure, which is rank M(n)-atomic;
(iii) M(n) ≥ 0 and β is consistent.
In many cases, the conditions of Theorem 1.3 provide a concrete solution to the
extremal case of the truncated moment problem. Indeed, only elementary linear
algebra is required to verify that M(n) is positive semidefinite, to compute its rank,
and to identify the dependence relations which enter into the definition of the variety
V. Further, as we show in Section 3, if the points of the variety can be computed
exactly (which may be feasible in specific examples by using computer algebra), then
only elementary linear algebra is required to verify that β is consistent. The proof
of Theorem 1.3 is included in Theorem 4.2 (Section 4), which also provides a simple
procedure for computing the unique representing measure for β.
If the points of V(M(n)) are not known exactly, then it may be difficult to verify
consistency directly; for this reason, it is of interest to identify cases in which recur-
siveness, which is easy to check, actually implies consistency. In Sections 3, 5 and
6 we study the extent to which “consistency” in Theorem 1.3 can be replaced by
“recursiveness,” or by a simplified consistency condition. Consider a planar moment
matrix M(3) ≥ 0 with M(2) > 0 and a column dependence relation Y = X3. In
Section 5 we show that if M(3) (as above) is extremal with r = v = 7, then recur-
siveness is indeed sufficient for a representing measure. By contrast, in Section 6 we
show that for an extremal M(3) as above, but with r = v = 8, it may happen that
there is no representing measure (Theorem 6.2). This result provides a perhaps sur-
prising negative answer to Question 1.1, and also shows that in general consistency is
a strictly stronger property than recursiveness. In Theorem 6.3 we show that for the
preceding r = v = 8 extremal problem, consistency reduces to checking that Λ(h) = 0
for a particular polynomial h ∈ R[x, y] of degree 4.
We next observe that the extremal case is inherent in the truncated moment prob-
lem. A recent result of C. Bayer and J. Teichmann [BaTe] (extending a classical
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theorem of V. Tchakaloff [Tch] and its successive generalizations in [Mys], [Put] and
[CuFi9]) implies that if β(2n) has a representing measure, then it has a finitely atomic
representing measure. In [CuFi4] it was shown that β(2n) has a finitely atomic rep-
resenting measure if and only if M(n) admits an extension to a positive moment
matrixM(n+k) (for some k ≥ 0), which in turn admits a rank-preserving (i.e., flat)
moment matrix extensionM(n+k+1). Further, [CuFi11, Theorem 1.2] shows that
any flat extension M(n + k + 1) is an extremal moment matrix for which there is
a computable rank M(n + k)-atomic representing measure µ. Clearly, µ is also a
finitely atomic representing measure for β(2n), and every finitely atomic representing
measure for β(2n) arises in this way. In this sense, the existence of a represent-
ing measure for β(2n) is intimately related to the solution of an extremal truncated
moment problem.
We conclude this section with two examples related to the extremal truncated
moment problem. In the first example we illustrate extremal truncated moment
problems of arbitrarily large degree. To ease the exposition of this example, we
will present it in terms of the truncated complex moment problem. Let γ ≡ γ(2n) =
{γij}i,j∈Zd+,|i|+|j|≤2n denote a d-dimensional complex multisequence of degree 2n. The
truncated complex moment problem for γ concerns the existence of a positive Borel
measure ν on Cd such that
(1.7) γij =
∫
Cd
z¯izjdν (i, j ∈ Zd+, |i|+ |j| ≤ 2n),
(where z ≡ (z1, ..., zd), z¯ ≡ (z¯1, ..., z¯d) ∈ Cd, i ≡ (i1, ..., id), j ≡ (j1, ..., jd) ∈ Zd+, and
z¯izj := z¯i11 · · · z¯idd zj11 · · · zjdd ). The Riesz functional for γ is defined by Λγ(z¯izj) := γi,j.
The mapping Cd × Cd 7→ R2d × R2d defined by (z, z¯) 7→ (x, y) (where x := (z + z¯)/2
and y := (z − z¯)/2i) induces a correspondence between truncated moment problems
on Cd and truncated moment problems on R2d. Under this correspondence, γ is
associated to a 2d-dimensional real multisequence β (also of degree 2n) via the formula
Λβ((x, y)
(k,j)) := Λγ(((z + z¯)/2)
k((z − z¯)/2i)j) (k, j ∈ Zd+, |k| + |j| ≤ 2n); we write
β ≡ S(γ). Let Cd[z, z¯] = C[z1, ..., zd, z¯1, ..., z¯d] and let Cdk[z, z¯] denote the subspace of
polynomials p(z, z¯) with deg p ≤ k. The complex moment matrix M(n) ≡ M(n)(γ)
has rows and columns indexed by monomials in z and z¯ up to degree n in degree-
lexicographic order, such that 〈M(n)pˆ, qˆ〉 = Λ(pq¯) (p, q ∈ Cdn[z, z¯]). The variety of γ
is defined as V (γ) :=
⋂
p∈Cdn[z,z¯],pˆ∈ker M(n) Z(p), where Z(p) := {z ∈ Cd : p(z, z¯) = 0}.
The close connection between M(n)(γ) and M(n)(S(γ)) is described in detail in
[CuFi11, Section 2]; in particular, both moment matrices share the same positivity,
rank, recursiveness, and consistency, and, up to the identification Cd ≈ R2d, the same
variety and representing measures. For this reason, results such as Theorem 1.3
admit direct analogues for the truncated complex moment problem. (For related
instances of this, the reader is referred to [CuFi11, Theorems 2.19 and 2.21]).
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Example 1.4. For n > 0, we exhibit an extremal γ ≡ γ(2n) in one complex variable
with rank M(n)(γ) = card V (γ) = 2n. The rows and columns of M(n) are indexed
by 1, Z, Z¯, ..., Zn, Z¯Zn−1, ..., Z¯n−1Z, Z¯n. We set γii = 1 (0 ≤ i ≤ n), and for 0 < a <
1, we set γ0,2n−1 = γ2n−1,0 := a and γ0,2n = γ2n,0 := 1− a2; the remaining γij equal 0.
For example, with n = 3 we have
M(3) =


1 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 a
1 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 a 0 0 0
0 0 0 0 0 a 1 0 0 1− a2
0 1 0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0 1 0
0 0 0 a 0 0 1− a2 0 0 1


.
Observe that in the column space ofM(n) we have Z¯Z = 1, Z¯n−Zn = a(Zn−1−Z¯n−1),
and a basis for the column space is given by B ≡ {1, Z, Z¯, Z2, Z¯2, ..., Z i, Z¯ i, ..., Zn−1,
Z¯n−1, Zn}. It follows readily that M(n) is recursively generated. Note that MB,
the compression of M(n) to the rows and columns indexed by B, is of the form
J ⊕
(
1 a
a 1
)
, where J is an identity matrix of size 2n− 2. Thus MB is a positive
definite matrix, with rank MB = 2n. Since rank M(n) = rank MB, it follows
from [CuFi1, Proposition 2.3] that M(n) is positive semidefinite. (In the language
of [CuFi2], M(n) is a flat extension of MB.) Now Z¯Z = 1, so we may apply
the analysis of the truncated trigonometric moment problem from [CuFi6]. Since
M(n) is positive and recursively generated, Z¯Z = 1, and rank M(n) = 2n, [CuFi6,
Theorem 3.5] implies that γ has a unique representing measure, which is 2n-atomic;
in particular, card V (γ) ≥ rank M(n)(γ) = 2n. Now V (γ) consists of common
solutions of the equations z¯z = 1 and z¯n − zn = a(zn−1 − z¯n−1), so V (γ) ⊆ Z(p),
where p(z, z¯) = z2n + az2n−1 − az − 1. Thus, card V (γ) ≤ card Z(p) ≤ 2n, and it
follows that card V (γ) = 2n = rank M(n)(γ), whence γ is extremal. 
The preceding example does not illustrate Theorem 1.3, because we did not con-
clude that card V (γ) = rank M(n)(γ) until after we had established the existence of
a representing measure using [CuFi6]. Moment theory can sometimes be used to esti-
mate the number and location of the zeros of a prescribed polynomial; indeed, as a by-
product of Example 1.4, we see that the polynomial p(z) ≡ z2n+az2n−1−az−1 (0 <
a < 1) has 2n distinct zeros, all in the unit circle. (In response to our question, Pro-
fessor Srdjan Petrovic has provided a direct proof of this fact.)
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The next example does illustrate how Theorem 1.3 can be used to solve an extremal
problem; in particular, it shows how to verify consistency and how to compute the
unique representing measure.
Example 1.5. Consider the 2-dimensional real moment matrix
M(2) =


1 0 0 1/2 0 3/2
0 1/2 0 −5/4 0 −3/4
0 0 3/2 0 −3/4 0
1/2 −5/4 0 45/8 0 3/8
0 0 −3/4 0 3/8 0
3/2 −3/4 0 3/8 0 45/8

 .
We denote the rows and columns of M(2) as 1, X, Y, X2, Y X, Y 2 and we denote
the moment corresponding to xiyj by βij . Since the upper left 4×4 corner ofM(2) is
positive definite and we have column relations Y X = −(1/2)Y and Y 2 = 2−4X−X2,
it follows thatM(2) is positive semidefinite with rank M(2) = 4. The variety V ≡ Vβ
consists of the common zeros of f(x) := yx+ 1
2
y and g(x) := y2 + x2 + 4x− 2; these
are the points wk ≡ (xk, yk) (1 ≤ k ≤ 4), given by x1 = x2 = −12 , y1 =
√
15
2
, y2 = −y1,
x3 = −2 −
√
6, x4 = −2 +
√
6, y3 = y4 = 0, so β
(4) is extremal. We next apply the
method of Section 3 to verify that β is consistent, and to this end we will compute
a basis for I4 := {p ∈ P4 : p|V ≡ 0}. Let W4 ≡ W4(V) denote the matrix with 4
rows and 15 columns defined as follows. The columns are indexed by the monomials
in P4 in degree-lexicographic order, and the entry in row k, column Y iXj is yikxjk
(1 ≤ k ≤ 4, i, j ≥ 0, i + j ≤ 4). Clearly, a polynomial p ≡ ∑0≤i+j≤4 aijxiyj ∈ P4
vanishes on V if and only if pˆ ≡ (aij) ∈ ker W4. Row-reducing W4, we obtain
Wred =


1 0 0 0 0 2 1 0 −1 0 −9
2
0 1
2
0 15
2
0 1 0 0 0 −4 0 0 2 0 1 0 −1 0 −15
0 0 1 0 −1
2
0 0 1
4
0 15
4
0 −1
8
0 −15
8
0
0 0 0 1 0 −1 −9
2
0 1
2
0 81
4
0 −1
4
0 −15
4


,
from which it follows that dim kerWred = 11. The form of Wred implies that there is
a basis for kerWred (= kerW4) of the form {fˆi}11i=1, where fˆi ≡ (ai,1, ..., ai,15) satisfies
ai,4+j = δij (1 ≤ j ≤ 11). By explicitly computing this basis, we derive the following
basis for I4: f1 := 12y+yx, f2 := −2+4x+x2+y2, f3 := −1+ 92x2+x3, f4 := −14y+yx2,
f5 := 1 − 2x− 12x2 + y2x, f6 := −154 y + y3, f7 := 92 − x − 814 x2 + x4, f8 := 18y + yx3,
f9 := −12 + x + 14x2 + y2x2, f10 := 158 y + y3x, f11 := −152 + 15x + 154 x2 + y4. Using
the moment data, it is now straightforward to verify that Λβ(fi) = 0 (1 ≤ i ≤ 11), so
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β is consistent.
Theorem 1.3 now implies that β has a unique representing measure. To compute
this measure we follow the procedure described in the proof of Theorem 4.2.
Consider the following basis for the column space ofM(2), B = {1, X, Y, X2}. Let
VB ≡ VB[V] :=


1 1 1 1
x1 x2 x3 x4
y1 y2 y3 y4
x21 x
2
2 x
2
3 x
2
4


We show in Lemma 4.1 that VB is necessarily invertible, and in the proof of Theorem
4.2 we show that the unique representing measure for β is of the form µ =
∑4
k=1 ρkδwk ,
whence the densities ρk are determined by
(ρ1, ρ2, ρ3, ρ4)
T = V −1B (β00, β01, β10, β02)
T
(where (·)T denotes transpose). Using the given moment values, we find ρ1 = ρ2 =
1
5
, ρ3 =
9
√
2−7√3
30
√
2
∼= 0.0142262, ρ4 = 9
√
2+7
√
3
30
√
2
∼= 0.585774. 
2. Real Ideals and Necessary Conditions
If β(2n) has a representing measure µ, then the Riesz functional
Λ ≡ Λβ : P2n → R, Λ(xi) := βi (=
∫
Rd
xi dµ (|i| ≤ 2n)),
is square positive, that is,
p ∈ Pn ⇒ Λ(p2) ≥ 0
(equivalently, M(n)(β) is positive semidefinite, cf. (1.2)). If we assume, in addition,
that for a representing measure µ all moments∫
Rd
xidµ (i ∈ Zd+)
are convergent, then we can extend Λ to P by letting
Λ(xi) :=
∫
Rd
xidµ, i ∈ Zd+,
thus obtaining a square positive functional over P (e.g., if µ is an m-atomic measure
with support {w1, ..., wm} ⊆ Rd, then Λ(p) =
∑m
i=1 p(wi)µ({wi}) for all polynomials
p). If Λβ does extend to a square positive linear functional Λ on P, then, as shown
in [Moe1], the set
I := {p ∈ P : Λ(p2) = 0}
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is a real ideal, i.e., it is an ideal ( p1, p2 ∈ I ⇒ p1+p2 ∈ I and p ∈ I, q ∈ P ⇒ pq ∈ I)
and satisfies one of the following two equivalent conditions:
(i) For s ∈ Z+, p1, . . . , ps ∈ P :
∑s
i=1 p
2
i ∈ I ⇒ {p1, . . . , ps} ⊆ I;
(ii) There exists G ⊆ Rd such that for all p ∈ P : p|G ≡ 0⇒ p ∈ I.
If I is a real ideal, then one may take for G the real variety
VR(I) := {w ∈ Rd : f(w) = 0 (all f ∈ I)}.
But one may also take for G any subset of VR(I) containing sufficiently many points,
such that
p ∈ P, p|G ≡ 0⇒ p|VR(I) ≡ 0.
For instance, if the real variety is a (real) line, one may take for G a subset of infinitely
many points on that line. On the other hand, if VR(I) is a finite set of points, then
necessarily G = VR(I). (We note that in the full moment problem for β ≡ β(∞), M.
Laurent [Lau2] independently showed that J := {p ∈ P : M(∞)pˆ = 0} is a radical
ideal; equivalently, p ∈ J ⇔ p2 ∈ J .)
If I is an ideal, its subset Ik := I ∩ Pk is an R-vector subspace of Pk. One can
then introduce the Hilbert function of I by
HI(k) := dimPk − dim Ik, k ∈ Z+;
in [CLO] this is called the affine Hilbert function. As shown for instance in [CLO],
both k 7→ dim Ik and k 7→ HI(k) are nondecreasing functions, and for sufficiently
large k, say k ≥ k0, HI(k) becomes a polynomial in k, the so-called Hilbert polynomial
of I, whose degree equals the dimension of I.
Example 2.1. Let G ≡ {w1, . . . , wm} ⊆ Rd. Then I := {f ∈ P : f |G ≡ 0} is
a real ideal with VR(I) = G. Let t1, t2, t3, . . . denote the monomials xi in degree-
lexicographic order, so that for each k ∈ Z+ t1, . . . , tK (with K := dimPk) form a
basis of the R-vector space Pk. For p ∈ Pk, p ≡
∑K
i=1 aiti, let pˆ := (a1, . . . , aK) (the
coefficient vector of p). Then p(x) can be written as
p(x) = 〈pˆ, t(x)〉 ,
where t(x) := (t1(x), ..., tK(x)), so
p ∈ I ∩ Pk ⇔ pˆ ⊥ t(wi), i = 1, . . . , m.
Arranging the rows t(wi) (= (t1(wi), . . . , tK(wi))) in a matrix
Wk ≡Wk[G] := (tj(wi))i=1,...,m, j=1,...,K,
one gets p ∈ I ∩Pk ⇔ pˆ ∈ ker Wk, whence dim Ik + rank Wk = dimPk, or using the
Hilbert function,
HI(k) = rank Wk, k ∈ Z+ .
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By construction,Wk is a submatrix ofWk+1. Hence rank Wk ≤ rank Wk+1, reflecting
the fact that the Hilbert function increases. If, for a given k, the rank of Wk is less
than m, then one row of Wk, say the last one, depends on the others. This means
that every polynomial which vanishes in w1, . . . , wm−1 also vanishes in wm. Using
Lagrange interpolation polynomials, we see that for all sufficiently large k this cannot
happen. Hence rank Wk = m for all sufficiently large k. This m is the constant
(degree-0) polynomial in k which coincides with HI(k) for all k ≥ k0; hence, I is a
zero dimensional ideal. 
Now we will study the consistency condition (1.4). We consider an arbitrary real
d-dimensional multisequence β ≡ β(2n) of degree 2n. Associated with β one has the
Riesz functional Λ, the moment matrix M(n), and the algebraic variety V ≡ Vβ (or
V(M(n))). One can then define the ideal
(2.1) I(V) := {p ∈ P : p|V ≡ 0}.
Since V is a set of real points, I(V) is a real ideal, which we will call the real ideal of
β.
Lemma 2.2. Assume that β ≡ β(2n) satisfies (1.4). Then
(2.2) Nn := {p ∈ Pn :M(n)pˆ = 0} = I(V)
⋂
Pn.
If t1, ..., tN denote the monomials x
i ∈ Pn in degree-lexicographic order, then the row
vectors of M(n) and the row vectors {t(w) := (t1(w), ..., tN(w)) : w ∈ V}, span the
same subspace of RN ; in particular, rank M(n) = HI(V)(n).
Proof. If p ∈ I(V)⋂Pn and q ∈ Pn, then pq ∈ P2n and (pq)|V ≡ 0, whence by the
consistency property (1.4) we must have 〈M(n)pˆ, qˆ〉 = Λ(pq) = 0; thus, M(n)pˆ = 0.
Conversely, if p ∈ Pn and M(n)pˆ = 0, then p|V ≡ 0 by the definition of V. Hence
p ∈ I(V). Now, using (2.2) and proceeding as in Example 2.1, we see that
pˆ ∈ ker M(n)⇔ p ∈ I(V)
⋂
Pn
⇔ pˆ ⊥ t(w) (all w ∈ V).
This means that the rows of M(n) span the same space (namely, RN ⊖ ker M(n))
as the rows (t1(w), . . . , tN(w)), w ∈ V. It also follows that
rank M(n) = dim Pn − dim ker M(n) = dim Pn − dim I(V) ∩ Pn = HI(V)(n).

As the following lemma will show, consistency is a very strong condition, already
yielding an atomic measure (though one which may have some negative densities).
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Lemma 2.3. Let Λ : P2n → R be a linear functional and let V ⊆ Rd. The following
statements are equivalent.
(a) There exist α1, ..., αm ∈ R and there exist w1, ..., wm ∈ V such that Λ(p) =∑m
i=1 αip(wi) (all p ∈ P2n).
(b) If p ∈ P2n and p|V ≡ 0, then Λ(p) = 0.
Proof. The implication (a) ⇒ (b) is obvious. Therefore assume that (b) holds, and
fix the basis of monomials xi of P2n. For notational convenience, denote this basis
by t1, . . . , tK . Then b) is equivalent to
(c) For all c1, ..., cK ∈ RK :
K∑
j=1
cjtj(w) = 0 (all w ∈ V)⇒
K∑
j=1
cjΛ(tj) = 0.
Using cˆ := (c1, . . . , cK), t(w) := (t1(w), . . . , tK(w)), and Λˆ := (Λ(t1), . . . ,Λ(tK)), (b)
is thus equivalent to
(d) For all cˆ ∈ RK : cˆ ⊥ t(w) (all w ∈ V)⇒ cˆ ⊥ Λˆ.
Recall that for subspaces R and S of RK , R⊥ ⊆ S⊥ ⇔ S ⊆ R. Hence Λˆ is in the
R-linear subspace of RK spanned by {t(w) : w ∈ V}. As such, this subspace has a
basis of m (≤ K) vectors t(w1), ..., t(wm), where w1, ..., wm ∈ V. Hence there exist
α1, ..., αm ∈ R such that Λˆ =
∑m
i=1 αit(wi), or equivalently,
Λ(tj) =
m∑
i=1
αitj(wi) (1 ≤ j ≤ K).
This is a linear relation holding for a basis of P2n, hence it holds true for all p ∈ P2n,
that is,
p ∈ P2n ⇒ Λ(p) =
m∑
i=1
αip(wi).

Remark 2.4. If Λ is the Riesz functional Λβ corresponding to β ≡ β(2n), then
Lemma 2.3(b) is the consistency condition (1.4). We remark that in the proof of
Lemma 2.3(b) we did not assume the square positivity of Λ (which corresponds to
the positivity condition (1.3) when Λ = Λβ).
When Λ = Λβ, V ≡ V(M(n)) = {w1, ..., wm}, and rank M(n) = m (the extremal
case), we next show that in the representation of Lemma 2.3(a), the square positivity
of Λ is equivalent to the positivity of the αi’s. We have noted above that Λ is
square positive if and only ifM(n) is positive semidefinite; in this case, we also have
{p ∈ Pn :M(n)pˆ = 0} = {p ∈ Pn : Λ(p2) = 0}.
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Lemma 2.5. Let Λ ≡ Λβ : P2n → R be given by
Λ(p) :=
m∑
i=1
αip(wi) (p ∈ P2n),
with Vβ ≡ {w1, ..., wm} ⊆ Rd and α1, ..., αm ∈ R. If rank M(n) = m, the following
statements are equivalent:
(i) αi > 0 (all i = 1, ..., m);
(ii) Λ is square positive.
Proof. The implication (i) ⇒ (ii) is obvious. Conversely, assume that Λ is square
positive, i.e., M(n) is positive semi-definite. Let t1, ..., tN be the basis of monomials
in Pn in degree-lexicographic order, so that the (j, k)-entry of M(n) is Λ(tjtk). It
follows that M(n) can be decomposed as
(2.3) M(n) =W Tn

 α1 0. . .
0 αm

Wn,
where Wn is the m × N matrix with rows t(wi) ≡ (t1(wi), ..., tN(wi)) (1 ≤ i ≤ m).
Since rank M(n) = m, (2.3) implies that rank Wn = m. Hence the columns
of Wn span R
m; in particular, every unit vector in Rm is a linear combination of
columns of Wn. This means that there exist polynomials ℓi ∈ Pn satisfying ℓi(wj) =
δij (1 ≤ i, j ≤ m), where δij denotes the Kronecker symbol. Now, αi = Λ(ℓ2i ) =〈
M(n)ℓˆi, ℓˆi
〉
≥ 0 (since M(n) ≥ 0). Finally, no αi can be zero, because otherwise
rank M(n) < m, a contradiction. 
Remark 2.6. (i) The preceding results yield a first proof of Theorem 1.3(iii) ⇒ (i).
Indeed, Lemma 2.3 shows that if β is consistent, then β admits an atomic representing
measure µ, while Lemma 2.5 shows that if M(n) is also positive semi-definite and
extremal, then µ is rank M(n)-atomic and µ ≥ 0.
(ii) A decomposition similar to (2.3) was used by Laurent [Lau2] in her study of the
full moment problem for β(∞) in the case when card V(M(∞)) < +∞.
We conclude this section with some additional observations about ideals and con-
sistency. Given a real d-dimensional multisequence β of degree 2n, let {p1, ..., ps}
denote a basis for Nn := {p ∈ Pn : M(n)pˆ = 0}. Denote by J ≡ Jβ the smallest
ideal containing the polynomials p1, ..., ps. Since V ≡ Vβ is the set of all real com-
mon zeros of p1, ..., ps, we have J ⊆ I(V). If β is consistent, then Lemma 2.2 gives
J ⋂Pn = I(V)⋂Pn, whence
dim(J
⋂
Pk) ≤ dim(I(V)
⋂
Pk) (k ≥ 0),
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with equality when k = 0, ..., n. For general β, the consistency condition (1.4) can
be rephrased in terms of I(V) as
p ∈ I(V)
⋂
P2n ⇒ Λβ(p) = 0.
Now, since J ⋂P2n is a subset of I(V)⋂P2n, we can find
M := dim(I(V)
⋂
P2n)− dim(J
⋂
P2n) (= HI(V)(2n)−HJ (2n))
polynomials h1, ..., hM ∈ I(V)
⋂P2n enlarging a basis for J ⋂P2n to a basis for
I(V)⋂P2n. Then (1.4) can be rephrased again as
(2.4) p ∈ J
⋂
P2n ⇒ Λ(p) = 0, and Λ(hi) = 0 (1 ≤ i ≤ M).
Note that if f ∈ Nn and g ∈ Pn, then p := fg ∈ J
⋂P2n and Λ(p) = 〈M(n)fˆ , gˆ〉 =
0. In Sections 3 and 6 we will identify situations in which p ∈ J ⋂P2n always implies
Λ(p) = 0, so that consistency reduces to the test Λ(hi) = 0 (1 ≤ i ≤M).
3. Moment Matrices and Consistency
A basic result of [CuFi2] shows that β ≡ β(2n) has a minimal representing measure,
i.e., a representing measure whose support consists of exactly rank M(n) atoms, if
and only ifM(n) ≥ 0 andM(n) admits an extension to a moment matrixM(n+1)
with rank M(n+1) = rank M(n). Following [CuFi2], we refer to such an extension
as a flat extension. There is at present no concrete set of necessary and sufficient
conditions for the existence of flat extensionsM(n+1); one useful sufficient condition
is thatM(n) ≥ 0 satisfy rank M(n) = rank M(n− 1) [CuFi2, Theorem 5.4]. More
generally, β has a finitely atomic representing measure (a representing measure with
finite support) if and only if M(n) admits a positive extension M(n + k) (for some
k ≥ 0), which in turn admits a flat extension M(n + k + 1) (cf. [CuFi4, Theorem
1.5]). SinceM(n+k+1) then admits unique successive flat extensionsM(n+k+2),
M(n+k+3), ... [CuFi2], this condition is equivalent to the existence of a finite rank
positive extension M(∞). Further, a recent result of C. Bayer and J. Teichmann
[BaTe] (cf. Section 1) implies that if β has a representing measure, then β admits a
finitely atomic representing measure as just described.
Recall that the columns of M(n) are denoted as X i, |i| ≤ n, following the degree-
lexicographic ordering of the monomials xi in Pn. Let p ∈ Pn, p(x) ≡
∑
|i|≤n aix
i;
the general element of CM(n), the column space of M(n), may thus be denoted as
p(X) :=
∑
|i|≤n aiX
i. Let pˆ ≡ (ai) denote the coefficient vector of p relative to the
basis of monomials of Pn in degree-lexicographic order, and note that p(X) =M(n)pˆ.
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Now recall the variety of β,
V ≡ Vβ :=
⋂
p∈Pn,p(X)=0
Z(p),
where Z(p) := {x ∈ Rd : p(x) = 0}. Let Pn|V denote the restriction to V of the
polynomials in Pn, and consider the mapping φβ : CM(n) → Pn|V given by p(X) 7→ p|V .
The map φβ is well-defined, for if p, q ∈ Pn with p(X) = q(X), then V ⊆ Z(p − q),
whence p|V = q|V . Note that if β has a representing measure µ, then φβ is 1-1; for,
if p ∈ Pn and p|V ≡ 0, then since supp µ ⊆ V (cf. Section 1), we have p|supp µ ≡ 0,
whence [CuFi2, Proposition 3.1] implies p(X) = 0. Consider also the following
property of β:
(3.1) p ∈ Pn, q ∈ P, pq ∈ P2n, p(X) = 0⇒ Λβ(pq) = 0
(where Λβ is the Riesz functional associated to β; cf. Section 1).
The following result will be used in the proof of Theorem 1.3.
Proposition 3.1. Let β, φβ and M(n)(β) be as above. Then
(i) β consistent =⇒ φβ 1-1 =⇒M(n)(β) recursively generated.
(ii) β consistent =⇒ β satisfies (3.1) =⇒M(n)(β) recursively generated.
Proof. (i) Suppose β is consistent. Formula (2.2) in Lemma 2.2 implies that φβ is
1-1. We next assume that φβ is 1-1 and we show thatM(n) is recursively generated.
Let p, q, pq ∈ Pn and suppose p(X) = 0. Since V ⊆ Z(p), then p|V ≡ 0, whence
pq|V ≡ 0. Since pq ∈ Pn and φβ is 1-1, it follows that (pq)(X) = 0.
(ii) Suppose β is consistent. Let p ∈ Pn and let q ∈ P, with pq ∈ P2n. If
p(X) = 0, then clearly Vβ ⊆ Z(p), whence (pq)|Vβ ≡ 0. Now, consistency implies
that Λβ(pq) = 0, so (3.1) holds.
Assume now that (3.1) holds and suppose p, q, pq ∈ Pn with p(X) = 0. Now, for
each s ∈ Pn, p(qs) ∈ P2n, so (3.1) implies
〈M(n)p̂q, sˆ〉 = Λβ((pq)s) = Λβ(p(qs)) = 0 (by (3.1)).
Thus (pq)(X) =M(n)p̂q = 0, so M(n) is recursively generated. 
It is not difficult to see that Lemma 2.2 remains true if the hypothesis that β is
consistent is replaced by the condition that φβ is 1-1. Indeed, we see that φβ is
1-1⇔ ker M(n) = ker Wn ⇔ rank M(n) = rank Wn.
For the case when V ≡ Vβ is finite and the elements of V can be computed ex-
actly, we next describe an elementary procedure for determining whether or not
β is consistent. Denote the distinct points of V as {wj}mj=1. Recall the matrix
W ≡ W2n[Vβ ], with m rows and with columns indexed by the monomials in P2n (in-
dexed, as usual, in degree-lexicographic order). The entry of W in row k, column xi
is wik. Clearly, a polynomial p(x) ≡
∑
|i|≤2n aix
i ∈ P2n satisfies p|V ≡ 0 if and only if
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Wpˆ = 0. Using Gaussian elimination, we may row-reduce W so as to find a basis for
kerW , say {pˆ1, ..., pˆs}. It follows that {p1, ..., ps} is a basis for {p ∈ P2n : p|V ≡ 0}.
Let pˆj := (aji)|i|≤2n (1 ≤ j ≤ s). We now see that β is consistent if, and only if, for
each j, Λβ(pj) =
∑
|i|≤2n ajiβi = 0.
In Example 1.5 (above) we were able to compute the points of V exactly and to
then check the consistency of β using the preceding method. In other examples we
may be able to determine that V is finite (from the form of the polynomial relations
which determine V) without being able to exactly compute the points of the variety.
In such cases we cannot employ the above procedure for checking consistency.
The concluding remarks of Section 2, particularly (2.4), suggest alternate, more
algebraic, approaches to verifying consistency that we will pursue below and in Sec-
tions 5 and 6. Let Nn := {p ∈ Pn :M(n)pˆ = 0} and let Jβ := (Nn) denote the ideal
of P generated by Nn. For S ⊆ P, let V(S) := {x ∈ Rd : p(x) = 0 for every p ∈ S};
we have
Vβ = V(Nn) = V(Jβ).
Let I(V) := {p ∈ Rd[x] : p|Vβ ≡ 0} (⊇ Jβ), and set Kn := I(V)
⋂Pn. Clearly
Nn ⊆ Kn, and φβ is one-to-one if and only if Nn = Kn.
Consider a polynomial ideal I ⊆ P. Recall from [MoSa] that {p1, ..., pk} ⊆ I
forms an H-basis for I if for every p ∈ I there exist polynomials q1, ..., qk such that
p =
∑k
i=1 piqi and deg piqi ≤ deg p (1 ≤ i ≤ k). Every Gro¨bner basis is an H-basis;
in particular, every polynomial ideal has an H-basis [MoSa]. We will utilize the
following weak H-basis condition for elements of P2n:
(3.2)
For each p ∈ I(V) with deg p ≤ 2n, there exist m > 0,
polynomials h1, ..., hm ∈ Nn, and polynomials f1, ..., fm
with deg fihi ≤ 2n (1 ≤ i ≤ m) (where m, hi and fi may depend on p)
such that p =
∑m
i=1 fihi.
Note that if Nn contains an H-basis for I(V), then (3.2) is satisfied.
The following result is proved in [Fia4].
Theorem 3.2. ([Fia4]) If M(n) is recursively generated and satisfies (3.2), then
β(2n) is consistent.
Corollary 3.3. If M(n) is recursively generated and Nn contains an H-basis for
I(V), then β(2n) is consistent.
We next present some examples which illustrate Corollary 3.3.
Proposition 3.4. For d = 2 (the plane), if M(n)(β) is recursively generated and Vβ
is a proper, infinite irreducible curve, then β is consistent.
Proof. There is an irreducible polynomial f ∈ Pn such that f(X, Y ) = 0 and Vβ =
Z(f). [Ful, Corollary 1, p. 18] implies that I(V) = (f) (the ideal generated by
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f), and clearly {f} (⊆ Nn) is an H-basis for I(V). The result now follows from
Corollary 3.3. 
Example 3.5. We illustrate Proposition 3.4 with an example from [CuFi10, Example
5.2]. Consider the moment matrix
M(3) =


1 0 0 1 1 2 0 0 0 0
0 1 1 0 0 0 3 1 1 2
0 1 2 0 0 0 1 1 2 5
1 0 0 3 1 1 0 0 0 0
1 0 0 1 1 2 0 0 0 0
2 0 0 1 2 5 0 0 0 3
0 3 1 0 0 0 14 3 1 1
0 1 1 0 0 0 3 1 1 2
0 1 2 0 0 0 1 1 2 5
0 2 5 0 0 3 1 2 5 33


.
It is straightforward to check that M(3) is positive and recursively generated, with
column relations Y X = 1, Y X2 = X , Y 2X = Y in CM(3), and rank M(3) = 7. Then
Vβ is the hyperbola yx = 1, and Proposition 3.4 implies that β is consistent. (The
existence of a representing measure for β follows from [CuFi10, Theorem 2.1].) 
Let F ≡ {r1, ..., rd} ⊆ P ≡ R[x1, ..., xd] and assume that r1, ..., rd have no common
zeros at infinity. This means that the leading homogeneous forms Lf(r1), ..., Lf(rd)
have no common zeros except (0, ..., 0) ∈ Rd [MoSa]. In this case, [MoSa, Theorem
5.3] implies that F is an H-basis for I := (r1, ..., rd), and V := VR(I) is finite [MoSa,
Section 7]. Further, HI(k) = δ := deg r1 · ... ·deg rd for k ≥ deg r1+ ...+deg rd−d+1,
and HI(k) < δ for k < deg r1 + ... + deg rd − d + 1 [MoSa, Lemma 5.4]. Recall
that a common zero w of r1, ..., rd is simple if the Jacobian (
∂ri
∂xj
(w))1≤i,j≤d has rank
d. Specializing to d = 2, a theorem of M. Noether implies that if r1 and r2 have
no common zeros at infinity and the common zeros are all real and simple, then
there are exactly M := deg r1 deg r2 common zeros, V = {w1, ..., wm}, and if p ∈ P
satisfies p|V ≡ 0, then p has a representation p = a1r1 + a2r2, where ai ∈ P satisfies
deg ai ≤ deg p − deg ri (i = 1, 2). These observations, together with Corollary 3.3,
lead to the following criterion for consistency.
Proposition 3.6. Suppose d = 2. Let M(n) be recursively generated, and suppose
a basis for kerM(n) consists of rˆ1 and rˆ2, where r1 and r2 have no common zeros at
infinity and whose common zeros are all real and simple. Then β(2n) is consistent.
Proof. The above mentioned results of [MoSa] show that {r1, r2} forms and H-basis
for I := (r1, r2), and since the common zeros of r1 and r2 are real and simple,
Noether’s Theorem implies that I coincides with I(V ). The result now follows from
Corollary 3.3. 
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Example 7.1 (below) illustrates Proposition 3.6.
We conclude this section by illustrating a broad class of extremal moment matrices
having flat extensions (and representing measures). SupposeM(n) admits a positive
extension M(n + 1). If f ∈ Pn and f(X) = 0 in CM(n), then f(X) = 0 in CM(n+1),
i.e., Nn ⊆ Nn+1 [Fia1]. If, further,M(n+1) is recursively generated, then it follows
that Jβ
⋂Pn+1 ⊆ Nn+1. Motivated by [Moe2], we say that M(n + 1) is a tight
extension of M(n) if Nn+1 = Jβ
⋂Pn+1. ([Moe2] discusses “tight extensions” of
linear functionals on Pn.)
Theorem 3.7. ([Fia4]) If M(n) ≥ 0 admits a tight flat extension, then M(n) is
extremal.
Recall that M(n) is flat if rank M(n) = rank M(n − 1); the proof of [CuFi2,
Theorem 5.4] shows that if M(n) (≥ 0) is flat, then M(n) admits a tight flat exten-
sion, so M(n) is also extremal. Remarkably, examination of the proofs of [CuFi7],
[CuFi8], [CuFi10] and [Fia2] reveals that in each extremal case studied therein,M(n)
admits a tight flat extension M(n+ 1). We can further illustrate this phenomenon
as follows.
Example 3.8. The extremal matrices M(n) of Example 1.4 admit tight flat exten-
sions. For simplicity of notation, we consider only M(3) and β ≡ β(6). We have
rank M(3) = 6, with column relations Z¯Z = 1, Z¯Z2 = Z, Z¯2Z = Z¯, and Z¯3 −Z3 =
a(Z2− Z¯2). Thus N3 has a basis B3 = {z¯z− 1, z¯z2− z, z¯2z− z¯, z¯3− z3− a(z2− z¯2)}.
In Example 1.4 we showed that γ(2n) has a (unique) rank M(n)-atomic representing
measure, so [CuFi2], [CuFi3] imply that M(n) has a (unique, recursively generated)
flat extensionM(n+1). For the unique flat extensionM(4) we have N4 ⊇ Jβ
⋂P4 ⊇
B4 := B3
⋃ {z¯2z2− z¯z, z¯3z− z¯2, z¯z3−z2, z¯3z−z4−a(z3− z¯2z), z¯4− z¯z3−a(z¯z2− z¯3)}.
Since B4 is independent in P4, and dim N4 = dim P4 − rank M(4) = dim P4 −
rank M(3) = 15 − 6 = 9, we have 9 = dim N4 ≥ dim Jβ
⋂P4 ≥ card B4 = 9,
whence M(4) is tight. 
Despite Theorem 3.7 and the preceding examples, we will show in Section 6 (Propo-
sition 6.1) that there exists a positive, recursively generated, extremal M(3), admit-
ting a flat extension, but having no tight flat extension.
4. The Extremal Moment Problem
Assume that β ≡ β(2n) is extremal, i.e., r := rank M(n) and v := card Vβ satisfy
r = v. Let V ≡ {w1, ..., wr} denote the distinct points of Vβ. If µ is a representing
measure for β, then supp µ ⊆ V and r ≤ card supp µ ≤ v, so the extremal hypothesis
r = v implies that supp µ = V. Thus µ is necessarily is of the form
(4.1) µ =
r∑
i=1
ρiδwi .
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We begin by establishing a criterion which allows us to compute the densities ρi.
Let p1, ..., pr be polynomials in Pn such that B ≡ {p1(X), ..., pr(X)} is a basis for
the column space of M(n), and set
V ≡ VB[V] :=


p1(w1) . . . p1(wr)
. . . . .
. . . . .
. . . . .
pr(w1) . . . pr(wr)

 .
Now V is singular if and only if there exist scalars α1, ..., αr, not all 0, such that
α1p1(wi) + · · ·αrpr(wi) = 0 (1 ≤ i ≤ r). Equivalently, the polynomial p ∈ Pn
defined by p := α1p1 + · · ·+ αrpr satisfies p|V ≡ 0. Since B is a basis, it follows that
p(X) ≡ α1p1(X) + · · · + αrpr(X) 6= 0, so φβ is not 1-1. Conversely, suppose φβ is
not 1-1, i.e., there exists q ∈ Pn with q|V ≡ 0 and q(X) 6= 0 in CM(n). Since B is
a basis, there exist scalars a1, ..., ar, not all 0, such that q(X) =
∑r
i=1 aipi(X), and
since φβ is well-defined, we may assume that q =
∑r
i=1 aipi. Now q|V ≡ 0 implies
that
∑r
i=1 aipi(wj) = 0 (1 ≤ j ≤ r), whence V is singular. Thus we have
Lemma 4.1. The following are equivalent for β extremal:
i) φβ is 1-1, i.e., p ∈ Pn, p|V ≡ 0 =⇒ p(X) = 0 in CM(n);
ii) For any basis B of CM(n), V is invertible;
iii) There exists a basis B of CM(n) such that V is invertible.
Suppose now that β is extremal and let B be any basis for CM(n); thus there exist
polynomials p1, ..., pr ∈ Pn such that B = {p1(X), ..., pr(X)}. If β has a representing
measure µ, then φβ is 1-1 (cf. Section 1), so Lemma 4.1 shows that V is invertible,
whence µ is uniquely determined from (4.1) by
(4.2) (ρ1, ..., ρr)
T = V −1(Λβ(p1), ...,Λβ(pr))T .
Assuming only that β is extremal and that φβ is 1-1, let µB denote the measure defined
by (4.1) and (4.2). Our main result, which follows, includes a proof of Theorem 1.3.
Theorem 4.2. For β ≡ β(2n) extremal, the following are equivalent:
(i) β has a representing measure;
(ii) β has a unique representing measure, which is rank M(n)-atomic;
(iii) For some (respectively, for every) basis B of CM(n), V is invertible and µB is a
representing measure for β;
(iv) β is consistent and M(n) ≥ 0;
(v) M(n) ≥ 0 has a flat extension M(n+ 1);
(vi) M(n) ≥ 0 has a unique flat extension M(n+ 1).
(Note that a proof of (iv) ⇒ (i) is contained in Remark 2.6; we present a different
proof below.)
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Proof. The implications (ii) =⇒ (i) =⇒ (iv) are clear, so it suffices to prove (iv) =⇒
(iii) =⇒ (ii), and to then prove (ii) =⇒ (vi) =⇒ (v) =⇒ (i) (⇔ (ii)) . We begin with
the proof of (iv) =⇒ (iii). Let B be a basis for CM(n), and, as above, denote B ≡
{p1(X), ..., pr(X)}, where p1, ..., pr are polynomials in Pn. Let V ≡ Vβ = {w1, ..., wr}
and consider V as defined above. Since β is consistent, Proposition 3.1 implies that
φβ is 1-1, so Lemma 4.1 shows that V is invertible, and we may thus consider µB
as defined by (4.1) and (4.2). To show that µB is a representing measure for β, we
first show that for f ∈ P2n,
∫
f(x)dµB(x) = Λβ(f). Let vf := (f(w1), ..., f(wr)).
Since V is invertible, there exists af ≡ (a1, ..., ar) ∈Rr such that V TaTf = vTf . Thus
p ≡∑ri=1 aipi ∈ Pn satisfies p(wi) = f(wi) (1 ≤ i ≤ r). Now∫
f(x)dµB(x) =
r∑
k=1
ρkf(wk) =
r∑
k=1
ρkp(wk)
=
r∑
k=1
ρk
r∑
i=1
aipi(wk) =
r∑
i=1
ai
r∑
k=1
ρkpi(wk)
=
r∑
i=1
aiΛβ(pi) (from (4.2))
= Λβ(
r∑
i=1
aipi) = Λβ(f)
(since β is consistent and f − p ∈ P2n satisfies (f − p)|V ≡ 0).
To complete the proof that µB is a representing measure, it remains to show that
µB ≥ 0. For 1 ≤ k ≤ r, let Vk ≡ Vk(x) denote the matrix obtained from V
by replacing wk (in column k) by the variable x, and let fk ∈ Pn be defined by
fk(x) := det Vk(x). Clearly, fk(wj) = δkj det V (1 ≤ k, j ≤ r). Now
0 ≤
〈
M(n)fˆk, fˆk
〉
= Λβ(f
2
k ) =
∫
f 2kdµB (from the preceding paragraph)
=
r∑
j=1
ρjf
2
k (wj) = ρk(det V )
2,
and since det V 6= 0, it follows that ρk ≥ 0. (Since card supp µB = r, it then follows
that ρk > 0 (1 ≤ k ≤ r).)
To prove (iii) =⇒ (ii), assume that ν is a representing measure for β. Since β
is extremal, ν is of the form ν =
∑r
i=1 σiδwi for σi > 0 (1 ≤ i ≤ r). Suppose
B ≡ {p1(X), ..., pr(X)} is a basis for CM(n) (as above) such that V is invertible and
µB is a representing measure for β. Since ν and µB are representing measures, we
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have
V (ρ1, ..., ρr)
T = (
∫
p1dµB, ...,
∫
prdµB)T
= (Λβ(p1), ...,Λβ(pr))
T = (
∫
p1dν, ...,
∫
prdν)
T
= V (σ1, ..., σr)
T ,
and since V is invertible, it follows that ν = µB. This completes the equivalence of
(i), (ii), (iii) and (iv).
Now recall that β has a rank M(n)-atomic representing measure if and only if
M(n) ≥ 0 admits a flat extension M(n+ 1) [CuFi2, Theorem 5.13], and clearly dis-
tinct flat extensions correspond to distinct rank M(n)-atomic representing measures.
Thus we have (ii)⇒ (vi)⇒ (v)⇒ (i), and since (i)⇔ (ii), the proof is complete. 
Remark 4.3. For a positive, extremal M(n) for which the points of the variety
are known, Theorem 4.2 provides two ways to determine whether or not β has a
representing measure. Following Theorem 4.2(iv) one can use the method of Section
3 to determine whether or not β is consistent. Alternatively, one can select any
basis B of CM(n) and check whether V is invertible. If V is not invertible, there
is no representing measure. If V is invertible, then µB automatically interpolates
all moments up to degree n, so the proof of Theorem 4.2(iv) ⇒ (iii) shows that
β has a representing measure if and only if µB interpolates all moments of degrees
n+1, n+2, ..., 2n, in which case µβ ≥ 0. In a given numerical problem, one approach
or the other may be easier to implement, depending on the size of n and the value of
rank M(n).
5. Solution of the M(3) Extremal Problem with Y = X3 : r = v = 7
In this section (and the next) we return to the question as to whether a positive,
extremal, recursively generated moment matrix has a representing measure (cf., Ques-
tion 1.1). We also consider the extent to which recursiveness implies consistency in
an extremal moment problem. Our motivation is the observation that it is gener-
ally much easier to verify recursiveness than consistency. We examine these issues
in detail for an extremal planar moment matrix M(3) with M(3) ≥ 0, M(2) > 0,
and Y = X3 in CM(3). Our first result illustrates an extremal problem in which
recursiveness does imply consistency.
Theorem 5.1. Let d = 2. Suppose Y = X3 in CM(3). IfM(3) is positive, recursively
generated, and v = r = 7, then β(6) has a unique, 7-atomic, representing measure;
equivalently, β(6) is consistent.
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Example 5.2. We illustrate Theorem 5.1 with the following moment matrix:
M(3) =


1 0 0 1 2 5 0 0 0 0
0 1 2 0 0 0 2 5 14 42
0 2 5 0 0 0 5 14 42 200
1 0 0 2 5 14 0 0 0 0
2 0 0 5 14 42 0 0 0 0
5 0 0 14 42 200 0 0 0 0
0 2 5 0 0 0 5 14 42 200
0 5 14 0 0 0 14 42 200 5868
0 14 42 0 0 0 42 200 5868 386568
0 42 200 0 0 0 200 5868 386568 26992856


.
M(3) is positive and recursively generated, with column basis B := {1, X, Y, X2,
Y X, Y 2, Y X2}, and column relations Y = X3, Y 2X = 208X − 282Y + 74Y X2,
and Y 3 = 15392X − 20660Y + 5194YX2. A calculation shows that Vβ consists of
exactly 7 points in R2, {(xi, x3i )}7i=1, with x1 = 0, x2 ∼= 8.36748, x3 ∼= 0.996357,
x4 ∼= 1.7299, and x4+j = −xj+1 (1 ≤ j ≤ 3). Thus β is extremal, so Theorem 5.1
implies that β has a representing measure. Indeed, following the method of Section
4, a calculation shows that VB is invertible and that µB has densities ρ1 ∼= 0.331731,
ρ2 ∼= 3.3378229×10−10, ρ3 ∼= 0.249980, ρ4 ∼= 0.08415439, and ρ4+j = ρj+1 (1 ≤ j ≤ 3).

We begin the proof of Theorem 5.1 with some preliminary results. Recall from
Section 3 the map φβ : CM(n) → Pn|Vβ , given by p(X) 7→ p|Vβ (p ∈ Pn). As noted in
Section 3, φβ is 1-1 if and only if Nn = Kn (where Nn := {p ∈ Pn : p(X) = 0} and
Kn := I(Vβ)
⋂Pn = {p ∈ Pn : p|Vβ ≡ 0}); we always have Nn ⊆ Kn.
Lemma 5.3. If M(n)(β) satisfies r ≤ v and dimKn ≤ dimPn − v, then M(n)(β)
is extremal and φβ is 1-1.
Proof. We have v ≤ dimPn − dimKn ≤ dimPn − dimNn = r ≤ v. It follows that
r = v and Nn = Kn, so M(n)(β) is extremal and φβ is 1-1. 
Lemma 5.4. If M(3)(β) satisfies Y = X3 and r ≤ v = 7, then φβ is 1-1.
Proof. Suppose p(x, y) ≡ c1+c2x+c3y+c4x2+c5yx+c6y2+c7x3+c8yx2+c9y2x+c10y3
is an element of K3, i.e., p|Vβ ≡ 0. Denote the distinct points of Vβ by {(xi, yi)}7i=1;
since yi = x
3
i (1 ≤ i ≤ 7), the xi’s are distinct. Consider the linear map Ψ : K3 → R3
defined by Ψ(p) = (c7, c9, c10). We claim that Ψ is 1-1; for, suppose c7 = c9 = c10 = 0
and let f(x) := p(x, x3) ≡ c1 + c2x + c3x3 + c4x2 + c5x4 + c6x6 + c8x5. Since f has
the seven distinct roots {xi}7i=1, it follows that c1 = c2 = c3 = c4 = c5 = c6 = c8 = 0,
whence p ≡ 0 and Ψ is 1-1. Thus dimK3 ≤ dimR3 = 3 = 10 − 7 = dimP3 − v, so
Lemma 5.3 implies that φβ is 1-1. 
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Proposition 5.5. Let M(3)(β) ≥ 0, with Y = X3 in CM(3). If B := {1, X, Y, X2,
Y X, Y 2, Y X2} is a basis for CM(3) and v = r, then β(6) has a representing measure.
Proof. Let V ≡ Vβ; Lemmas 4.1 and 5.4 imply that VB[V] is invertible, so, as in the
proof of Theorem 4.2, to prove that µB is a representing measure, it suffices to prove
that µB is interpolating for β(6), i.e., βij =
∫
yjxi dµB (i, j ≥ 0, i+ j ≤ 6). Relation
(4.2) shows that µB interpolates the moments corresponding to elements of B, namely
β00, β10, β01, β20, β11, β02, and β21. From the hypothesis, we have
(5.1) Y = X3.
Also, there exist α, γ ∈ R and p, q ∈ P2, such that we have column relations
(5.2) Y 2X = αY X2 + p(X, Y ),
and
(5.3) Y 3 = γY X2 + q(X, Y ).
In supp µB we have y = x3, so
∫
x3dµB =
∫
ydµB = β01 = 〈Y, 1〉 = 〈X3, 1〉 = β30 (by
(5.1)); thus
∫
x3dµB = β30. Similarly,∫
y2x dµB =
∫
(αyx2 + p(x, y))dµB = αβ21 + Λβ(p)
=
〈
αY X2 + p(X, Y ), 1
〉
=
〈
Y 2X, 1
〉
= β12
(by (4.2) and (5.2)), and∫
y3dµB =
∫
(γyx2 + q(x, y))dµB = γβ21 + Λβ(q)
=
〈
γY X2 + q(X, Y ), 1
〉
=
〈
Y 3, 1
〉
= β03
(by (4.2) and (5.3)). Thus, µB interpolates all moments up to degree 3.
The proof now continues inductively, using the results for all degrees < k to obtain
the result for degree k, and using (5.1)-(5.3) in successive rows ofM(3). For example,
to obtain results for degree 4, we start with the relations y = x3, y2x = αyx2+p(x, y),
and y3 = γyx2 + q(x, y), valid in Vβ, to get new relations of degree 4 in Vβ : x4 = yx,
yx3 = y2, y2x2 = αyx3+xp(x, y), y3x = γyx3+xq(x, y), y4 = γy2x2+yq(x, y). Using
(5.1)-(5.3) and the results for degrees 1, 2 and 3, we may now successively integrate
these new relations to obtain βi+j =
∫
yjxi dµB (i, j ≥ 0, i + j = 4); for example,∫
x4dµB =
∫
yxdµB = β11 = 〈Y,X〉 = 〈X3, X〉 = β40. Degrees 5 and 6 are treated
similarly. 
Proof of Theorem 5.1. In view of Theorem 4.2(i) ⇔ (ii), it suffices to show that β(6)
has a representing measure. The results in [CuFi6], [CuFi8] and [CuFi10] show
that if M(n) is positive, recursively generated, satisfies r ≤ v and has a column
relation of degree one or two, then β(2n) admits a representing measure. We may
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thus assume that M(2) is positive and invertible; indeed, positivity in M(3) implies
that any dependence relation in the columns ofM(2) extends to the columns ofM(3)
[CuFi4]. In particular, we may assume in the sequel that a basis B of CM(3) includes
{1, X, Y,X2, Y X, Y 2}.
Lemma 5.4 implies that φβ is 1-1. As in Section 4, we may thus form µB, and as in
the proof of Theorem 4.2, it suffices to show that µB is interpolating for β. The proof
of Proposition 5.5 shows that this is the case if B = {1, X, Y, X2, Y X, Y 2, Y X2}.
This proof shows, more generally, that µB is interpolating if B contains {1, X, Y, X2,
Y X, Y 2} and there exist column relations of the form (5.2) and (5.3).
We consider next the case when B = {1, X, Y, X2, Y X, Y 2, Y 2X}, with column
relations Y X2 = u(X, Y )+γY 2X (γ ∈ R, deg u ≤ 2) and Y 3 = δY 2X+t(X, Y ) (δ ∈
R, deg t ≤ 2). Let h(x, y) := x2y − u(x, y) − γxy2, so that h(X, Y ) = 0 and
Vβ ⊆ {(x, y) ∈ R2 : y = x3 and h(x, y) = 0}. If γ = 0, then h(x, y) = 0 has at most
6 real roots of the form (x, x3), contradicting r = v = 7. Thus γ 6= 0, and we may
derive a system as in (5.2)-(5.3); indeed, Y 3 = δ
γ
Y X2 + (t − δ
γ
u)(X, Y ). Using this
system, we may now proceed as in the proof of Proposition 5.5 to conclude that µB
is interpolating. Finally, we consider the case B = {1, X, Y, X2, Y X, Y 2, Y 3},
with relations
(5.4) Y X2 = s(X, Y ) + δY 3 (δ ∈ R, deg s ≤ 2)
and
(5.5) Y 2X = t(X, Y ) + ǫY 3 (ǫ ∈ R, deg t ≤ 2).
Since h(x, y) := yx2 − s(x, y) has at most 6 roots of the form (x, x3), then v = 7
implies δ 6= 0. We may now successively transform (5.4) and (5.5) into (5.2) and
(5.3) and then apply the method of the proof of Proposition 5.5. 
6. The Extremal Problem for M(3) with Y = X3 : r = v = 8
In this section we study the extremal moment problem for a moment matrixM(3)
satisfying
(6.1) M(3) ≥ 0,M(2) > 0, Y = X3 in CM(3), and r = v = 8.
In Proposition 6.1 we illustrate (6.1) with the first example of an extremal moment
matrix M(n), which admits a representing measure, but for which (i) the ideal Jβ
corresponding to ker M(n) is not a real ideal, and (ii) the unique flat extension
M(n + 1) is not a tight flat extension. In Theorem 6.2 we resolve Question 1.1 in
the negative, by constructing a moment matrixM(3) which satisfies (6.1), but is not
consistent, and thus admits no representing measure. In Theorem 6.3 we provide a
simplified consistency test for moment matrices satisfying (6.1), thereby completing
the analysis of the extremal moment problem for M(3) with Y = X3 (cf. Remark
6.5(iii)).
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We begin by introducing the objects that we will use in our examples. Let
f(x, y) := y − x3. Recall from Bezout’s Theorem ([CLO, Theorem 8.7.10] that
if deg g = 3, then f and g have exactly 9 common zeros (counting multiplicity), in-
cluding complex zeros and zeros at infinity. To construct a variety that will serve as
V(M(3)) in Proposition 6.1 and Theorem 6.2, we first seek a polynomial g ∈ R[x, y]
of degree 3 such that f and g have exactly 8 distinct common real affine zeros, one
of which is a zero of multiplicity 2. For this, let ℓi(x, y) = 0 (i = 1, 2, 3) be lines
in the plane such that ℓ1 intersects y = x
3 in 3 distinct points ((xi, yi), 1 ≤ i ≤ 3),
ℓ2 intersects y = x
3 in 3 additional distinct points ((xi, yi), 4 ≤ i ≤ 6), and ℓ3 inter-
sects y = x3 in 2 additional distinct points ((xi, yi), 7 ≤ i ≤ 8), such that ℓ3 is the
tangent line to y = x3 at (x8, y8). Setting g(x, y) := ℓ1(x, y)ℓ2(x, y)ℓ3(x, y), we have
V((f, g)) = {(xi, yi)}8i=1, and (x8, y8) is a common zero of f and g with multiplicity
2. Indeed, (x8, y8) is a multiple zero since ℓ3(x, y) = 0 is a common tangent line for
f(x, y) = 0 and g(x, y) = 0 at (x8, y8); equivalently, there exist a, b ∈ R such that the
differential D : P → R defined by
(6.2) D(p) := a
∂p
∂x
(x8, y8) + b
∂p
∂y
(x8, y8)
satisfies D(f) = D(g) = 0 (cf. [CLO, Proposition 3.4.2], [MMM]). We next introduce
some ideals which will be referenced in the sequel. Let V ≡ V((f, g)) (= {(xi, yi)}8i=1)
and setA := I(V) ≡ {p ∈ P : p|V ≡ 0} andD := {p ∈ A : D(p) = 0}; A is a real ideal
(cf. Section 2), and D is an ideal (which contains f and g). For the last assertion, note
that if p ∈ D and q ∈ P, then (pq)|V ≡ 0 and D(pq) = q(x8, y8)D(p)+p(x8, y8)D(q) =
0 (since D(p) = 0 and p|V ≡ 0).
As we show below, the conditions of (6.1) imply that B := {1, X, Y,X2, Y X, Y 2,
Y X2, Y 2X} is a basis for CM(3), so we will further require that the points of V are
in “general position” relative to the monomials 1, x, y, x2, yx, y2, yx2 and y2x, i.e., we
will require that V ≡ VB[V] is invertible (cf. Lemma 4.1). Let W ≡ WB[V] := V T .
Now, if H(x, y) is any real-valued function defined on V, then there exist scalars
α1, ..., α8 ∈ R such that
H(x, y) = α1 + α2x+ α3y + α4x
2 + α5yx+ α6y
2 + α7yx
2 + α8y
2x ((x, y) ∈ V);
indeed, α ≡ (α1, ..., α8) is uniquely determined from
(6.3) αT =W−1(H(x1, y1), .., H(x8, y8))T .
In particular, there exist unique real numbers a1, ..., a8 such that
(6.4) h(x, y) := y2x2 − (a1 + a2x+ a3y + a4x2 + a5yx+ a6y2 + a7yx2 + a8y2x)
vanishes on V.
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For the sake of definiteness, let
ℓ1(x, y) := y − 4x
((x1, y1) = (−2,−8), (x2, y2) = (0, 0), (x3, y3) = (2, 8)),
ℓ2(x, y) := y − 4x+ 3
((x4, y4) = (1, 1), (x5, y5) = (−1
2
+
√
13
2
,−5 + 2
√
13),(6.5)
(x6, y6) = (−1
2
−
√
13
2
,−5− 2
√
13)),
ℓ3(x, y) := y − 3
4
x+
1
4
((x7, y7) = (−1,−1), (x8, y8) = (1
2
,
1
8
)).
Then
4g(x, y) = 4(y − 4x)(y − 4x+ 3)(y − 3
4
x+
1
4
)(6.6)
= −48x3 + 88yx2 − 35y2x+ 4y3 + 52x2 − 65yx+ 13y2 − 12x+ 3y.
A calculation shows that ℓ3 is tangent to both f and g at (x8y8); indeed, D(f) =
D(g) = 0, where D is the functional given by (6.2) with a = 1, b = 3
4
. Further,
det V = 98415
4
√
13 ( 6= 0), so rank V = 8. Applying (6.3) with H(x, y) = y2x2, we see
that in (6.4) we have
(6.7) h(x, y) = y2x2 + 6x− 14x2 − 11
2
y +
43
2
yx− yx2 − 17
2
y2 +
1
2
y2x,
and h|V ≡ 0. A calculation shows that D(h) = −405128 ( 6= 0), so h ∈ (A
⋂P4) \ D.
Proposition 6.1. Let µ :=
∑8
i=1 δ(xi,yi) (with (xi, yi) from (6.5)) and let M(3) :=
M(3)[µ]. Then M(3) satisfies (6.1) and has the following additional properties:
(i) The ideal Jβ(6) generated by N3 ≡ {p ∈ P3 :M(3)pˆ = 0} is not a real ideal;
(ii) M(3) has a flat extension, but M(3) does not admit a tight flat extension.
Proof. A direct calculation using the points in (6.5) shows that VB[V] is invertible, so
it follows as in the proof of Lemma 4.1 that B is independent in CM(3). Also, since
µ is a representing measure for M(3)[µ], supp µ = V, f |V ≡ 0 and g|V ≡ 0, we have
Y = X3 and g(X, Y ) = 0 in CM(3), whence B is a basis for CM(3), rank M(3) = 8,
and V(M(3)) = Z(f)⋂Z(g) = V. Thus, M(3) satisfies (6.1).
(i) Let J ≡ Jβ(6) denote the ideal generated by {p ∈ P3 : M(3)pˆ = 0}, so that
J = (f, g). We claim that J is not a real ideal. For, otherwise, there would exist
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G ⊆ R2 such that for p ∈ P, p|G ≡ 0 ⇐⇒ p ∈ J (cf. Section 2). In this case,
since f 2 + g2 ∈ J , then (f 2 + g2)|G ≡ 0, whence G ⊆ V. Recall that the function
h given by (6.7) satisfies h|V ≡ 0 and D(h) 6= 0. Since p ∈ J ⇒ D(p) = 0, we see
that h /∈ J ; but since h|V ≡ 0, then h|G ≡ 0, contradicting the defining property of
G. Thus, J is not a real ideal.
(ii) Since M(3) is extremal and has a representing measure (that is, µ), it has a
unique flat extension M(4), namely M(4)[µ]. Since h|V ≡ 0, we have h(X, Y ) = 0
in CM(4) [CuFi2, Proposition 3.1], so h ∈ N4. Since we have shown in the proof of (i)
that h /∈ J , we must have J ⋂P4 6= N4, so M(4) is not a tight flat extension. 
We next present an example of M(3) satisfying (6.1), but not consistent, so that
β(6) has no representing measure; this provides a negative answer to Question 1.1.
We define a linear functional L : P6 → R by
(6.8) L(p) := a0D(p) +
8∑
i=1
aip(xi, yi) (p ∈ P6)
(with D and {(xi, yi)}8i=1 as defined just previous to Proposition 6.1, and ai ∈ R
(0 ≤ i ≤ 8)). Let β(6) be the sequence corresponding to L, i.e., βij := L(xiyj) (i, j ≥
0, i + j ≤ 6). Let M ≡ M(3) be the corresponding moment matrix, which is real
symmetric since 〈
Mx̂iyj, x̂kyℓ
〉
= L(xi+kyj+ℓ) =
〈
Mx̂kyℓ, x̂iyj
〉
.
Recall f(x, y) := y − x3 and note that f(X, Y ) = 0 in CM(3). Indeed, for p ∈ P3,
〈f(X, Y ), pˆ〉 =
〈
M(3)fˆ , pˆ
〉
= L(fp) = 0
(since D(f) = 0 and f |V ≡ 0). Similarly, for g as defined earlier, since D(g) = 0 and
g|V ≡ 0, we have g(X, Y ) = 0. For the sake of definiteness, let ai := 1 (0 ≤ i ≤ 7).
Theorem 6.2. There exists α (∼= 6.97093) such that if a8 > α, then M(3) satis-
fies (6.1) (and is thus positive, recursively generated, and extremal), but β(6) has no
representing measure. In particular, φβ is 1-1, but β is not consistent.
Proof. Consider B := {1, X, Y,X2, Y X, Y 2, Y X2, Y 2X}. Since Y = X3 and g(X, Y )
= 0, B spans CM(3). It follows from Smul’jan’s Theorem thatM(3) is positive semi-
definite if and only if MB, the compression of M(3) to rows and columns indexed
by B, is positive semi-definite. Calculating nested determinants, we see that MB
is positive definite if and only if a8 > α, where α :=
6012817451
862617600
. In this case, since
M8 > 0 and f(X, Y ) = 0 = g(X, Y ), it follows that rank M(3) = 8 and V(M(3)) =
Z(f)⋂Z(g) = V. In particular, M(3) satisfies (6.1) (and is thus also recursively
generated). Further, φβ is 1-1 (see the proof of Proposition 6.1, or use Lemma 6.4
below). We claim that β(6) is not consistent. Indeed, the Riesz functional for β(6) is L.
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The function h from (6.6) satisfies h|V ≡ 0 and D(h) 6= 0, whence L(h) = D(h) 6= 0.
Now β is not consistent and thus has no representing measure. 
In view of Theorem 4.2, the existence of a representing measure in the extremal
moment problem (6.1) is equivalent to establishing that the Riesz functional Λβ van-
ishes on a basis for P6
⋂ I(V), and we will show below that dim P6⋂ I(V) = 20.
The substance of the next result is that, following (2.4) and the remarks following
(2.4), the test for consistency in (6.1) can be reduced to checking that Λβ(h) = 0 for
h given by (6.4).
Theorem 6.3. Suppose M(3) satisfies (6.1), with V(M(3)) = {(xi, yi)}8i=1 and col-
umn basis B := {1, X, Y,X2, Y X, Y 2, Y X2, Y 2X}. Let h be as in (6.4). Then β(6)
has a representing measure if and only if Λβ(h) = 0.
We require the following preliminary result.
Lemma 6.4. If Y = X3 in CM(3) and r ≤ v = 8, then φβ is 1-1.
Proof. Let V ≡ V(M(3)) and for f ∈ K3 := P3
⋂I(V), write
f(x, y) ≡ a1 + a2x+ a3y + a4x2 + a5yx+ a6y2(6.9)
+a7x
3 + a8yx
2 + a9y
2x+ a10y
3.
Define a linear map Ψ : K3 → R2 by Ψ(f) := (a7, a10). We claim that Ψ is 1-1.
Suppose a7 = a10 = 0 and define
p(x) := f(x, x3) ≡ a1 + a2x+ a4x2 + a3x3 + a5x4 + a8x5 + a6x6 + a9x7.
Since V ⊆ Z(y − x3), the eight points of V have distinct x-coordinates, and f |V ≡ 0,
it follows that p has at least 8 distinct real roots. Since deg p ≤ 7, we must have
a1 = a2 = a3 = a4 = a5 = a6 = a8 = a9 = 0, whence f ≡ 0, so Ψ is 1-1. Now
dimK3 ≤ dimR2 = 10− 8 = dimP3 − v, so Lemma 5.3 implies that φβ is 1-1. 
Proof of Theorem 6.3. If β ≡ β(6) has a representing measure, then β is consistent,
and since h ∈ P6
⋂I(V), it follows that Λβ(h) = 0. For the converse, we suppose
that Λβ(h) = 0 and we will show that β is consistent, i.e., P6
⋂I(V) ⊆ ker Λβ (cf.
Theorem 4.2). To this end, we first compute dim(P6
⋂ I(V)). Consider W ≡ W6[V]
(cf. Section 2); clearly, p ∈ P6
⋂I(V) ⇐⇒ pˆ ∈ ker W , so dim(P6⋂ I(V)) =
dim ker W = dim P6 − rank W . Lemma 6.4 shows that φβ is 1-1, so Lemma 4.1
implies that WB[V] (≡ VB[V]T ) is invertible. Now WB[V] is the compression of W to
columns indexed by the monomials corresponding to elements of B, so 8 ≥ row rank
W = rank W ≥ rank WB[V] = 8, whence rank W = 8. Thus,
dim(P6
⋂
I(V)) = dim P6 − rank W = 28− 8 = 20.
Let f(x, y) := y − x3, so that M(3)fˆ = f(X, Y ) = 0 in CM(3). Also, there
exist a, b ∈ R and p ∈ P2 such that g(x, y) := y3 + ayx2 + by2x + p(x, y) satisfies
26
M(3)gˆ = g(X, Y ) = 0 in CM(3). Since r = 8, it follows that V = Z(f)
⋂Z(g), and
clearly f, g ∈ I(V). Now, if s, t ∈ P3, then sf + tg ∈ P6
⋂ I(V) and Λβ(sf + tg) =〈
M(3)fˆ , sˆ
〉
+
〈M(3)gˆ, tˆ〉 = 0, whence sf + tg ∈ ker Λβ (see the remarks following
(2.4)).
We next identify 19 linearly independent elements of P6
⋂ I(V) of the form sf +
tg (s, t ∈ P3). Consider the following 20 polynomials:
f1 := g ≡ y3 + ayx2 + by2x+ p(x, y) f2 := f ≡ y − x3
f3 := xg ≡ y3x+ ayx3 + by2x2 + xp(x, y) f4 := xf ≡ yx− x4
f5 := yg ≡ y4 + ay2x2 + by3x+ yp(x, y) f6 := yf ≡ y2 − yx3
f7 := x
2g ≡ y3x2 + ayx4 + by2x3 + x2p(x, y) f8 := x2f ≡ yx2 − x5
f9 := yxg ≡ y4x+ ay2x3 + by3x2 + yxp(x, y) f10 := yxf ≡ y2x− yx4
f11 := y
2g ≡ y5 + ay3x2 + by4x+ y2p(x, y) f12 := y2f ≡ y3 − y2x3
f13 := x
3g ≡ y3x3 + ayx5 + by2x4 + x3p(x, y) f14 := x3f ≡ yx3 − x6
f15 := yx
2g ≡ y4x2 + ay2x4 + by3x3 + yx2p(x, y) f16 := yx2f ≡ y2x2 − yx5
f17 := y
2xg ≡ y5x+ ay3x3 + by4x2 + y2xp(x, y) f18 := y2xf ≡ y3x− y2x4
f19 := y
3g ≡ y6 + ay4x2 + by5x+ y3p(x, y) f20 := y3f ≡ y4 − y3x3.
We assert that F := {fi}19i=1 is linearly independent in P6
⋂I(V)⋂ ker Λβ. For
1 ≤ k ≤ 19, set Fk := {fi}ki=1. Proceeding inductively, let 2 ≤ k ≤ 19 and assume
that Fk−1 is linearly independent. Observe that, except when k = 6, 10, 12, 16, 18,
fk contains a monomial of highest degree that does not appear in any polynomial in
Fk−1, whence Fk is linearly independent. In the remaining cases, note that
(i) fk contains a monomial of highest degree that also appears, among the elements
of Fk, only in fk−2;
(ii) fk−2 has a different monomial that also appears, among the elements of Fk, only
in fk−1;
(iii) fk−1 has a monomial of highest degree that appears in no other element of Fk.
We thus see that Fk is independent in these cases. (Observe also that F20 is depen-
dent, since
f20 = −f13 − af16 − bf18 + f5 + p(y − x3),
and p(y − x3) = pf2 ∈ 〈f2, f4, f6, f8, f10, f12〉.)
Now, dim[P6
⋂ I(V)⋂ ker Λβ] ≥ 19 and dim(P6⋂ I(V)) = 20. Since h ∈
P6
⋂ I(V)⋂ ker Λβ, to complete the proof that P6⋂I(V) ⊆ ker Λβ, it suffices to ver-
ify that h /∈ 〈{fi}19i=1〉. Let 2 ≤ k ≤ 19 and assume by induction that h /∈
〈{fi}k−1i=1 〉.
Consider a linear combination q := α1f1 + · · · + αkfk, with αk 6= 0. Except when
k = 6, 10, 12, 16, 18, fk contains a monomial term of highest degree that does not ap-
pear in h or in any element of Fk−1, so q 6= h. In the remaining cases, if q = h, then
proceeding as in the proof that F is independent, we see that αk−2 6= 0, and then that
αk−1 6= 0. Now fk−1 contains a monomial of highest degree that does not appear in
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h or in any other element of Fk, so we arrive at a contradiction. Thus q 6= h in these
cases also. Now, following (2.4), {fi}19i=1
⋃{h} forms a basis for P6⋂I(V)⋂ ker Λβ,
whence P6
⋂ I(V) ⊆ ker Λβ, so β is consistent. The proof is now complete. 
Remark 6.5. (i) If the points of the variety {(xi, yi)}8i=1 are known explicitly, then
h can be computed as in (6.4). In this case, Theorem 6.3 provides an effective test
for the existence of a representing measure in the extremal problem (6.1). If the
points of the variety are not known explicitly, there is still available a concrete test
for the non-existence of a representing measure, as follows:
IfM(3) (as in (6.1)) has a representing measure, then there is a unique flat extension
M(4), and V(M(4)) = V(M(3)) = V. In this case, there is a column relation in
CM(4) of the form
Y 2X2 = α11 + α2X + α3Y + α4X
2 + α5Y X + α6Y
2 + α7Y X
2 + α8Y
2X.
To compute α1, · · · , α8, let v denote the compression of column Y 2X2 in M(4) to
rows indexed by the basis B, i.e., v : = (β22, β32, β23, β42, β33, β24, β43, β34)T . Since
M(4) is recursively generated, we have X4 = Y X and Y X3 = Y 2 in CM(4), whence
β43 = β14 and β34 = β05. Thus v is expressed in terms of the original data from β
(6).
Let J denote the compression of M(3) to rows and columns indexed by elements of
B; then J is invertible and α := (α1, · · · , α8) is uniquely determined by
(6.10) αT = J−1v.
Now let
k(x, y) := y2x2 − (α1 + α2x+ α3y + α4x2 + α5yx+ α6y2 + α7yx2 + α8y2x.
Since k(X, Y ) = 0 in CM(4), then k|V ≡ 0, so it follows from (6.3) and (6.4) that k ≡ h,
whence Λβ(k) = 0. Thus, if k is computed as above (using (6.10)) and Λβ(k) 6= 0,
then β has no representing measure.
(ii) Let k(x, y) be computed as above. Even without knowing the points of V
explicitly, if we know that k|V ≡ 0, then from Lemma 6.4, Lemma 4.1, and (6.4) it
follows that k = h, so β has representing measure if and only if Λβ(k) = 0.
(iii) Finally, we note that for the extremal problem forM(3) with Y = X3,M(3) ≥ 0,
M(2) > 0 and r = v = 8, we can always assume that B := {1, X, Y,X2, Y X, Y 2,
Y X2, Y 2X} is a basis for CM(3). Indeed, suppose that a maximal linearly independent
set of columns is {1, X, Y,X2, Y X, Y 2, Y X2, Y 3}. Then there is a column relation
of the form Y 2X = α1Y X
2 + α2Y
3 + p(X, Y ) (deg p ≤ 2). If α2 = 0, then (since
Y = X3), V(M(3)) is a subset of the zeros of x7 = α1x5 + p(x, x3), whence v ≤ 7, a
contradiction. Thus, α2 6= 0, and since r = 8, it follows that B is a basis. A similar
argument can be used in the case when {1, X, Y, X2, Y X, Y 2, Y 2X, Y 3} is a basis.
This completes the analysis of the extremal problem (6.1).
28
7. An Example with r < v < +∞
In this section we present an example in which we solve a truncated moment prob-
lem with r < v < +∞. Based on a number of examples and results in [CuFi4],
[CuFi8] and [CuFi10], we conjecture that in such cases, if M(n)(β) has a repre-
senting measure, then a minimal representing measure is v-atomic, and corresponds
to a rank-v positive extension M(n + k) (for some k ≤ v − r), followed by a flat
extension M(n+ k+1). In [Fia4] we present an algorithm for determining the exis-
tence of representing measures in a broad class of truncated moment problems with
r < v < +∞; the following example may be viewed as an instance of this algorithm,
and also illustrates Proposition 3.6.
Example 7.1. Consider
M(3) =


1 0 0 1 2 5 0 0 0 0
0 1 2 0 0 0 2 5 14 42
0 2 5 0 0 0 5 14 42 132
1 0 0 2 5 14 0 0 0 0
2 0 0 5 14 42 0 0 0 0
5 0 0 14 42 132 0 0 0 0
0 2 5 0 0 0 5 14 42 132
0 5 14 0 0 0 14 42 132 429
0 14 42 0 0 0 42 132 429 2000
0 42 132 0 0 0 132 429 2000 338881


.
We have M(3) ≥ 0, M(2) > 0 (positive and invertible), and r := rank M(3) = 8,
with column relations
(7.1) Y = X3,
and
(7.2) Y 3 = q(X, Y ),
where q(x, y) := −2285x + 5720y − 34441yx2 + 578y2x. Let r1(x, y) := y − x3 and
r2(x, y) := y
3 + 2285x − 5720y + 3441x2y − 578xy2. Then kerM(3) = 〈rˆ1, rˆ2〉
and Vβ ≡ {(x, y) ∈ R2 : r1(x, y) = r2(x, y) = 0}. A calculation shows that v :=
card Vβ = 9. Now M(3) is positive, recursively generated (trivially, because M(2)
is invertible), and r < v; further, Proposition 3.6 implies that β(6) is consistent. We
will show that the minimal representing measure for β(6) is v-atomic (cf. Question
1.2).
If µ is a finitely atomic representing measure for β, then M(4)[µ] is recursively
generated [CuFi4]. Conversely, any recursively generated extension M(4) of M(3)
must satisfy
(7.3) X4 = Y X
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and
(7.4) Y X3 = Y 2.
Further, since Y 3 = q(X, Y ), in the column space of M(4) we must have
(7.5) Y 3X = (xq)(X, Y ) = q(X, Y )X
and
(7.6) Y 4 = (yq)(X, Y ) = Y q(X, Y ).
Using these column relations, we see that M(4) is completely defined (i.e., all
moments of degrees 7 and 8 are determined). On the other hand, a calculation shows
that in CM(4), Y 2X2 is independent of B := {1, X, Y, X2, XY, Y 2, X2Y, XY 2}.
Thus, rank M(4) = 9. Since a flat extension of a positive, recursively generated
moment matrix is necessarily recursively generated [CuFi4], it follows that there is
no flat extension M(4) ofM(3), and thus there is no 8-atomic representing measure
for β.
Note that M(4) is extremal; indeed, the variety of M(4) consists of the common
zeros of r1, r2, xr1, yr1, xr2, and yr2, and thus coincides with Vβ (which has 9
points). Rather than using Theorem 4.2, we will show that M(4) has a unique, 9-
atomic, representing measure by a direct construction. Observe that relations (7.3)-
(7.6), together with recursiveness, completely determine any recursively generated
extension M(5) via the following relations: X5 = Y X2, Y X4 = Y 2X , Y 2X3 = Y 3,
Y 3X2 = (x2q)(X, Y ), Y 4X = (yxq)(X, Y ), Y 5 = (y2q)(X, Y ). A calculation of
the degree-5 columns using these relations shows that these columns do fit together
to form a moment matrix, which is clearly a flat (i.e., rank-preserving) extension
of M(4). It thus follows from [CuFi2, Corollary 5.14] that M(5) has a unique
representing measure µ, which is 9-atomic. Further, from the recursive definition of
M(5), it follows that µ is the unique representing measure for β. 
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