Photoelectrochemistry is truly an interdisciplinary field; a natural nexus between chemistry and physics. In short, photoelectrochemistry can be divided into three sub-processes, namely (i) the creation of electron-hole pairs by light absorption; (ii) separation/transport on the charge carriers and finally (iii) the water splitting reaction. The challenge is to understand all three processes on a microscopic scale and, perhaps even more importantly, how to combine the processes in an optimal way. This review will highlight some first-principles insights to the above sub-processes, in particular as they occur using metal oxides. Based on these insights, challenges and future directions of first-principles methods in the field of photoelectrochemistry will be discussed.
Introduction
"Water will be the coal of the future" states Cyrus Harding, one of the protagonists in Jules Verne's novel "The Mysterious Island" [1] . Interestingly this is the conclusion after the protagonists have discussed the fact that the known coal reserves will eventually be depleted. The analogy to today's crude oil is obvious. Based on the simple fact that it takes millions of years to produce fossil fuel, whereas the extraction, in comparison, is very fast, the depletion of crude oil is certain [2] [3] [4] , although the exact time remains debatable.
The scenario of depleting crude oil reserves is in stark contrast to the increase in global energy consumption. In 2015, the global power consumption was estimated to be a total of 17 TW [5] , and projections for 2050 ranges between 28 and 31 TW [6, 7] . This increased demand of energy is know as the TW challenge [8] [9] [10] , and alternative energy solutions must be able to contribute to the TW level in order to make an appreciable impact at a global scale [11, 12] .
In light of possible peak oil production, increased global energy consumption and humanity's environmental footprint, we need to find a renewable source of energy that enables us to move away from fossil fuels. An obvious candidate is the Sun. For instance, more energy from sunlight strikes Earth in one hour than what society currently consumes in a year [13] ; thus the Sun easily rises to the TW challenge. Solar energy can be harvested in many different ways [14] [15] [16] [17] . For instance, photosynthesis, which play a crucial role for life on Earth, is able to transform sunlight to chemical energy in the form of biomass. If the biomass is produced from plants with low water and fertilizer requirements, and without competition with ordinary food production, then biomass can contribute to the TW challenge by e.g., use of conventional thermal power plants. Other conventional methods like wind and wave power, which is an indirect form of solar energy, can generate electricity, which is also true for photovoltaic cells. Today, silicon based solar cells has an energy conversion efficiencies of approximately 15% to 25% [18] , but there exist several of similar techniques. For instance, aqueous dye-sensitized solar cells (DSSCs) works as an artificial photosynthetic system converting solar energy Figure 1 . A schematic energy diagram for a photoanode (n-type semiconductor). Several important steps are illustrated, namely: (i) light absorption η e − /h + ; (ii) charge transport η tr ; and (iii) surface chemical reactions η ct . Photons with energy equal to or larger than the band-gap E g are absorbed with efficiency η e − /h + . The built-in electric field drives holes towards the photoanode/electrolyte interface and electrons to the cathode (usually via a charge collector and an external circuit). η tr is the fraction of photogenerated charges reaching the respective solid/liquid interface. Holes are transferred to the electrolyte with efficiency η ct and take part in the oxygen evolution reaction (OER). An external bias/PV device supplies electrons with sufficient energy so that they take part in the hydrogen evolution reaction (HER). Reproduced with permission from ref. [40] , published by The Royal Society of Chemistry. Therefore, what are the criteria that an ideal photoanode material needs to fulfill? Simply put, there are five criteria: (1) by necessity, the band-gap must be larger than 1.23 eV, however, with respect to energy losses, a more practical band-gap is around 2.0 eV, which still allows the photoanode to be working under visible light as half of the incoming solar energy comes from visible light and shorter wavelengths; (2) band edge positions should straddle the redox potentials of water; (3) electron-hole mobility and lifetime that allow the electron-hole pair to reach the active sites, e.g., materials with few defects and small particle size inhibit electron-hole recombination; (4) the rate of oxygen evolution reaction must be larger than any competing recombination reaction where the activity and the number of active sites become crucial; (5) the material needs to be stable in an aqueous environment and under illuminating conditions i.e., to avoid anion from the catalyst itself being oxidized by photogenerated holes instead of water. However, in practice, the performance gap exists between a real photoanode and an ideal photoanode shown in Figure 2 . The main performance limiting factors for increasing anodic potential are indicated by arrows. Although, there exist promising candidates, such as tungsten oxide and hematite, the challenge to find one such material remains to be solved [41] . For instance, owing to the relatively large band-gap (3.2 eV) of TiO 2 [42] , only a fraction of the solar spectrum is utilized, which ultimately puts some hard limitation of the use of TiO 2 to resolve the TW challenge [35] .
Density functional theory (DFT) is based on two theorems [43] that in principle are a recast of the Schrödinger equation into a functional form and instead of dealing with the many-body wave-function focus on the density. Several excellent reviews [44, 45] and textbooks [46] [47] [48] discuss the fundamentals of DFT, and a brief discussion on the methodologies of DFT are provided in the appendix part of this paper. Being a first-principles method, DFT is able to predict many properties of any atomic system, and there exist several of successful examples in the literature. In the last decade, the predictive power of first-principles has been used in high-throughput computational materials studies [49, 50] . With the historical increase in available computer power, it is clear that first-principles will become the first starting point when a new material property is desired or even when an unknown material is needed. The arrows indicate the main performance limiting factors for increasingly anodic potential: first charge transfer at the photoanode/electrolyte interface and the small photovoltage, then charge transport within photoanode and finally light absorption in the semiconductor. Reproduced with permission from ref. [40] , published by The Royal Society of Chemistry.
This review focus on how first-principles methods can address the processes involved in photoelectrochemistry, namely photoexcitation of electron-hole pairs, separation and transport of the holes to the semiconductor/electrolyte interface where the oxygen evolution reaction takes place. The hope is that by providing further understanding of the underlying mechanisms, this will assist in the development of new or improved photoanode materials. This review is far from complete, and some aspects will not get the attention they deserve, for which the authors can only apologize. In more specific terms, only a limited number of first-principles studies of how dopants affect light absorption, carrier transport, and catalytic reactions are included, although the study of dopants are the bread-and-butter of first-principles. Further, the focus is on standard DFT, and only briefly are results from time-dependent DFT and molecular dynamics accounted for. In addition, experimental literature is not discussed in-depth. These limitations are not because these aspects are not important. On the contrary, all of them deserve their own extensive review. However, to make this review tractable these limitations are included nonetheless.
Processes Involved in Photoelectrochemistry
There are many microscopic processes involved in photoelectrochemistry, such as light-matter interaction, transport phenomena, charge-transfer reactions, solid-liquid interaction, and many more. In an attempt to provide an overview of the processes involved and how to tackle them with first-principles methods, we will limit ourselves to three separate major processes. These will be (i) creation of electron-hole pairs, (ii) charge carrier transport and (iii) electrochemical surface reactions.
Creation of Electron-Hole Pairs
As light penetrates the photo-active semiconductor, the electronic structure of the material will interact with the propagating electromagnetic wave [51, 52] . The interaction might result in an electronic excitation where an electron in an occupied band is transferred to an unoccupied band. In the case of a semiconductor, the occupied (valance) band and unoccupied (conduction) band is separated by a band-gap. The band-gap efficiently hinders the dissipation of energy, as the lack of accessible electronic states quenches many of the common dissipation channels (carrier-carrier interaction and the phonon coupling) [51] . Generally, one can classify band-gaps into two classes: direct and indirect band-gaps. The difference lies in the prerequisite for the photon adsorption. In the case of a direct band-gap, the electron can transfer to the conduction band without any change in its momentum, whereas in the case of an indirect band-gap, the transfer also requires the creation/annihilation of one (or many) lattice phonon(s), which makes the probability for this process much less as compared to the probability in a direct band-gap.
It is, of course, possible to transfer electrons deeper down in the valance band and/or to higher states in the conduction band if the photon energy is larger than the band-gap. These electron-hole pairs are in a non-equilibrium state, but thanks to carrier-carrier interaction and phonon coupling, the additional energy is quickly dissipated. The cooling process normally goes through the following steps [53] [54] [55] ; first, the electron and the hole reach equilibrium by their respective carrier-carrier collisions, resulting in two different temperatures defined by the distribution of energy of the respective carrier distribution. This temperature is always higher than the phonon temperature, thereby giving rise to the terms hot electrons and hot holes. This relaxation process is very rapid (1-10 fs). Second, the hot carriers are equilibrating with the phonons, through carrier-phonon interactions thereby transferring excess energy to the heating of the photoanode material. The relaxation process occurs on the time scale of 1-100 ps. The last step involves the electron-hole recombination, either radiativley (luminescence) or nonradiatively (heat). A schematic of these processes is shown in Figure 3 . Assuming that the above dissipation channels are efficient, the theoretical power conversion of a photo-active semiconductor depends only on the band-gap and the incident light spectrum [42] . Although there exists ways to modify the solar spectra, for instance combining low-energy photons to create a higher energy photon (photon fussion) [56] , the most obvious parameter to optimize is the band-gap. DFT is a proven method, able to explain, predict and guide experimental results; however, in the case of band-gap design, there is a well-known problem. The most frequently-used approximations for the exchange-correlation functional simply fails at calculating the band-gap of even the simplest materials. For instance, Si is calculated to have a band-gap of 0.52 eV, whereas the experimental value is 1.17 eV [57, 58] . There are many extensions to circumvent this problem, such as, DFT + U, hybrid functionals and random-phase approximation [59] . However, there is also work being done on the simple semi-local functionals; see for instance [60, 61] , which describe PBEsol and GLLB-SC. The latter has recently been compared to more advanced methods, in this case GW [62] , with very good agreement [63] . Using the GLLB-SC has allowed the use of high-throughput screening [63] and machine-learning techniques [64] to find materials with suitable band-gaps for water-splitting.
The fundamental and optical band-gap of semiconductors can be modified not only by changing material properties (structure, composition, etc.), but also through doping. The description of dopants in semiconductors using DFT requires accurate description of the band structure and the charge states of transition levels [65] . The defect energy levels can be described with the obtained single-particle Kohn-Sham eigenvalues, while determining the transition between different charge states can be evaluated using the approach described by Lany and Zunger [66] or Van de Valle and Neugebauer [67] . However, the well-known band gap problem and the insufficient cancellation of the self-interaction energy are the two main drawbacks of DFT [68] . DFT + U or hybrid functionals represents a general and practical solution to the problems, although limited by offhand parameters, such as, the U value in DFT + U or the fractional of exact Hatree-Fock exchange in hybrid functionals [69] [70] [71] [72] . Technically, when modeling doped systems, corrections of finite-size effects are required in supercell calculations, especially in the case of charged defects [73] or when Moss-Burstein-type band-filling effects are important [74, 75] . Many approaches and schemes have been applied to address this, readers are referred to Ref. [66] and references therein for details. Dopant can either stay at interstitial site or substitute one of the host atom in bulk materials depending on the magnitude of the formation energy of different configurations, which can be calculated using DFT. In cubic system, the lattice parameters are often linearly dependent on the dopant concentration following the empirical Vegard law [76] [77] [78] . For other systems, equilibrium volume can be obtained by fitting the DFT calculated energies to the Birch-Murnaghan equation of states [79, 80] . There exist numerous examples from the literature where first-principles have been used to guide which doped atoms to use to improve the band-gap of a given material. For instance, Asahi et al. [81, 82] showed that nitrogen doped into substitutional sites of TiO 2 resulted in a band-gap narrowing, as the p states of N contribute to the narrowing by mixing with O 2p states. Cristiana et al. [83] have studied the defect states in reduced and n-type doped TiO 2 based on DFT + U and hybrid functionals (B3LYP). Both localized/delocalized solutions close in energy were found in the calculations, indicating that measurable temperature effects in determining the nature of the defect states can be used in experiment. Theoretical studies of carbon doped TiO 2 (both rutile and anatase) have been conducted by Kamisaka et al. [84] and Cristiana et al. [85] as carbon can work as both the anion doping and cation doping. Both groups found that carbon impurities induce several localized occupied states contributing to the observed red shift of the absorption edge. Moreover, Cristiana et al. [85] also found that carbon doping might favor the formation of O vacancy in TiO 2 . Co-doping with appropriate elements could significantly enhance the photocatalytic properties in TiO 2 owing to the existence of synergistic effects between doping elements, which can increase the visible light absorption and improve the separation efficiency of the electron-hole pairs [86] [87] [88] . For more detailed discussion about mono-doping and co-doping effects on the photocatalytic properties of TiO 2 , we refer the reader to the review articles of Ref. [89] [90] [91] . Meng et al. [92] used Cu dopants to move the conduction band minimum (CBM) of α-Fe 2 O 3 above the hydrogen redox level, while Ti dopants create very shallow donor levels and chang the band-gap slightly. The above examples show that first-principles can be used to provide explanations of what is happening at the atomic level. However, first-principles should be able to provide guidelines for the search for new materials with improved band-gaps. The next example indicates what we can expect in the near future.
Charge Carrier Transport
Once the electron-hole pair is created, it needs to be separated; however, this is not a straight-forward process. The electron-hole pair feels a screened Coulomb attraction, and if it is strong enough, the electron-hole pair can be referred to as an exciton [93] . The attraction will affect the spatial distribution and transport properties of both the electron and the hole. However, as the wavefunction of the electron-hole pair becomes uncorrelated, the electron-hole pair can be viewed as free carriers. The charge carrier with the lowest effective mass (remember the second derivative of the dispersion relation) will exhibit a larger root-mean-square motion as compared to the heavier charge carrier. This implies that the lighter carrier will effectively create a charge separation, known as the photo-Dember effect [94] . This is the main effect that determines carrier transport under zero-field conditions.
However, this separation is rarely sufficient enough to be the main mechanism in photoelectrochemistry; instead, it is the presence of an interface that allows for an efficient separation of the electron-hole pairs. This is well-known from the semiconductor physics where interfaces, in the form of p-n junctions, are used to separate electron-hole pairs. Over the interface, a space charge layer is normally formed, owing to the difference in electrochemical potentials [95] . As the system equilibrates, i.e., electrons flow from higher potential to lower until the compensating field is sufficient to stop the flow, resulting in a parabolic bending of the semiconductor bands [95] .
In a photoelectrochemical system, the interface is instead between the semiconductor and the liquid phase, see Figure 4 . However, owing to the mobile charge carriers in the liquid, a Schottky junction is formed, which has a redistribution of the charge on the electrolyte side, effectively forming the Helmholtz layer. The field in the semiconductor can extend several of hundred Angstroms, depending on the doping level of the semiconductor. Conventional models all assume a uniform dopant distribution, and it remains unclear how the composition and atomic structure of the semiconductor affect the electronic structure, i.e., barrier height and band bending, on the atomic level. It should be noted, however, that recent advances [96] [97] [98] [99] have made it possible to characterize the Schottky band bending at the nanometer scale and have revealed important deviations from predictions made on the conventional Schottky model [100] . Instead, the results, which depend on materials' properties, dopant compositions and concentrations, can be qualitatively interpreted in the inhomogeneous Schottky barrier height model [101] [102] [103] . Interestingly theory studies [104] show that the band bending is inhomogeneous and highly localized to the defect region, see Figure 5 . This indicates a much more complicated band bending picture in real systems. This field will assist in the separation of the photogenerated electron-hole pairs and drive the minority carrier to the surface, while picking up the excess energy from the field. This implies that the carriers can arrive at the surface with an excess energy corresponding the degree of bend banding, i.e., hot carriers. Note that in the space-charge layer, the carrier-carrier interaction is much less, and in principle only the phonon channel is open for the dissipation of energy. In contrast, the majority carrier will experience both the carrier-carrier and phonon-scattering processes during its propagation through the semiconductor material. As the electron or hole is transported through the lattice, the lattice responds to this charge by delocalizing it over many atoms (a large polaron) or by localizing it over just a few atoms (a small polaron). As the extra charge carrier will fill or empty states with the bonding or antibonding characteristics of the lattice atoms, the charge influences bond lengths and angles in the material. If the charge is delocalized, the influence is small because it is spread over many atoms, while a highly localized charge dramatically distorts the lattice. One way to view the process is to consider the carriers dragging a cloud of phonons along as it propagates through the lattice. This gives rise to an understanding of the phenomena of self-trapping. A small polaron will shift the surrounding lattice to its new position with in a few lattice vibrations. This increases the stability of the state, creating a deeper potential well that must be overcome to transfer the polaron to a neighboring lattice site, i.e., there is a large reorganization energy associated with small polarons [105, 106] .
The excited charge carriers (electrons/holes) transport mainly through the hopping of small polarons in many metal oxides [105, 107] . The description of the mobility of the small polarons are within the framework of the Marcus theory [108] , of which the associated parameters can be calculated with quantum-mechanical calculation methods such as DFT, including DFT + U, hybrid functionals and ∆-self consistent field (∆SCF) [109, 110] to describe the localization of the trapped carriers [111] [112] [113] [114] [115] [116] [117] .
Deskins et al. [118] studied the effect on adding one excess electron to the electronic structure of bare and singly hydroxylated rutile (110) surfaces. The excess electron formed a small polaron with its spin density and associated lattice distortion localized around a single site. Further, surface hydroxyl only perturbs the electronic potential slightly, and both clean and hydroxylated surfaces exhibit similar polaron stability. In the case of holes introduced into the electronic structure, the lattice distortions around hole polarons were found to be larger than around electron polarons [119] , and holes were formed by removal of an O(2p) valence electron. Combining DFT and Marcus/Holstein theory of electron/polaron transfer (where reorganization energy and electronic coupling were taken into account) [120] [121] [122] , the hole hopping was shown to be equal in all directions in rutile, whereas in anatase, one direction was found to be adiabatic in character, i.e., thermal processes coupled to phonons. Furthermore, the study [119] showed that holes are thermodynamically more stable in the rutile phase, while electrons are more stable in the anatase phase. In a related study, Valentin et al. [123] showed that in order to describe localized defect states on reduced and hydroxylated TiO 2 (110) , it is necessary to go beyond semi-local description of the exchange-correlation functional and use hybrid exchange functionals instead. Even though the electron trapping nature of Ti(OH) groups was verified through lattice distortion [124] , no support that these defects also act as hole traps was found. On the other hand, the ∆SCF method [109, 110] enable us the addition/substration of the electron density of the specified orbital at each SCF cycle [117] . Within this scheme, Zawadzki et al. [111] has studied the electron/hole self-trapping in different anatase and rutile surface facets. Their results indicate that the position of the hole trapping states in the band-gap varies among rutile and anatase facets. Ji et al. [125] reported that the bridge oxygen is the most stable hole trapping site based on their DFT + U methods. First-principles studies on carrier transport in hematite showed that substitutional doping of Al benefits small polaron migration, thus resulting in an improvement in conductivity compared to the undoped sample [126] . Liao and Carter [127] , on the other hand, investigated how the activation energies for hole diffusion were affected by different dopants. The study suggests that hole hopping was via oxygen anions for hematite and that hole carriers are predicted to be attracted to O anions near the dopants. Adelstein et al. [128] studied small polaron mobility in hematite with DFT + U methods. In their work, both the prefactor and activation energies for adiabatic polaron transport were calculated.
The examples above indicate that DFT is able to characterize carrier transport, in particular electron/hole polarons. However, there remains still some development before DFT can be to calculate all details involved in the electron-hole transport process. Especially the difficulty to have an adequate description of the energy difference between a localized and a delocalized state is crucial [129] , and the predictive power of DFT is hampered by the need to compare with experiment. In a recent review Shluger et al. [130] give more examples of modeling of electron and hole trapping in metal oxides, and also the discussion concerning the different challenges involved.
The major challenge of the transport of photoexcited carriers in real material is the recombination of electrons and holes [25, 36, 131] . Crystal structure, crystallinity and particle size strongly affect the separation and migration of the photoexcited carriers. The defects normally work as the trapping sites and recombination centers which is harmful to the transport of electrons and holes. Therefore, highly crystalline and stoichiometric materials have fewer defects with a high photocatalytic activity. On the other hand, the diffusion distance of electrons or holes to surface active sites becomes shorter in nanosized materials which can decrease the recombination probability. Moreover, nanosized materials usually have high surface to volume ratio, which contributes to effective interaction between charge carriers and surface active sites [25] .
In addition, the morphology of oxide thin films, defect structures, and the electrolyte composition [40, [132] [133] [134] [135] [136] [137] [138] all can affect the transport of the photo-excited carriers. Nanostructured materials such as nanotubes with one dimensional structure can enhance the charge collection efficiency by providing direct transport pathway [132] . Moreover, in the dye-sensitized solar cell, larger surface area can improve the loading of dye molecules which can combine with the increased transport pathways in the nanotudes to improve the carrier collection and electron-hole separation [139, 140] . In colloidal semiconductors, such as, TiO 2 and ZnO, semiconducting polymers, and amorphous organic photoconductors, the transport of the carriers can described in terms of a multiple trapping model [141] [142] [143] , which is determined by the chemical composition and microscopic structure of the material [133, 136] . In this model, charge transport is treated as the transfer of carriers between localized states or traps, which originates from the defects states associated with oxygen vacancies in noncrystalline TiO 2 [136, 137] .
Electrochemical Surface Reactions
Once the hole arrives at the semiconductor-liquid interface, there is a clear analogy with the microscopic processes involved in an electrochemical cell. This is very beneficial as the recent developments in computational electrochemistry have been quite remarkable. The frameworks put-forth by, e.g., the Anderson group [144] [145] [146] [147] [148] [149] , Neurock group [150] [151] [152] [153] [154] , and the Rossmeisl/Norskov [155] [156] [157] [158] [159] [160] [161] [162] group has provided a molecular-level insight into the atomic-scale processes that occur at the vicinity of the anode/cathode surface. As a natural extension, based on the electrochemical framework suggested by Rossmeisl/Norskov group, Valdes et al. [163] [164] [165] suggested a theoretical framework in which the photo-oxidation of water can be described by first-principles methods. Here, the driving force for the reaction originates from the photoinduced hole at the edge of the valence/conduction band. Hence, in the scale obtained by aligning the energy levels of oxide semiconductors with the redox level of the standard hydrogen electrode, a deep valence band edge energy level will result in a larger thermodynamic driving force in the case of oxidation reactions. Although the framework treats only the thermodynamics of the reaction mechanism, it provides a methodology for a detailed atomistic understanding of photoelectrochemical water-splitting.
The standard hydrogen electrode (SHE) plays a crucial role in the computational electrochemical framework [166] , as the SHE is by definition zero when the chemical potential of the H + (aq) + e − pair is equal to that of 1/2 H 2 in the gas-phase. This circumvents the problem of calculating the energy of solvated protons and electrons and instead focuses on the gas-phase value of H 2 , which is easily described by first-principles. Entropy contributions from the liquid phase are approximated by reference to the equilibrium pressure in contact with liquid water at 298.15 K and 0.0317 bar where the free energy of gas phase water is equal to the free energy of liquid water. This permits the use of gas-phase water to calculate the binding energies and its transformation into liquid-phase water when adding the entropy correction [157, 159, 161] . The free energy change of the reaction step involving the formation of O 2 is set to the experimentally-obtained value of 4.92 eV per O 2 molecule. The free energy of the reaction intermediates is calculated via DFT by also including the zero-point energy (ZPE) and vibrational contributions. Normally, the entropy contribution is low as the photoelectrochemical conditions are not so high in temperature. Furthermore, the effect of the electrode potential on the adsorption energies is simple to include by adding a stabilization of +eU when appropriate. In principle, the adsorption energy of reaction intermediates can depend on the electrode potential. However, first-principles studies [167] indicate that this effect is small, e.g., the adsorption energies of *O, *H, and *OH are only changed slightly when an electric field in the range of −0.3 V/Å to 0.3 V/Å is used. Assuming a double layer thickness of 3 Å, the range corresponds to a potential of −0.9 V and 0.9 V with respect to the zero potential. Therefore, the primary effect of the electrode potential is to change the (free) energy of the electrons.
At the photoanode/electrolyte interface, the solvent water molecules may play an important role [168] [169] [170] , see Figure 6 for a schematic overview. Contributions from the liquid phase are normally approximated by including several of water layers in the simulation [140, [171] [172] [173] ; however, there also exist more advanced models, e.g., Refs. [174, 175] . Ab initio MD (AIMD) has offered key insights into the vibrational motion of higher-frequency modes of water adsorbed to titania [176, 177] , however, it is difficult to determine lower-frequency translational modes accurately due to the high computational cost of the simulation [178] . Classical Molecular dynamics study of water in contact with TiO 2 surfaces has been performed by Ritwik et al. [179] . It was found that water OH bond lengths, H-O-H bond angles and dipole moments are not affected by the nature of the surface, whereas the orientation of the water molecules in the first and second monolayer is influenced strongly. The water network, with its many hydrogen bonds, will have a large effect on the stability of the reaction intermediates, especially the ones that can contribute with more hydrogen bonds [168] . First-principles results show that OH-containing reaction intermediates, such as, *OH and *OOH, can be stabilized up to 0.6 eV on Pt (111), whereas those of H and O are affected to a lesser extent, ca. 0.1 eV [167] . The main difference between the frameworks of electrochemistry and photoelectrochemistry is the origin of the driving potential [163, 164] . In electrochemistry, this can be varied, whereas the photoelectrochemical driving force is the redox potential originating from the photoinduced hole in the valence band. Furthermore, it should be noted that the position of the valence band depends on the pH, however, the same dependence applies to the free energy of each reaction step for water oxidation [169] . Thus, to a first approximation, the thermodynamics of the photoelectrochemical reaction is unchanged by changes in the pH [180] .
Pourbaix Surface Diagrams
The photoelectrochemical framework allows for the construction of the surface phase diagram, i.e., which reaction intermediates are adsorbed on the surface under specific pH and under dark or light conditions [181, 182] , e.g., see Figure 7 . In electrochemistry, these phase diagrams are called Pourbaix diagrams [183] [184] [185] [186] [187] and is today a standard tool when investigating electrochemcial reactions and include even novel techniques, such as machine learning [188] . Although Pourbaix diagrams were originally made for bulk transitions [189] , the use of first-principles has shown that it can accurately describe which reaction intermediates are present and which are unstable under electrochemical conditions. The phase diagrams are only applied under stable conditions, which implies that the rate of holes that reach the surface needs to be greater than the back-reaction of water-splitting in order to build up a potential across the photoanode. Furthermore, it should be noted that the potential experienced by a metal nanoparticle at the surface of a photoelectrode during illumination is different from the externally-applied potential, as the quasi-Fermi level of holes shifts to positive potentials, leading to a shift in the Fermi level of the metal particle [169] . 
Reaction Mechanism
Although the overall water splitting reaction always evolves oxygen at the anode, the reaction mechanism depends on the pH of the electrolyte. Under acidic conditions, the water oxidation reaction is
where the following simple reaction mechanism has been suggested in the literature [127, 159, 161, 163, 164, 181, 182, 190] , see Figure 8 for more details:
Under alkaline conditions, the water oxidation reaction is instead:
and analogously, the reaction mechanism can be written as:
In the theoretical electrochemical framework described above, the same reaction intermediates are present independently of the actual pH of the electrolyte. Direct recombination of oxygen atoms to O 2 was not considered, as this process is expected to be associated with a large barrier on metals and oxides [191] . The described photoelectrochemical framework has been used to study photo-induced water-oxidation on rutile TiO 2 (110) [163] , WO 3 (various facets) [164] , and Fe 2 O 3 (0001) [181, 182, 190, 192, 193] . So far, the redox potential from the band edge of the valance band has been sufficient to make the reaction thermodynamically favorable. Only in the case of Fe 2 O 3 was the water oxidation prohibited on some surface terminations, however these terminations were not the most stable ones, which implies that during normal operation conditions, these do not play a part [181] .
The electrochemical framework that has been described so far does not easily lend itself to the calculation of activation barriers; hence, the kinetics of any reaction are still missing. There exist extensions that deal with this issue. For instance, by varying the number of protons/electrons in the electrolyte, Skulasson et al. [171, 194] could determine the activation energy for the hydrogen evolution reaction as a function of electrode potential. Another approach focuses on charge transfer reactions that use a single barrier calculation in an electrochemical environment and use the knowledge of the surface charge at the initial, transition and final states to estimate the barrier [195] .
Overpotential
Abild-Pedersen et al. [196] showed the existence of approximately linear relationships between the adsorption energy of hydrogen and non-hydrogen containing species, e.g., OH and O, over many different materials. In combination with Brønsted-Evans-Polanyi relations [197] this has allowed for fast computational screening of heterogeneous catalysts [198] . In electrochemistry, the same linear relations have been used to show that in the oxygen evolution reaction (OER) and the oxygen reduction reaction (ORR), there exists a fundamental overpotential [157, [199] [200] [201] [202] . This was done by calculating the difference in Gibbs free energy for each reaction step and, by use of the linear scaling relations, expressing each reaction intermediate as a function of one of these differences or a linear combination [199, 200] . In Figure 9 , the OER volcano plots over different substrates are shown. Furthermore, the fundamental overpotential, which originates from the fixed distance between the binding of OH and OOH, is also shown. This observation provides an upper limit on how good an OER electrocatalysts can be expected to be. The origin of the fundamental overpotential provides directions of how to overcome this limitation. If a catalyst is able to stabilize *OOH with respect to *OH (i.e., make the free energy difference between *OOH and *OH to values closer to 2.46 eV), it will circumvent the fundamental overpotential. One suggested pathway would be to use 3D structures, which are able to differentiate between the intermediates e.g., by confining the OOH group. Hangman porphyrins have been suggested as possible candidates, which indeed have been shown to be good catalysts for OER [203] [204] [205] [206] [207] ; however, there is no support of this claim from first-principles as of yet [208] , see Figure 10 . Scaling relation between the Gibbs free energies of adsorption of *OH, *O, and *OOH. Squares represent metal porphyrine, triangles hangman metalloporphyrins and rectangles metaltetrafluorophenyloporphyrines molecules, respectively. The dashed lines at 0 and 4.92 eV represent energy of H 2 O and O 2 , respectively. The grey area separates the metals from the Group 9 and before from the 10 and after of the periodic table. Reprinted with permission from [208] . Copyright 2014 American Chemical Society.
It is interesting to note that the processes in the biological respiratory system [209] utilize a secondary coordination sphere around the active site, which allows for non-covalent interactions with the reaction intermediates. In fact, the secondary coordination sphere appears to be a necessity in order to overcome energy barriers arising from the triplet ground state of the oxygen [210] . Designing a catalyst material that can mimic the interaction of the secondary coordination sphere remains a challenge, while potentially fruitful if successful.
Conclusions
Photoelectrochemistry is a very interesting topic covering various fields in chemistry and physics. Here, we have covered a selection of the many processes involved and discussed how first-principles methods can help in the interpretation and future improvements. The many success stories reveal a promising future, i.e., first-principles calculations will not be used solely to reproduce experimentally-known facts, but will become the standard starting point when a new photoelectrocatalyst for a known reaction is desired, or even when an unknown reaction to obtain a given product is needed.
However, there remain some issues that should be addressed and solved before this promise can come true. The use of more accurate exchange-correlation functionals seems to be able to push first-principles from being explanatory to predicative. This development will most certainly continue, and hopefully, band-gap design will soon be a reality. The problem associated with charge carrier transfer and the connection between DFT calculations of photoelectrocatalysis and dynamical simulations of electron transfer has not yet fully matured, although there exists a number of interesting developments. The use of the standard hydrogen electrode as the reference point has opened up the possibility to use first-principles methods with some easy to electrochemical and photoelectrochemical systems, at least when the information of the thermodynamics is key. The framework around kinetics is still being developed, but even in the light of these remaining issues, the future looks bright for first-principles and its impact on photoelectrochemsitry. Theorem A1. For any system of interacting particles in an external potential V ext (r), there is a one-to-one correspondence between the potentials and the ground-state particle density n 0 (r). The ground-state expectation value of any observable is a unique functional of the ground-state particle density n 0 (r):
Theorem A2. For any external potential applied to an interacting particle system, it is possible to define a universal total energy functional E[n(r)] of the particle density n(r), written as
where F HK [n(r)] includes all the electron-electron interaction and the kinetic energy of the interacting particle system. The global minimum of this functional is the exact ground-state total energy of the system, E 0 , and the particle density that minimizes this functional is the exact ground-state density n 0 (r). The first theorem implies that all ground-state properties of a system can be completely obtained by only the ground-state density. It emphasizes the importance of the ground-state density. The second theorem indicates that the ground-state density can be determined by the minimization of the energy functional, which can further be used to compute other ground-state observables.
Appendix A.2. The Kohn-Sham Equations
The Kohn and Sham ansatz [213] states that the interacting many-body problem can be replaced by a corresponding one-particle non-interacting system, where the total energy functional can be written as
which is the so-called Kohn-Sham functional. The first and second terms in Equation (A3) are the functional of the kinetic energy, and the external potential describing the interaction between nuclei and valence electrons. The third term is the Coulomb potential (Hartee term), and the forth term is the exchange-correlation functional, which includes all many-body effects of exchange and correlation, but also the missing contribution to the kinetic energy of interacting electrons. This is the only term that cannot be evaluated exactly, and should be described by different approximations. The last term is the energy contribution from the interaction of nuclei. Using the variational principle to minimize the Kohn-Sham functional with respect to the density n(r) leads to the one-particle Kohn-Sham equations
where ε i are the eigenvalues, ϕ i (r) are the K-S orbitals and V KS is the K-S potential,
with the exchange-correlation potential defined by
One thing that we should bear in mind is that the Kohn-Sham equations describe non-interacting electrons. The Kohn-Sham orbitals, ϕ i (r), have no physical meaning. But the density obtained from the Kohn-Sham equation and the density of the system of interacting electrons should be the same. If the exchange-correlation potential is defined, the ground state density and energy can be obtained by solving the single-particle Kohn-Sham equations. However, the effective potential depends on the electron density, which depends on the Kohn-Sham orbitals, which, in turn, depends on the effective potential, therefore, one needs to solve the Kohn-Sham equations in a self-consistent manner.
Appendix A.3. The Exchange and Correlation Functionals
The main challenge for practical use of the Kohn-Sham equations is to find a good approximation for the exchange-correlation functional. Numerous approximations have been proposed. Most commonly used exchange-correlation functionals will be briefly discussed in the following part.
In the local-density approximation (LDA) approximation, the exchange-correlation functional energy is evaluated from the exchange-correlation energy for the homogeneous electron gas [214] . The E xc as a function of density within each volume can be assumed as the one derived from the uniform electron gas for that density. The total exchange-correlation energy of the system can be written as
where hom XC [n(r)] is the exchange-correlation energy density of a homogenous gas with density n(r). In practice, the exchange and correlation energy of the homogeneous electron gas can be calculated separately. The form of the exchange energy is well-known with a simple analytical expression [212] and the correlation energy has been calculated accurately with quantum Monte Carlo method [215] .
In principle, LDA can only be valid for systems with slowly varying densities. Calculations performed with this method for atoms, molecules and solids show that Equation (A7) also works surprisingly well for these systems. However, LDA indeed has some accuracy problems. For example, it tends to overestimate cohesive energies and underestimate the lattice constants for metals and insulators [216, 217] .
One way to improve LDA is to include the gradient of the density ∇n(r) instead of only including the local density n(r). This is the so-called generalized gradient approximation (GGA) [218] [219] [220] . Such a functional can be described as E GGA xc [n(r)] = dr n(r) XC (n(r), |∇n(r)|) = dr n(r) hom X F XC (n(r), |∇n(r)|),
where E XC is a functional of the density n(r) and the gradient of the density ∇n(r) and the hom X is the exchange energy of a homogeneous electron gas. The GGA-functionals have many parameterizations for example, such as B88 by Becke [221] , PW91 by Perdew and Wang [222] and PBE by Perdew, Burke and Enzerhof [223] . With the inclusion of the gradient of the density ∇n(r), GGA can result in better agreement with experiment than LDA for many properties of molecule and solids such as geometries and ground state energies.
Recently, the functional for "GGAs for solids" (e.g., AM05 [224] and PBEsol [60] ) have been proposed. They produce rather accurate lattice constants and surface energies, but give poor atomization energies.
The meta-GGAs are the third generation functionals, which includes the second derivative of the density, ∇ 2 n(r), and/or the kinetic energy density, τ σ , in the exchange and correlation potential. Functionals of this type are, for example, TPSS [225] , revTPSS [226] and AM06-L [227] . The meta-GGAs improve the accuracy of results further and predicting good agreement with experiment for lattice constants, surface energies as well as atomization energies.
A mixing scheme of some exact exchange with the exchange and correlation from DFT is employed in hybrid functionals. Becke proposed an adiabatic connection formula which can be used as a starting point for a hybrid functional [228] .
where E XC is the exchange-correlation energy and λ scales the contribution from exact exchange. This formula is the connection between the non-interacting system and the fully interacting one with density n(r). In the λ = 0 limit, it restores to the Kohn-Sham non-interacting particles system. B3LYP (Becke, three-parameter, Lee-Yang-Parr) [229] [230] [231] is most widely used especially in quantum chemistry, where three parameters (determined by fitting to experiment) are employed to treat the mixing of exact exchange and the DFT exchange-correlation. The Heyd-Scuseria-Ernzershof (HSE) hybrid functional is a hybrid density functional based on a screened Coulomb potential for the exchange interaction [69] . 
where a is the mixing parameter and ω is the adjustable parameter controlling the short-range of interactions beyond which the short range interactions becomes negligible. HSE06 with standard value of a = 0.25 and ω = 0.2 have been shown to yield good results for many systems. The PBE0 functional [70] can be obtained for ω = 0. E HF,SR X (ω) is the short range exact exchange energy. E PBE,SR X (ω) and E PBE,LR X (ω) are the short and long range components of the PBE exchange energy, respectively, and E PBE C is the PBE correlation energy. The M06 suite of functionals [227] contain a set of four meta hybrid GGA functionals, i.e., M06-L, M06, M06-2X and M06-HF, each of which has different amount of exact exchange. The M06-L is completely local without any HF exchange, and M06, M06-2X, and M06-HF have 27%, 54%, and 100% of HF exchange, respectively. The M06 suite mainly improves one of the big deficiencies of DFT in describing the dispersion forces. Each of them has the advantages to specific systems, for example, M06-HF is suitable for TD-DFT calculations of Rydberg and charge-transfer states.
