ABSTRACT. We present a two-parameter family (G m,k ) m,k∈N ≥2 , of finite, non-abelian random groups and propose that, for each fixed k, as m → ∞ the commuting graph of G m,k is almost surely connected and of diameter k. We present heuristic arguments in favour of this conjecture, following the lines of classical arguments for the Erdős-Rényi random graph. As well as being of independent interest, our groups would, if our conjecture is true, provide a large family of counterexamples to the conjecture of Iranmanesh and Jafarzadeh that the commuting graph of a finite group, if connected, must have a bounded diameter. Simulations of our model yielded explicit examples of groups whose commuting graphs have all diameters from 2 up to 10.
INTRODUCTION
Let G be a non-abelian group. The commuting graph of G, denoted by Γ(G), is usually defined as the graph whose vertices are the non-central elements of G, and such that {x, y} is an edge if and only if xy = yx. For most purposes, one can just as well define the graph to have as its vertices the non-identity cosets of Z(G), with {Zx, Zy} an edge if and only if xy = yx. This is the definition we will adopt henceforth. Commuting graphs of groups were first mentioned in the seminal paper of Brauer and Fowler [3] which was concerned with the classification of the finite simple groups. Interest in commuting graphs in their own right is often traced back to a question posed by Erdős, and answered by Neumann [10] , who showed that if the commuting graph of a group has no infinite independent set, then it cannot have arbitrarily large finite independent sets either. In this paper, we are only concerned with finite groups.
If Γ is any finite, connected graph, the diameter of Γ, denoted diam(Γ), is defined to be the maximum of the distances between pairs of vertices in Γ. Here, the distance between vertices x and y is the minimum number of edges in a path from x to y. If Γ is disconnected, one sets diam(Γ) := ∞. The following interesting conjecture was made in [7] . . Most of the evidence has come from groups which are structurally "very far" from being abelian, as in, for example, the results mentioned in the previous paragraph. The intuition here is clear: A priori, the more "non-abelian" a group is, the larger we would expect to be the diameter of its commuting graph. There is, of course, the risk that the graph becomes disconnected. But in many cases it turns out that the graphs are, in fact, connected, and when that is the case the diameter is bounded and small.
Giudici and Pope provided the first evidence in support of Conjecture 1.1 coming from p-groups. If x, y are two elements of a group G, then we define 2 their commutator [x, y] to be the group element x −1 y −1 xy. The commutator subgroup of G is the subgroup generated by all the commutators and is denoted G . If G ⊆ Z(G) one says that G is of nilpotence class 2. The following result, Theorem 1.4 in [5] , is particularly striking.
The groups in this theorem, being nilpotent of class 2, are certainly "very close to abelian" in a structural sense, so that now we have evidence in support of Conjecture 1.1 coming from "both extremes", so to speak.
Our purpose in this paper is to explain why we think Conjecture 1.1 is false. We will describe a family of groups which we believe violates the conjecture, and present some evidence that such is the case, though not a rigorous proof. Though we came upon our idea independently of Giudici and Pope, their work also gives strong hints where one might look for counterexamples. In addition to Theorem 1.2 above, they also proved (Theorem 1.5 in [5] ) that if (G : Z(G)) is a product of three not necessarily distinct primes, then Γ(G) is disconnected. Putting their two results together suggests one should look at groups of nilpotence class 2 in which the center is neither too large nor too small. This is exactly what we shall do. Another natural reason to look at groups of nilpotence class 2 is that is it easier to "keep track of" the commutator relations in such groups, since the maps g → [x, g] are additive, for every x ∈ G. In particular, suppose G is a p-group with Z(G) and G/Z(G) both elementary abelian, that is, abelian of exponent p. Then we may consider G/Z(G) as a vector space over F p , of dimension d say, and the full set of commutator relations is determined by the choice of a basis Some books define the commutator of x and y to be xyx −1 y −1 , which in our notation would be
for this space and a skew-symmetric d × d matrix taking entries in Z(G), the latter also being a vector space over F p . The groups to be considered below have this structure. In Section 2 we will present in detail a family of 2-groups whose commuting graphs are expected to achieve every finite diameter greater than or equal to two. The construction involves two parameters, m and k, where m represents the dimension of G/Z(G), as a vector space over F 2 . The idea is to choose the skew-symmetric matrix defining the commutator relations uniformly at random from among all such m × m matrices taking values in Z(G) and then show that, as m → ∞ for fixed k, the resulting random group almost surely has a commuting graph of diameter k. Having dealt with some technicalities involved in the construction (Propositions 2.1 -2.3), our precise claim about the resulting commuting graphs is formulated in Conjecture 2.4. The remainder of Section 2 consists of heuristic arguments in its favour. These involve analogies with the Erdős-Rényi random graph G(n, p), and reveal the source of inspiration for our construction. For any > 0, if p = n −1+ then diam(G(n, p)) is well-known to concentrate on 1/ . This was first proven by Klee and Larman [8] , and in a much sharper form by Bollobás [2] . It can be shown by a standard path-counting argument, involving a second moment calculation and an application of a strong concentration result such as Janson's inequality. Our heuristic follows the same lines but fails at the last step since, as we shall see, it is not clear what kind of strong concentration result can be obtained in the random group setting. While disappointing from the point of view of the group-theoretic application, this difficulty may make our conjecture more interesting in its own right, as a problem in probabilistic combinatorics. Resolving it would also open the way to pushing the analogy with G(n, p) into other ranges of the various parameters involved, since there is an extensive literature on the diameter of G(n, p), for different ranges of the parameter p -see, for example, [11] . We will return to this in Section 3, which very briefly summarises possibilities for future work. Remark 1.3. Since this paper was submitted for publication, there have been a number of significant developments. In [4] , Giudici and Parker provide explicit examples of finite groups whose commuting graphs are connected and of unbounded diameter, thus disproving Conjecture 1.1. Their construction is based on and inspired by the random groups presented here. They have checked by computer that their model produces examples of commuting graphs of every diameter between 3 and 15, though it appears to remain open whether every positive integer diameter is achievable. As a remarkable counterpoint to their result, Morgan and Parker [9] have proven that if G has trivial centre then every connected component of Γ(G) has diameter at most 10. Note that this condition specifically excludes nilpotent groups. In contrast to these purely grouptheoretical advances, we are not aware of any further progress having been made on the analysis of the random groups described below.
THE RANDOM GROUP MODEL
For positive integers m, r, let V = V m and H = H r be vector spaces over F 2 of dimensions m and r respectively, and let φ : V → H be a bilinear map. Set G := V ×H and define a multiplication on G by
We have the following basic facts.
is a group of order 2 m+r , with identity element (0, 0).
(iv) G is abelian if and only if φ is symmetric.
Proof. Part (i) is easily checked and part (ii) is obvious. One also easily verifies the commutator formula
from which parts (iii) and (iv) follow.
Given a bilinear map φ :
2) says that the commutator relations in G are determined by the entries in the skew-symmetric matrix A − A T .
Now let k ≥ 2 be an integer, and δ ∈ 0,
a real number. There is a choice of real number δ 1 > 0 such that the following holds: for each positive integer m, if we set
3) then, for all m sufficiently large,
The parameters k, δ, δ 1 should be considered fixed for the remainder of this section. For each m ∈ N, with r as in (2.3), let the bilinear map φ : V m → H r be chosen uniformly at random from among all 2 m 2 r such maps. We denote by G m,k the corresponding random group of order 2 m+r in which multiplication is given by (2.1). To simplify the presentation to follow, subscripts involving k, m, r will often be suppressed. We shall also abuse notation in the following ways. For each v ∈ V , the element (v, 0) of G = V × H will be denoted simply v. Then, for a subset W ⊆ V , we denote by W the subset of G consisting of all commutators [w 1 , w 2 ], for w 1 , w 2 ∈ W . In particular, G = V in this notation. Similarly, we shall not distinguish between the vector space H and the subgroup H of G in Proposition 2.1(ii). We shall denote the group operation in G multiplicatively, while thinking of V and H as additive vector spaces. Hence, the identity element (0, 0) of G will be denoted 1 = 1 G . Hopefully, no confusion will arise from these choices.
A uniformly random bilinear map from V to H can be realised by first fixing a basis {v 1 , . . . , v m } for V and then choosing the m 2 elements φ(v i , v j ), 1 ≤ i, j ≤ m, uniformly and independently at random. The choice of basis is clearly immaterial: if φ is a uniformly random bilinear map, then so is ψ −1 • φ • ψ, for any linear automorphism ψ of V . These considerations lead to our first proposition concerning the random group is the difference between two independent, H-uniform random variables, hence also H-uniform. This proves (i)
Proof. From Proposition 2.1(iii), we already know that G ⊆ H ⊆ Z(G), so it remains to prove that the reverse inclusions hold almost surely, as m → ∞. We fix a choice of a basis {v We have been unable to prove this assertion, but we would be amazed if at least the first part of it, namely the claim that Γ(G m,k ) is almost surely connected, were false. Note that even that much would suffice to disprove Conjecture 1.1 since, as we will see below, it is easy to prove that the diameter of Γ(G m,k ) is almost surely at least k.
The obvious line of attack for Conjecture 2.4 is to try to imitate, and modify where necessary, a proof of the corresponding assertion for the Erdős-Rényi random graph G(n, p), with n and p as in (2.3). Obviously, some modification is necessary since, unlike in G(n, p), the edges of Γ(G m,k ) are not chosen independently of one another. Indeed, given a basis {v 1 , . . . , v m } for V , the graph is completely specified by the values of the
Our heuristic argument for Conjecture 1.1 will involve showing that the first and second moments of the number of paths 3 between a pair of vertices of Γ(G m,k ) can be computed as in the Erdős-Rényi setting, modulo some technical modifications. To prove this rigorously requires some work, which we now perform.
Henceforth, all statements about G m,k are conditioned on properties (I) and (II) on the previous page holding. In particular, the vertices of the commuting graph are assumed to be in one-to-one correspondence with the non-zero elements of V = V m . Fix a positive integer l. Let a, b be two distinct vertices of Γ(G m,k ), and let
be a path of length l between a and b in the complete graph K n on n = 2 m − 1 vertices. Let B P denote the event that P is present in Γ(G m,k ). Further, let V P denote the subspace of V spanned by a, γ 1 , ..., γ l−1 , b. Since a = b we have a priori that
For each t ∈ {2, ..., l + 1}, let E l,t denote the number of paths P of length l between a and b in K n for which dim(V P ) = t. Note that this number does not depend on the choice of a and b. If P 1 and P 2 are two paths between a and b, set V P 1 ,P 2 := Span{V P 1 , V P 2 }. A priori we have
Finally, for each t ∈ {2, ..., 2l}, let F l,t denote the number of ordered pairs (P 1 , P 2 ) of paths of length l between a and b in K n for which dim(V P 1 ,P 2 ) = t. All the crucial facts we need are contained in the next proposition.
Proposition 2.5. With notation as above, and letting m → ∞ with l fixed, we have the following: (i) P(B P ) ≤ p dim(V P )−1 , and we have equality when dim(V P ) = l + 1.
(ii) For any two paths,
(iii) If dim(V P 1 ,P 2 ) = 2l then P(B P 1 ∧ B P 2 ) = p 2l and the events B P 1 and B P 2 are independent.
(iv) E l,t = Θ(n t−2 ), for all 2 ≤ t ≤ l + 1, and F l,t = Θ(n t−2 ) for all 2 ≤ t ≤ 2l.
Proof. (i) Consider a path as in (2.5). The point is that, as we run through the vertices γ i , each time the addition of a γ i increases the dimension of the space V P by one, the edge corresponding to the commutator [γ i , γ i−1 ] is independent of all the previous edges along the path. This is an immediate consequence of Proposition 2.2(ii). When the dimension of V P is maximal then all the edges along the path are independent, which 3 Hereafter we assume all paths are simple.
gives equality in that case.
(ii), (iii) Given an ordered pair (P 1 , P 2 ) of paths from a to b, we can concatenate P 1 with the reverse of P 2 to form a walk 4 starting and ending at a. If C is any closed walk in K n , with a prescribed start/endpoint, we let V C denote the subspace of V spanned by all the vertices on C, and let B C denote the event that C is present in Γ(G m,k ). We let |C| denote the length of C, i.e.: the total number of edges, including possible repititions. We shall prove the following, which includes part (ii) of Proposition 2.5 as a special case:
CLAIM: Let C be a closed walk starting and ending at a which is the concatenation of two paths. Then
The first part of the Claim is proven in exactly the same way as part (i) of Proposition 2.5. The meat is in the second statement. To prove it, we proceed by induction on |C|. The statement is vacuous when |C| = 2, since then dim(V C ) cannot a priori exceed |C| = 2 = 
2(ii). Thus
The same reasoning applies when |C| = 4, since then the statement is still vacuous unless V C has maximal dimension. Whenever dim(V C ) = |C| it means that all |C| vertices along the walk are linearly independent elements of V . If v is the last vertex before returning to a, then linear independence of vertices already implies that all |C| − 1 edges up to v are independent in the random graph. Plus, we can apply Proposition 2.2(ii) to deduce that the edge {v, a} is independent of all the previous edges. So all the edges on |C| are independent in this case and hence P(B C ) = p |C| . Note that this argument already proves part (iii) of Proposition 2.5.
We still have to complete the induction step for part (ii). So now suppose |C| > 4, and that C is a concatenation of paths Q 1 , Q 2 of lengths l and m respectively, where
As in the proof of part (i), we can walk along C and there must be a final vertex γ j , 1 ≤ j ≤ l + m − 1, at which the dimension of V C increases. Let C 1 be that part of C from γ 0 as far as γ j , and B C 1 be the event that C 1 is present in Γ(G m,k ). Let W be the subspace of V spanned by γ 0 , . . . , γ j−1 . Then dim(W ) = dim(V C ) − 1 and, as in the proof of part (i), we already know that P(B C 1 ) ≤ p dim(V C ) −1 = p dim(W) . It thus suffices to have at least one edge in C\C 1 which is independent of all the edges in C 1 . We consider three cases: 4 In contrast to paths, walks are not assumed to be simple in this paper.
Since each of Q 1 and Q 2 is a path, this can only happen if j = l. We let R 1 be the part of Q 1 from γ 0 to γ l−1 and R 2 be the part of Q 2 from γ l+1 to γ l+m . Then their concatenation D is a closed walk, and it is the concatenation of paths of lengths l − 1 and m − 1. In particular, |D| ≥ 2. 
9) as required.
In this case, Proposition 2.2(ii) immediately implies that the edge {γ j , γ j+1 } is independent of all the edges in C 1 , so we are done.
By assumption, V C = Span{W, γ j }. Hence γ j+1 = w + γ j for some non-zero w ∈ W . We can't have w = 0 since
If w = γ j−1 then we could argue just as in Case 2. Thus we may assume that γ j+1 = γ j−1 + γ j . Note in particular that j ≤ l + m − 2 since γ l+m = a ∈ W . So we can consider the vertex γ j+2 .
A priori, γ j+2 = w + γ j for some w ∈ W and ∈ {0, 1}. Then, considered as elements of the additive vector space H,
where w * = w+ γ j−1 also lies in W . Thus [γ j+2 , γ j+1 ] ∈ W ⊕[w * , γ j ], so if w * = γ j−1 we can once again argue just as in Case 2, and conclude that the edge {γ j+1 , γ j+2 } is independent of those in C 1 . So we may assume that w * = γ j−1 , which one readily checks to imply that γ j+2 = γ j−1 . Now we are almost in the same situation as in Case 1. This time we must have j = l or j = l+1. In Case 1 we removed a hanging 2-cycle γ j−1 → γ j → γ j−1 and applied induction to the remaining closed walk D, which was a concatenation of paths of lengths l − 1 and m − 1. This time we remove the hanging 3-cycle γ j−1 → γ j → γ j+1 → γ j−1 and will be left with a closed walk D * which is a concatenation of paths of lengths l − 1 and m − 2, or l − 2 and m − 1.
Thus induction can validly be applied and the argument goes through exactly as in Case 1. Thus the proof of the Claim, and in particular of part (ii) of Proposition 2.5, is complete.
(iv) We prove the estimate for E l,t only, since the argument for F l,t follows exactly the same lines. Consider paths as in (2.5) again. We must estimate the number of ways we can choose the ordered sequence (γ 1 , ..., γ l−1 ) of vertices, so that dim(V P ) = t. We can just as well start with a and b, which span a 2-dimensional space, and choose the remaining γ i in order, so that the dimension increases by t − 2 in all. Each time we choose a new γ i we must decide whether to increase the dimension by one or not. Each time we do the former, there are (1 − o(1))n choices for γ i . Each time we do the latter, there are certainly no more than 2 l = O(1) choices for γ i . We will get another O(1) factor from the freedom to choose on which t − 2 occasions the dimension is to be increased. But clearly the result is that we have Θ(1) · n t−2 choices for the path, as claimed.
Let X = X m,k,l be the random variable denoting the number of paths of a length l from a to b in G m,k . Set
the sum being taken over all paths P of length l from a to b. From parts (i) and (iv) of Proposition 2.5 it follows that µ = Θ(n l−1 p l ). Hence, by (2.4), µ = o(1) when l < k. This already suffices to prove that the diameter of G m,k is almost surely at least k. Let 12) where the sum is taken over all ordered pairs (P i , P j ) of paths of length l from a to b, but such that the events B P i and B P j are dependent. Hence, by (2.4), for any l ≥ k we have P(no path of length l from a to b) = O(n −δ 2 ), (2.15) where δ 2 is some positive number, depending on the choice of the parameters δ and δ 1 at the outset of Section 2. From (2.15) and a simple averaging argument we can deduce the following result.
Proposition 2.6. There is some δ 3 > 0, depending on the choices of δ and δ 1 , such that, as m → ∞, Γ(G m,k ) almost surely has a connected component of size at least n − n 1−δ 3 .
But to prove almost sure connectedness of the full graph we need much stronger concentration of the number of a-b paths than that provided by (2.13). For Erdős-Rényi graphs one can apply Janson's inequality for example, but we cannot do that here. Janson's inequality assumes that there is an underlying set of independent coin tosses such that each event B P represents the success of a certain subset of these tosses. That requirement is satisfied by G(n, p) but not Γ(G m,k ), since the edges in the latter graph are not placed independently. At this time we do not see how to get around this problem, so Conjecture 2.4 remains open. However, we hope the reader will agree with us that the theoretical evidence in its favour seems strong. We also have some numerical evidence. Simulations of our model yielded examples of groups whose commuting graphs achieve all possible diameters up to 10. More details of these can be found in an earlier version of the paper on arxiv [6] . As m is increased, it rapidly becomes impractical to run simulations, however.
FUTURE WORK
Clearly, some new idea is needed to either prove or disprove Conjecture 2.4. If it is true, then perhaps the analogy with G(n, p) can be pushed even further ? For example, there may be a sharp connectivity threshold for our random commuting graph model and it may or may not be at p(n) = log n n , which is the threshold for G(n, p).
