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THE CYCLIC-HOMOLOGY CHERN-WEIL HOMOMORPHISM
FOR PRINCIPAL COACTIONS
PIOTR M. HAJAC AND TOMASZ MASZCZYK
Abstract. We view the space of cotraces in the structural coalgebra of a
principal coaction as a noncommutative counterpart of the classical Car-
tan model. Then we define the cyclic-homology Chern-Weil homomor-
phism by extending the Chern-Galois character from the characters of finite-
dimensional comodules to arbitrary cotraces. To reduce the cyclic-homology
Chern-Weil homomorphism to a tautological natural transformation, we re-
place the unital coaction-invariant subalgebra by its certain natural H-unital
nilpotent extension (row extension), and prove that their cyclic-homology
groups are isomorphic. In the proof, we use a chain homotopy invariance
of complexes computing Hochschild, and hence cyclic homology, for arbi-
trary row extensions. In the context of the cyclic-homology Chern-Weil ho-
momorphism, a row extension is provided by the Ehresmann-Schauenburg
quantum groupoid with a nonstandard multiplication.
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1. Introduction
A formula computing the Chern character of a finitely generated projective module
associated with a given finite-dimensional representation [6] uses a strong connection [14,
6] and multiple comultiplication applied to the character of representation to produce a
cycle in the complex computing cyclic homology of the algebra of invariants. Its homology
class is called the Chern-Galois character [6] of representation. It is a fundamental tool
in calculating K0-invariants of modules associated to principal coactions of coalgebras on
algebras, in particular to principal comodule algebras in Hopf-Galois theory [17].
The goal of this paper is to factorize the Chern-Galois character through a noncommu-
tative Chern-Weil homomorphism taking values in a model of cyclic homology reducing
the homomorphism to a tautological natural transformation. First, we achieve a natural
factorization of the Chern-Galois character by replacing the unital coaction-invariant sub-
algebra by its certain natural H-unital nilpotent extension, which we call a row extension.
Next, we observe that the Chern-Galois character extends from the characters of finite-
dimensional comodules to arbitrary cotraces while still producing elements of the cyclic
homology of the row extension stable under Connes’ periodicity operator. Since the space
of cotraces can be viewed as a noncommutative replacement of the Cartan model, and the
cyclic homology of the row extension turns out to be isomorphic to the cyclic homology
of the unital coaction-invariant subalgebra (playing the role of the de Rham cohomology
of the base space), we interpret this extension as a cyclic-homology counterpart of the
classical Chern-Weil homomorphism. Although our Chern-Weil homomorphism can be
obtained simply as an extension of the Chern-Galois character to all cotraces without re-
ferring to row extensions, we need the row-extension model of the cyclic homology of the
base-space algebra to manifest the Chern-Weil homomorphism as a tautological natural
transformation.
An abstract argument used to achieve the above goal can also be applied to matrix
projections to produce the Chern character from K-theory to cyclic homology. Both cases
are instances of a common construction we call abstract Chern-type character.
Another remarkable common feature of these two constructions is that they both can
be defined in a tautological way in terms of a canonical block- matrix H-unital algebra.
In the well-known Chern-character case, it is an algebra of infinite matrices with entries
in a given algebra. In our Chern-Weil case this H-unital algebra is a specific Hochschild
extension of an algebra coming from a module equipped with a module map to the algebra,
which we call augmentation. We prove that every such an extension is isomorphic to to
the block-matrix algebra whose the only possibly nonzero row consists of the algebra itself
followed by the kernel of the augmentation. We call the latter row extensions and prove
that the Hochschild homology is invariant under such extensions by providing an explicit
homotopy equivalence of complexes.
In the case of faithfully flat Hopf-Galois extensions, the corresponding augmented mod-
ule is the Ehresmann-Schauenburg quantum groupoid with the augmentation being its
counit. The kernel of the augmentation is therefore equal to invariant universal noncom-
mutative differential forms. This determines the canonical block-matrix structure of that
row extension completely.
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The fact that the space of cotraces could be understood as a cyclic-homology Cartan
model of a conjectural cyclic homology of the classifying space of the coalgebra C we
justify by the graded-space construction associated with the Ad-invariant m-adic filtration
on class functions, which produces the classical space of Ad-invariant polynomials on the
Lie algebra.
Since also the abelian group completion Rep(C) of the monoid of finite dimensional
C-comodules could be understood as a conjectural K0-group of the classifying space of
the coalgebra C, the formula for the Chern-Galois character from [6] could be understood
as conjectural naturality of the Chern character under the classifying map for a noncom-
mutative principal bundle corresponding to a principal C-Galois extension B ⊆ A. All
this can be subsumed by the following commutative diagram
Rep(C)
χ

[AC(−)]
// K0(B)
chn

Ctr
chwn
// HC2n(B)
,
where the map [AC(−)] associating a finitely generated projective module with a given
representation should be understood as the map induced by a classifying map on K-
theory, the character χ of a representation should be understood as the Chern character
for the classifying space and the cyclic Chern-Weil map chw should be understood as the
map induced by a classifying map on cyclic homology. The Chern-Galois is the diagonal
composite in this diagram.
The above commutative diagram can be understood as a noncommutative counterpart
of naturality of the Chern character under the classifying map cl : Y → BG of a G-
principal bundle X → Y corresponding to a principal G-action X × G → X with the
space of orbits Y = X/G, tantamount to commutativity of the following diagram
K0(BG)
chn(BG)

K0(cl)
// K0(Y )
chn(Y )

H2n(BG)
H2n(cl)
// H2n(Y ).
The above analogy between the role of block-matrix H-unital algebras in the con-
struction of both Chern and Chern-Galois characters can be subsumed in the following
commutative diagram
Rep(C)
c˜hgn(ℓ)

chgn(ℓ)
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
[AC(−)]
// K0(B)
c˜hn

chn
yyss
ss
ss
ss
ss
ss
ss
ss
ss
ss
s
HC2n(M)
HC2n(ε)
∼=
// HC2n(B) HC2n(M∞(B)).∼=
[tr2n]
oo
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Here the bottom horizontal arrows are isomorphisms of block-matrix H-unital models
of cyclic homology of B and vertical arrows are tautological constructions. Of course the
right side factorization of the Chern character is very well known, and provides an analogy
to the left side factorization of the Chern-Galois character. It should be stressed that the
Chern-Galois character on representations and the Chern character on K-theory are ab-
stract cyclic-homology Chern-type characters for completely different reasons. Therefore
it is a quite remarkable fact that there exists a construction [6] of a matrix idempotent
representing an associated finitely generated projective B-module out of a given repre-
sentation and the strong connection relating these two constructions.
Another aspect of our construction consists in the fact that we work with complexes up
to chain homotopy equivalence rather than with homology classes. It is motivated by the
fact that although on the theoretical level the aforementioned invariance of Hochschild
homology under row extensions can be established by the Wodzicki excision argument
[27, 28], a problem of making this argument explicit in the resulting inverse excision
isomorphism, as signalled in [5], arises. We overcome this difficulty by constructing an
explicit homotopy compatible with an analogue of the filtration from [13], providing a
homotopy equivalence of corresponding complexes. The fact that all homotopies we use
are natural and explicit suggests a higher homotopy landscape behind our construction,
according to the ideas surveyed in [20]. Our Lemma 2.1, replacing here the Homological
Perturbation Theory evoked in [20], could be of independent interest. Similarly as Homo-
logical Perturbation Theory is used as a tool in computing Hochschild and cyclic homology
and the Chern character [22, 2, 16], we use our Lemma 2.1 in calculations in the homotopy
category of chain complexes. An additional substantiation of homotopical approach is the
fact that it is a natural environment for the classical Chern-Weil theory [11].
To put our construction in historical perspective, let us recall other approaches to the
Chern-Weil map in noncommutative geometry and compare them with ours. As it seems,
the first instance of a connection between cotraces and Chern-Weil theory goes back to
Quillen’s work [25]. Although the coalgebra there is the bar construction of an algebra,
the analogy with the Chern-Weil homomorphism is explicitly stressed therein.
Next, in [1, 24] Alexeev and Meinrenken introduced noncommutative Chern-Weil the-
ory based on a specific noncommutative deformation of the classical Weil model aiming
to extend the Duflo isomorphism for quadratic Lie algebras to the level of equivariant
cohomology. However, instead arbitrary Hopf algebras they work only with the universal
enveloping algebra of a Lie algebra, and without referring to cyclic homology.
In [9] Crainic considers a Weil model in the context of Hopf-cyclic homology of Hopf
algebras. However, his characteristic map based on the characteristic map of Connes
and Moscovici takes values in the cyclic homology of a Hopf-module algebra instead
of the cyclic homology of the algebra of coaction invariants. As such, it cannot be a
noncommutative counterpart of the classical Chern-Weil homomorphism.
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2. Homotopy category of chain complexes
2.1. Killing contractible complexes. The following lemma should have been proved
sixty years ago. Strangely enough, the first approximation to it can be found in Loday’s
book without any further reference, under the name “Killing contractible complexes”
[23]. Regretfully, the claim there is about a quasiisomorphism only instead of homotopy
equivalence. Moreover, that quasiisomorphism doesn’t respect the obvious structure of the
short exact sequence of complexes. The homotopy equivalence was achieved by Crainic
only in 2004 [10] by constructing the explicit homotopy inverse with use of the homological
perturbation method. Still, his perturbed maps don’t respect the obvious structure of the
short exact sequence of complexes. In contrast to these results, in our present approach
we perturb neither the differential, nor the structure of the short exact sequence. Instead,
we perturb a given splitting in the category of graded objects to make it a splitting in the
category of complexes, providing an explicit homotopy inverse. We focus on split short
exact sequences of complexes since only those can produce distinguished triangles in the
homotopy category of chain complexes.
Lemma 2.1. Assume that
0 // X
ι
// Y
π
// Z // 0
is a short exact sequence of complexes in an abelian category split in the category of graded
objects. Provided X is contractible, π is a homotopy equivalence.
Proof. We will denote all differentials by d and all identity morphisms by 1.
Consider a splitting
0 // X ι
// Y π
//
ρ
zz ▲❴r
Z
σ
zz ▲❴r
// 0
and a homotopy h contracting X . (The dashed arrows are not necessarily chain maps).
This is tantamount to the following identities.
d2 = 0,(1)
dι = ιd,(2)
dπ = πd,(3)
πι = 0,(4)
πσ = 1,(5)
ρι = 1,(6)
σπ + ιρ = 1,(7)
ρσ = 0,(8)
hd+ dh = 1.(9)
Now we define the following expressions
α := σdπ, β := ιρdσπ, γ := ιdρ, h˜ := ιhρ, σ˜ := (1− h˜d)σ.(10)
By (5) and (4) we have
πσ˜ = 1(11)
which together with (8), (6) and (9) implies that
(α+ β + γ)σ˜ − σ˜d = h˜(βα+ γβ).(12)
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Now, by (3), (2) and (7) we have
α + β + γ = d.(13)
After squaring both sides of (13) we use (1) on the right hand side, and on the left hand
side we use the following identities:
αβ = αγ = β2 = βγ = 0 (implied by (4)),(14)
γα = 0 (implied by (8)),(15)
α2 = 0 (implied by (5) and (1)),(16)
γ2 = 0 (implied by (6) and (1)),(17)
to obtain
βα + γβ = 0.(18)
Therefore, after substituting (13) and (18) to (12) we obtain that
dσ˜ − σ˜d = 0,(19)
i.e. σ˜ is a chain map.
Moreover, by (6), (9) and (7)
σ˜π + γh˜+ h˜(β + γ) = 1.(20)
However, using the following identities:
αh˜ = 0, βh˜ = 0 (implied by (4)),(21)
h˜α = 0 (implied by (8)),(22)
we can complete (20) to
σ˜π + (α + β + γ)h˜+ h˜(α + β + γ) = 1(23)
which by (13) reads as
σ˜π + dh˜+ h˜d = 1.(24)
Together with (11) the latter means that σ˜ is a homotopy inverse to π. 
Since the above Lemma holds in any abelian category, an immediate consequence is its
dual version.
Lemma 2.2. Assume that
0 // X
ι
// Y
π
// Z // 0
is a short exact sequence of complexes in an abelian category split in the category of graded
objects. Provided Z is contractible, ι is a homotopy equivalence.
THE CYCLIC-HOMOLOGY CHERN-WEIL HOMOMORPHISM FOR PRINCIPAL COACTIONS 7
2.2. Other homotopy lemmas. The next lemmas are homotopy versions of some ho-
mological results collected in [23]. For the convenience of the reader we sketch their proofs
by showing the explicit homotopy inverses and homotopies as in [23].
We consider the first quadrant bicomplex CC(B |k) [23] whose total complex computes
cyclic homology, and the total complex of the sub-bicomplex CC{2}(B |k) consisting of
the first two columns computes Hochschild homology of the k-algebra B over a unital
commutative ring k.
b

−b′

b

−b′

B⊗3
b

B⊗3
−b′

1−t
oo B⊗3
b

N
oo B⊗3
−b′

1−t
oo Noo
B⊗2
b

B⊗2
−b′

1−t
oo B⊗2
b

N
oo B⊗2
−b′

1−t
oo Noo
B B
1−t
oo B
N
oo B
1−t
oo Noo
The following Lemma leads to a distinguished triangle in the homotopy category of
complexes which (after applying the functor of homology) induces the long exact ISB-
sequence relating Hochschild and cyclic homology [23].
Lemma 2.3. The short exact sequence of total complexes
0→ Tot CC{2}(B | k)→ Tot CC(B |k)→ Tot CC(B |k)[2]→ 0(25)
is graded-split and hence defines a distinguished triangle in homotopy category of com-
plexes.
Proof. The graded splitting is obvious. 
The next Lemma enables, in the special case of our interest, a substancial simplification
of the complex computing Hochschild homology to a complex CC{1}(B |k) consisting of
the first column of CC(B |k).
Lemma 2.4. Provided B is left-unital, there is a graded-split short exact sequence of
complexes with contractible kernel
0→ B(B |k)→ Tot CC{2}(B |k)→ CC{1}(B |k)→ 0(26)
and hence a chain homotopy equivalence
Tot CC{2}(B |k)→ CC{1}(B |k).(27)
Proof. B(B |k) is the bar-complex with the differential b′, isomorphic up to a shift with
the second column of CC(B |k), admitting a contracting homotopy, defined with use of
the left unit 1 ∈ B, of the following form as in [23]
h(b0 ⊗ · · · ⊗ bn) = 1⊗ b0 ⊗ · · · ⊗ bn.(28)
Since the graded splitting is obvious, the rest follows from Lemma 2.1. 
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Lemma 2.5. If B is unital the maps
incn : Cn(B |k)→ Cn(M∞(B) |k)(29)
induced by the map of k-algebras
inc : B → M∞(B), b 7→
(
b 0
0 0
)
(30)
form a homotopy equivalence of complexes.
Proof. Following [23] we take an obvious left inverse to incn of the form
trn : Cn(M∞(B) |k)→ Cn(B |k),
trn(β
0 ⊗ β1 ⊗ · · · ⊗ βn) :=
∑
i0,...,in
β0i0i1 ⊗ β
1
i1i2 ⊗ · · · ⊗ β
n
ini0 ,
(31)
which is also a right inverse to incn up to the explicit homotopy
h(β0 ⊗ β1 ⊗ · · · ⊗ βn) :=
∑
m,i0,...,im
(−1)mEi01(β
0
i0i1)⊗ E11(β
1
i1i2)⊗ · · ·
· · · ⊗ E11(β
r
imim+1
)⊗ E1im+1(1)⊗ β
m+1 ⊗ · · · ⊗ βn,
(32)
where Eij(b) denotes the elementary matrix with a single possibly non-zero entry b ∈
B. 
Lemma 2.6. If B is a unital the action of the group GL∞(B) on the algebra M∞(B) by
conjugation
GL∞(B)×M∞(B)→ M∞(B),
(γ, β) 7→ γβγ−1
(33)
induces a trivial action on the object C(M∞(B) |k) of homotopy category of complexes.
Proof. The action of γ on M∞(B) by algebra automorphisms is realized as simultaneous
application of the two well defined actions: β 7→ γβ and β 7→ βγ−1. Since k is unital
commutative it induces the following well defined maps, the action on C(M∞(B) |k)
γ(β0 ⊗ β1 ⊗ · · · ⊗ βn) = γβ0γ−1 ⊗ γβ1γ−1 ⊗ · · · ⊗ γβnγ−1(34)
and a homotopy between the identity and that action
h(β0 ⊗ β1 ⊗ · · · ⊗ βn) =
n∑
m=0
(−1)mβ0γ−1 ⊗ γβ1γ−1 ⊗ · · ·
· · · ⊗ γβmγ−1 ⊗ γβm+1 ⊗ βm+2 ⊗ · · · ⊗ βn.
(35)

2.3. Abstract Chern-type characters for cyclic objects. Let us note now that for
any cyclic object X = (Xm) in a category of modules we can consider sequences x = (xm)
satisfying the following two conditions when acted on by the cyclic operator t and face
operators di
t(xm) = (−1)
mxm,(36)
dixm = xm−1.(37)
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Forming a module K(X), consisting of such sequences is a functor. For every element
x ∈ K(X) we can construct a natural sequence of even chains in Tot CC(X) of the form
chn(x) =
2n∑
m=0
(−1)⌊m/2⌋
m!
⌊m/2⌋!
xm,(38)
to obtain a sequence of natural transformations.
Proposition 2.7. For every x ∈ K(X) the chains chn(x) are cycles of degree 2n in
Tot CC(X), whose cohomology classes form a sequence stable under Connes periodicity
operator S.
Proof. All formal arguments in the proof of [23, Lemma-Notation 8.3.3] can be adapted
to our situation. Namely, by (37) followed by (36)
b(−2x2l) = −2x2l−1 = −(1− t)x2l−1,(39)
b′(−lx2l−1) = −lx2l−2 = Nx2l−2,(40)
which means that the chain chn(x) is a cycle in Tot CC2n(X). Finally, also the formal
argument for stability under Connes’ periodicity operator S from the proof of [23, Lemma-
Notation 8.3.3] is still valid in our situation. 
We call the resulting natural transformation
chn(X) : K(X)→ HC2n(X)(41)
the abstract cyclic character.
The motivating example comes from the construction of the Chern character from
matrix idempotents.
Let us recall the well known fact that the Chern character taking values in cyclic ho-
mology of an algebra B goes in fact to cyclic homology of a nonunital algebra M∞(B) of
infinite matrices. This is so because of a fundamental equivalence between isoclasses of
finitely generated projective modules over B and GL∞(B)-conjugacy classes of idempo-
tents in M∞(B). The fact that for a given idempotent e := (eij) ∈ M∞(B) the sequence
of elements cm := cm(e), where
cm(e) := e⊗ · · · ⊗ e ∈ M∞(B)
⊗ (m+1),(42)
satisfies the conditions (36)-(37) follows immediately from the form of cm(e) and the
idempotent property e2 = e. This by the abstract Chern-type character property means
that the chains
c˜hn(e) :=
2n∑
m=0
(−1)⌊m/2⌋
m!
⌊m/2⌋!
cm(e)(43)
are cycles in Tot CC2n(M∞(B)) and the sequence of their homology classes is stable under
Connes’ periodicity operator.
Note that up to this point the construction of c˜h is completely tautological. The
next argument, identifying cyclic homology of an H-unital algebra M∞(B) with cyclic
homology of a unital algebra B uses a specific homotopy equivalence of chain complexes
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as in Lemma 2.5 and is well defined on the level of K0(B) by virtue of Lemma 2.6. Namely,
applying the GL∞(B)-conjugacy invariant map
Tot CC•(M∞(B))→ Tot CC•(B),(44)
induced by the map defined for all elements bk = (bkij) ∈ M∞(B) as
trn : b
0 ⊗ · · · ⊗ bn 7→
∑
i0,...,in
b0i0i1 ⊗ . . .⊗ b
n−1
in−1in
⊗ bnini0 ,(45)
to the element c˜hn(e) one gets the Chern character chn(e) depending only on the class in
K0(B) defined by the idempotent e ∈ M∞(B).
Another example of an abstract cyclic-homology Chern-type character will come from
a construction of a cyclic-homology Chern-Weil homomorphism. A tautological construc-
tion on the level of an H-unital algebra with canonically isomorphic cyclic homology will
need a class of another H-unital block-matrix algebra extension, which we introduce in
the next section.
3. Row extensions of unital algebras
All rings in this section are associative and possibly non-unital. Let k → B be a ring
homomorphism and ε : M → B be a (B, k)-bimodule map from a (B, k)-bimodule M
to the k-ring B. We call such a structure an augmented module over a k-ring B. We
define a k-ring structure on M depending on this data as follows. As a k-bimodule it
is the underlying left k-bimodule of the (B, k)-bimodule M with the multiplication of
elements of M defined as a k-bimodule (in fact (B, k)-bimodule) map (the tensor product
is balanced over k)
M ⊗M →M, m⊗m′ 7→ ε(m)m′.(46)
By left B-linearity of ε we have the identity
ε(ε(m)m′)m′′ = ε(m)(ε(m′)m′′)(47)
which amounts to associativity of (46).
Proposition 3.1. The map ε is a k-ring map onto a left ideal k-subring J in B, whose
kernel is an ideal I in M with zero right multiplication by elements of M . In particular,
M is a Hochschild extension of J by I,
0→ I → M → J → 0.(48)
Proof. To prove that ε is a k-ring map we check that by left B-linearity of ε
ε(ε(m)m′) = ε(m)ε(m′).(49)
This implies that I = ker(ε) is an ideal in M . Since ε is (B, k)-linear its image J =
ε(M) ⊂ B is a (B, k)-sub-bimodule isomorphic to M/I via ε. By (46) IM = 0, hence
I2 = 0 and I becomes a J-bimodule such that IJ = 0. Therefore M is a Hochschild
extension [18, 19] of J by I. 
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Proposition 3.2. Provided the surjective (B, k)-bimodule map ε : M → J admits a k-
bimodule splitting, the k-ring M is isomorphic to the k-bimodule I⊕J with multiplication
(i, j)(i′, j′) = (ji′ + ω(j, j′), jj′),(50)
where ω : J ⊗k J → I is a k-bimodule map satisfying
jω(j′, j′′)− ω(jj′, j′′) + ω(j, j′j′′) = 0.(51)
If J has a k-central right unit one can assume ω = 0, i.e.
M ∼=
(
J I
0 0
)
.(52)
Proof. We will prove the proposition using a non-unital version of the relative Hochschild
theory [18, 19] of k-bimodule split extensions M of J by ideals I satisfying I2 = 0 under
the stronger assumption that IM = 0. A k-bimodule splitting of (48) gives an isomor-
phism of k-bimodules I ⊕ J and amounts to a k-bimodule map σ : J → M such that
ε ◦ σ = idJ . This defines ω(j, j
′) := σ(j)σ(j′)−σ(jj′) which satisfies (51) by associativity
of multiplication in M and the property IM = 0. It is in fact the Hochschild 2-cocycle
condition missing one summand which vanishes by IM = 0.
If J has a k-central (ec = ce for all c ∈ k) right unit e ∈ J (je = j for all j ∈ J) we can
define a k-bimodule map λ : J → I
λ(j) := −ω(j, e)(53)
and then putting j′′ = e in (51), rewriting the result in terms of (53) and adding the last
summand being zero by IJ = 0, we obtain
ω(j, j′) = ω(j, j′e) = −jω(j′, e) + ω(jj′, e)(54)
= jλ(j′)− λ(jj′) + λ(j)j′(55)
which means that ω is a Hochschild coboundary of λ. By theory of Hochschild extensions
this means that the automorphism
(i, j) 7→ (i+ λ(j), j)(56)
of the k-bimodule I ⊕ J transforms the multiplication (50) to the one with ω = 0. 
If ε has a k-bimodule section (in particular is surjective, i.e. J = B), B is unital and
the left B-module I is free of rank n, M is isomorphic to the algebra of (n+ 1)× (n+ 1)
matrices over B, with nonzero entries concentrated at most in the first row, with ε picking
the first entry in that row. Motivated by this simple case we call split k-ring extensions
of the form
M ∼=
(
B I
0 0
)
,(57)
row extensions, even if B is not right unital or I is not free of finite rank as a left B-
module. For the further consideration it is crucial that such M is a k-ring split extension,
hence M contains a copy of a k-ring B as a k-subring with the ideal I as its complement,
and that I is not merely a square zero ideal, but we have IM = 0. Note that if the left
unit e of B acts on the left B-module M of the row extension as identity (then we say
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thatM is a unitary left module over a left unital k-ring B)M becomes a left unital k-ring
extension with the unit corresponding under the isomorphism (92) to(
e 0
0 0
)
.(58)
If B is a k-algebra over a unital commutative ring k we assume that all k-bimodules in
question are symmetric (we refer to them simply as modules) and unitary.
3.1. Periodic cyclic homology of row extensions.
Proposition 3.3. The k-ring map ε :M → J induces an isomorphism of relative periodic
cyclic homology of k-rings
HP∗(M |k)→ HP∗(J |k).(59)
Proof. It is a consequence of the Goodwillie theorem [12] (see Thm. 7.3 of [8] for
the non-unital case) applied to the Kadison (k-ring) periodic cyclic homology [21] of the
k-ring extension (48) by the nilpotent ideal I. 
3.2. Hochschild complex of row extensions. From now on we assume that the ground
ring k is a field, which we will supress in the notation. Triangular k-algebras over a unital
commutative ring k are of the form
T =
(
B I
0 B′
)
,(60)
where B, B′ are unital k-algebras and I is a two-sided unitary (B,B′)-bimodule (and
symmetric as an underlying k-bimodule). The computation of Hochschild homology of
triangular k-algebras is subsumed by [23, Thm. 1.2.15] which says that the canonical
k-algebra map T → B ×B′ annihilating I induces an isomorphism
HH∗(T ) ∼= HH∗(B × B
′).(61)
Note that the pair of two projections onto the factors of the product B × B′ induce a
further isomorphism
HH∗(B × B
′) ∼= HH∗(B)⊕HH∗(B
′).(62)
Using the fact that a row extension fits into a ring extension of the form
0→
(
B I
0 0
)
→
(
B I
0 k
)
→
(
0 0
0 k
)
→ 0,(63)
which we shorten as (T stands for a triangular k-algebra as above with B′ = k)
0→M → T → k → 0,(64)
one can use Wodzicki’s excision theorem [27, 28] for a left unital (hence H-unital) k-
algebra M to obtain a long exact sequence of Hochschild homologies, which by (61) and
(62) reads as
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HH2n+1(M) HH2n+1(B)⊕ HH2n(k) HH2n+1(k)
HH2n(M) HH2n(B)⊕ HH2n(k) HH2n(k)
HH2n−1(M) HH2n−1(B)⊕ HH2n−1(k) HH2n−1(k).
Since in every row the first arrow goes into the first direct summand via the map induced
by ε and every second arrow is a projection onto a second direct summand, this proves
that ε induces a quasiisomorphism of Hochschild chain complexes.
Now we are to promote it to a chain homotopy equivalence.
Using a k-module splitting M = I ⊕ B coming from a k-algebra splitting (92), we can
form split short exact sequences of symmetric k-bimodules (⊗ stands for the k-balanced
tensor product of symmetric k-bimodules)
0→
⊕
p+q=n
M⊗p ⊗ I ⊗B⊗q →M⊗n+1
ε⊗n+1
−−−−→ B⊗n+1 → 0.(65)
Since ε is a k-algebra map, and the multiplication of M restricted to the image of B
under the k-algebra splitting inside M coincides with the original multiplication of B, the
collection of induced maps ε⊗n+1 is a morphism of cyclic objects computing Hochschild,
cyclic, periodic and negative cyclic homology of k-algebras. Now we show that for row
extensions of left unital k- algebras the induced map on Hochschild chain complexes is
a homotopy equivalence. It is another way to see that it induces an isomorphism on
Hochschild homology, and hence by virtue of [23, Prop. 5.1.6] this implies that the
induced maps on cyclic, periodic and negative cyclic homology are isomorphisms as well,
alternative to the previous excision argument.
Theorem 3.4. Let M be a left unitary row extension of a left unital k-ring B. Then the
induced map of Hochschild chain complexes
Tot CC{1}(M)→ Tot CC{1}(B)(66)
is graded-split surjective and has a contractible kernel, in particular it is a chain homotopy
equivalence.
Proof. We will show that the collection of maps
h :M⊗p ⊗ I ⊗B⊗q →M⊗p ⊗ I ⊗ B⊗q+1(67)
h(m1, . . . , mp, i, b1, . . . , bq) := (−1)
p+1(m1, . . . , mp, i, e, b1, . . . , bq)(68)
forms a homotopy contracting the kernel of the map ε⊗n+1 of Hochschild complexes. Here,
on the right hand side e denotes the left unit of B.
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The boundary on the kernel induced by the Hochschild boundary, for p+ q = n, reads
as
b(m1, . . . , mp, i, b1, . . . , bq) = (b
′(m1, . . . , mp), i, b1, . . . , bq)
− (−1)p(m1, . . . , mp−1, mpi, b1, . . . , bq)
− (−1)p(m1, . . . , mp, i, b
′(b1, . . . , bq))
+ (−1)n(bqm1, . . . , mp, i, b1, . . . , bq−1),(69)
where for any (not necessarily unital) associative k-ring A
b′(a1, . . . , ar) = (a1a2, a3, . . . , ar)− (a1, a2a3, . . . , ar) + · · ·+ (−1)
r(a1, . . . , ar−1ar).
Note that here the condition IM = 0 shortens the Hochschild boundary by one vanishing
summand, as for the Hochschild cocycle encoding the structure of the extension in the
proof of Proposition 3.1.
Now, computing the two compositions bh and hb we get for p+ q = n, q > 0
bh(m1, . . . , mp, i, b1, . . . , bq) = −(−1)
p(b′(m1, . . . , mp), i, e, b1, . . . , bq)(70)
+ (m1, . . . , mp−1, mpi, e, b1, . . . , bq)(71)
+ (m1, . . . , mp, i, b1, . . . , bq)(72)
− (m1, . . . , mp, i, e, b
′(b1, . . . , bq))(73)
+ (−1)q(bqm1, m2, . . . , mp, i, e, b1, . . . , bq−1),(74)
hb(m1, . . . , mp, i, b1, . . . , bq) = (−1)
p(b′(m1, . . . , mp), i, e, b1, . . . , bq)(75)
− (m1, . . . , mp−1, mpi, e, b1, . . . , bq)(76)
+ (m1, . . . , mp, i, e, b
′(b1, . . . , bq))(77)
− (−1)q(bqm1, m2, . . . , mp, i, e, b1, . . . , bq−1),(78)
and for p+ q = n, q = 0
bh(m1, . . . , mn, i) = −(−1)
n(b′(m1, . . . , mn), i, e)(79)
+ (m1, . . . , mn−1, mni, e)(80)
+ (m1, . . . , mn, i),(81)
hb(m1, . . . , mn, i) = (−1)
n(b′(m1, . . . , mn), i, e)(82)
− (m1, . . . , mn−1, mni, e),(83)
one sees that they add up to give bh + hb = Id. 
4. The noncommutative Chern-Weil homomorphism
To understand what follows, we refer to [6] for the basic facts and definitions. Let A be
a right comodule algebra for a coalgebra C with a group-like element e ∈ C. We denote
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the C-coaction on A with use of the Sweedler notation
A→ A⊗ C, a 7→ a(0) ⊗ a(1).(84)
The subring of invariants of this coaction we denote by B, i.e.
B = AcoC := {b ∈ A | b(0) ⊗ b(1) = b⊗ e}.(85)
We assume that B ⊆ A is a C-Galois extension, which means that the canonical map
can : A⊗B A→ A⊗ C, a⊗B a
′ 7→ aa′(0) ⊗ a
′
(1)(86)
and the canonical entwining
ψ : C ⊗ A→ A⊗ C, c⊗ a 7→ can(can−1(1⊗ c)a)(87)
are both invertible, one can define a left C-coaction on A
A→ C ⊗ A, a 7→ a(−1) ⊗ a(0) := ψ
−1(a(0) ⊗ a(1)).(88)
If C = H is a Hopf algebra with an invertible antipode S and the grouplike element e is
the unit of H , and A is a right H-comodule algebra, then the coalgebra-Galois extension
is called Hopf-Galois (with the Galois Hopf algebra H), and the left H-coaction makes
the opposite algebra Aop a left comodule algebra over H .
For a C-Galois extension as above one can define the translation map
τ : C → A⊗BA, τ(c) := can
−1(1⊗ c)(89)
and prove that it is an C-bicolinear map, with respect to left and right coactions of C on
the left and right tensorand of A⊗BA, respectively.
A strong connection ℓ [6] is a unital (ℓ(e) = 1⊗1) C-bicolinear lifting of the translation
map τ ,
A⊗A

C
ℓ
88♣
♣
♣
♣
♣
♣
♣ τ
// A⊗BA.
One proves that for a Hopf-Galois extension as above existence of ℓ is equivalent to
projectivity of A as a left B-module right H-comodule [6], as well as to faithful flatness of
A as a left B-module [26]. Such Hopf-Galois extensions are called principal. Therefore for
coalgebra-Galois extensions one focuses on the case of C-equivariant projective C-Galois
extensions, also known as principal coalgebra-Galois extensions. It is still sufficient for the
existence of a strong connection.
For our purposes we might use the definition of a strong connection just as in [4], which
does not require unitality, since unitality does play no role in the sequel.
4.1. Ehresmann-Schauenburg quantum groupoid. Provided A is a faithfully flat as
a left B-module C-Galois extension of B, one introduces the Ehresmann-Schauenburg
B-coring. In terms of the cotensor product C of right and left C-comodules it is a vector
16 PIOTR M. HAJAC AND TOMASZ MASZCZYK
space M := ACA. It is canonically a B- bimodule with a canonical B-coring structure
∆ : M → M ⊗B M,
∑
i
ai ⊗ a
′
i 7→
∑
i
ai(0) ⊗ τ(ai(1))⊗ a
′
i,(90)
ε : M → B,
∑
i
ai ⊗ a
′
i 7→
∑
i
aia
′
i.(91)
If C = H is a Hopf algebra, and A is a faithfully flat as a left B-moduleH-Galois extension
of B the Ehresmann-Schauenburg coring M is a unital Be-subring of Ae M = AHAop ⊆
Ae := A⊗ Aop, and compatibility of the B-coring and subring of Ae structures makes it
a quantum groupoid.
However, in what follows we would need only the fact that (M, ε) is a left B-module
with the augmentation equal to the counit of that coring.
For Hopf-Galois extensions the canonical row extension corresponding to the counit
of the Ehresmann-Schauenburg quantum groupoid ε : M → B can be described as a
canonically split extension of left B-modules
0 // Ω1(A)coH // (A⊗ A)coH ε
// AcoH
σ
yy ❖
❲❴❣
♦
// 0
with the canonical splitting σ(b) = b ⊗ 1 being an algebra map. Here Ω1(A) denotes
the A-bimodule of universal noncommutative differentials of A. Therefore we obtain the
following complete description of the block-matrix structure of our row extension
M
∼=
→
(
B Ω1(A)coH
0 0
)
,
∑
i
ai ⊗ a
′
i 7→
( ∑
i aia
′
i
∑
i aida
′
i
0 0
)
,(92)
where on the right-hand side we use the A-bimodule structure of Ω1(A) and the universal
derivation
d : A 7→ Ω1(A), da = 1⊗ a− a⊗ 1.
4.2. The Chern-Weil homomorphism from a strong connection. For any coalge-
bra C we define the subspace
Ctr := Eq(C //
//
C ⊗ C)
equalizing the pair of maps, where one arrow is the comultiplication and the second is the
multiplication composed with the flip.
Note that the canonical map Ctr → C is the dual counterpart of the universal trace
map A→ A/[A,A] for an algebra A, and an element of Ctr defines canonically a trace on
the dual convolution algebra C∗.
The classical case, when C = O(G) is the coordinate algebra of a linear algebraic group
G with the comultiplication equivalent to the polynomial group composition, sheds some
light on the problem of deeper understanding the relation between Ctr and the Chern-Weil
map as follows.
First of all, it is easy to see that
Ctr = O(Ad(G))G,(93)
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the latter meaning the algebra of Ad-invariants (with respect to the action of G on itself
by means of conjugations), in other words, the algebra of class functions.
Moreover, the kernel of the augmentation of C is the maximal ideal m corresponding
to the neutral element of G. Moreover, the m-adic filtration of O(Ad(G)) is G-invariant,
hence passing to the Ad-invariants of the associated graded algebra one gets the algebra
gr
m
O (Ad(G))G =
(⊕
n≥0
m
n/mn+1
)G
∼= Sym(m/m2)G =
⊕
n≥0
(Symng∗)G(94)
of Ad-invariant polynomials on the Lie algebra g. The latter is the domain of the classical
Chern-Weil map and the infinitesimal counterpart of the right hand side of (93). In the
opposite direction, replacing the Lie algebra g by the G-space Ad(G) plays a fundamental
role in the construction of G-equivariant cyclic homology after Block-Getzler [3].
Below we will use the associativity of the cotensor product of bicomodules over a coal-
gebra [7, 11.6] and the tensor-cotensor associativity [7, 10.6], which both hold since our
ground ring is a field.
Lemma 4.1. For any m ∈ N the m-fold comultiplication map on C defines a linear
isomorphism
Ctr
∼=
→ CC⊗C
op
(
C C · · ·CC︸ ︷︷ ︸
m+1
)
.(95)
Proof. Since C is the unit object of the monoidal category of bicomodules with respect
to the cotensor product, it is enough to prove that isomorphism for m = 0. Then it is
easy to check that the comultiplication restricted to the elements from Ctr ⊆ C lands
in CC⊗C
op
C, and the application of the counit to the first cotensor factor provides the
inverse. 
Note that applying the counit to the left most factor C in the cotensor product
(96) CC⊗C
op (
V0 
C · · ·CVm
)
we can identify it with the circular cotensor product. For example, for m = 5 it looks like
follows.
V0 CV
1 
CV
2

CV3C
V
4
C
V 5

C
We use circular cotensor products in the following lemma.
Lemma 4.2. The strong connection ℓ : C → A⊗ A induces a linear map
Ctr →M⊗(n+1), c 7→ cm(ℓ)(c) := ℓ(c(1))⊗ · · · ⊗ ℓ(c(m+1))(97)
Proof. Since ℓ is a morphism of C-bicomodules, it can be applied to an element of the
circular cotensor power of C to get an element of the circular cotensor power of A ⊗ A,
which by the tensor-cotensor associativity can be written as an element of tensor power of
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M = ACA. For example, c5(ℓ) reads as the dashed arrow in the following commutative
diagram.
C C
C

CC

CCC
C

C
C

C

c5(ℓ)
//❴❴❴❴❴❴❴❴❴❴❴❴❴
M
⊗
M
⊗
M
⊗
M
⊗
M
⊗
M
⊗
(A⊗A) C(A
⊗
A
)

C
(A
⊗
A
)

C(A⊗A)
C
(A
⊗
A
)

C
(A
⊗
A
) 
C
∼=
//
(A
 C
A)
⊗
(A

CA
)⊗
(A

CA)
⊗(A
C
A)
⊗
(A

C
A
) ⊗
(A

CA) ⊗

Lemma 4.3. For any c ∈ Ctr the element
cm(ℓ)(c) :=
(
c
〈2〉
(m+1) ⊗ c
〈1〉
(1)
)
⊗
(
c
〈2〉
(1) ⊗ c
〈1〉
(2)
)
⊗ · · · ⊗
(
c
〈2〉
(m) ⊗ c
〈1〉
(m+1)
)
(98)
belongs to the cyclic symmetric part of M⊗m+1.
Proof. First of all let us note that, by the very definition of c ∈ Ctr, applying the comul-
tiplication ∆ to any c ∈ Ctr we obtain a symmetric tensor
c(1) ⊗ c(2) = c(2) ⊗ c(1).(99)
Since by coassociativity the result of application of the iterated comultiplication ∆m to c
is the same as the result of application of ∆m−1 ⊗ C to both sides of (99), we have
c(1) ⊗ c(2) ⊗ · · · ⊗ c(m) ⊗ c(m+1)
= c(1)(1) ⊗ c(1)(2) ⊗ · · · ⊗ c(1)(m) ⊗ c(2)
= c(2)(1) ⊗ c(2)(2) ⊗ · · · ⊗ c(2)(m) ⊗ c(1)
= c(2) ⊗ c(3) ⊗ · · · ⊗ c(m+1) ⊗ c(1),
(100)
which proves that the right hand side of (98) is a cyclic-symmetric tensor as well. 
Lemma 4.4. For any face operator di coming from the multiplication in M the elements
cm := cm(ℓ)(c) satisfy the identities
dicm = cm−1.(101)
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Proof. By cyclic symmetry established by Lemma 4.3 it is enough to check the desired
identity only for the 0-th face operator d0. This goes as follows.
d0cm =
(
c
〈2〉
(m+1)c
〈1〉
(1) c
〈2〉
(1) ⊗ c
〈1〉
(2)
)
⊗ · · · ⊗
(
c
〈2〉
(m) ⊗ c
〈1〉
(m+1)
)
(102)
=
(
c
〈2〉
(m+1)ε(c(1))⊗ c
〈1〉
(2)
)
⊗ · · · ⊗
(
c
〈2〉
(m) ⊗ c
〈1〉
(m+1)
)
(103)
=
(
c
〈2〉
(m+1) ⊗ ε(c(1))c
〈1〉
(2)
)
⊗ · · · ⊗
(
c
〈2〉
(m) ⊗ c
〈1〉
(m+1)
)
(104)
=
(
c
〈2〉
(m) ⊗ c
〈1〉
(1)
)
⊗ · · · ⊗
(
c
〈2〉
(m−1) ⊗ c
〈1〉
(m)
)
(105)
= cm−1.(106)

Theorem 4.5 (Noncommutative Chern-Weil homomorphism). For any c ∈ Ctr
c˜hwn(ℓ, c) :=
2n∑
m=0
(−1)⌊m/2⌋
m!
⌊m/2⌋!
cm(ℓ)(c)(107)
is a 2n-cycle in the total complex Tot CC•(M) =
⊕•
m=0M
⊗m+1 computing cyclic homol-
ogy HC•(M). Its homology class is stable under Connes’ periodicity operator S.
Proof. By Lemma 4.3 and Lemma 4.4 the chains cm(ℓ)(c) satisfy assumptions of Propo-
sition 2.7, which proves the claim. 
Composing with the map induced by the algebra map ε : M → B we obtain the
Chern-Weil map chwn(ℓ) with values in the total complex Tot CC•(B).
4.3. A factorization of the Chern-Galois character. For any coalgebra coalgebra
C we consider the group completion Rep(C) of the monoid of finite dimensional left
C-comodules, which we call representations.
If V is a representation then given a basis (vi)i∈I of V the left C-comodule structure
V → C ⊗ V is equivalent to a finite matrix (cij)i,j∈I with entries in C, defined by vi 7→∑
j cij ⊗ vj and satisfying
∆(cik) =
∑
j
cij ⊗ cjk, ε(cij) = δij .(108)
It is obvious that the element
χ(V ) :=
∑
i
cii(109)
is independent of the choice of the basis and hence depends only on the isomorphism class
[V ] of V . We will call it the character of the representation V . By the fact that for any
short exact sequence of representations
0→ V ′ → V → V ′′ → 0(110)
one has
χ(V ′) + χ(V ′′) = χ(V )(111)
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χ factorizes through Rep(C). By the obvious symmetry property
χ(V )(1) ⊗ χ(V )(2) =
∑
i,j
cij ⊗ cji =
∑
i,j
cji ⊗ cij = χ(V )(2) ⊗ χ(V )(1)(112)
the character of a representation defines a map
χ : Rep(C)→ Ctr, [V ] 7→ χ(V ).
For the righ-hand side we use the formula from Lemma 4.3 and the definition (109) of
the character of a representation to compute the composition
cm(ℓ)(χ(V )) :=
∑
i1,...,im+1
(
c
〈2〉
i1i2
⊗ c
〈1〉
i2i3
)
⊗
(
c
〈2〉
i2i3
⊗ c
〈1〉
i3i4
)
⊗ · · · ⊗
(
c
〈2〉
im+1i1
⊗ c
〈1〉
i1i2
)
(113)
which after applying the map induced by the algebra map ε :M → B is sent to∑
i1,...,im+1
c
〈2〉
i1i2
c
〈1〉
i2i3
⊗ c
〈2〉
i2i3
c
〈1〉
i3i4
⊗ · · · ⊗ c
〈2〉
im+1i1
c
〈1〉
i1i2
.(114)
The latter is equal to an expression appearing in the definition of the Chern-Galois char-
acter in [6].
Corollary 4.6. The Chern-Galois character decomposes as the diagonal composition in
the following commutative diagram
Rep(C)
χ

[AC−]
// K0(B)
chn

Ctr
chwn
// HC2n(B).
Besides Corollary 4.6, there is another relation between the Chern-Weil map and the
Chern character. It consists in the role played by nonunitalH-unital block-matrix algebra
extensions of the algebra B (even if B is unital and commutative), in defining these maps.
For the Chern-Weil map, in analogy with the algebra M∞(B) for the Chern charac-
ter, it is the Ehresmann-Schauenburg quantum groupoid (in the Hopf-Galois case) or
the Ehresmann-Schauenburg coring (in the coalgebra-Galois case) M = ACA with its
multiplication defined by its counit ε.
4.4. Independence of the choice of a strong connection. The fundamental prop-
erty of the classical Chern-Weil homomorphism is its independence of the choice of a
connection. As we do not know how to reproduce the classical argument in the non-
commutative context, herein we use the independence of the Chern-Galois character of
the choice of a strong connection to argue such independence for the noncommutative
Chern-Weil homomorphism.
We will say that C has enough characters, if Ctr is linearly spanned by characters of rep-
resentations. Note that the algebra of class functions on a semi-simple connected algebraic
group has a linear basis consisting of characters of irreducible rational representations [15,
3.2]. The same is true for finite groups. This motivates our terminology.
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Proposition 4.7. If C has enough characters, the Chern-Weil map chw(ℓ) is independent
of the choice of the strong connection ℓ.
Proof. By the results of [6] the Chern-Galois character of a representation V computes the
Chern character of a finitely generated projective B-module ACV associated through a
given representation V with a C-Galois extension B ⊆ A, and hence the Chern Galois
character is independent of the choice of the strong connection ℓ. In view of Theorem
4.6, assuming that Ctr is linearly spanned by characters of representations, chw(ℓ) is
independent of the choice of the strong connection ℓ as well. 
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