Abstract-We consider a distributed sensor network in which several observations are communicated to the fusion center using limited transmission rate. The observation must be separately encoded so that the target can be estimated with minimum average distortion. We address the problem from an information theoretic perspective and establish the inner and outer bound of the admissible rate-distortion region. We derive an upper bound on the sum-rate distortion function and its corresponding rate allocation schemes by exploiting the contra-polymatroid structure of the achievable rate region. The quadratic Gaussian case is analyzed in detail and the optimal rate allocation schemes in the achievable rate region are characterized. We show that our upper bound on the sum-rate distortion function is tight for the quadratic Gaussian CEO problem in the case of same signal-to-noise ratios at the sensors.
I. INTRODUCTION

I
N this paper, we consider the following distributed sensor network (see Fig. 1 ).
is the target data sequence that the fusion center is interested in. This data sequence cannot be observed directly. sensors are deployed, which observe corrupted versions of separately. The data rate at which sensor may communicate information about its observations to the fusion center is limited to bits per second. 1 Due to wide geographical separation of the sensors or other reasons, the sensors are not permitted to communicate with each other, i.e., sensor has to send data based solely on its own noisy observations . Finally, the decision is computed from the combined data at fusion center. 1 The communication channel between sensors and fusion center maybe noisy. If channel coding is allowed, we can convert the noisy channel into an equivalent noiseless channel with certain capacity which may depends on transmitter power, allocated bandwidth or other factors. So the restriction on the transmission rate for sensors may result from the restrictions on bandwidth, power, and/or other resources. The restrictions on transmission rates may also be imposed due to the processing limitation of the fusion center. Gel'fand and Pinsker [1] considered a model analogous to ours for noiseless reproduction of . Our model has been studied by Flynn and Gray [2] in the case of two sensors, where they derived an achievable rate-distortion region. A closely related problem, called CEO problem, was introduced in [3] for discrete case, and [4] for quadratic Gaussian case. For CEO problem, we are only interested in the tradeoff between the estimation distortion and the total rate at which the sensors may communicate information about their observations to the fusion center. Oohama [5] derived the sum-rate distortion function for the quadratic Gaussian CEO problem when there are infinite sensors and the signal-to-noise ratio (SNRs) at all the sensors are identical. Viswanath [6] formulated a similar multiterminal Gaussian source coding problem and characterized the sum-rate distortion function for a class of quadratic distortion metrics.
For simplicity, we also call our problem as CEO problem, although our discussion is not restricted to the tradeoff between sum rate and distortion. 
A. Note About Notation
B. System Model and Problem Formulation
Let be a temporally memoryless source with instantaneous joint probability distribution on , where is the number of sensors, is the common alphabet of the random variables for is the common alphabet of the random variables for . Sensor encodes a block of length from its observed data using a source code of rate . The codewords from the sensors are sent to the fusion center. The task of fusion center is to recover the target data sequence with minimal expected distortion defined as , where is a given distortion measure and is the estimate of random target sequence . The fusion center implements a mapping , i.e., the estimate at fusion center is of the form . The rest of this paper is divided into four sections. In Section II, we derive the inner and outer bound of the admissible rate-distortion region. In Section III, we establish an upper bound on the sum-rate distortion function by exploiting the contra-polymatroid structure of the achievable rate region. The rate allocation schemes to achieve this upper bound are characterized. In Section IV, we consider the case of correlated memoryless Gaussian observations and squared distortion measure. The parametric representation of the inner bound is computed. We derive an explicit formula of the upper bound on the sum-rate distortion function and characterize the corresponding rate allocation schemes. We show that the rate allocation schemes that attain the upper bound possess a generalized water-filling interpretation. Moreover, our upper bound is shown to be tight for the quadratic Gaussian CEO problem in the case of same SNRs at the sensors. In Section V, we suggest several directions for further research.
For simplicity, in Sections II and III, we assume and the distortion measure to be bounded, i.e., . The proof of this theorem is standard, which is based on Cover's random binning argument [7] and a Markov lemma [8] - [10] that ensures the joint typicality of the codewords from different sensors. (It will be made precise in the description of the encoding scheme.) In the interest of conservation and simplicity, we just describe the encoding and decoding procedures and omit the details of the proof.
II. INNER AND OUTER BOUNDS FOR RATES-DISTORTION REGION
Let and function satisfy the conditions given in Theorem 1. Construct the random codebooks 3 (where denotes the codebook of sensor ) as follows.
At sensor , independently generate codewords of blocklength , index them , and let . The codewords are generated by drawing independent identically distributed (i.i.d.) symbols from the marginal distribution . Randomly assign the codewords to one of bins 4 using a uniform distribution over the indices of the bins.
Encoding Scheme: At sensor , given observation , if it is typical, map it onto the with the smallest index such that are jointly typical. Let denotes the onto which is mapped. (Note: By Markov lemma, are jointly typical as
.) The index of the bin which contains is sent. Let denote this bin index. If is not typical or there does not exist such that are jointly typical, then a special error symbol is sent. This special error symbol does not increase the rate in the limit of large , so we may safely ignore it.
Decoding Scheme: Given , if there exists a unique such that the codeword is 2 It follows directly from a time sharing argument. 3 Here, C actually is not the C stated in the Definition 1. As we will see, we will not send the codewords in C directly. Instead, we will send the index of bin. , not the raw data . 2) The inner and outer bounds generally do not meet, so the complete characterization of the admissible rate-distortion region is still an open problem. Furthermore, even there exists a complete characterization of the admissible region, it is still a formidable, if not impossible, task to compute the explicit expression of the admissible region for a specific case since the associated optimization problem is very complicated in general. 3) Our inner bound and outer bound differ from those of [9] , [8] only in the distortion constraint. But [9] and [8] focus mainly on the case . As pointed out in [15] , CEO problem can be converted into Berger-Tung problem and, thus, is a special case of the latter.
III. OPTIMAL RATE ALLOCATION SCHEMES IN THE ACHIEVABLE RATE REGION
In this section, we analyze the minimum sum rate in the achievable rate region with respect to distortion , i.e., (1) We show that "inf" in (1) can be replaced by "min." Furthermore, we characterize the following set: (2) in which every element corresponds to a rate allocation scheme that minimizes the sum rate in the achievable rate region with respect to distortion .
A major step toward the solutions to (1) and (2) is to exploit the contra-polymatroid structure of the achievable rate region. The contra-polymatroid theory has been used to study distributed source coding for years, see [6] and [10] . A similar combinatorial structure called polymatroid has been applied to study the capacity region of multiaccess fading channel in [16] . is a continuous function of and, thus, is able to attain its minimum value over the compact set . Here, the Euclidean metric is assumed implicitly in both the domain and the range of .
Remark:
is the minimum sum rate in the achievable region with respect to distortion and, thus, is an upper bound of the sum-rate distortion function of the CEO problem. is the collection of rate vectors in that attain the sum rate bound . We call as the optimal rate allocation region in the achievable rate region. Every point in region corresponds to a rate allocation scheme (Note: the corresponding coding scheme is guaranteed by Theorem 1) that achieves the sum rate bound . In the next section, we apply the results obtained in Sections II and III to analyze the quadratic Gaussian CEO problem. Although we focus on the finite discrete case with bounded distortion measure in Sections II and III, many of our results hold for more general cases. For example, Theorem 1 can be extended to the Gaussian case with squared distortion measure by standard techniques [18] , [19] . Specifically, the Markov lemma which is fundamental in the proof of Theorem 1 has been generalized by Oohama [19] to the Gaussian case. Lemma 3 in Section III also holds for the quadratic Gaussian case.
IV. QUADRATIC GAUSSIAN CEO PROBLEM
In this section, we will evaluate the achievable rate region defined in Theorem 1 for the Gaussian case with squared distortion measure. Let be i.i.d. Gaussian vectors such that are independent conditional on . We let auxiliary random variables be joint Gaussian 6 with .
Since for any , we can get the following two equations 7
where are independent Gaussian noises at the sensors with variance , respectively; is a scalar matrix; are mutually independent Gaussian random variables with variance . are independent of and are independent of .
A. Distortion
We rewrite (3) in the form where and is a Gaussian r.v. with variance and independent of . Due to the fact that and are independent. For the Gaussian case with squared distortion measure, the optimal estimate of from , i.e., , is linear minimum mean-square error (MMSE) estimate. So we have (5) To get the expression for the covariances, we introduce the following lemma first.
Lemma 6: If matrix (where , and ) has the form then, we have the equation, shown at the bottom of the page. Proof: See Appendix III. 7 We can also let Y = kX + N , where k = (k ; k ; . . . ; k ) , but since all are zero-mean, (3) can always be acquired by scaling. In the case when 
Clearly, a nontrivial should be in the range of , where , which is the MMSE of given .
B. Rates
For joint Gaussian random vectors , we have where . So By Lemma 6 Also, notice that we get the rate constraints (7) By (6) and (7), we get the achievable rate region where Oohama [20] derived an expression different than ours and claimed it to be the rate-distortion region. But his result seems not very correct. Since one can let for all and show that the resulting rate region contains unachievable points. The reason is probably the lack of proper constraints between and distortion in his result. Now, we proceed to derive the minimum sum-rate distortion function and optimal rate allocation region in the achievable rate region . By Lemma 3 in Section III, the sum-rate constraint is attainable. We have Note that both and are monotone increasing functions of . So in order to minimize , the distortion constraint should be tight So we can apply Lagrange multiplier to find the optimal that minimizes . Moreover, it is easy to see that minimizing is equivalent to minimizing . Define
Without loss of generality, assume . Find the largest such that where . Then, we get (8) and (9) The optimal rate allocation region in is the convex hull of the vertices , where is a permutation on the set . The coordinates of vertices are determined, as shown in the equation at the bottom of the page.
The 3-D case is illustrated in Fig. 2 , where corresponds to . From the above analysis, it is clear that the number of sensors we use depends on the amount of available sum-rate and we always choose the sensors with small noise variances first. We call this phenomenon as "Generalized Waterfilling." We can also see that generally the optimal rate allocation scheme in the achievable rate region is not unique unless some further constraints are imposed.
For the quadratic Gaussian CEO problem studied in [4] and [5] , the SNRs at different sensors are identical, i.e.,
. In this case, we have and (10) Actually, equation (10) is exactly the sum-rate distortion function, not just an upper bound. The direct coding theorem is provided by Theorem 1. For the converse we apply Oohama's bounding technique [5, Sec. 3] with the single difference that we do not let at the end of this proof. It is easy to check that if we let in (10) which coincides with the result in [5] . Here
As to the corresponding optimal rate allocation region, it is convex hull of the vertices with where is a permutation on the set . A surprising consequence of the above rate allocation result is that:
Even when the SNRs are identical at different sensors, there exists a (actually uncountably infinite) rate allocation scheme that assigns different rates to different sensors but is still able to minimize the sum rate. This is fundamentally different from the classic water-filling results. The main reason is that the observed processes at different sensors are correlated. So it is possible to compensate the performance loss due to the decreasing of the rate allocated at one sensor by an increasing of same amount of rate at another sensor. Furthermore, the classic water-filling method tries to equalize the marginal utility of different components. For our model, different components are not independent, so marginal utility is not a correct measure. Instead, we shall consider "conditional marginal utility."
V. CONCLUSION
In this paper, we studied the rate distortion region for the CEO problem with emphasis on the sum-rate distortion function and the optimal rate allocation schemes in the achievable rate region. It will be extremely nice if one can find a complete characterization of the rate distortion region for the CEO problem or even just for the quadratic Gaussian case. It is very clear that the CEO problem is close related with many other distributed source coding problems, say Berger-Tung problem. One can expect that a complete solution to one of them will automatically lead to complete solutions to all the others.
For real applications, simple, robust, and universal distributed coding schemes are preferred, but the existing literature [21] , [22] in this direction is very limited. Much more work should be done in the near future. The final goal is to obtain a comprehensive understanding of distributed source coding systems, which involves the fundamental tradeoffs among system complexity, compression efficiency and performance robustness. A parallel tradeoff between diversity (i.e., performance robustness) and multiplexing (i.e., transmission efficiency) in multiple-input-multiple-output (MIMO) systems has already been established by Zheng 
