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LEARNING RESTRICTIONS ON ADMISSIBLE SWITCHING
SIGNALS FOR SWITCHED SYSTEMS
ATREYEE KUNDU
Abstract. The knowledge of restrictions on the set of admissible switching
signals is important for the design of control strategies for switched systems.
We propose an algorithm that learns these restrictions by collecting data from
a gray-box simulation model of the switched system. Our learning technique
is a modified version of the well-known L∗-algorithm from machine learning
literature. Examples are presented to demonstrate our learning algorithm.
§ 1. Introduction
A switched system consists of several subsystems and a switching signal that
governs at every instant of time, which subsystem is active at that instant [9, §1.1.2].
In many engineering applications the set of admissible switching signals is restricted.
Such a restriction may be on the admissible switches between the subsystems and/or
on the admissible dwell times on the subsystems. For instance, in automobile gear
switching, certain switching orders (e.g., from first gear to second gear, etc.) are
followed. A restriction on minimum dwell times on subsystems arises in situations
where actuator saturations may prevent switching frequency beyond a certain limit.
Also, in order to switch from one component to another, a system may undergo
certain operations of non-negligible durations resulting in a minimum dwell time
restriction on the subsystems. Restricted maximum dwell time is natural to systems
whose components need regular maintenance or replacements, e.g., aircraft carriers,
MEMS systems, etc. Moreover, systems dependent on diurnal or seasonal changes,
e.g., components of an electricity grid, have inherent restrictions on admissible dwell
times [8]. These restrictions play an important role in the design of control strategies
for a switched system. In fact, in the recent work [2] the authors showed that it is
even possible to stabilize a switched system with overwhelming probability by using
limited information about the subsystems dynamics provided that the restrictions
on the switching signals are precisely known. In this paper we devise an algorithm
to learn the restrictions on the set of admissible switching signals for a switched
system.
We focus on switched systems whose switching signals are governed by an au-
tomaton (henceforth to be called as a restriction automaton).1 A restriction au-
tomaton is a strongly connected, directed and labelled multigraph with a unique
initial node.2 The edges of a restriction automaton are labelled with indices of the
subsystems. A switching signal admissible on a restriction automaton is an infinite
sequence of subsystems indices such that the automaton admits an infinite path
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2whose edge labels (in order) match the sequence. The language of the restriction
automaton is a finite set of finite sequences of subsystems indices that captures
properties of the admissible switching signals. Our class of restriction automata
captures a large set of switching signals, viz., with no restrictions, with restrictions
on admissible switches between the subsystems and/or restrictions on admissible
dwell times on the subsystems, etc., see §4 for examples.
Given the number of subsystems, the maximum length of the elements in the lan-
guage of the restriction automaton, and a simulation model of the switched system
from which information about existence of a finite sequence of subsystems indices
in the language of the restriction automaton can be obtained, we present an algo-
rithm that learns a minimal automaton that accepts the language of the restriction
automaton.3 In modern industrial setups, simulation is of prior importance and
it is often possible to simulate very complex systems and collect data. However,
the simulation model may be provided by the system manufacturer to study the
system behaviour with respect to sets of inputs prior to their application to the
actual system. As a result, this model is not completely known to the user. Our
simulation model of a switched system is a gray-box because partial information
about the switched system and its restriction automaton, as described above, are
available.
In machine learning literature a widely used technique to learn an automaton
that accepts a certain regular language is the L∗-algorithm proposed by Dana An-
gluin in [1]. A restriction automaton differs structurally from the class of automata
dealt with in [1] (called the deterministic finite automaton (DFA) [7, Chapter 4]) in
two aspects: first, a restriction automaton has 0-many accepting (or final) nodes,
and second, a restriction automaton is not necessarily complete in the sense that
each node is not constrained to have outgoing edges with labels corresponding to
the indices of all the subsystems. We recast the L∗-algorithm to cater to our set-
ting, see §4 for a detailed discussion. Our learning process involves the following
key steps:
i) The learner determines if a finite sequence of subsystems indices is an element
of the language of the restriction automaton or not by performing simulation
experiments.
ii) She conjectures an automaton when the above information is collected for a
set of finite sequences of subsystems indices that satisfies certain conditions.
iii) Correctness of the conjectured automaton is determined by matching its lan-
guage with the language of the restriction automaton. If a sequence that
is misclassified by the conjectured automaton (henceforth to be called as a
counter-example) is obtained, then the learner updates the conjectured au-
tomaton by collecting more information from the simulation model, and re-
peats the check for the correctness of the conjectured automaton.4
iv) The learning process terminates when a counter-example no longer exists.
The algorithm proposed in this paper falls in the domain of “active learning”. In-
deed, the learner has access to a simulation model that aids the learning process.
The running time of our learning algorithm is polynomially bounded. At this
point, it is worth noting that the problem studied in this paper is different from the
conventional system identification problem for switched systems. In general, the
problem of system identification involves identification of the subsystems dynamics
from noisy input-output data collected during the operation of the system, see e.g.,
3By “minimal”, we mean the automaton with the minimum number of nodes that accepts the
language under consideration.
4A finite sequence of subsystems indices is misclassified by the conjectured automaton, if the
sequence is an element of the language of the conjectured automaton but not an element of the
language of the restriction automaton, or vice-versa.
3the recent works [10, 5, 6] and the references therein. In contrast, in this paper
we focus on inferring restrictions on the set of admissible switching signals for a
switched system. We rely on the availability of a gray-box simulation model for
achieving our task. The proposed learning procedure does not involve knowledge
of the dynamics of the individual subsystems. We assume that the information
about the subsystems dynamics required to control the switched system based on
the knowledge of the admissible switches between the subsystems (e.g., in the sense
of [2]) are obtained from a separate and independent learning process. To the best
of our knowledge, this is the first instance in the literature where restrictions on
the set of admissible switching signals are learnt in the setting of the L∗-algorithm.
We present examples to demonstrate our learning algorithm.
The remainder of this paper is organized as follows: in §2 we formulate the prob-
lem under consideration. A set of preliminaries required for our learning algorithm
are presented in §3. Our results appear in §4. We conclude in §5 with a brief
discussion on future research directions.
Notation. R is the set of real numbers and N is the set of natural numbers,
N0 = N ∪ {0}. For a finite set M , we denote by ∣M ∣ the size of M .
§ 2. Problem statement
We consider a set of systems x(t + 1) = fp(x(t)), p ∈ P , where x(t) ∈ Rd is the
vector of states at time t, and P = {1,2, . . . ,N} is an index set. Let σ ∶ N0 → P
be a switching signal. A switched system generated by the subsystems p ∈ P and a
switching signal σ is given by
x(t + 1) = fσ(t)(x(t)), x(0) = x0, t ∈ N0.(2.1)
Let the set of admissible switching signals of (2.1) be restricted by an automaton.
Definition 1. A restriction automaton A = (V, v0,E,P , ℓ) for a switched system
(2.1) is a strongly connected, directed and labelled multigraph, where V is a finite
set of nodes, v0 ∈ V is the unique initial node, E is a finite set of edges, P is the
index set described above, and ℓ ∶ E → P is an edge labelling function.
Definition 2. A path on A is a sequence of nodes starting from the initial node,
W = v0, v1, . . . , vn, where v0 = v0, vk ∈ V such that (vk−1, vk) ∈ E, k = 1,2, . . . , n.
Notice that since A is a multigraph, the choice of the edge (vk−1, vk) ∈ E, k ∈
{1,2, . . . , n} is not necessarily unique. The length of a path is one less than the
number of nodes that appear in the sequence, counting repetitions. For example,
the length of the path W in Definition 2 is n. By the term infinite path, we mean
a path of infinite length, i.e., it has infinitely many nodes.
Definition 3. A switching signal σ = σ(0)σ(1)σ(2), σ(3)
⋯ is admissible on A, if A admits an infinite path W = v0, v1, v2, . . . such that
ℓ(vk, vk+1) = σ(k), k ∈ N0.
Let SA denote the set of all switching signals admissible on A. By strong con-
nectivity of A, the set SA is non-empty. Fix σ ∈ SA. We let σ∣τ2τ1 denote the segment
of σ, σ∣τ2τ1 = σ(τ1)σ(τ1 + 1)⋯σ(τ2), of length τ2 − τ1 + 1, τ1, τ2 ∈ N0.
Definition 4. The language of A is given by
LA = {σ∣τ0 , τ = 0,1, . . . ,M, for all σ ∈ SA} ∪ {λ},(2.2)
where M ∈ N is a large number such that for all σ ∈ SA, σ∣
τ ′
2
τ ′
1
∈ LA, τ ′1 ≥ M ,
τ ′2 − τ
′
1 ≤M + 1, and λ denotes the empty sequence, i.e., a sequence of length 0.
4Suppose that the learner knows the number of subsystems, N , and the maximum
length, M , of the elements of LA. Let p˜n denote a sequence of subsystems indices
of length n, i.e., p˜n = p˜n(1)p˜n(2)⋯p˜n(n) with p˜n(k) ∈ P , k = 1,2, . . . , n. We say
that p˜n ∈ LA, if there exists σ ∈ SA such that σ∣n−10 satisfies σ(k) = p˜n(k + 1),
k = 0,1, . . . , n − 1. Let P∗ be the set of all sequences of subsystems indices, p˜n, of
length n = 0,1, . . . ,M . Suppose that the learner has access to a gray-box simulation
model of the switched system (2.1), given by MA ∶ P∗ → Rd ∪ {∅}, which takes a
sequence of indices p˜n ∈ P∗ as input, and provides an output
MA(p˜n) =
⎧⎪⎪
⎨
⎪⎪⎩
fσ(n−1)(⋯(fσ(1)(fσ(0)(x0))⋯), if p˜n ∈ LA,
∅, if p˜n ∉ LA,
where σ ∈ SA is the switching signal whose initial segment matches p˜n as described
above, and x0 ∈ Rd is chosen internally by the system.5 We assume that the model,
MA, is accurate, and always provides correct information. The learner’s objective
is to infer a minimal automaton that accepts the language LA from the knowledge
of N , M , and the information obtained from the simulation model, MA.
Prior to presenting our algorithm that performs the above learning task, we
catalog a set of preliminaries to set the stage.
§ 3. Preliminaries
For a sequence of indices p˜n ∈ P∗, its prefixes are the sequences λ, p˜1, p˜1p˜2,
. . . , p˜1p˜2⋯p˜n−1, and its suffixes are the sequences p˜2, p˜2p˜3, . . . , p˜2p˜3⋯p˜n, λ.
Definition 5. A set P ′ ⊆ P∗ is prefix-closed if every prefix of every element p˜n ∈ P ′
is also an element of P ′. The set P ′ is suffix-closed if every suffix of every element
p˜n ∈ P ′ is also an element of P ′.
In the sequel we will skip explicit reference to the length of an element of P∗
by omitting the subscript n, whenever the length is not relevant or is immediate
from the context. For two sequences of indices p′, p′′ ∈ P∗, we let p′ ⋅ p′′ denote
their concatenation. Further, for two sets P ′,P ′′ ⊆ P∗, we let P ′ ⋅P ′′ = {p′ ⋅ p′′ ∣ p′ ∈
P ′, p′′ ∈ P ′′}.
Definition 6. An observation table (Q,R,T ) consists of three components: (a) a
non-empty finite prefix-closed set Q ⊆ P∗, (b) a non-empty finite suffix-closed set
R ⊆ P∗, and (c) a function T ∶ ((Q ∪Q ⋅P) ⋅R)→ {0,1}, defined as
T (p˜) =
⎧⎪⎪⎨
⎪⎪⎩
0, ifMA(p˜) = ∅,
1, ifMA(p˜) ∈ Rd,
p˜ ∈ ((Q ∪Q ⋅P) ⋅R).
An observation table can be visualized as a two-dimensional array with rows
labelled by the elements of (Q ∪ Q ⋅ P) and columns labelled by the elements of
R, with the entry for row q and column r equal to T (q ⋅ r). In the sequel we
will denote by row(p˜) the row of the observation table labelled by the element
p˜ ∈ Q, and row(p˜) ≠ 0 to denote that not all elements in the row of (Q,R,T ) under
consideration are 0.
Definition 7. An observation table (Q,R,T ) is closed if for each p′ ∈ Q ⋅P , there
exists p′′ ∈ Q such that row(p′) = row(p′′).
Definition 8. An observation table (Q,R,T ) is consistent if the following condition
holds: whenever p′, p′′ ∈ Q are such that row(p′) = row(p′′), for all p ∈ P , row(p′ ⋅p) =
row(p′′ ⋅ p).
5
∅ denotes the NULL character.
5Let a closed and consistent observation table (Q,R,T ) be given. The learner
constructs a DFA AC = (VC , v′0,EC ,P , ℓC) from (Q,R,T ) by employing Algorithm
1. Notice that the construction of an automaton in Algorithm 1 excludes the
Algorithm 1 dfa.construct((Q,R,T ))
Input: An observation table (Q,R,T ).
Output: An automaton, AC = (VC , v′0,EC ,P , ℓC).
1: Set m = the number of distinct row(p˜) ≠ 0, p˜ ∈ Q.
2: Set v′i = row(p˜), i = 1,2, . . . ,m.
3: Set VC = {v′i, i = 1,2, . . . ,m} and v
′
0
= row(λ).
4: Set EC = {(v′i, v
′
j)for eachp ∈ P satisfyingv
′
i = row(p
′), v′j = row(p
′′), row(p′ ⋅p) =
row(p′′), v′i, v
′
j ∈ VC , i, j = 1,2, . . . ,m}.
5: Set ℓC(v′i, v
′
j) = p ∈ P such that v
′
i = row(p
′), v′j = row(p
′′) and row(p′ ⋅ p) =
row(p′′), v′i, v
′
j ∈ VC , i, j = 1,2, . . . ,m.
6: Return AC .
rows of (Q,R,T ) with all 0 entries. Consequently, a v ∈ V does not have an
outgoing edge labelled with p ∈ P such that v = row(p′) ≠ 0, row(p′ ⋅ p) = 0, p′ ∈ Q.
The notions of an observation table and its closure and consistency properties are
borrowed from [1]. However, our construction of an automaton from a closed and
consistent observation table differs from the construction of a DFA employed in the
L∗-algorithm. See §4 for a comparative discussion of our learning algorithm with
the L∗-algorithm.
By construction, AC is directed and labelled. We also observe thatAC is strongly
connected, see Proposition 1.
Proposition 1. An automaton AC = (VC , v′0,EC ,P , ℓC) obtained from Algorithm
1 is strongly connected.
Proof. It suffices to show that for each p′ ∈ Q such that row(p′) ≠ 0, there exist
p′′ ∈ Q and p ∈ P such that the following conditions are true: row(p′′) ≠ 0 and
row(p′′ ⋅ p) = row(p′).
Recall that (Q,R,T ) employed to construct AC , is closed and consistent. Let
p′ = p′
1
p′
2
⋯p′n. Then row(p
′) = row(p′
1
p′
2
⋯p′n) = row(p
′
1
p′
2
⋯p′n−1 ⋅ p
′
n). Since by
definition of an observation tableQ is a prefix-closed set, the sequence of subsystems
indices p′
1
p′
2
⋯p′n−1 ∈ Q. Consequently, there exist p
′′ = p′
1
p′
2
⋯p′n−1 and p = p
′
n such
that row(p′′ ⋅ p) = row(p′).
It remains to show that row(p′′) ≠ 0. It is immediate that if the sequence
p′
1
p′
2
⋯p′n−1 is not admissible on A, then the sequence p
′
1
p′
2
⋯p′n−1 ⋅ p
′
n cannot be
admissible on A. The assertion of Proposition 1 follows at once. 
We define
Definition 9. The language of AC is the set
LAC = {p˜n ∶ p˜n is admissible onAC , n = 1,2, . . . ,M} ∪ {λ},(3.1)
where the admissibility of p˜n onAC corresponds to the existence of a path v′0, v
′
1
, . . .,
v′n on AC such that v
′
0
= v′
0
, (v′k−1, v
′
k) ∈ E and ℓ(v
′
k−1, v
′
k) = p˜n(k), k = 1,2, . . . , n.
Algorithm 2 matches the languages LA and LAC , and if exists, outputs a counter-
example.
We are now in a position to present our learning algorithm.
6Algorithm 2 language.match(AC)
Input: A conjectured automaton, AC .
Output: A sequence of subsystems indices, p˜ ∈ P∗, if p˜ ∈ LA but p˜ ∈ LAC , or
vice-versa.
1: for n =,2, . . . ,M do
2: for each p˜n ∈ P∗ do
3: Compute MA(p˜n).
4: if p˜n ∈ LA but p˜n ∉ LAC , or vice-versa then
5: Return p˜n and stop.
6: end if
7: end for
8: end for
9: Return ∅.
§ 4. Learning algorithm
Algorithm 3 is our learning algorithm. Given the number of subsystems, N , the
maximum length,M , of the elements of LA, and a gray-box simulation model,MA,
Algorithm 3 learns a minimal automaton that accepts the language of the restriction
automaton A for a switched system (2.1). The learning technique employed in
Algorithm 3 relies on the L∗-algorithm. In the L∗-algorithm, the learner learns
a DFA that accepts a certain language L, with the aid of an oracle called the
minimally adequate teacher (MAT). A DFA D under consideration in [1] is a tuple
(Q,q0,Σ, F, δ), where Q is a finite set of nodes, q0 ∈ Q is the unique initial node,
Σ is a finite set of alphabets, F ⊆ Q is a finite set of accepting (or final) nodes,
and δ ∶ Q × Σ → Q is the node transition function. The language of D is the set
of all finite words (strings of alphabets) such that the DFA reaches a final node on
reading them, i.e., a word w = w1w2⋯wm, wk ∈ Σ, k = 1,2, . . . ,m, belongs to the
language of D, if δ(⋯(δ(δ(q0,w1),w2),⋯,wm) ∈ F . The MAT knows L and answers
two types of queries by the learner: membership queries, i.e., whether or not a given
word belongs to L, and equivalence queries, i.e., whether a DFA conjectured by the
learner is correct or not. If the language of the conjectured DFA differs from L,
then the MAT responds to an equivalence query with a counter-example, which is
a word that is misclassified by the conjectured DFA. The L∗-algorithm considers D
to be complete in the sense that there is a valid transition corresponding to every
pair of node and alphabet. The class of restriction automata considered in this
paper differs structurally from the DFA’s considered in [1] in the following ways:
(a) A has 0-many accepting nodes, and (b) A is not necessarily complete in the
sense that there may exist v ∈ V and p ∈ P such that ℓ(v, v′) ≠ p for any v′ ∈ V with
(v, v′) ∈ E. In Algorithm 3 we modify the L∗-algorithm to cater to learning of A.
Loosely speaking, the gray-box simulation model, MA, plays the role of a MAT.
The learner initializes the sets Q and R to be λ, and updates them by checking for
the existence of the elements in (Q ∪Q ⋅P) ⋅R in LA, until a closed and consistent
observation table (Q,R,T ) is obtained. She conjectures an automaton, AC , with
the data in (Q,R,T ). Then the existence of every element p˜ ∈ P∗ in LA and LAC
are matched. If a counter-example is obtained, then the learner first updates Q,
and then updates (Q,R,T ) until the latter becomes closed and consistent. The
algorithm terminates when a counter-example is not found. The latest version of
AC is output as A∗.
The procedures for constructing a closed and consistent observation table and
incorporating a counter-example into the observation table employed in Algorithm
3 are the same with the procedures employed in the L∗-algorithm for these tasks.
7However, our construction of an automaton from a closed and consistent observa-
tion table in Algorithm 1 differs from the construction of a DFA employed in the
L∗-algorithm. The 0-entries in an observation table are utilized to designate the
non-accepting nodes of a DFA in the L∗-algorithm, while we exclude the rows of
(Q,R,T ) with all 0 entries to restrict AC to the admissible sequences of subsys-
tems indices. Moreover, for learning a DFA, the L∗-algorithm does not require the
maximum length of the elements of a regular language to be specified prior to its
application. The MAT confirms correctness of the conjectured DFA by providing,
if exists, a counter-example. In our setting, the learner herself checks for correct-
ness of the conjectured automaton by searching for a possible counter-example in
Algorithm 2, and the knowledge of M is utilized to this end.
Algorithm 3 Learning algorithm
Input: The number of subsystems, N , an upper bound, K, on the number of nodes
of A, and a gray-box simulation model, MA, of a switched system (2.1).
Output: The restriction automaton, A = (V, v0,E,P , ℓ), for (2.1).
1: Construct P∗.
2: Set Q = R = {λ}.
3: Compute MA(λ) and MA(p) for all p ∈ P .
4: Construct an observation table (Q,R,T ).
5: while (Q,R,T ) is not closed or not consistent do
6: if (Q,R,T ) is not closed then
7: Find p˜ ∈ Q and p ∈ P such that row(p˜ ⋅ p) ≠ row(p′) for all p′ ∈ Q.
8: Set Q = Q ∪ {p˜ ⋅ p}.
9: Extend T to (Q∪Q ⋅P) ⋅R by computing MA(p˜) for all p˜ ∈ (Q∪Q ⋅P) ⋅R.
10: end if
11: if (Q,R,T ) is not consistent then
12: Find p′, p′′ ∈ Q, p ∈ P and p˜ ∈ R such that row(p′) = row(p′′) and T (p′⋅p⋅p˜) ≠
T (p′′ ⋅ p ⋅ p˜).
13: Set R = R ∪ {p˜ ⋅ p}.
14: Extend T to (Q∪Q ⋅P) ⋅R by computing MA(p˜) for all p˜ ∈ (Q∪Q ⋅P) ⋅R..
15: end if
16: end while
17: Set AC =dfa.construct((Q,R,T )).
18: Set p˜ =language.match(AC).
19: if p˜ ≠ ∅ then
20: Set Q = Q ∪ {p˜} ∪ {p˜1, p˜1p˜2, p˜1p˜2⋯p˜n−1}.
21: Extend T to (Q ∪Q ⋅P) ⋅R.
22: Go to Step 4.
23: else
24: Output A∗ = AC and stop.
25: end if
Proposition 2. Consider a switched system (2.1) whose restriction automaton is
A. Suppose that the learner knows the number of subsystems, N , the maximum
length, M , of the elements of LA, and has access to a gray-box simulation model,
MA. Then the following are true:
i) Algorithm 3 terminates in bounded time.
ii) A∗ is the minimal automaton whose language is LA.
Proof. i) From [1, Theorem 6] it follows that the running time of Algorithm 3 is
bounded by a polynomial in the number of nodes of A and the length of the
8longest counter-example obtained. We have that the number of nodes of A is
∣V ∣. Moreover, by construction of a counter-example, its maximum possible
length is M . Consequently, Algorithm 3 terminates in bounded time.
ii) From [1, Theorem 6] it follows that Algorithm 3 outputs an automaton, A∗,
isomorphic to the minimal automaton whose language is LA. The assertion
of Proposition 2ii). follows at once.6

Example 1. Consider a switched system (2.1) with P = {1,2, . . . ,N}. Suppose that
the set of admissible switching signals obeys no restrictions. More specifically, a
switch between every pair of subsystems (p, q), p, q ∈ P and a dwell time δ ∈ [0,+∞[
on any subsystem, are admissible. The restriction automaton A contains: V = {v0},
E = {(v(i)
0
, v
(i)
0
)}, ℓ(v
(i)
0
, v
(i)
0
) = i, where v(i)
0
= v0, i = 1,2, . . . ,N . It is shown
pictorially in Figure 1. Suppose that the learner knows N , M , and has access to
v0
1
2
N
⋮
Figure 1. Restriction automaton for Example 1
MA. She applies Algorithm 3 to learn a minimal automaton whose language is
LA. The following tasks are performed to this end:
I) Construct P∗.
II) Initialize Q = R = {λ} and construct the observation table T1 = (Q,R,T )
given in Table 1. T1 is closed and consistent. The corresponding automaton
AC contains: VC = {v′0}, EC = {(v
′(i)
0
, v
′(i)
0
)}, ℓC(v
′(i)
0
, v
′(i)
0
) = i, where v′(i)
0
=
v′
0
, i = 1,2, . . . ,N . No p˜ ∈ P∗ is misclassified by AC . Algorithm 3 outputs
A∗ = AC . A pictorial representation of A∗ is shown in Figure 2.
T1 λ
λ 1
1 1
2 1
⋮ ⋮
N 1
Table 1. Observation table T1 for Example 1
Example 2. Consider a switched system (2.1) with P = {1,2,3}. Suppose that
an admissible switching signal obeys the following restrictions: i) the system starts
operating at subsystem 1, ii) the admissible switches between the subsystems are
1→ 1, 1→ 2, 1→ 3, 2→ 1, 3→ 1, and iii) the admissible dwell times on subsystems
2 and 3 are one unit of time. The corresponding restriction automaton A contains:
V = {v0, v1}, E = {(v0, v1), (v1, v1), (v
(1)
1
, v
(1)
0
), (v
(2)
1
, v
(2)
0
)}, ℓ(v0, v1) = 1, ℓ(v1, v1) =
6Recall that two automata are equivalent if they accept the same language, and two isomorphic
automata are equivalent. The reader is referred to [7, Chapter 4] for a detailed discussion on
isomorphism and equivalence of automata.
9v′
0
1
2
N
⋮
Figure 2. Output automaton from Algorithm 3 for Example 1
1, ℓ(v
(1)
1
, v
(1)
0
) = 2, ℓ(v(2)
1
, v
(2)
0
) = 3, where v(i)
0
= v0, v
(i)
1
= v1, i = 1,2. A pictorial
representation of A is shown in Figure 3. Suppose that the learner knows N = 3,
v0 v1
1
1
2
3
Figure 3. Restriction automaton for Example 2
M = 100, and has access to MA. She applies Algorithm 3 to infer a minimal
automaton whose language is LA. The learning process involves the following
steps:
I) Construct P∗.
II) Initialize Q = R = {λ}, and construct an observation table T1 = (Q,R,T )
shown in Table 2. T1 is not closed but consistent. The learner updates Q =
Q∪{2}, and extends T to (Q∪Q⋅P)⋅R to construct the observation table T2 =
(Q,R,T ) shown in Table 3. T2 is closed and consistent. The corresponding
automaton, AC , contains: VC = {v′0}, EC = {(v
′
0
, v′
0
)}, ℓC(v
′
0
, v′
0
) = 1. It is
shown pictorially in Figure 4. The sequence p˜ = 12 is a counter-example.
III) The learner updates Q = Q ∪ {1,12}, and extends T to (Q ∪ Q ⋅ P) ⋅ R
to construct the observation table T3 = (Q,R,T ) shown in Table 4. T3 is
closed but not consistent. The learner picks p′ = 1, p′′ = 12, p = 2, p˜ = λ,
updates R = R ∪ {2}, and extends T to (Q ∪ Q ⋅ P) ⋅ R to construct the
observation table T4 = (Q,R,T ) shown in Table 5. T4 is closed and con-
sistent. The corresponding automaton, AC , contains: VC = {v′0, v
′
1}, EC =
{(v′
0
, v′
1
), (v′
1
, v′
1
), (v
′(1)
1
, v
′(1)
0
), (v
′(2)
1
, v
′(2)
0
)}, ℓC(v
′
0
, v′
1
) = 1, ℓC(v′1, v
′
1
) = 1,
ℓC(v
′(1)
1
, v
′(1)
0
) = 2, ℓC(v
′(2)
1
, v
′(2)
0
) = 3, where v′(i)
0
= v′
0
, v
′(i)
1
= v′
1
, i = 1,2.
Figure 4 shows AC pictorially. No p˜ ∈ P∗ is a counter-example, and Algo-
rithm 3 outputs A∗ = AC .
T1 λ
λ 1
1 1
2 0
3 0
Table 2. Observation table T1 for Example 2
§ 5. Conclusion
In this paper we presented an algorithm to learn restrictions on the set of ad-
missible switching signals for a switched system. Given the number of subsystems,
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T1 λ
λ 1
2 0
1 1
3 0
21 0
22 0
23 0
Table 3. Observation table T2 for Example 2
v′0
1
Figure 4. Automaton corresponding to T2 for Example 2
T3 λ
λ 1
1 1
2 0
12 1
3 0
11 1
13 1
21 0
22 0
23 0
121 1
122 0
123 0
Table 4. Observation table T3 for Example 2
T3 λ 2
λ 1 0
1 1 1
2 0 0
12 1 0
3 0 0
11 1 1
13 1 0
21 0 0
22 0 0
23 0 0
121 1 1
122 0 0
123 0 0
Table 5. Observation table T4 for Example 2
11
v′
0
v′
1
1
1
2
3
Figure 5. Automaton learnt from Algorithm 3 for Example 2
an upper bound on the number of nodes of the automaton that governs the re-
strictions on the set of admissible switches, and a gray-box simulation model of
the switched system, we present an algorithm that learns a minimal automaton
that accepts the language of the restriction automaton, correctly in bounded time.
Our learning technique relies on the L∗-algorithm from machine learning literature.
A next natural question is regarding learning sets of admissible switching signals
whose restrictions are non-deterministic, see e.g., the restrictions dealt with in [4].
This matter is currently under investigation, and will be reported elsewhere.
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