O ptical coherence tomography (OCT) has been used widely and adopted as a standard of clinical care in ophthalmology for its ability to generate in vivo high-resolution crosssectional images of the ocular tissues in a noninvasive and noncontact fashion. [1] [2] [3] OCT enables visualization and assessment of intraocular structures objectively and quantitatively, and helps identify the presence of disease and its progression. [4] [5] [6] [7] With recent introduction of spectral-domain (SD) OCT, multiple devices have been made available commercially from several different manufacturers. Each device is equipped with different light sources, acquisition speeds, and settings, providing a broad variety of options in terms of scan protocols, image processing, and presentation. However, this diversity results in OCT data incompatibility, like different scanning window sizes and data formats, and also causes OCT measurement data not to be comparable directly among different OCT devices. [8] [9] [10] [11] [12] [13] [14] This incompatibility makes the visualization of OCT images machine-specific. OCT images obtained from different OCT devices must be displayed using different browsers and with different parameter settings. This adds complexity to clinical evaluation when browsing OCT images coming from different devices. Even with the image format standardization effort by the Digital Imaging and Communication in Medicine (DI-COM), [15] [16] [17] different optical characteristics among various devices cannot be absorbed fully.
The systematic measurement differences among OCT devices poses a serious challenge in comparing OCT data measurements and influences the feasibility of including multiple OCT devices in the same study. [11] [12] [13] [14] For a slow retinal damaged disease, like glaucoma, evaluation of the retinal nerve fiber layer (RNFL) thickness has an important role in the diagnosis and follow-up of the disease. However, if patients move from one clinic to another or device models from the same manufacturer change, the systematic differences between various OCT devices or between different device models result in the uselessness of the old data, and prevent us from establishing a long-term clinical record of RNFL thickness measurements. In addition, during multicenter clinical studies, OCT data coming from different clinical sites may be obtained with different OCT devices. The incompatibility between the Copyright 2013 The Association for Research in Vision and Ophthalmology, Inc. www.iovs.org j ISSN: 1552-5783 measurement data would cause a serious problem in clinical practice and study design, and therefore a signal normalization algorithm, normalizing the various signal characteristics and reducing the systematic difference among different SD-OCT devices, is indispensible.
We hypothesized that the systematic difference in OCT measurements comes from the various signal characteristics among OCT devices and that the signal normalization method helps minimize the inherent OCT signal differences caused by optical characteristic variation among OCT machines. The purpose of our study was to develop and validate a method to normalize OCT signal profiles from two SD-OCT devices.
METHODS Subjects
A total of 14 healthy and 7 glaucoma subjects volunteered to participate in this prospective cross-sectional study. One eye from each subject was selected randomly and used in the study. For the diseased eyes, a variety of glaucoma damage was included. The diagnosis of glaucoma was defined clinically based on the presence of visual field analysis and typical glaucomatous structural changes. All subjects were recruited at the University of Pittsburgh Medical Center Eye Center. The University of Pittsburgh Institutional Review Board and ethics committee approval were obtained for the study, and informed consent was obtained from all subjects. Our study followed the tenets of the Declaration of Helsinki, and was conducted in compliance with the Health Insurance Portability and Accountability Act.
Instruments and Image Acquisition
The macular region was imaged at the same visit using two commercially available SD-OCT devices with equivalent threedimensional (3D) cube scan patterns: Cirrus HD-OCT (software version 5.1; Carl Zeiss Meditec, Inc., Dublin, CA) and RTVue (software version 6.1; Optovue, Inc., Fremont, CA).
Cirrus HD-OCT. Macular Cube 200 3 200 scan protocol was used to obtain the image data in our study. The scanning protocol collected 200 3 200 sampling points from a 6 3 6 mm 2 area centered on the foveola and 1024 samplings within a 2.00 mm axial scan depth.
RTVue OCT. A 200 3 200 raster cube scan protocol centered on the macula was used to obtain the image data in our study. We collected 200 3 200 sampling points from a 6 3 6 mm 2 area and 640 sampling points within a 1.96 mm axial scan depth in this scanning protocol.
For Cirrus and RTVue data, images with image quality below the manufacturer recommended cutoff, signal strength (SS) below 7 for Cirrus data, and signal strength index (SSI) below 40 for RTVue data, or images with apparent eye movement during scanning were considered poor quality images and discarded. Eye movement was defined subjectively as image artifacts on OCT en face (or OCT fundus) images showing a horizontal frame shift larger than one average size retinal blood vessel diameter and a major distortion of the fovea region.
All the image raw data were exported to a standalone computer for signal normalization and further analysis.
Signal Normalization
There were three stages of image processing: image registration and sampling, signal normalization, and A-scan profile comparison. For our study, we arbitrarily used the Cirrus OCT data format as a normalization reference, so the RTVue OCT data format was converted to a Cirrus-equivalent OCT data format.
Image Registration and Sampling. To sample the A-scan profile from the same location from different OCT data, the foveola position was selected manually on Cirrus and RTVue cube data by looking for the largest separation between the junction of the inner and outer segments (IS/OS) of the photoreceptors and RPE as appearing on the horizontal and vertical cross-sectional B-scans (Fig. 1 ). The selected foveola position then was used as the center for registration and sampling. RTVue data then were translated and rotated to match the blood vessel position subjectively on the Cirrus en face image by finding the translation vector and rotation degree that minimizes the absolute differences in pixel value between Cirrus and RTVue en face images. After registration, single Ascans were sampled 1.8 mm from the foveola in the temporal, superior, nasal, and inferior quadrants from Cirrus and RTVue data, and were saved for further processing and analysis. The sampling position of each A-scan pair in Cirrus and RTVue was evaluated subjectively according to the relative position to major blood vessels. If the A-scan pairs were sampled from different positions in Cirrus and RTVue, the A-scan pairs were excluded. The flow of the preprocessing stage is shown in Figure 2 .
Signal Normalization. The signal normalization consisted of three processing steps: z-scaling and sampling density normalization, speckle noise reduction, and amplitude normalization, and could be divided into two phases. In phase I, the effects of reducing the difference between Cirrus and RTVue of each processing step were assessed individually. In phase II, all three processing steps were combined together using different cutoffs and the final results were assessed.
The goal in phase I was to assess and optimize the ability to reduce the difference between Cirrus and RTVue OCT signals of each processing step. The testing started with z-scaling and sampling density normalization; after that, speckle noise reduction and amplitude normalization were applied separately as the second step, and the effects with various cutoffs were assessed. The details of each processing step are described below.
Z-Scaling and Sampling Density Normalization. In this step, the sampling densities in the axial direction between Cirrus and RTVue were matched. As mentioned above, Cirrus data has 1024 sampling points within a 2.00 mm scan depth, while RTVue data has 640 sampling points within a 1.96 mm scan depth. RTVue data were oversampled along the axial direction using bilinear interpolation to have the same sampling density as Cirrus OCT data. Sampling points locating beyond 1.96 mm scan depth were padded with the minimum value in the corresponding A-scan. After oversampling, RTVue was divided further by 16 to bring the 12-bit data format of RTVue to an 8-bit data format, so that RTVue and Cirrus data would be in a comparable intensity level. The z-scaling and sampling density normalized 8-bit RTVue data (Z-scaled RTVue data) then were used as the baseline RTVue data and further processing was performed on them.
Speckle Noise Reduction. After z-scaling and sampling density normalization, a speckle noise reduction method of our own design was applied to reduce the speckle noise. The algorithm was a localized high signal removing method. First, the heavily smoothed signal was generated based on the input signal. The intensity level of the smoothed signal was matched to the original one by mapping the low and high cutoffs after smoothing to the original ones; the outcome of this step then was used as a mask. Next, the high signal peaks outside the mask generated from the previous step were suppressed to the level of the mask, while the signals inside the mask were preserved. By this selective smoothing, high frequency components with relatively high amplitude were removed, while preserving high frequency components with low amplitude. Unlike many speckle reduction methods, instead of removing all the high frequency components regardless of the amplitude, this method preserved high frequency components with low amplitude and, therefore, more details of the tissue structures remained in the OCT signals after noise reduction. To test the effects of the various cutoff thresholds in the mask amplitude matching described above, the first, 33rd, 50th, and 66th percentiles on the histogram were used as the low cutoff. The high cutoff always was the 99th percentile. Amplitude Normalization. Amplitude normalization was designed to normalize the noise level between Cirrus and RTVue data. Various cutoffs were used for amplitude normalization to find the optimal settings: (1) A histogram-based amplitude normalization method was used here to map the signals linearly between low cutoffs (the first, 33rd, 50th, and 66th percentiles on the histogram of the frame where the sampled A-scan was located) and high cutoff (the 99th percentile on the histogram of the frame where the sampled A-scan was located) to the full 8-bit gray scale level on OCT data for Cirrus and RTVue; or (2) data range matching: matching the data range of two A-scan profiles by linearly mapping the minimal and maximal intensity value of the frame where the sampled A-scan was located to the full 8-bit gray scale for Cirrus and RTVue data.
In phase II, the three processing steps were combined and the outcomes of the combination of the three processing steps were evaluated. We combined the processing in the order that zscaling and sampling density normalization came first, followed by speckle noise reduction, and then amplitude normalization with the cutoffs showing the best results in phase I.
A-Scan Profile Comparison. To assess the effects of the proposed algorithm, and the similarity of Cirrus and RTVue after signal normalization, each A-scan profile from Cirrus and RTVue sampled from the temporal, superior, nasal, and inferior quadrants was aligned to the inner limiting membrane (ILM), and the mean absolute difference in amplitude at each sampling point within the eligible measurement range was calculated after each processing step, where the eligible measurement range means that within this range, all the Ascan pairs were able to find corresponding Cirrus and RTVue data. Since original Cirrus and Z-scaled RTVue data had different data ranges compared to normalized Cirrus and RTVue data, the mean absolute difference in amplitude was normalized to the percentage of the maximal data range from the two A-scans to compensate the data range inconsistency, as shown in Equation 1. The absolute difference in amplitude between Cirrus and RTVue is presented as the shaded region between Cirrus and RTVue A-scan profiles (Fig. 3) . The mean absolute difference in percentage between Cirrus and Z-scaled RTVue data was used as the baseline difference between the two OCT devices. Mean absolute difference in percentage between two Cirrus scans, acquired from the same eye at the same visit sampled at the same location, was computed and used as the reference for similarity assessment. The same eligible measurement range was applied to calculate the mean absolute difference in percentage between two Cirrus scans.
Mean absolute difference ð%Þ ¼
X i jCirrusiÀRTVuei j Max Data Range Eligible Measurement Range 3 100%ð1Þ
Statistical Analysis
Paired t-tests were used to analyze the overall and quadrant absolute differences between original Cirrus and Z-scaled RTVue data, between normalized Cirrus and normalized RTVue data, and between two original Cirrus scans. P < 0.05 was considered as statistically significant.
RESULTS
Subject demographics are presented in Table 1 . We enrolled 14 healthy and 7 glaucoma subjects in our study. Healthy eyes were younger than glaucomatous eyes (41.9 6 16.9 vs. 65.2 6 5.5 years, P ¼ 0.0023, t-test). Table 2 summarizes the mean absolute difference in amplitude in percentage of A-scan profiles between original Cirrus and Z-scaled RTVue data (baseline residual), and between Cirrus and RTVue data after speckle noise reduction with various cutoff settings. The differences of baseline residual from the residual after speckle noise reduction were shown in parentheses. The minus sign indicates that there was a reduction in the residual between Cirrus and RTVue after speckle noise reduction. The overall residual was statistically significantly reduced after speckle noise reduction with the settings using the 33rd percentile on the histogram as the low cutoff and the 99th percentile as the high cutoff (P ¼ 0.0031, paired t-test), but not when using the 50th and 66th percentile on the histogram as the low cutoff. When using the first percentile on the histogram as the low cutoff, the residual was significantly increased (P < 0.0001, paired t-test). Among all the settings, using the 33rd percentile on the histogram as the low cutoff statistically significantly outperformed the settings with the rest low cutoffs (P < 0.0001), and generated the largest reduction in residual in amplitude between Cirrus and RTVue. For quadrant analysis, only the superior quadrant with the 33rd percentile on the histogram as the low cutoff showed a statistically significant reduction compared to the baseline residual. For the 50th and 66th percentile on the histogram as the low cutoffs, there was no significant difference in residual compared to baseline in all four quadrants. When using the first percentile on the histogram as the low cutoff, the residuals significantly increased in all the quadrants. A similar trend as the overall results was found in the quadrants analysis that using the 33rd percentile on the histogram as the low cutoff statistically significantly reduced the baseline residual most compared to other settings (P < 0.0048). Table 3 shows the mean absolute difference in amplitude in percentage of A-scan profiles between original Cirrus and Zscaled RTVue data (baseline residual), and between Cirrus and RTVue data with amplitude normalization as the second step after z-scaling and sampling density normalization using various cutoff settings. The differences of baseline residual from the residual after amplitude normalization were shown in parentheses. The minus sign indicates that there was a reduction in the residual between Cirrus and RTVue after amplitude normalization. The overall residual was statistically significantly reduced when using the 50th and 66th percentile on the histogram as the low cutoff and the 99th percentile on the histogram as the high cutoff (both P < 0.0001, paired ttest). No significant difference in the residual before and after amplitude normalization was found when using the 33rd percentile on the histogram as the low cutoff. A statistically significant increase in the residual was detected when applying the first percentile on the histogram as the low cutoff and using the data range matching method (both P < 0.0001, paired t-test). Among the settings that successfully reduced the residual, the method using histogram-based amplitude normalization with the 66th percentile as the low cutoff statistically significantly outperformed other settings and contributed to the largest amount of reduction compared to baseline residual. For the quadrant analysis, the same trends as the overall results were found in all four quadrants.
In phase II, for the combined signal normalization method, the three processing steps were combined in the following order: z-scaling and sampling density normalization followed by speckle noise reduction, and at the end of signal normalization, we performed amplitude normalization. The settings that generated the best results of each processing step were used in the final combined method. For the speckle noise reduction step, the 33rd and 99th percentile on the histogram were used as the low and high cutoff. In amplitude normalization, the histogram-based amplitude normalization method with the 66th and 99th percentiles on the histogram as the low and high cutoffs was used to remove the noise level difference, and match the different data range between Cirrus and RTVue.
An example of step-by-step signal normalization in phase II is presented in Figure 4 . The first row in Figure 4 shows the original A-scan profile from two SD-OCT devices, with Cirrus in blue and RTVue in red. For display purposes, the dynamic range of RTVue data was rescaled linearly from 12-bit to 8-bit gray scale in Figure 4 (the first row). A-scan profiles from Cirrus and RTVue were aligned to ILM, so the effect of signal normalization can be appreciated easier. As the first row in Figure 4 shows, the original A-scan profiles looked dissimilar, and had different noise levels and sampling densities. The second row in Figure 4 presents the results after z-scaling and sampling density normalization. After oversampling RTVue data in the axial direction, the sampling density of the two Ascan profiles became the same and the peaks in the A-scan profiles matched. However, there still is a noise level difference between Cirrus and Z-scaled RTVue data. The third row in Figure 4 shows the results after speckle noise reduction. Compared to the second row, the high spiky peaks were removed, and at the same time, the high frequency components with low intensity values were kept intact. The last row in Figure 4 shows the final results. After amplitude normalization, the noise level of the two A-scan profiles became the same and the A-scan profiles looked similar. Absolute difference is in percentage with the difference of baseline residual from the residual after speckle noise reduction in parentheses. Absolute difference is in percentage with the difference of baseline residual from the residual after amplitude normalization in parentheses. Table 4 summarizes the mean absolute amplitude differences in percentage between two A-scan profiles from two Cirrus scans, from Cirrus and Z-scaled RTVue scans, from normalized Cirrus and RTVue scans, and from two normalized Cirrus scans. Two A-scan pairs in the temporal quadrant, 2 A-scan pairs in the superior quadrant, 1 A-scan pair in the nasal quadrant, and 2 A-scan pairs in the inferior quadrant were excluded because of misalignment. The mean absolute difference in percentage between Cirrus and RTVue was statistically significantly reduced after signal normalization (12.7% vs. 6.2%, P < 0.0001, paired t-test). The mean absolute difference in amplitude in percentage between Cirrus and RTVue also was statistically significantly decreased after normalization in all quadrants (P < 0.0001, paired t-test).
After signal normalization, the overall mean absolute difference in percentage between Cirrus and RTVue was statistically significantly smaller compared to the difference between two Cirrus scans (6.2% vs. 9.9%, P < 0.0001, paired ttest), indicating that the signal normalization process successfully reduced the differences, even lower than the level of the intradevice difference. Similar results were found in quadrant analysis, the difference between Cirrus and RTVue was statistically significantly smaller compared to the difference between two Cirrus scans in all four quadrants (P < 0.0001, paired t-test).
The last row in Table 4 summarizes the residual in percentage between two normalized Cirrus scans. After signal normalization, the residual in percentage between two scans from the same device also was statistically significantly reduced for mean and all quadrants (P < 0.0001 for all comparisons, paired t-test), indicating that the proposed signal normalization method also worked on the OCT data obtained using the same device. Comparing the residual between normalized Cirrus and RTVue, and two normalized Cirrus data, the overall residual was statistically significantly different (6.3% vs. 6.0%, P ¼ 0.03, paired t-test). For the quadrant analysis, there was no statistically significant difference in the residual between two normalized comparison pairs except for the nasal quadrant (P ¼ 0.0006). Tables 5 and 6 present the results divided by the clinical grouping. Statistically significant reduction in the mean absolute difference in percentage between Cirrus and RTVue after signal normalization was observed for healthy and glaucoma groups for mean and all quadrants (P < 0.0147, paired t-test). Furthermore, after signal normalization, the absolute difference in percentage between Cirrus and RTVue also was statistically significantly smaller compared to the difference between two Cirrus scans in all comparisons for each group.
DISCUSSION
A novel signal normalization method was developed to reduce the A-scan profile differences between two SD-OCT devices in our study. The presented method successfully reduced the differences between A-scan profiles from Cirrus and RTVue.
The effect on reducing the residual (in percentage) between Cirrus and RTVue A-scan profiles of speckle noise reduction and amplitude normalization was assessed separately. Each processing step focused on different factors that result in the dissimilarity between Cirrus and RTVue signals, and solved them from a different aspect. Speckle noise reduction was applied to eliminate the differences between Cirrus and RTVue A-scan profiles caused by the randomly distributed high spiky signal (considered as the speckle noise). Amplitude normalization was designed to remove the noise level difference between two devices. Overall, both processing steps significantly reduced the A-scan profile residual with some tested cutoffs. Nevertheless, since each individual processing step focused on one particular factor, the ability to reduce the residual between Cirrus and RTVue of each one was limited. These 2 processing steps are complementary to each other to achieve the optimized signal normalization.
The optimized cutoff settings for each processing step were different, indicating that the cutoff settings were processing specific. Various cutoffs were used and tested for their ability to reduce the residual between Cirrus and RTVue in speckle noise reduction and amplitude normalization. Different reactions to reduce the residual with various cutoffs were observed between individual processing steps. To optimize the signal normalization method, the cutoffs that showed the best results were chosen when combining each processing step to build the final signal normalization method. For speckle noise reduction, the 33rd percentile on the histogram was picked; and for amplitude normalization, the 66th percentile on the histogram was used as the low cutoff to remove the noise level difference. There still is some room for further optimization of the method, like systematic software training with feedback to find the optimal solution. Further investigation is warranted.
We picked the 66th percentile on the histogram as the low cutoff for amplitude normalization as the best setting. Though setting an even higher cutoff for amplitude normalization may have provided smaller residuals, we needed to strike a balance between reducing the profile differences and preserving the actual retinal signals. Based on the statistical analysis of the regular retinal thickness of the entire scan length of the OCT frame, the meaningful retinal signals form approximately onethird of the OCT images. The same analysis results also are applied in traditional and conventional ways of displaying OCT images on the devices using false-color scheme; lower 66% of signals (or similar cutoff) usually are considered as noise signals and removed, and the entire OCT images are rescaled further so that the detail of retinal tissues can be appreciated in a clearer way for physicians to make clinical diagnoses.
Despite the fact that our results support and work well with the notion of using the 66th percentile as the low cutoff, there still is possibility that we may discard some actual retinal tissue signal having intensity weaker than the strong noise signal by cutting off low intensity pixels, which may lose important information from ocular tissues. To calculate dynamically the optimized cutoff for multiple SD-OCT devices that separates true tissue signal from the noise, Huang et al. have developed a method based on histogram density modeling and decomposition. 18 However, they found that the overlap of weak retinal tissue signal and strong noise signal is relatively wide, and results in the limitation that we may lose information from retinal tissues having less reflectivity by cutting off low intensity pixels. Further improvement on this issue is required.
One of the advantages of the proposed algorithm is the use of the selective smoothing in the speckle noise reduction method. Speckle noise, inherently existing in all OCT images and causing Absolute difference is in percentage with 95% confidence interval (CI) in parentheses. the granular appearance of OCT images, degrades the quality of the images and influences the performance of image data analysis. Unlike other noise reduction methods, which remove the speckle noise, but also blur the fine-textured regions resulting in lower apparent resolution in the final output OCT images, our speckle noise reduction method selectively removes the high peaks' signals (speckle noise) while preserving the high frequency components with low amplitude signals. In this way, the speckle noise reduced signal maintains enough details in the low and medium intensity range. Another advantage of the proposed method is the combination of multiple image-processing techniques (z-scaling and sampling density normalization, speckle noise reduction, and amplitude normalization) into one fully automated algorithm to overcome all factors contributing to the systematic difference between various OCT devices. This approach is populationindependent; does not require training or tuning parameters, or converting equations for different OCT devices or cohorts; and can be applied to any OCT device. This would allow establishing a common standard for OCT image data so universal visualization and analysis software can handle any OCT data independent of device specific differences.
The proposed signal normalization method can be applied to and works for all sampling points in the cube data. However, for validation purposes, the sampling location was chosen to have all the inner retinal layers distinguishable, as the layers merge or disappear in the area close to the foveola, while avoiding the major retinal blood vessels (Fig. 1) . It is known that blood vessels reflect and block the light signal, which causes shadowing artifacts that obscure the ocular tissue information beyond the blood vessels (Fig. 5) . 19, 20 The reasons for successful normalization using 8-bit data format as the standard data format can be explained from three aspects. Current display systems are using 8-bit data format for display purposes; therefore, even though we have a higher dynamic range, such as 12-bit or 16-bit data format, downsampling of the OCT data is needed for display, which might degrade the image quality. For image processing performance, a majority of the image processing techniques used in computer vision or computer graphics focuses on 8-bit data format images, and it has been proved that 8-bit data format is sufficient to provide satisfactory and reliable processing and segmentation results. 21 Finally, data size is smaller by converting OCT data to 8-bit data format, which would save memory space, and accelerate the processing time of image analysis and data transfer.
Other intensity profile normalization methods of OCT images across different eyes using the same devices have been developed to compensate the RNFL thickness measurement variability caused by inconsistent attenuation of the reflectivity between healthy and diseased eyes, and to increase the sensitivity and specificity of disease detection. 22, 23 Many studies solved the A-scan profile intensity variation by normalizing the RNFL signal intensity to the brightest layer in the OCT image, usually the RPE, as a preprocessing step before thickness measurement to reduce the variation. Those methods are simple and easy to implement, and can be applied to the entire OCT image. However, they require a robust segmentation algorithm to detect accurately the positions and Absolute difference is in percentage with 95% CI in parentheses. boundaries of RNFL and RPE, which can be a challenge especially with coexisting retinal pathology. Another disadvantage of those methods is the assumption that the relative signal intensity of adjacent retinal layers is the same across different eyes and SD-OCT devices. From our observation, A-scan profiles varied substantially among different eyes and SD-OCT devices. Even on the same eye, on different devices, they can differ significantly from each other on the intensity proportions among various retinal sub-layers. For example, A-scan profiles from Cirrus and RTVue (the second row of Fig. 4 ) have different contrast between high and low intensity signal, where the contrast is larger in Cirrus than in RTVue, which results in different responses from the same segmentation algorithm, or different RNFL thickness measurements. In contrast, our method does not require any segmentation before the normalization and has no assumption about the intensity profiles being similar on the same eye across different devices. In addition, our signal normalization works equally well on healthy and glaucomatous eyes, indicating that the proposed method is capable of compensating signal characteristic differences independent from the pathologic state, where the RNFL signals generally are weaker and show somewhat different A-scan profiles. Although we only tested the effect of the method with Cirrus and RTVue devices, in principle, this normalization method can be applied to all SD-OCT devices. Further investigation is warranted.
In conclusion, the reported novel signal normalization method successfully reduced the A-scan profile differences between Cirrus and RTVue SD-OCT in healthy and glaucomatous eyes. This signal normalization method would allow establishing fundamental signal compatibility among multiple OCT devices, which would make the analysis and measurement results from various devices directly comparable.
