Introduction 39
Natural samples contain magnetic minerals with a wide range of grain sizes, domain states, 40 coercivity distributions, anisotropies, and interaction fields. First-order reversal curve (FORC) 41 diagrams provide a powerful method to characterize all these aspects of the magnetic mineralogy 42 and actual weight fractions (EM1*) of EMs used to prepare the samples. With EM1 defined to be 149 the finer-grained EM, all three binary mixtures have a concave down relationship between the 150 calculated versus actual mixing proportions. The non-linearity is most pronounced for the SD-MD 151 binary mixture, and is least pronounced for the SD-V binary mixture. 152 The non-linear unmixing discrepancy documented above can be corrected by applying PCA 202 to the FORC magnetization surface (which contains both reversible and irreversible contributions), 203 rather than to the FORC distribution (which contains only irreversible contributions); the FORC 204 magnetization surface has been shown previously to mix linearly (Muxworthy et al., 2005) . This 205 approach, however, poses a challenge to interactive exploration of the unmixing space that is 206 necessary to identify suitable EMs: as each point in the mixing space is explored, it becomes 207 necessary to estimate  over the reconstructed magnetization surface to obtain the corresponding 208 FORC diagram. Here we overcome this problem by applying PCA to the set of six polynomial 209 coefficients that are used to fit the magnetization surface during smoothing of the input FORC 210 diagrams (Pike et al., 1999) . In this way, the reconstructed set of coefficients at any given point in 211 the unmixing space can be used to calculate both the magnetization surface and its derivatives 212 simultaneously. 213 214 Our procedure is described as follows. Raw FORC data for a set of samples to be analyzed are 215 performed by fitting a straight line to the high-field portion of the FORCs. In cases where the 218
FORCs have not been measured to sufficiently high fields to fully saturate the ferrimagnetic 219 component, it may be desirable to perform the correction using a separately determined value of the 220 high-field susceptibility. The FORCs are normalized to M s = 1, the lower branch subtracted 221 (optionally), and processed using the VARIFORC variable smoothing algorithm (Egli, 2013 angle in VARIFORC coordinate space). Lower-branch subtraction reduces significantly the 251 appearance of smoothing artefacts along this axis when using variable smoothing protocols because 252 it removes sigmoidal magnetization contributions that are poorly described by a second-order 253 polynomial. When smoothing is performed after lower-branch subtraction, the set of polynomial 254 coefficients in eqn. 8 describes the subtracted magnetization surface rather than the desired full 255 magnetization surface. In order to reconstruct the full magnetization surface, a second smoothing 256 step is performed on a synthetic 2D magnetization surface created using just the lower-branchthereby ensuring that the FORC distribution (and its associated artefacts) associated with the lower-259 branch surface is zero (eqn. 9). Polynomial coefficients resulting from the fit to the lower-branch 260 surface are then added to those resulting from the fit to the lower-branch subtracted magnetization 261 surface, which are then used as input to the FORC-PCA. This double-smoothing procedure allows 262 the full magnetization surface to be reconstructed from the chosen PC combination, while retaining 263 an artefact-free representation of the reconstructed FORC diagram. (Fig. 5) is well described as a binary mixture, with 99% of the variance in the 275 dataset explained by PC1. Pure EMs are included within the dataset, which leads to no ambiguity in 276 the choice of EM1 (V) and EM2 (MD) (Fig. 5a, b) . The SD-MD mixture (Fig. 6 ) can be 277 approximated as a binary mixture, with 95% of the variance being explained by the first principal 278 component (PC1). However, a small but significant second principal component (PC2) is needed to 279 bring the variance explained to >99% (Fig. 6g) . Without including PC2, it is not possible to isolate 280 completely a pure MD EM. This effect is caused by subtle coercivity differences of the MV1 281 bacteria from sample to sample, which only become apparent because of the intense and narrow 282 samples include differences in oxidation state that resulted from sample storage in air for over 10 284 years, or different degrees of bacterial chain collapse. By including PC2, small coercivity 285 differences can be taken into account, enabling a pure MD EM to be identified (EM1, Fig. 6a ), 286 along with two SD EMs (EM2 and EM3) that differ only in their average coercivity (Figs. 6b and c; 287 Table 3 ). Hence, PC1 describes the binary mixing between SD and MD EMs, and PC2 accounts for 288 the varying coercivity of the SD MV1 component. A similar approach was taken to describe the 289 SD-V mixture (Fig. 7) , although the coercivity variation of the MV1 samples is less pronounced 290 (99% of the variance is explained by PC1 alone). In all three cases, the mixing proportions derived 291 from FORC-PCA agree well with the known mass fractions. The 2 differences between calculated 292 and observed proportions are 2%, 5%, and 6% for the SD-MV, SD-V, and MD-V binary mixtures, 293 respectively. These observations provide an empirical estimate of the error in the unmixing 294
proportions that is likely to be achieved using FORC-PCA in optimal cases (i.e., where the mixing 295 space is well sampled by the dataset). 296 297
Feasibility metrics 298
An inherent part of the FORC-PCA method is the supervised exploration of the unmixing 299 space in order to identify appropriate EMs (Lascu et al., 2015) . This process is only unambiguous 300 when the sample set includes examples of each EM that is being solved for (as is approximately the 301 case for the binary mixtures studied here). When the sampling of the unmixing space in incomplete, 302 however, the method relies heavily on the expertise of the user to identify (a) EMs that enclose the 303 entire set of sample scores (with the exception of outliers identified by residual analysis), (b) pure 304 EMs (i.e., that do not contain any residual contributions from the other EMs), and (c) EMs that are 305 physically realistic (i.e., the reconstructed FORC diagram for each EM corresponds to an achievable 306 FORC geometry based on knowledge of the magnetic mineralogy and the responses that can be 307 modelled physically) (Harrison & Lascu, 2014) . With access to only the reconstructed FORC 308 diagram, identification of physically unrealistic regions of the unmixing space relies on subjectivecriteria. The availability of reconstructed FORCs, however, provides objective information from 310 which criteria can be defined to assess the physical feasibility of the corresponding FORC diagram. 311
Following the approach of Heslop & Roberts (2012b), three criteria that can be applied to assess the 312 feasibility of reconstructed FORCs are: (a) saturation (i.e., no FORC should exceed the normalized 313 value of M s = 1), (b) monotonicity (i.e., the first derivative of a FORC with respect to the 314 measurement field should remain nonnegative), and (c) crossing (i.e., the first derivative of the 315 magnetization surface with respect to the reversal field should remain positive, meaning that 316
FORCs do not intersect each other). Each of these metrics can be used on their own, or in 317 combination, to define the region of unmixing space that is physically realistic. The EMs should be 318 contained entirely within that region. 319
320
We define three metrics for each of the feasibility criteria, which vary from 0 (completely 321 unsatisfied) to 1 (completely satisfied): 322 
332 where ( ) is the subset of that satisfies the condition ≥ 0.
335
The metrics can be combined into a single feasibility metric, m, by multiplying them together in any 336 combination. By calculating m over a grid of points, contours of feasibility can be used to indicate 337 the region of unmixing space where the criteria are satisfied fully (m = 1). In practice, some 338 allowance is needed for the fact that we are dealing with a low-rank approximation to the data, that 339 some non-monotonicity may be genuinely present (e.g., for SP grains), and that experimental noise 340 can cause FORCs to cross as saturation is approached. This means that m values slightly less than 1 341
should be allowable. Here we take m > 0.99 as a reasonable (although arbitrary) guideline of 342 acceptability ( Fig. 6g and 7g ). Given the essentially binary nature of the mixtures, the placement of 343 given that the intensity of this feature continues to increase, even as reverse saturation is 388 approached, it is also likely to be partially an instrumental artefact. 389
390
The choice of EMs in this case has been guided by the following principles. First, EM3 is fixed by 391 inclusion of the pure SP/SD EM in the dataset. This sample plots to the far right of the unmixing 392 space (Fig. 8g) , close to but within the guideline boundary of physical feasibility. Moving left, away 393 from EM3 in a direction parallel to the PC1 axis (which describes the largest mode of variability in 394 the dataset), yields a binary mixture of EM3 and a moderately-interacting SD greigite EM (EM1). 395
The most extreme left-hand data point lies close to the guideline boundary of physical feasibility. 396
However, the FORC diagram for this data point contains a trace residual of EM3. In order to obtain 397 a pure EM, one must move further to the left. The guideline boundary of physical feasibility places 398 a limit on how far to the left one can go before the reconstructed FORCs for EM1 become 399 physically unrealistic. We place EM1 at the m = 0.99 threshold, which yields a physically realistic 400 pure EM with no residual trace of EM3. The placement of EM2 is more difficult because it lies well 401 within the guideline region of physical feasibility. Here, the positivity index (eqn. 13) provides an 402 additional guideline (inset to Fig. 8g method is perfect for all cases, and usually a combination of methods is needed to unmix all 431 magnetic components contained within a material. In particular, preparatory studies performed at 432 high sampling resolution provide an efficient way to prescreen a dataset, and to identify samples 433 that are closest to potential EMs (e.g., EM3 in Fig. 8 ). The FORC-PCA method is ideally suited to 434 characterizing ferrimagnetic minerals, with an emphasis on discriminating populations of grains thatdiffer in domain state, coercivity distribution, anisotropy, and interaction field (i.e., aspects to which 436 
