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Abstract Over recent decades, remote sensing has emerged as an effective tool for improv­
ing agriculture productivity. In particular, many works have dealt with the problem of 
identifying characteristics or phenomena of crops and orchards on different scales using 
remote sensed images. Since the natural processes are scale dependent and most of them 
are hierarchically structured, the determination of optimal study scales is mandatory in 
understanding these processes and their interactions. The concept of multi-scale/multi-
resolution inherent to OBIA methodologies allows the scale problem to be dealt with. But 
for that multi-scale and hierarchical segmentation algorithms are required. The question 
that remains unsolved is to determine the suitable scale segmentation that allows different 
objects and phenomena to be characterized in a single image. In this work, an adaptation of 
the Simple Linear Iterative Clustering (SLIC) algorithm to perform a multi-scale hierarchi­
cal segmentation of satellite images is proposed. The selection of the optimal multi-scale 
segmentation for different regions of the image is carried out by evaluating the intra-
variability and inter-heterogeneity of the regions obtained on each scale with respect to the 
parent-regions defined by the coarsest scale. To achieve this goal, an objective function, 
that combines weighted variance and the global Moran index, has been used. Two different 
kinds of experiment have been carried out, generating the number of regions on each scale 
through linear and dyadic approaches. This methodology has allowed, on the one hand, the 
detection of objects on different scales and, on the other hand, to represent them all in a sin­
gle image. Altogether, the procedure provides the user with a better comprehension of the 
land cover, the objects on it and the phenomena occurring. 
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1 Introduction 
Over recent decades, remote sensing has emerged as an effective tool to improve agriculture 
productivity (Ozdogan et al. 2010). In particular, many works have dealt with the problem 
of identifying characteristics or phenomena of crops and orchards on different scales using 
remote sensed images (Vieira et al. 2012; Duveiller and Defourny 2010). This is a complex 
task that needs to take different factors into account, such as those related to agronomy, 
scale of study, image resolution (Pen˜a-Barragan et al. 2011), some of which have a high 
degree of dependence between them. 
Wo o d co c k an d Stra h l er (1987) expounded the importance of the factor of scale in the 
identification of objects present in remote sensing imagery. Understanding the concept of 
scale of an object as the level of aggregation and abstraction at which this object can be 
described (Benz et al. 2004). In this sense, the identification of objects in remote sensing 
imagery depends greatly on the relationship between the spatial resolution of the images 
and the size of the objects. Thus, the bigger the object is with respect to the image spa-
tial resolution, the more likely it is to be fragmented. On the other hand, if the size of the 
object is very small in relation to the spatial resolution it could happen that the object is 
not identified. Therefore, the availability of high resolution satellite images is essential to 
allow small objects to be identified on fine scales. However, although it is a fact that satellite 
images with high spatial resolution exhibit high levels of detail; traditional image process-
ing algorithms based on single pixel analysis are often not capable of extracting the entire 
information; this situation potentially leads to lower accuracy in the traditional remote sens-
ing tasks (classification, change detection, among others) (Mynt et al. 2011). In recent years, 
object-based image analysis methodologies (OBIA) have become popular in high spatial 
resolution image processing and they have proven to be an alternative to the pixel-based 
image analysis. Different publications suggest that better results can be expected (Blaschke 
2010). 
The images in the OBIA paradigm are interpreted as a set of areas in the scene (segments) 
with homogeneous characteristics, which are considered as the minimal information unit 
instead of the pixels (Benz et al. 2004). The main advantages of the OBIA approach are: 
– Reduced sensitivity to noise. Processing semantic objects rather than individual pixels 
or meaningless objects can help to overcome some of own artifacts of high resolution 
image processing. 
– Use of features of different nature. Different features can be used to characterize the 
objects (shape, size, texture and contextual relationships). This last aspect allows high 
level rules to be defined. 
– Reduced computational requirements (Homeyer et al. 2010). 
Even though in recent years most of the OBIA approaches have been developed in 
the area of Remote Sensing and Geographical Information Systems (Blaschke 2010; Hay 
and Castilla 2008), applications in other areas like medicine (Chitiboi et al. 2013) or 
neurosciences (Lucchi et al. 2012) can also be found. 
The two main steps in the OBIA approach are an initial segmentation followed by a clas-
sification process (Baatz et al. 2008). The segmentation generates segments by grouping 
neighboring pixels according to certain homogeneity criteria, such as spectral characteris-
tics, texture, context or spatial relationships. In the classification process, each segment is 
assigned to a class depending on its features (Vieira et al. 2012). Numerous researches have 
shown that the segmentation process is a critical step in the OBIA approach. This is due to 
the fact that the results of the classification step strongly depend on the initial segmentation 
(Gao and Mas 2008; Yan et al. 2006). 
Furthermore the accepted idea is that natural processes are scale dependent, it is also 
known that most of them are hierarchically structured. Therefore an appropriate understand-
ing of these processes and interactions between them requires the determination of optimal 
study scales (Woodcock and Strahler 1987; Levin 1992; Paul and Philip 2000) and the 
spatial relationships between the regions at different scales (Burnett and Blaschke 2003). 
These aspects are especially interesting for the identification, characterization and analysis 
of crops, as their inherent complexity makes multi-scale analysis a requirement in deal-
ing with the different sizes of the interest objects in the image (Baatz and Scha¨pe 2000; 
Duveiller and Defourny 2010). 
Some studies have designed methodologies for estimating a single optimal scale segmen-
tation for the whole scene (Espindola et al. 2006; Kim et al. 2009). Though other studies 
have implemented a multi-scale approach (Zhou and Troy 2009; Trias-Sanz et al. 2008) to 
address this problem, in these cases the selection of the segmentation scales is typically 
based on an extensive knowledge of the study site (Johnson and Xie 2011). Therefore, as 
far as our knowledge is concerned, the unsupervised definition of the most suitable scale for 
each land cover in a scene remains unsolved. 
The concept of multi-scale/multi-resolution inherent to OBIA methodologies allows the 
scale problem to be dealt with (Zhong et al. 2005; Burnett and Blaschke 2003), by defining 
a hierarchy of objects at different scales through hierarchical segmentation algorithms. 
The introduction of multi-resolution/hierarchical segmentation using the Fractal Net 
Evaluation (FNEA) approach by in Definiens Professional Version 5.0 (Baatz and Scha¨pe 
2000) was a milestone in research into multi-resolution segmentation for remote sens-
ing imagery. The implemented multiresolution segmentation technique uses homogeneity 
criteria based on color and shape, and a scale parameter in combination with local and 
global optimization techniques. The tuning of different parameters requires an expert 
knowledge, not always available; moreover, this task usually requieres a lot of time. A 
fuzzy approach which automatically selects the parameters of the segmentation used in 
multi-resolution approach was proposed by (Maxwell and Zhang 2005). In any case, the 
license cost of this software prevents its use in many applications. Since then, other multi-
resolution/hierarchical segmentation techniques have been proposed in the literature (Chen 
et al. 2003; Zhong et al. 2005; Li et al. 2008). 
In recent years, new types of image segmentation methods, known as superpixel (SP) 
methods (Achanta et al. 2012), have been developed in the area of computer vision. A SP is 
a small, local, and coherent cluster that contains a statistically homogeneous image region 
according to certain criteria such as color, texture, etc. (Ren and Malik 2003). Superpixels 
reduce the influence of noise, preserve most edges of images, are approximately uniform in 
size and shape, and improve the computational speed of next processing steps. 
Many approaches to generating SP can be found in the literature, most of them are 
suited to a particular application. For example, the method proposed in (Felzenszwalb and 
Huttenlocher 2004) provides a very good adherence to image boundaries, but the generated 
superpixels are large and very irregular, which produce a poor segmentation performance 
and under-segmentation error. In Achanta et al. (2012) an empirical comparison of five 
state-of-the-art algorithms were carried out. The study compares the boundary adherence 
of the superpixels, segmentation speed, and performance when used as a preprocessing step 
in a segmentation framework. As result of this study the authors concluded that the SLIC 
algorithm has a better overall performance than the other SP algorithms. However, SLIC 
has a drawback: the segmentation on different scales does not have a hierarchical structure 
like for example QuickShift (Vedaldi and Soatto 2008). 
This work provides two main contributions: 
1. An adapted multi-scale hierarchical segmentation algorithm to deal with objects that 
are scale dependent and hierarchically related in a satellite scene. 
2. A method for selecting the local optimal scale associated to different regions in the 
images. The selection of the optimal multi-scale segmentation is carried out by evalu-
ating the intra-variability and inter-heterogeneity of the regions defined by the coarsest 
scale. This methodology is based on the evaluation method presented in (Johnson and 
Xie 2011), where the complete scene is used for evaluation, but adapting the one to deal 
with the hierarchical image segmentation process. 
The methodology has been applied to a scene corresponding to an agricultural area, where 
different kinds of land covers, showing a high variability, are represented. 
2 Materials and methods 
2.1 Data set 
To test the methodology proposed in this work a scene of an agricultural area with a high 
local variability has been selected. The study area is located in the central irrigated valley 
of Chile. It corresponds to a rotation sugar beet crop of Sandrina, Magnolia and Donella 
varieties. The plantation frame is 0.5 m between rows and 0.07 m between plants, with a 
center pivot irrigation system. The total area of the farm is around 450 ha, and the area 
of crop covered for the center pivot (study site) is around 17 ha. The corresponding multi-
spectral satellite image was collected on January 18th, 2013 by the Ple i´ades Satellite.1 The 
coordinates of the center of the scene are: 36• 31’ 54” S; 72 • 08’ 03” O). The area of the 
scene is 420 hectares and corresponds to 1024 × 1024 pixels. The collected image has a 
spatial resolution of 2 meters and corresponds to ORTHO-BASIC products, characterized 
by a basic radiometric normalization (for the calibration of the detector) and geometric cor-
rection (WGS84/UTM 19S projection). The spectral and spatial resolutions are presented in 
Table 1: 
1http://www.landi nfo.com/pleiades-satellite-imagery.htm 
Table 1 Spectral and spatial 
characteristics of the 
multispectral image taken by the 
Ple´iades satellite 
Band Name Band Width (nm) Spatial Resolution (m) 
Blue 
Green 
Red 
Near Infrared 
430-550 
490-610 
600-720 
750-950 
2 
2 
2 
2 
A color composition of the described multispectral scene is shown in Fig. 1. 
2.2 Superpixels algorithm: SLIC 
The multi-scale hierarchical segmentation algorithm proposed in this work is based on a 
modified version of the SLIC algorithm (Garcia-Pedrero et al. 2015). The original SLIC 
algorithm (Achanta et al. 2010) is based on the well-known k-means method to group pixels 
of RGB/CIELab images into superpixels. The CIELab color space is an international stan-
dard for color measurements, adopted by the Commision Internationale d’Eclairage (CIE) 
in 1976. 
SLIC superpixels are generated according to two criteria: spectral similarity (limited to 
three channels) and spatial proximity. A detailed description of the original SLIC algorithm 
working in CIELab color space is given by Achanta et al. (2010). 
Fig. 1 Color composition (Near Infrared-Green-Blue) of the analyzed scene. The satellite image was col-
lected on January 18th, 2013 by Ple´iades Satellite, in the central irrigated valley of Chile (36•31 54 S; 72 • 
08 03 O) 
In the SLIC procedure, the generation of superpixels is based on the assumption that 
limiting the search space to a region proportional to the desired superpixel size reduces con-
siderably the calculation time. In fact, its computational complexity is linear in the number 
of pixels in the image (Achanta et al. 2012). Moreover, a weighted distance that combines 
spectral and spatial proximity allows controlling the size and compactness of the superpixel 
(Achanta et al. 2012). Therefore, it has two parameters: k, the desired number of superpix-
els, and c, the compactness factor. A larger value of c emphasizes the importance of the 
spatial proximity resulting in more compact superpixels. 
The modified version of SLIC extends the definition of spectral proximity provided by 
SLIC to work with multispectral images of B bands. The first step of the segmentation 
framework begins with the sampling of k initial cluster centers on a regularly spaced grid 
of g pixels. The initial centers are defined as: 
Ci = \p,p,...,P ,lX,ly\ 1,2,...,k (1) 
where pb represents the spectral value in band b-thof pixel p at position lx and ly, and B 
denotes the number of spectral bands. To produce similar sized superpixels, the grid interval 
is defined as g = N/k, where JV is the total number of pixels in the image. g determines 
the size of the superpixels, the greater value of g, the larger the superpixels. 
In the next step, each pixel p is associated to the nearest cluster center Q whose search 
space overlaps its location. The search region is enclosed to an area of 2g x 2g pixels 
around each superpixel center. Then the cluster centers are updated to be the mean vector 
of all pixels belonging to the cluster. Both steps are repeated iteratively until a maximum of 
10 iterations, since no further significant changes in superpixel quality could be observed 
(Achantaetal. 2010). 
The clustering distance is a weighted relationship between spectral and spatial measures. 
The first measure ensures superpixel homogeneity, and the second one enforces compact-
ness and regularity in superpixels shape. In order to work with multispectral images, the 
spectral square distance between pixels i and ;' is defined as follows: 
dc = X I (pi ~ P)) (2) 
6=1 
The spatial square distance is calculated as: 
( 2 / 2 
4 -li) + (ly ~ly) (3) 
where l'x and I' denote the position of the pixel Ith. 
Finally, the clustering distance is calculated as: 
— ds (4) 
8 
where c controls the compactness of the superpixels. Preliminary results suggest that a 3.9 % 
of the maximum pixel value in image as c is optimal. 
2.3 Methodology 
The methodology we propose is made up of two main processing modules: i) image 
segmentation, and ii) segmentation evaluation. They are detailed below: 
2.3.1 Hierarchical image segmentation 
Even though superpixels present some good properties mentioned before, it is not able to 
generate a hierarchical segmentation. Our approach fills this gap by proposing an adaptation 
to SLIC that makes the generation of a hierarchical multi-scale segmentation possible. 
Based on the fact that in SLIC, low values of k results in a coarser segmentation in com-
parison to finer segmentations obtained increasing the values of k, we propose to generate 
segmentations at different scales by varying the size of the superpixels and then combining 
the resulting segmentations. 
To establish the different segmentation scales, a vector K = [k1,k2,...,kn] containing 
different values for the size of the superpixels in ascending order is defined. Each value 
of the vector corresponds to a different scale (i). Consequently, segments corresponding to 
a segmentation carried out according to ki will be larger than those of the segmentation 
according to ki+1. A segment A i in scale i is considered as the parent of a segment B i + 1 in 
scale i + 1, if the area of B i + 1 can be entirely covered by segment A i . The parent-children 
relationship between segments is shown in Fig. 2. In order to ensure that the resulting seg-
mentation process is hierarchical, segments on scale k i+1 are partitioned by segments on 
scale ki , obtaining a new segmentation that generally contains a higher number of segments 
than in the segmentation achieved in scale ki+1. To match the number of superpixels in scale 
i + 1 to its original number of superpixels, smaller size segment are joined to the most sim-
ilar neighboring segment belonging to the same parent. We use euclidean distance in the 
spectral space (color) to define the similarity between neighboring segments. 
2.3.2 Determination of the optimal local scale 
One important contribution of our methodology is that it provides different optimal scales 
for different image regions, against the results shown in (Johnson and Xie 2011), where 
an optimal scale for the whole image is yielded. This fact is especially relevant in images 
where the inter-region variability is high, as it is the case of some crops in satellite images. 
A general overview of the scheme proposed is shown in Fig. 3. 
In order to determine the optimal scale for each image region generated by the hier-
archical segmentation process, the following inter and intra-segment quality measures are 
used: 
– the global Moran index is used to measure the inter-heterogeneity between segments; 
– the weighted variance is used for intra-segment homogeneity. 
Fig. 2 Segment A i is considered the parent of segments B i + 1 and C i + 1 , as both segments can be covered 
entirely by segment A i . Each square of the grid represents an image pixel 
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Fig. 3 General overview of the evaluation process 
Quality measures for S7', 
The global Moran index measures the correlation between segments. It is used to evaluate 
the similarity of a segment with its neighborhood and is calculated as follows: 
Ml- n YH=1 Ylv=1 wuv y'u - y
p) (y'v - yp 
TZ=1(yu - yp)2 (j2u^vE w««) 
(5) 
where: 
- n is the total number of regions on the analysis scale that are related to the parent 
segment p. 
- w is an adjacency matrix among neighboring regions that are relatives of the segment p 
on scale 1 (parent), therefore wuv is equal to 1 if regions u and v are adjacent, otherwise, 
Wuv = 0 . 
- fu is the spectral average of a particular region (w) on scale i. 
- yP is the spectral average of a parent. 
In order to calculate the similarity on a particular scale level only those regions belonging 
to a certain parent segment p on scale 1 are considered. 
The Global Moran index ranges from the value - 1 , that corresponds to the perfect dis-
persion, to 1, that indicates a complete correlation. The 0 value corresponds to a random 
correlation. 
The weighted variance is used for intra-segment quality measurement, and is calculated 
as follows: 
V" 1 a1 vl 
wvar = " „ — 
Z_,H=1 a u 
(6) 
where: 
v u
i
 is the variance of the pixels that compounds the segment u on scale i. 
a u
i
 corresponds to the size of segment u in scale i. 
n is the total number of regions on the analysis scale that are related to the parent 
segment p. 
Values of variance close to zero indicate homogeneity of a segment. Note that, when 
calculating this measurement, larger sized segments have a greater effect on the evaluation 
than those of a smaller size. In this paper, the best scale is defined as the value of the 
objective function (F i ) closer to zero, F i being calculated by adding the normalized (range 
0-1) of intra and inter-segments measurements. 
The objective function (OF) is calculated for each scale i as: 
F i = wV ari + MI i (7) 
where: 
– F i represents OF, calculated using the parent segment (p), at the scale 1st , and the each 
related segments at scale i . 
2.3.3 Experiments 
Two different experiments were carried out. In the first one, the number of superpixels asso-
ciated with each scale was generated with a linear spacing. In the second one, the number of 
superpixels on each scale was generated with a dyadic spacing (2n). The number of scales 
used in both experiments was 7, varying from 64 to 4,096 superpixels. Table 2 details the 
number of superpixels for each scale and for each approach. It can be noted that except for 
the first and the 7th scale, the number of superpixels is always larger for the linear approach 
than for the dyadic one. 
3 Results and discussion 
In this work the four spectral bands (Blue, Green, Red and Near Infrared) of the multi-
spectral image (Fig. 1) were used in the segmentation process and in the calculation of the 
metrics to determine the optimal scale for each parent superpixel. 
The results are detailed in Fig. 4. The first column corresponds to the results obtained 
with the linear approach, while the second row shows the results obtained with the dyadic 
approach. The optimal scales provided for the hierarchical segmentation algorithm for each 
parent superpixel on the 1st scale are represented in the first row (Fig. 4a and b. Figure 4c 
and d represent the spatially distributed optimal scale values (from 1 to 7). Figure 4e and f 
display the edge of the segments for all scales. 
As it has been mentioned before the number of superpixels is always larger for the linear 
approach than for the dyadic one for each particular scale. Thus it can be seen in Fig. 4a and 
b that in the linear approach most of the parent superpixels have assigned optimal scales 
from 4th to 7th, while coarser scales are assigned in the linear one. The higher number 
of superpixels on the intermediate scale for the linear approach (see Table 2) produces an 
abrupt change from coarsest to finest scale, giving rise to an over-segmentation in some 
Table 2 K-vectors values for linear and dyadic approach 
Scale 
Approach 
Linear 
Dyadic 
1 
64 
64 
2 
736 
128 
3 
1048 
256 
4 
2080 
512 
5 
2752 
1024 
6 
3424 
2048 
7 
4096 
4096 
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Fig. 4 First column: linear approach. Second column: dyadic approach. a and b Optimal scales for each 
parent superpixel. c and d Optimal scale spatially distributed. e and f Edge of segments 
homogeneous areas, as it can be appreciated in Fig. 4c, d, e and 
there are different well-recognized structures in Fig. 4d but not 
roads and irrigation circular areas, known as pivots. This shows 
provides more realistic local optical scales than the linear one. 
is clear that different scales are associated to different regions. 
segmentation result for the experiment in which the scales were 
spacing. 
f. It can be observed that 
in Fig. 4c, such as: plots, 
that the dyadic approach 
In addition, in Fig. 4d it 
Figure 5 shows the final 
generated through dyadic 
Fig. 5 Segmented image through the dyadic approach 
This image has been obtained from the Infrared band by assigning to each segment the 
average digital value of the pixels included in it. 
It can be observed that agricultural management units with high variability in the orig-
inal scene has been identified as homogeneous areas, it is very important for generating 
information to improve the agricultural management. 
4 Conclusions 
The two main contributions of this work are: i) an adapted multi-scale hierarchical seg-
mentation algorithm for satellite images based on the Simple Linear Iterative Clustering 
(SLIC) algorithm and ii) a method to select the local optimal scale associated to different 
regions in the images. The determination of the local optimal scales is carried out by eval-
uating the intra-variability and inter-heterogeneity of the regions obtained on each scale in 
respect to the parents-regions defined by the coarsest scale. An objective function that com-
bines weighted variance and the global Moran index, was used to select the optimal scale. 
The number of regions on each scale has been determined in two different ways: linearly 
and dyadically spacing. From the results it can conclude that the method proposed allows 
users to benefit from detecting objects in an image at different scales. This provides the 
user with a better comprehension of the land-cover, its objects and phenomena. This fact 
is especially relevant in images where the inter-region variability is high, as is the case of 
natural land cover in satellite images. It should be noted that the segmentation results are 
highly dependent on the approach used to determine the scales. The dyadic approach pro-
vides more realistic local optical scales, in the sense that, in the segmentation provided by 
this approach, different structures (plots, roads, and pivots) can be well recognized but not 
in the segmentation based on the linear approach, due to the over-segmentation produced in 
this case. 
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