ABSTRACT Edge computing plays an increasingly important role in the development of the Internet of Things (IoT). However, the explosive growth of terminal devices and unpredictable data flows make data transmission of edge computing systems challenging. In particular, it is crucial to efficiently transfer data from terminal devices to the edge server. In this paper, to ensure the fairness of network resource utilization and avoid starvation of low priority flows, we present a Collaborative Transmission Optimization Mechanism (CTOM) with priority and fairness. Based on the channel quality, CTOM first differentiates devices that can transmit data directly to the edge server from those that need to communicate with the edge server through relay nodes. To maximize transmission success ratio before deadlines of data flows, we perform flow scheduling based on its priority and allocate different bandwidth to different data flows to ensure fairness. In addition, we introduce the concept of energy harvesting (EH) for IoT devices. Equipped with an EH accessory, EH-enabled IoT devices extract energy from ambient resources, such as solar or radio frequency (RF) signals and thus improve energy efficiency. The simulation results verify that the transmission success ratio, the throughput, the average delay, and the energy consumption of CTOM are significantly improved compared with existing algorithms in the literature.
I. INTRODUCTION
Internet of Things (IoTs) are booming in many fields, such as medical treatment, smart home, industry monitoring, smart city and IoT-based services [1] , [2] . Thanks to the rapid growth of IoTs, a large amount of raw data generated at the edge of an IoT network should be processed and transmitted to the edge server. Cisco Internet Business Solutions Group predicts that by 2020, there will be 50 billion devices (or nodes interchangeably) connected to the Internet of Things, which will generate an unimaginable amount of data.
Due to massive data transmission requirements, combined with the instability and intermittence of wireless connections, network bandwidth resources are becoming
The associate editor coordinating the review of this manuscript and approving it for publication was Huan Zhou. increasingly strained, and the competition for bandwidth between devices is more intense in IoTs. The traditional cloud computing is no longer the best option, and edge computing emerges to address this situation. Edge computing refers to an open platform that integrates network, computing, storage and application core capabilities on the edge of the network near the objects or data sources, and provides edge intelligent service nearby. Edge computing meets the key requirement of industry digitization in agile connection, real-time service, data optimization, application intelligence, security and privacy protection. Although edge computing addresses the challenge of exploding data volumes, it is still in its infancy facing many challenges, especially effective transmission for a large number of heterogeneous terminal devices.
More and more devices are connected to IoTs. Although in edge computing, data of terminal devices is sent to the edge server instead of the distant clouds, the huge data volume makes data transmission challenging. In particular, the competition for the limited wireless bandwidth resources is ever more intense. Generally, both communication capability and range of devices are limited. Furthermore, collision often occurs because of unpredictable data transmission and deficiency of a central coordinator. Thus, collaboration among devices is necessary in most scenarios, e.g., Fig. 1 shows a multi-device edge computing system, where all the devices have data to transmit to the edge server. Some IoT devices transmit data directly to the edge server, while some devices need one of their neighboring nodes to relay data to the edge server because of their poor channel quality. Therefore, cooperative transmission is a critical issue in IoTs. The data transmission problem of IoTs that monitors vehicle pollution and smart home is discussed in [3] , [4] . With the rapid growth of devices and data, it is essential to effectively transmit data from the devices to the edge server within a deadline for time-sensitive applications. An asymptotically optimal task admission approach that achieves approximated maximum energy-saving is proposed in [5] . Although data transmission has been widely studied in existing works, traditional methods are mostly based on time division multiple access (TDMA) or frequency division multiplexing (FDM), but seldom consider the time requirements of time-sensitive data transmission, which has a high standard of Quality of Service (QoS) and Quality of Experience (QoE).
In an edge computing system, all monitoring devices need to transmit time-sensitive packets, which are generated from monitoring scenarios (e.g., warning messages from industrial plant, proximity to obstacles for an autonomous vehicle), to the edge server. Ideally, the edge server receives corresponding packets from one certain device continuously. However, due to limitations of resources, only the most important packets can be transmitted to the edge server. Therefore, it is necessary to prioritize nodes and their packets. It may happen that high priority devices occupy bandwidth all the time sometimes, and low priority devices do not have chance to transmit their data. To avoid starvation of low priority flows and improve fairness, we need to provide minimum throughput guarantee. Thus, priority and fairness are two key metrics for data transmission of IoT devices in edge computing systems.
In this paper, to ensure priority-based data transmission and fairness of network resource allocation, we propose a Collaborative Transmission Optimization Mechanism (CTOM) with priority and fairness. We schedule data flows generated by devices in an IoT network by comprehensively considering the priority of devices, the data volumes and the deadline of time-sensitive data. We first divide the devices into two groups: the devices with good channel quality can directly transfer data to the edge server, as well as the devices with poor channel quality will have to seek for a suitable node to relay their data. We design a multi-factor algorithm to select a proper relay node for each device with poor channel quality, which jointly considers the storage capacity, the waiting time, the location and the power consumption. With chosen relay nodes, data flows are scheduled based on their priority and are assigned bandwidth resources according to their deadline and volume to ensure fairness. The proposed data transmission mechanism can effectively improve throughput and transmission success ratio, as well as reduce delay. Our main contributions are summarized as follows:
• We propose a collaborative transmission mechanism with priority and fairness, CTOM, to maximize the number of time-sensitive packets which are transmitted successfully to the edge server before their deadline, so as to improve the freshness of time-sensitive information.
• Based on channel state information, we differentiate IoT devices into devices which can transmit data directly to the edge server and devices which need relay nodes. Then we design a relay node selection policy that jointly considers the storage space, waiting time, energy consumption and the distance from the edge server and the distance between devices, so that the most appropriate relay node can be chosen for each device with poor channel quality.
• We propose a bandwidth allocation and flow scheduling algorithm based on priority and fairness, which can improve the bandwidth utilization and avoid the starvation of low-priority flows.
• We evaluate the performance of our proposed algorithm, and the simulation results verify that CTOM can greatly improve the transmission success ratio, throughput, delay, and energy efficiency compared with baseline schemes. The remainder of this paper is organized as follows. Section II surveys the related works. In Section III, network model and problem formulation are discussed. We present the design details of CTOM, including node grouping, relay node selection, flow scheduling and bandwidth allocation in Section IV. Section V evaluates the performance of CTOM, and Section VI concludes the paper.
II. RELATED WORK
Recent years have witnessed a wide range of works on edge computing [6] - [9] . An essential problem for edge computing is workload allocation and deployment. Taking into account the age of information, delay and QoS when scheduling different packets, several scheduling algorithms are proposed for IoTs [10] - [13] . In this work, to achieve priority-based transmission and fairness guarantee, we develop a collaborative scheduling mechanism for edge computing systems.
Cooperative transmission scheduling problem has attracted much attention from researchers. In the transmission process, relay nodes play a very important role. Existing works mostly considered the energy and the distance between nodes when selecting the cluster head [14] , [15] , and all surrounding nodes within a certain range will send data through the selected cluster head. Hao et al. [16] also proposed a multicommunity-cloud collaboration strategy for complex tasks with subtasks that require data exchange. In comparison, we consider different distances between the nodes and the edge server as well as the transmission success ratio, such that different nodes may connect to the edge server directly or select relay nodes for data transmission. Furthermore, in existing works [17] , [18] , the cluster head serves as the relay node for all nodes within its transmitting range. In our work, every node that needs other nodes to help transmit data will choose the most suitable node as its relay, which boosts the efficiency and QoS of data transmission. To improve network throughput and fairness, we consider various factors for relay node selection.
To maximize network throughput and reduce energy cost, we also incorporate the concept of Energy Harvesting (EH). Energy harvesting technology provides supplementary power for devices in wireless sensor networks, which is beneficial to energy-limited sensor nodes. Energy collection technology and transmission model of wireless devices have been intensively studied [19] - [22] , and the development and innovations of EH have been presented in [23] - [25] . In this paper, we assume that all IoT devices are equipped with an EH accessory, which can obtain renewable energy from the surrounding environment (e.g., solar, wind, thermal, vibration, and even ambient radio power), convert it into electricity and then store it in their battery during idle state. We adopt the technique of Ambient EH (AEH) [26] , which collects energy based on the availability of sources. The IoT devices use stored renewable energy for data transmission, so as to mitigate the energy deficit and effectively improve energy efficiency. Taking the energy harvesting technology into consideration, we choose the relay nodes with enough energy supply to forward data for devices with poor channel quality.
III. NETWORK MODEL AND PROBLEM FORMULATION A. NETWORK MODEL
In this paper, we study how the data of IoT devices that needs to be processed by the edge server can be efficiently transferred to the Base Station (BS) in the edge computing network. Data is transmitted as a local broadcast in the neighborhood. We assume that a MAC protocol, i.e., IEEE 802.11, which ensures that only one node can transmit data successfully to the edge server among the neighboring nodes in the local broadcast range at a time, and collision will occur if two or more than two nodes transmit simultaneously and data transmission will fail. We assume that each device is equipped with an energy harvesting unit that is able to convert ambient energy (e.g., solar, wind, thermal, vibration, and even ambient radio power) into electricity. Each node can harvest the energy and store it in the battery during non-active period, which is helpful to improve energy efficiency. Therefore, we focus on efficient data transmission from the IoT devices to the edge server. Consider an intelligent home security system. As shown in Fig. 2 , in a smart home, all smart appliances collect data and transmit data to the edge server. We assume that there are N devices that need to access an edge server. The set of devices is denoted as N = {1, 2, ..., N }. We assume that each IoT device always has traffic to send. The traffic originated by device i is denoted as the i-th flow, i.e., f i . Furthermore, the location of the IoT device indicates the importance of the generated data in a monitoring system. Obviously, to prevent any intruders who intend to enter the house violently, data from windows is more important than those from corners. Thus, we denote an IoT device as {f i , l i }, in which f i represents the data stream of device i, and l i is the location information of device i. Flow f i contains multiple packets, and the set of packets is denoted as {k im }, where k im is the m-th packet of
The neighboring IoT devices share the same wireless medium, i.e., all data flows in this monitoring system are transmitted to the edge server over wireless channels. Let B denote the channel capacity of the edge server, and r i denote the bandwidth allocated to the i-th
Nowadays, data generated by certain specific IoT devices is time-sensitive, e.g., road traffic accident data in IoV (Internet of Vehicles), machine tool failure warning data in industry VOLUME 7, 2019 and warning data of illegal access to an intelligent security system. These types of data need to be transmitted within a certain amount of time, otherwise they will be invalid. Therefore, we need to develop an efficient scheduling mechanism to meet the completion time requirement of flows before the deadline.
B. PROBLEM FORMULATION 1) TRANSMISSION SUCCESS RATIO
Data generated by most IoT devices is time-sensitive. To provide good monitoring performance, high priority data should be transmitted to the edge server as early as possible. Each data flow contains multiple packets, as described before, k im is the m-th packet of device i, m ∈ M, and the size of packet k im is D im . Thus, the time to complete the transmission of packet k im is
where T w im is the waiting time of packet k im in the queue to be sent to the edge server. Let T req im denote the deadline of packet k im , which is the maximum delay for packet k im , k im ∈ f i , m ∈ M, where the deadline of each packet of flow f i is consistent with that of flow f i . We use a binary variable to indicate whether packet k im is transmitted successfully or not. 
2) BANDWIDTH CONSTRAINT AND MINIMUM THROUGHPUT GUARANTEE
As we know, the success ratio of data transmission in a wireless network is determined by the link quality between the source node and the destination node. Generally, line-of-sight transmission has a high success ratio, whereas transmission through walls has a low success ratio. We use the average amplitude of the Channel State Information (CSI) to represent the quality of the channel. As shown in Fig. 3 , the quality of channel can be characterized by CSI. Fig. 3(a) illustrates a good CSI information, and CSI of transmission through a wall is given in Fig. 3(b) . We assume that CSI is known, and the measurement and evaluation of CSI is beyond the scope of this paper. Thus, devices with good channel quality can send packets directly to the edge server, while devices with poor channel quality need help to relay its packets. Since the wireless channel is shared by all neighboring devices, if the data of a device is relayed by another node, the data flows of that node is sent twice, which will affect the allocation of bandwidth. We use a binary variable h i to indicate whether device i needs to be relayed or not. Each device generates or relays flows. Since the channel is shared by both incoming and outgoing traffic, the number of transmitted flows is different from the number of generated flows. The flows that are sent from the devices to the relay nodes and from the relay nodes to the edge server will consume the channel resource twice, while the flows that sent directly to the edge server will occupy the channel only once. As shown in Fig. 4 , device a cannot send data directly to the edge server due to its poor channel quality, thus device a sends data to the edge server by relay node b, resulting in two flow transmissions (represented by dotted arrow). In comparison, the flow generated by device b is sent directly to the edge server with one flow transmission. Therefore, the channel capacity constraint is
Accordingly, for a network consisting of three nodes, as shown in Fig. 4 , the bandwidth allocated to node a is r a , while the bandwidth assigned to node b is r a + r b .
To ensure the fairness of network resource utilization and avoid starvation of low priority flows, let q i , a positive real value, denote the minimum throughput guarantee of device i, i ∈ N . Thus, we express the minimum throughput guarantee of each individual device as
3) PRIORITY ASSIGNMENT FOR IOT DEVICES
In order to improve packet transmission success ratio, the remaining time of the packet is an important factor in priority calculation. In addition, different devices have different importance in the network. For example, in the smart home security system, when a stranger breaks in, the urgency of security warning data from devices at different locations, such as corridors, doors and windows, and bedrooms, will be different. Therefore, the priority of data flows relies on the importance of devices, which is represented by the location information l i in our paper. More importantly, to achieve fairness, the value of q i , i.e., the minimum throughput guarantee, can be interpreted as the lower bound of packets that flow f i must deliver. We introduce the notion of throughput debt to represent the difference between current throughput and the lower bound for flow f i . Thus, we assign priority to flow f i based on its remaining time, the location importance l i of device i and the throughput debt of flow f i .
where T
Based on its priority, one certain device is scheduled to transmit one packet. If the device is not the relay node, this implies that the device only transmits its own packets, then, it will send the packet with the earliest generation time. Otherwise, the device will send the packet with the highest priority in its buffer. Thus, for a relay node, the priority of packet k im from flow f i should be calculated once the forwarded packet is received. Besides, packet k im should be enqueued to the right place. The priority of packet k im can be computed as:
where T req im = T req i , e.g., we assume that the valid time of flow f i is 30 seconds, then, each packet of flow f i is also 30 seconds.
4) ENERGY CONSTRAINT
In order to improve the transmission success ratio of IoT devices with limited energy, we adopt the energy harvesting mechanism to optimize the energy consumption by converting the renewable energy of surrounding environment into electricity. More specifically, the energy harvesting unit of IoT devices gathers the surrounding solar energy, mechanical energy, RF and other energy, then converts the collected energy into electrical energy and then stores it in the battery.
Converting solar energy into electricity is a popular technique of energy harvesting. Although solar energy is not controllable since light intensity cannot be controlled, it is a predictable resource in terms of seasons and dates. Two energy prediction technologies are proposed in [31] , [32] . An energy harvesting system can be divided into three parts: energy source, harvesting system and storage mechanism. Energy resources refer to the resources in the surrounding environment that can be converted into electricity. Harvesting system is responsible for converting energy into electricity. The storage mechanism saves the energy converted by the collection system into the battery. The storage mechanism can also be viewed as part of the collection system. Due to energy harvesting, the energy of an IoT device is time-varying. It may increase due to energy harvesting or decrease because of data transmission. Energy plays an important role in the selection of relay nodes and transmission reliability in our proposed cooperative transmission mechanism. In particular, the selection of relay nodes relies on energy as an influential factor. We compute the energy E i for device i as follows.
After the energy collection phase, the stored energy E i of device i becomes
where E H i denotes the total energy harvested, and E C i represents the energy consumed by device i in the process of harvesting and converting the energy.
The energy of a device will be reduced due to data transmission, and the energy consumption is proportional to the size of the packet sent by the device. After data transmission, there will be zero or remaining energy in the battery. If the battery has enough energy to support the transmission of all packets, there will be remaining energy; otherwise, the device will have zero energy. The residual energy of the device is
where m D im represents the number of packets sent by node i, and e is the power consumption of every packet. In general, the energy of the devices will vary in different stages. After each node harvests or consumes the energy, the residual energy can be calculated according to (8) and (9) , which provides energy guarantee for the transmission.
5) OUR TARGET PROBLEM
With the definition of transmission success ratio and the aforementioned constraints, the optimization problem can be expressed as:
To maximize transmission success ratio and make the best use of resources, we need to properly schedule flows for all IoT devices. The Shortest Remaining Processing Time (SRPT) algorithm minimizes average flow completion time when scheduling over a single link by always prioritizing the flow that has the least remaining processing time. In this paper, we consider a set of links that connect the devices and the edge server rather than a single link, which is far more complicated. To address this problem, we divide the problem into multiple sub-problems, using SRPT for each device. Each device always sends the packet with the highest priority in its buffer, and the scheduler on the edge server side determines which flow to transmit based on their priorities.
Furthermore, we need to consider bandwidth allocation to different flows to minimize the average flow completion time. It is critical to allocate the limited link bandwidth to the nodes for efficient data transmission. We propose a novel allocation algorithm with fairness, which is quite different from existing works. Traditional flow-level bandwidth allocation schemes, such as Transfer Control Protocol (TCP), assign the same amount of bandwidth to contending flows to achieve flow-level fairness. However, such an allocation is unfair for flows with a higher priority and an approaching deadline. The guiding principle of our proposed allocation algorithm is that the allocated bandwidth should be proportional to their priorities. However, bandwidth assignment with such fairness constraint obtains low efficiency, since some available precious bandwidth is reserved to ensure the strict fair proportionality. Thus, we set a minimum throughput guarantee for each device so as to make full use of bandwidth.
IV. PRIORITY-BASED COOPERATIVE TRANSMISSION WITH MINIMUM THROUGHPUT GUARANTEE
In this section, we elaborate on the detailed design of cooperative transmission algorithm with priority and fairness. As the objective function shows, our cooperative transmission algorithm aims to maximize the number of packets which are received by the edge server successfully before their deadline. Due to complexity of the optimization problem with multiple constraints, it is hard to achieve the optimal solution. Thus, we present a heuristic scheduling strategy to improve the performance as much as possible. IoT devices with poor channel quality to the edge server have low success ratio, even if the packets are transmitted repeatedly. Resource consumed by this kind of transmission is wasted in vain. To improve resource utilization and reduce the resource waste, we select relay nodes for IoT devices with poor channel quality. Therefore, we propose a joint relay node selection and flow scheduling scheme to achieve a high network throughput and success ratio. Let the time be slotted, with slot index t ∈ {1, 2, ..., T }. The edge server allocates transmission rate to each flow within time slot t. As our priority computation considers the remaining time, which tries to meet the deadline of each flow, we can effectively maximize the packet transmission success ratio as in the optimization problem (10).
Due to distance or channel quality, many devices cannot directly connect to and send data to the edge server. This results in low success ratio and throughput. Traditional methods leverage relay nodes to solve this problem. To improve transmission success ratio, IoT devices can select intermediary devices to help forward their data. Relay node selection in existing works [17] , [18] , [27] , [28] is mostly based on energy consumption of the device or distance between the device and the edge server. In most cases, only one node is chosen as the relay node for all other nodes to forward all their data to the edge server, which may lead to low transmission efficiency. Although a distributed algorithm is proposed in [30] where each device can find an appropriate relay node according to environmental feedback, the algorithm is very complex and time-consuming. To address these problems, we design a flexible and efficient mechanism, where each device decides whether they need help from a relay node according to its channel quality, e.g., devices with good channel quality can send data directly to the edge server, while devices with poor channel quality can choose the most suitable relay node to forward data. Different devices can choose different relay nodes according to multiple factors, not only reducing the transmission cost, but also improving the transmission efficiency by leveraging multiple relay nodes.
As shown in Fig.5 , our collaborative transmission mechanism with priority and fairness, CTOM, is described as follows:
• Node grouping. We group all IoT devices into two groups according to their channel quality to determine which devices need relay nodes and which devices can communicate directly with the edge server. In particular, devices with poor channel quality may suffer from data transmission failure, and they need to find a suitable node to help them transfer data to improve their transmission success ratio.
• Relay node selection. After IoT devices are differentiated in the previous step, we select the most appropriate relay nodes for them. The choice of relay node greatly affects the time and energy cost of transmission. We consider several factors (e.g., available storage space, the total amount of self-generated data, location information and available energy) for relay node selection.
• Priority assignment. Before data transmission, we need to determine the priority of each flow and sending order of packets for each flow, which is crucial for bandwidth allocation and scheduling. In this paper, the priority is based on the remaining time of each flow, the importance of the devices and the throughput debt.
• Bandwidth allocation and flow scheduling. Data transmission is highly dependent on wireless bandwidth resources. Hence, it is critical to develop a scheduling strategy, and then allocate the optimal rate for each flow. We compute an optimal allocation factor for bandwidth allocation, which makes full use of the bandwidth resources, improving the transmission success ratio and system throughput.
A. NODE GROUPING
Different devices have different quality of connections to the edge server. Devices with poor channel quality have very low probability of successfully sending data to the edge server, which result in a side effect on network performance. These devices need other nodes to assist in data transmission. In order to improve the transmission efficiency, we need to find out the group of devices that require relay nodes according to the quality of connectivity. At the beginning of each time slot t, device i that has data to transmit sends a probing message to the edge server. After receiving the probing message, the edge server computes the quality of connectivity c i for device i based on the average amplitude of CSI of the received probing message. The edge server then responds with an acknowledgement that contains information about the quality of connectivity. The acknowledgement takes a longer time than the probing message, such that other devices in the neighborhood can overhear the ongoing transmission and delay their own transmissions until the current transmission is done. In this way, only one probing message will be acknowledged, and collision between devices can be avoided. No acknowledgement implies that there is no edge server in the neighborhood, which means that the device is too far away from the edge server and it must transfer data by a relay node. As shown in Fig. 6 , there are two groups of devices, one includes the devices (the solid node) can send data to the edge server directly, and the other that need help from relay nodes.
Based on the detected quality of connectivity c i , device i decides whether a relay node is needed. We set h i = 1 if the received signal strength by device i is less than a certain threshold, or device i cannot receive the acknowledge. Let N r denote the group of devices that need relay nodes, and N u = N − N r denote the group of devices that can send data directly to the edge server.
B. RELAY NODE SELECTION
After determining group N r , we select the most suitable relay node for devices in N r . First, each device broadcasts a status table to other devices, which contains all state information of the device, such as available energy, remaining storage space and the location. Then, each device i ∈ N r calculates an indicator for every device j ∈ N u based on five factors that affect the transmission. (15) where S j is the available storage space of j, R j = m D jm is the total amount of packets that device j generates. A smaller R j is corresponding to a higher probability to be chosen as the relay node for device j. P j is the distance between j and the edge server, and Q i,j is the distance between i and j. E j is the current remaining energy of the battery of device j. E j changes over time, increasing as it collects renewable energy and decreasing as it sends data, which we have described in section III-B.4. γ s , γ r , γ p , γ q , γ e are coefficients of the five factors. Each device i ∈ N r calculates the indicators for all potential relay nodes and selects the one with the largest value as their relay node.
The result of relay node selection directly affects the transmission cost in terms of time and energy. Our proposed method comprehensively considers the storage space, the waiting time, the distance between the relay node and the edge server, the distance between devices, and the energy consumption. The relay node selection scheme can reduce the average delay of packets and improves transmission efficiency.
C. PRIORITY-BASED BANDWIDTH ALLOCATION AND FLOW SCHEDULING
After all devices have determined their transmission paths, they start sending data flows to the edge server. Constrained by the deadline of flows and the capacity of the wireless channel, efficient scheduling policy is essential for system performance. In this paper, the scheduling of data flows mainly depends on their priority.
The bandwidth allocation does not need to consider the waiting time of packets. Therefore, the packet transmission completion time becomes Select the relay node in N u . 5: end for 6: The edge server calculates the priority p i of all flows based on the geographic location l i , the remaining time (T req i − T now ) and the throughput debt, then feeds it back to each device. 7: The edge server calculates α * i , ∀i ∈ N u . 8: The edge server allocates bandwidth to each flow. 9: Each device sends packet to the edge server or the relay node based on priority and bandwidth allocation.
For flow f i , the transmission performance metric ϕ i is defined as
where T i = m T im is the completion time of flow f i . Our bandwidth allocation is based on fairness, which aligns the flow transmission performance with its priority. 
where D i = m D im is the data volume of flow f i . According to Eq. (19), we have
where α is referred to as the allocation factor, which is constrained by the channel capacity as in Eq. (4). We can derive that the optimal solution is
With the optimal allocation factor α * i , the amount of bandwidth allocated to each flow is computed according to Eq. (20) . The optimal α * i is in line with fairness and can make full use of bandwidth resources. It is calculated based on the size and the priority of the data flow subject to the bandwidth constraint. Compared with [29] that requires all flows of a device to be completed before deadline, our scheduling mechanism regards each packet and we can achieve a flowlevel fair allocation.
We present the proposed bandwidth allocation and flow scheduling mechanism in Algorithm 1. The input includes all node information, link capacity, the maximum number of connections of the edge server and flow traffic volumes, which is easy to obtained in practice.
V. EVALUATION
In this section, we first compare the performance of CTOM with the traditional method of energy-based relay scheme (referred to as RNEC) and the distance-based relay scheme (referred to as RNDC), then we show the throughput, transmission success ratio, average delay and energy consumption of CTOM under different scenarios.
We fix the wireless bandwidth capacity and energy consumption of each device, while changing the number of flows, the number of packets and the deadline. Simulations using MATLAB confirm that CTOM significantly improves both throughput and delay compared with the baseline transmission schemes.
A. TRANSMISSION SUCCESS RATIO
Transmission success ratio is one of the most important performance metrics. In Fig. 7(a) , we show the success ratio when the number of data flow varies from 5 to 15, and each data flow contains 20 packets. In Fig. 7(b) , we display the success ratio when the number of packets generated by each data flow varies from 15 to 26 while the number of data flow is fixed as 12. As shown in Fig. 7(a) and (b) , with the increase of the number of data flows and data packets, the packet delivery success ratio decreases. This is because the bandwidth allocated to each flow decreases, thus the delivery time and the waiting time increase, resulting in reduced success ratio. However, the success ratio of CTOM is always higher than the baseline schemes. CTOM can achieve 100% transmission success ratio when the number of data flows is small, which means that all packets can complete transmission before their deadline. We also illustrate the success ratio under different deadlines of data flows in Fig. 7(c) . With the elongation of deadline, the success ratio gradually increases and eventually reaches 100%. It can be seen from Fig. 7(c) that the transmission success ratio of CTOM is always higher than the two baselines, and it reaches 100% more quickly.
B. THROUGHPUT
The ultimate goal of data transmission is to efficiently transfer data from the devices to the edge server, which is reflected by the throughput. Fig. 8 shows the throughput per unit time under different number of flows, number of packets and deadlines. As can be seen from Fig. 8(a) and (b) , the throughput increases as the data volume i m D im increases, and saturates eventually due to finite bandwidth resources. Although the throughput increases, the number of packets to be sent also increases, thus the transmission success ratio in Fig. 7(a) and (b) decreases. Fig. 8(c) shows that the throughput increases with the elongation of the deadline when the deadline is short. But as the deadline is beyond a threshold, the throughput will no longer be affected by the deadline. This is because when deadlines are short, many packets will expire before being sent to the edge server, thus the throughput increases as the deadline increases. However, when the deadline reaches a certain value, the throughput is only limited by the capacity of channel capacity and the amount of data to be sent, and will no longer be affected by the deadline. Fig. 8 also demonstrates that the throughput of CTOM is always higher than those of the two baselines.
C. AVERAGE DELAY AND ENERGY CONSUMPTION
Throughput and success ratio improvement may be at the cost of more time and energy costs. We present the average delay and energy consumption of packets to show that CTOM reduces the average delay and energy consumption while realizing the high throughput and high transmission success ratio. As shown in Fig. 9 and Fig. 10 , the average time delay and energy consumption of CTOM are significantly smaller than those of the two baselines. Fig. 10 compares the energy consumption when devices are equipped with EH capabilities, and Fig. 11 compares the energy consumption when devices do not have EH capabilities. Simulation results show that CTOM has an advantage in energy saving even without EH. In the case of EH, the overall energy consumption of CTOM will drop even more. 
VI. CONCLUSIONS
In this paper, we propose a collaborative transmission optimization mechanism, CTOM, which takes into account various factors in selecting the relay node for IoT devices with poor channel quality and determining the priority of data flows to ensure fairness among all devices. Furthermore, different bandwidths are allocated to flows based on the channel capacity of the edge server and the importance of flows to maximize the transmission success ratio and fully utilize the channel resources. The simulation results demonstrate the superiority of our proposed mechanism over baselines in improving transmission success ratio, network throughput, delay and energy consumption.
Although our work has effectively improved transmission efficiency and throughput, due to the diversity and heterogeneity of IoT devices, the transmission mechanism we have proposed may not be used in the scenario where multiple protocols coexist. In the future, we aim to design mechanisms for a multi-protocol environment, which can neutralize the interference of signals between different protocols, and efficiently select suitable relay nodes.
