Abstract : Speech-to-speech translation (S2ST) is the process by which a spoken utterance in one language is used to produce a spoken output in another language. The conventional approach to S2ST has focused on processing linguistic information only by directly translating the spoken utterance from the source language to the target language without taking into account paralinguistic and non-linguistic information such as the emotional states at play in the source language. This paper introduces activities of JAIST Acoustic Information Science Laboratory, School of Information Science, Japan Advanced Institute of Science and Technology that explore how to deal with para-and nonlinguistic information among multiple languages, with a particular focus on speakers' emotional states, in S2ST applications called "affective S2ST." In our efforts to construct an effective system, we discuss (1) how to describe emotions in speech and how to model the perception/production of emotions and (2) the commonality and differences among multiple languages in the proposed model. We then use these discussions as context for (3) an examination of our "affective S2ST" system in operation.
Contents of the study
These days, communication can be carried out instantaneously regardless of the distance between two parties, even if the other party is on the other side of the world. However, although spoken language is the most direct means of communication among human beings, it is not yet possible to communicate with others directly if a common language is not shared. This makes it challenging to construct universal speech communication environments. One approach to this challenge is constructing a speech-to-speech translation (S2ST) system. S2ST is the process by which a spoken utterance in one language is used to produce a spoken output in another language. Conventionally, shown in Fig. 1 , automatic S2ST consists of three component technologies whereby 1) the spoken utterance is converted into text using an automatic speech recognition (ASR) system, 2) the recognized speech is translated using a machine translation (MT) system into the target language text, and 3) the target language text is resynthesized using a text-to-speech (TTS) synthesizer [1] [2] .
Speech contains a variety of information [3] including;  Linguistic information: discrete categorical information explicitly represented by the written language or uniquely inferred from context;  Paralinguistic information: discrete and continuous information added by the speaker to modify or supplement the linguistic information; and  Nonlinguistic information: information not generally controlled by the speaker, such as the speaker's emotion, gender, age, etc. However, conventional S2ST focuses on processing linguistic information only, directly translating the spoken utterance from the source language to the target language, and does not take into account para-linguistic and non-linguistic information such as the emotional states at play in the source language. For example, conventional S2ST systems typically output speech in a neutral voice that remains unchanged even if the input speech changes from one emotional state to another. For natural communication, it is crucial to preserve the emotional states expressed in the source language [4] .
In this work, we explore how to deal with para-and non-linguistic information among multiple languages, with a particular focus on speakers' emotional states, called "affective S2ST." To produce an output of the affective S2ST system colored with the emotional states of the speakers in the source language, the system has to first detect the emotional state at the source language and then convert the acoustic features of the neutral speech produced by the TTS system into those of an emotional speech among multiple languages, as well as to recognize, translate, and synthesize linguistic information in the utterances, as shown in Fig. 2 .
In our efforts to construct an effective system for "affective S2ST," we discuss (1) how to describe emotions in speech and how to model the perception/production of emotions and (2) the commonality and differences among multiple languages in the proposed model. We then use these discussions as context for (3) an examination of our emotional speech recognition/synthesis system in operation.
