To a N × N real symmetric matrix Kerov assigns a piecewise linear function whose local minima are the eigenvalues of this matrix and whose local maxima are the eigenvalues of its (N − 1) × (N − 1) submatrix. We study the scaling limit of Kerov's piecewise linear functions for Wigner and Wishart matrices. For Wigner matrices the scaling limit is given by the Verhik-Kerov-Logan-Shepp curve which is known from asymptotic representation theory. For Wishart matrices the scaling limit is also explicitly found, and we explain its relation to the Marchenko-Pastur limit spectral law.
Introduction
Consider two sequences of real numbers {x i } n i=1 , {y j } n−1 j=1 such that
We say that the sequences {x i } n i=1 , {y j } n−1 j=1 interlace. Define
Following Kerov (see [5] ) we define a rectangular Young diagram w {x i },{y j } (x) which is uniquely determined by the following conditions (see Figure 1 ): 1) w {x i },{y j } (x) : R → R is a continuous piecewise linear function, and ∂ ∂x w {x i },{y j } (x) = ±1, except for finitely many points, which are exactly the local extrema of the function w {x i },{y j } (x).
2) {x i } n i=1 are local minima of w {x i },{y j } (x), {y j } n−1 j=1 are local maxima of w {x i },{y j } (x), and there are no other local extrema.
3) w {x i },{y j } (x) = |x − z 0 | when |x| is large enough. Let S be a N × N real symmetric matrix. ByŜ we denote its (N − 1) × (N − 1) submatrix; it is obtained from S by removing the N th row and column. It is well-known that the eigenvalues of S andŜ interlace (see, e.g, [3, p.185] ). Thus, to any symmetric matrix we can assign a rectangular Young diagram built from the eigenvalues of S andŜ. Let {Z ij } ∞ i,j=1 be a family of independent and identically distributed zero-mean, real-valued random variables such that EZ 2 11 = 1 and
is called a Wigner matrix. Let w X N (x) be the rectangular Young diagram constructed from the eigenvalues of X N andX N . Note that w X N (x) is a random function. We are interested in the limit behaviour of w X N (x) as N → ∞.
Let
be the Vershik-Kerov-Logan-Shepp curve (see [12] and [10] ).
Theorem 1.
As N → ∞, we have Interlacing sequences arise naturally in several areas. They provide a useful parametrization of Young diagrams (see [9] , [4] ). They also appear as roots of two consecutive orthogonal polynomials (see [6] ). A more general notion of interlacing measures was studied in [8] .
For the first time the curve Ω(x) appeared from a representation theoretic problem. This curve is the limit shape of the random Young diagram distributed according to the Plancherel measure (see [12] , [10] , [13] , and [4, Section 5] for more details). Then it was found that Ω(x) is a scaling limit for separation of roots of orthogonal polynomials (see [6] ). This curve also arises as the scaling limit in the evolution of continuous Young diagrams (see [7] ) and in random matrix theory. Let us formulate Kerov's result from [6] related to random matrix theory.
Let h N ⊂ R N be a random hyperplane such that 0 ∈ h N and the normal vector to h N is uniformly distributed on the unit sphere. Let p be the projection operator to h N . Regard X N as an operator in R N and consider the operator pX N p in h N . The eigenvalues of X N and pX N p interlace. Let us construct the rectangular Young diagramw N from these eigenvalues as above.
Theorem ( [6] , Th. 3.6). As N → ∞, we have
and the limit is uniform on x ∈ R.
Remark 1. In the context of Theorem 1 we consider the restriction to a fixed hyperplane while here the hyperplane is random. Another difference is that Theorem 1 establishes the convergence in probability while (1.2) gives only the convergence of mean.
Let us proceed to Wishart matrices. Let M = M (N ) be a sequence of positive integers such that
Let W N be a N × M (N ) matrix with i.i.d. entries of mean zero and variance 1, and such that
Let w Y N (x) be the rectangular Young diagram which is defined by the interlacing eigenvalues of Y N andŶ N .
Let us define a continuous function
and
These formulas determine the function Ω α (x) uniquely.
Theorem 2.
As N → ∞, we have
Remark 2. The limit shapes Ω α (x) are closely connected with Biane's limit shapes (see [2] ). This connection is described in Section 5.
This paper is organized as follows. In Section 2 we give some preliminaries. In Section 3 we prove Theorem 1. In Section 4 we prove Theorem 2. In Section 5 we describe a link between these limit shapes and semicircle and Marchenko-Pastur limit laws. 
Continual Young diagrams
A continual Young diagram (see [5] ) is a function w(x) on R such that 1) |w(
2) There exists a point x 0 ∈ R, called the center of w, such that w(x) = |x − x 0 | when |x| is large enough.
The set of all continual Young diagrams is denoted by D. For any w ∈ D we define a function σ(x)
Since σ(x) satisfies the Lipschitz condition 1), its derivative σ (x) exists almost everywhere and satisfies |σ (x)| ≤ 1. Note that σ (x) is compactly supported. The function w(x) is uniquely determined by σ (x). Moreover, w(x) is uniquely determined by the second derivative σ (x), which is understood in the sense of distribution theory. Let us define the functionp k : D → R, k ∈ N, by setting
It is easy to see that for the rectangular Young diagram w {x i },{y j } (x) (see Introduction) we have
We will need the following fact. 
On the set F([a; b]), the weak topology defined by the functionals
coincides with the uniform topology.
Proof of Theorem 1
Lemma 3.1. Let w X N be the (random) rectangular Young diagram defined by the eigenvalues of Wigner matrices X N andX N (see Introduction). Theñ
where the convergence is in probability.
Proof. The proof of this Lemma closely follows the proof of Wigner's theorem (see, e.g., [1, Section 2.1]) and is based on the well-known moment method.
Let {λ N i } N i=1 be the eigenvalues of X N and let {λ
be the eigenvalues ofX N . We havẽ
where the last sum is taken over indices i N = (i 1 , i 2 , . . . , i k ) such that there exists r, 1 ≤ r ≤ k, satisfying i r = N .
First, we compute
This sum can be written as a sum of terms corresponding to suitably defined graphs that are in their turn associated to words. Suppose k is odd; then the same estimates as in [1, Lemma 2.1.6] show that the contribution to the degree n k is equal to 0. Suppose k is even; then the main contribution is given by the so called
The only difference of our case with the case of Wigner's theorem is that one vertex of a graph should be labeled by the special symbol N . This condition gives an extra factor (k/2 + 1). Thus, we obtain
Secondly, we have
Indeed, this equality can be proved in the same way as in [1, Lemma 2.1.7]. From (3.2) and (3.3) it follows thatp k converges to the right-hand side of (3.1) in L 2 and, consequently, in probability. Proof. This is a well-known fact from random matrix theory, see, e.g. 
Lemma 3.2 ([4] Prop. 5.3). We havẽ
The generating function of m k is given by the equation
Proof. The proof of this Lemma is based on moment method and follows that given in [1, Exercise 2. 
where the condition N ∈ i N means, as before, that there exists r such that i r = N .
The limit relation
can be proved in the same way as in [1, Section 2.1]. Thus, the only thing we need is to compute the leading term in 
There is a bijective correspondence between Wigner words and Dyck paths (see [ 
Let β be a formal variable, and let
Considering the moment of the first return of Dyck path D r to zero we obtain
Hence,
We obtain
Let d(z) be the generating function of {d r }:
Using (4.4), we get
Solving this equation and choosing the sign from the condition d(0) = 1, we obtain
From (4.3), we get
This completes the proof of Lemma 4.1.
For α > 1 let Ω α (x) be defined by the formula
and for α = 1 let
It is readily seen that for α ≥ 1, Ω α (x) is a continual Young diagram with the center α.
Lemma 4.2. The generating function of {p k (Ω α )} is given by the formula
Proof. We recall that
It can be verified by a direct computation that for α ≥ 1
Using the technique of Stieltjes transform (see, e.g., [1, Section 2.4]) we obtain the statement of the Lemma. 
Also it is known that the spectrum of Wishart matrix is supported by a fixed compact interval with probability close to 1. Theorem 2 follows from these facts in the same way as in the proof of Theorem 1.
Connection with semicircle and Marchenko-Pastur laws
In this Section we briefly describe a connection between limiting shapes Ω, Ω α and well-known semicircle and Marchenko-Pastur distributions, respectively. For an interval I by M(I) we denote the set of probability measures which are supported by I. For a measure µ ∈ M(I) let
By D(I) we denote the set of continual Young diagrams such that σ (x) is supported by I.
Lemma 5.1. There is a bijective correspondence µ → w between M(I) and D(I). It is characterized by the relation
Proof. See [5] , [8] .
The measure µ is called the transition measure of w. For more details about this correspondence, see [5] , [4, Section 8] .
A direct computation of the left-and right-hand sides of (5.1) leads to the following Proposition. b) The Marchenko-Pastur distribution with parameter α is the transition measure of Ω α .
The item a) was first noted in [5] . In [2] Biane introduced a family of curves which appeared as scaling limits in some problem of asymptotic representation theory. As shown in [11] , the transition measure of every Biane's curve coincide with a MarchenkoPastur distribution, within a homothetic transform. Thus the Biane's curves and the curves Ω α are closely related.
Remark 3. Let x n = (x 1 , x 2 , . . . , x n ) be a sequence of real numbers and suppose that for every n the sequences x n and x n−1 interlace. Let µ be a probability measure on R and let δ(x) be the Dirac measure at x ∈ R. Assume that
in the weak topology.
It was shown in [6] that there are sequences with different limiting measures µ but with the same scaling limit of w xn,x n−1 . Therefore, the convergence of 1 n n i=1 δ(x i ) to the measure µ does not imply the convergence of w xn,x n−1 to the continual Young diagram with the transition measure µ.
