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Abstract—In this paper, we study the transceiver design
problem for amplify-and-forward interference multiple-input
multiple-output (MIMO) relay communication systems, where
multiple transmitter-receiver pairs communicate simultaneously
with the aid of a relay node. We aim at minimizing the
mean-squared error (MSE) of the signal waveform estimation
at the receivers subjecting to transmission power constraints
at the transmitters and the relay node. Since the transceiver
optimization problem is nonconvex with matrix variables, the
globally optimal solution is intractable to obtain. To overcome the
challenge, we propose an iterative transceiver design algorithm
where the transmitter, relay, and receiver matrices are optimized
iteratively by exploiting the optimal structure of the relay
precoding matrix. Simulation results show that the proposed
algorithm performs better than the existing technique in terms
of both MSE and bit-error-rate.
Index Terms—Interference channel, MIMO relay, MSE
I. INTRODUCTION
Multiple-input multiple-output (MIMO) relay communica-
tions have attracted much research interest recently [1], [2].
In MIMO relay systems, communication between source and
destination nodes is assisted by single or multiple relays
equipped with multiple antennas. The relay nodes can either
decode-and-forward (DF) or amplify-and-forward (AF) the
relayed signals [3]. In the AF protocol, the signals received
at the relay nodes are simply amplified (including a possible
linear transformation) through the relay precoding matrices
before being forwarded to the destination nodes. Therefore,
in general the AF protocol has lower complexity and shorter
processing delay than the DF strategy. For single-user two-
hop AF MIMO relay communication systems, the optimal
source and relay precoding matrices have been developed in
[4]-[6]. Recent progress on the optimization of AF MIMO
relay systems has been summarized in [2].
For MIMO interference channels, the idea of interference
alignment (IA) [7] has been developed for interference sup-
pression by arranging the desired signal and interference
into corresponding signal spaces. The idea of IA has been
applied to interference MIMO relay systems in [8], [9]. In
[10], an iterative algorithm has been proposed to optimize
the source beamforming vector and the relay precoding ma-
trices to minimize the total source and relay transmit power
such that a minimum signal-to-interference-plus-noise ratio
(SINR) threshold is maintained at each receiver. An iterative
transceiver design algorithm has been developed in [11] to
minimize the total interference in interference MIMO relay
systems.
In this paper, we consider an interference MIMO relay
system where multiple transmitter-receiver pairs communicate
simultaneously with the aid of a relay node. The transmitters,
receivers, and the relay node are equipped with multiple anten-
nas. Since the raw bit-error-rate (BER) is closely related to the
mean-squared error (MSE) of the signal waveform estimation
at the receivers, the minimal MSE (MMSE) is chosen as
the design criterion. We aim at optimizing the transmitter,
relay, and receiver matrices to suppress the interference and
minimize the sum MSE (SMSE) of the signal waveform
estimation at the receivers, subjecting to transmission power
constraints at transmitters and the relay node.
Since the transceiver optimization problem is nonconvex
with matrix variables, a globally optimal solution is computa-
tionally intractable to obtain. To overcome the challenge, we
propose an iterative transceiver design algorithm through solv-
ing convex subproblems. In each iteration of this algorithm, we
first update the receiver matrices based on the transmitter and
relay matrices from the previous iteration. Then we optimize
the relay matrix based on its optimal structure, the transmitter
matrices from the previous iteration, and the receiver matrices
in this iteration. Finally, the transmitter matrices are updated.
The MSE and bit-error-rate (BER) simulation results demon-
strate that the proposed algorithm converges in a few iterations.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a two-hop interference MIMO relay communi-
cation system where 𝐾 transmitter-receiver pairs communicate
simultaneously with the aid of a single relay node as shown
in Fig.1. For simplicity, the direct links between transmitters
and receivers are ignored as they undergo much larger path
attenuation compared with the links via the relay node [10].
The 𝑘th transmitter and receiver are equipped with 𝑁𝑠𝑘 and
𝑁𝑑𝑘 antennas, respectively, and the number of antennas at the
relay node is 𝑁𝑟.
The communication between transmitter-receiver pairs is
completed in two time slots. In the first time slot, the 𝑘th



















Fig. 1. Block diagram of an interference MIMO relay system.
vector s𝑘 with the 𝑁𝑠𝑘 × 𝑑 transmitter precoding matrix B𝑘
before transmitting the 𝑁𝑠𝑘 × 1 precoded signal vector
x𝑠𝑘 = B𝑘s𝑘, 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾 (1)





H𝑘B𝑘s𝑘 + v𝑟 (2)
where H𝑘 is the 𝑁𝑟×𝑁𝑠𝑘 MIMO channel matrix between the
𝑘th transmitter and the relay node, v𝑟 is the 𝑁𝑟 × 1 additive
white Gaussian noise (AWGN) vector at the relay node with






= 𝜎2𝑟I𝑁𝑟 . Here
(⋅)𝐻 denote matrix conjugate transpose, 𝐸[⋅] denotes the
statistical expectation, and I𝑛 stands for the 𝑛 × 𝑛 identity
matrix.
In the second time slot, the relay node amplifies the received
signal vector with the 𝑁𝑟 ×𝑁𝑟 precoding matrix F as
x𝑟 = Fy𝑟. (3)
The precoded signal vector x𝑟 is forwarded to the receivers.
The received signal vector at the 𝑘th receiver is given by
y𝑑𝑘 = G𝑘x𝑟 + v𝑑𝑘, 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾 (4)
where G𝑘 is the 𝑁𝑑𝑘 × 𝑁𝑟 MIMO channel matrix between
the relay node and the 𝑘th receiver, v𝑑𝑘 is the 𝑁𝑑𝑘×1 AWGN








Due to their simplicity, linear receivers are used to retrieve
the transmitted signals, and we have 𝑑 ≤ 𝑁𝑟 and 𝑑 ≤ 𝑁𝑑𝑘,
𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾. The estimated signal vector at the 𝑘th receiver
can be written as
ŝ𝑘 = W
𝐻
𝑘 y𝑑𝑘, 𝑘 = 1, . . . ,𝐾 (5)
where W𝑘 is the 𝑁𝑑𝑘 × 𝑑 receiver weight matrix. Using (2)-

















𝑘 v̄𝑑𝑘︸ ︷︷ ︸
(6)
interference plus noise
where v̄𝑑𝑘 ≜ G𝑘Fv𝑟+v𝑑𝑘 is the total noise vector at the 𝑘th
receiver.
The signal vectors sent by transmitters and the signal vector





















) ≤ 𝑃𝑟 (8)
where 𝑡𝑟(⋅) stands for matrix trace, 𝑃𝑠𝑘 and 𝑃𝑟 denote the







= I𝑑 is the covariance matrix of the















𝑟I𝑁𝑟 is the covariance
matrix of the received signal vector at the relay node.














, 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾 (9)
where L𝑘 is the equivalent MIMO channel matrix of the 𝑘th







matrix of the equivalent noise, and Ξ𝑘 is the covariance matrix
of interference at the 𝑘th receiver. They are given respectively
as
















𝐻G𝐻𝑘 , 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾
where H̄𝑘 ≜ H𝑘B𝑘 is the equivalent MIMO channel matrix
between the 𝑘th transmitter and the relay node.
We aim at optimizing the transmitter precoding matrices
{B𝑘} ≜ {B𝑘, 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾}, the relay precoding matrix
F, and the receiver weight matrices {W𝑘} ≜ {W𝑘, 𝑘 =
1, ⋅ ⋅ ⋅ ,𝐾}, to minimize the sum-MSE of the signal wave-
form estimation at the receivers under transmission power
constraints at the transmitters and the relay node. From (7)-
(9), the optimal transmitter, relay, and receiver matrices design



















III. PROPOSED TRANSMITTER, RELAY, AND RECEIVER
MATRICES DESIGN ALGORITHM
The problem (10)-(12) is highly nonconvex with matrix
variables, and a globally optimal solution is intractable to
obtain. To overcome this challenge, we propose an iterative
algorithm to solve the problem (10)-(12) by optimizing {W𝑘},
{B𝑘}, and F in an alternating way through solving convex
subproblems.
It can be seen from (7) and (8) that the power constraints
are independent of {W𝑘}. Thus, with given relay matrix and
transmitter matrices, the optimal linear receiver matrix which







L𝑘, 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾 (13)
where (⋅)−1 denotes matrix inverse.
With given transmitter matrices {B𝑘} and receiver matrices
{W𝑘} obtained in (13), the sum-MSE SMSE =
∑𝐾
𝑘=1 MSE𝑘




























H= [H1B1, . . . , H𝐾B𝐾 ] = UℎΛℎV
𝐻
ℎ (15)






as the singular-value decomposition (SVD) of the equivalent
transmitters-relay channel H and the equivalent relay-receivers
channel G, where (⋅)𝑇 denotes matrix transpose. The dimen-
sions of Uℎ, Λℎ, Vℎ are 𝑁𝑟 × 𝐿1, 𝐿1 × 𝐿1, 𝐾𝑑 × 𝐿1,
respectively and the dimensions of U𝑔 , Λ𝑔, V𝑔 are 𝑁𝑑 ×𝐿2,
𝐿2 × 𝐿2, 𝑁𝑟 × 𝐿2, respectively, where 𝑁𝑑 ≜
∑𝐾
𝑘=1 𝑁𝑑𝑘,
𝐿1 ≜ min(𝐾𝑑,𝑁𝑟), and 𝐿2 ≜ min(?̄?𝑑, 𝑁𝑟).
It can be shown similar to [12] that the optimal structure of




where A is an 𝐿2 × 𝐿1 matrix. It can be seen from (17) that
we only need to optimize A in order to optimize F. Since
the dimension of A is smaller than or equal to that of F,
optimizing A may have a smaller computational complexity
than directly optimizing F.
From (15) and (16), we have for 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾
H𝑘B𝑘 = UℎΛℎV
𝐻
ℎ,𝑘, G𝑘 = U𝑔,𝑘Λ𝑔V
𝐻
𝑔 (18)
where Vℎ,𝑘 contains the ((𝑘 − 1)𝑑+ 1)-th to the 𝑘𝑑-th rows
of Vℎ, and U𝑔,𝑘 contains the (
∑𝑘−1
𝑖=1 𝑁𝑑𝑖 + 1)-th to the
(
∑𝑘
𝑖=1 𝑁𝑑𝑖)-th rows of U𝑔 , that is, Vℎ = [V
𝑇






𝑔,1, . . . , U
𝑇
𝑔,𝐾 ]
𝑇 . Note that Vℎ,𝑘 and U𝑔,𝑘 have di-
mensions of 𝑑×𝐿1 and 𝑁𝑑𝑘×𝐿2, respectively. By substituting





































Using the identities of [13]
𝑡𝑟(A𝑇B) = (𝑣𝑒𝑐(A))𝑇 𝑣𝑒𝑐(B) (20)
𝑡𝑟(A𝐻BAC) = (𝑣𝑒𝑐(A))𝐻(C𝑇 ⊗B)𝑣𝑒𝑐(A) (21)
𝑣𝑒𝑐(ABC) = (C𝑇 ⊗A)𝑣𝑒𝑐(B) (22)
where 𝑣𝑒𝑐(⋅) stacks columns of a matrix on top of each other
into a single vector and ⊗ represents the Kronecker product,




















𝑘 W𝑘) does not depend on a, and






)𝑇 ⊗ (W𝐻𝑘 U𝑔,𝑘Λ𝑔)
Q𝑘 = 𝜎
2











From (17), the relay node transmission power constraint (8)
















)⊗I𝐿2 , (24) can be rewritten
as
a𝐻Da ≤ 𝑃𝑟. (25)





s.t. a𝐻Da ≤ 𝑃𝑟. (27)
The problem (26)-(27) is a quadratically constrained quadratic
programming (QCQP) problem [14], which is a convex opti-
mization problem and can be efficiently solved by the interior-
point method [14]. The problem (26)-(27) can be solved by the
CVX MATLAB toolbox for disciplined convex programming
[15].
With given receiver matrices {W𝑘} and the relay matrix F,


























be ignored in the optimization process as it does not depend
on {B𝑘}.
Using the identities in (20)-(22), the SMSE function in (28)



































By introducing T ≜ 𝑏𝑑(T1, ⋅ ⋅ ⋅ ,T𝐾), where 𝑏𝑑(⋅) denotes
a block-diagonal matrix, and S̄𝑘 ≜ [S𝑘1, ⋅ ⋅ ⋅ ,S𝑘𝐾 ], where
S𝑘𝑘 = S𝑘 and S𝑘𝑖 = 0, 𝑖 ∕= 𝑘, the SMSE function (29) can
be written as a function of b = [b𝑇1 , b
𝑇

















𝑏𝑑 (E1,E2, ⋅ ⋅ ⋅ ,E𝐾), Ē𝑖 = 𝑏𝑑
(
Ē𝑖1, Ē𝑖2, ⋅ ⋅ ⋅ , Ē𝑖𝐾
)
, where
Ē𝑖𝑖 = I𝑑𝑁𝑠 and Ē𝑖𝑗 = 0, 𝑖 ∕= 𝑗. The optimal b can be obtained




s.t. b𝐻Ē𝑘b ≤ 𝑃𝑠𝑘, 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾 (32)
b𝐻Eb ≤ 𝑃𝑟 − 𝜎2𝑟 𝑡𝑟(FF𝐻). (33)
The problem (31)-(33) is a QCQP problem and can be solved
by the CVX MATLAB toolbox [15] for disciplined convex
programming.
The steps of applying the proposed algorithm to optimize
{B𝑘}, F, and {W𝑘} are summarized in Table I, where the
superscript (𝑛) denotes the variable at the 𝑛th iteration, and
𝜀 is a small positive number up to which convergence is
acceptable. Since all subproblems (10), (26)-(27), and (31)-
(33) are convex, the solution to each subproblem is optimal.
Thus, the conditional updates of {B𝑘}, F, and {W𝑘} may
either decrease or maintain but cannot increase the objec-
tive function (10). Moreover, the objective function is lower
bounded by at least zero. Therefore, the iterative algorithm
converges to (at least) a stationary point of (10). However, as
the global optimum of the problem (10)-(12) is intractable, the
gap between the solution in Table I and the global optimum
is difficult to obtain.
IV. NUMERICAL EXAMPLES
In this section, we study the performance of the proposed
joint transceiver matrices design algorithm for interference
TABLE I
PROCEDURE OF SOLVING THE PROBLEM (10)-(12) BY THE PROPOSED
ALGORITHM.






satisfying (7) and (8);


































5) If MSE(𝑛) −MSE(𝑛+1) ≤ 𝜀, then end.
Otherwise, let 𝑛 := 𝑛+ 1 and go to Step 2.















Fig. 2. Example 1: MSE versus the number of iterations, 𝐾 = 2.
MIMO relay systems in Table I through numerical simulations.
We consider an interference MIMO relay system with 𝑑 = 3,
where all transmitters and receivers have the same number
of antennas, i.e., 𝑁𝑠𝑘 = 𝑁𝑑𝑘 = 4, 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾, and the
relay node has 𝑁𝑟 = 20 antennas. We also assume that all
transmitters have the same power budget of 𝑃𝑠𝑘 = 20dB,
𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾. All channel matrices have i.i.d. complex Gaus-
sian entries with zero mean and unit variance, and all noises
are i.i.d. Gaussian with zero mean and unit variance. The
QPSK constellations are used to modulate the source symbols.
All simulation results are averaged over 5× 105 independent














𝑃𝑠𝑘/𝑁𝑠𝑘I𝑁𝑠𝑘 , 𝑘 = 1, ⋅ ⋅ ⋅ ,𝐾. As a benchmark,
the performance of the proposed algorithm is compared with
the total leakage minimization (TLM) algorithm developed in
[11].
In the first numerical example, we study the convergence
speed of the proposed algorithm. Fig. 2 shows the normalized
SMSE performance of the proposed algorithm versus the
number of iterations at various levels of 𝑃𝑟 with 𝐾 = 2.
Interestingly, the convergence speed of the proposed algorithm
decreases with increasing 𝑃𝑟. However, even at 𝑃𝑟 = 20dB,
the proposed algorithm converges around 10 iterations. In fact,
the decreasing of the MSE is negligible after seven iterations.
Thus, we suggest that only seven iterations are needed for the
















Fig. 3. Example 2: Comparison of MSE versus 𝑃𝑟 , 𝐾 = 2.





















Proposed Algorithm (user 1)
Proposed Algorithm (user 2)
TLM Algorithm (user 1)
TLM Algorithm (user 2)
Fig. 4. Example 1: BER versus 𝑃𝑟 for each transmitter-receiver pair, 𝐾 = 2.
proposed algorithm to achieve a good performance.
In the second example, we compare the performance of the
proposed algorithm with the TLM algorithm. Fig. 3 shows the
normalized SMSE performance of the two algorithms tested
versus 𝑃𝑟 with 𝐾 = 2. It can be seen that the proposed
algorithm outperforms the TLM algorithm throughout the
whole 𝑃𝑟 range.
For this example, the BER of all transmitter-receiver pairs
versus 𝑃𝑟 yielded by the proposed algorithm is shown in
Fig. 4. It can be seen that the proposed algorithm yield smaller
BER than the TLM algorithm over the whole 𝑃𝑟 range. We
also observe from Fig. 4 that both transmitter-receiver pairs
achieve almost identical BER, indicating that the proposed
algorithm is fair to all links.
In the last example, we study the performance of the pro-
posed algorithm with different number of transmitter-receiver
pairs 𝐾. The normalized SMSE performance of the proposed
algorithm versus 𝑃𝑟 is shown in Fig. 5 for 𝐾 = 2, 3, 4. As
expected, the MSE increases with 𝐾.
V. CONCLUSION
We have developed an iterative algorithm for jointly op-
timizing the transmitter, relay, and receiver matrices of in-

















Fig. 5. Example 3: MSE versus 𝑃𝑟 for different 𝐾.
terference MIMO relay systems. The optimal structure of
the relay precoding matrix has been derived to reduce the
computational complexity. Numerical simulation results show
that the proposed algorithms has a fast convergence rate.
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