This paper presents a video representation that exploits the properties of the trajectories of local descriptors in human action videos. We use spatial-temporal information, which is led by trajectories to extract kinematic properties: tangent vector, normal vector, bi-normal vector and curvature. The results show that the proposed method provides comparable results compared to the state-of-the-art methods. In turn, it outperforms compared methods in terms of time complexity.
INTRODUCTION
Human action recognition is still an open challenging problem in computer vision community. The performance of applications, such as surveillance systems (Ben Aoun et al., 2011) and human-computer interaction (Bouchrika et al., 2014) mainly depend on the accuracy of human activity recognition systems. Several methods were proposed to improve the performance of human action recognition in uncontrolled videos. Bag of words (BOW) based on a set of low level features, such as histogram of optical flow (HOF), histogram of oriented gradients (HOG) and motion boundary histograms (MBH) have become very common video representation for action recognition (Laptev et al., 2008) . These models are insensitive to the position and orientation of the objects in the image. In addition, they have fixed length vectors irrespective to the number of objects and number of frames in each video. These aforementioned methods are independent of usage of explicit configuration of visual word. Moreover, they have a poor localization of the objects and actions in the videos. The use of the local information is very useful to improve the recognition rate (Peng et al., 2014) .
In this paper we used the kinematic features of the trajectories of the local descriptors to improve the performance of the current super-vector based activity recognition methods. For each local descriptor, a trajectory is defined, then a set of kinematic features are calculated, such as tangent vector, normal vector, bi-normal vector and curvature. The steps of the proposed method are shown in Figure 1 . The rest of the paper is organized as follows. In Section 2 we review related work. In section 3 the mathematical formulations and functioning of the proposed method are explained. Section 4 includes the experimental results and discussion. Finally, the conclusion of this paper is given in section 5.
RELATED WORK
Several works showed that the performance of human recognition methods can be improved significantly while using the trajectory of the spatio-temporal interest points (Wang et al., 2009) . In (Wang et al., 2011) trajectories were used as features to build a codebook of visual words. They proposed a robust method 
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to get information of trajectory shape by tracking densely sampled points using the optical flow fields. In Fisher coding is compared with other encoding methods. It provided better results in action recognition. In (Jain et al., 2013) an improved method using motion stabilization and person trajectories is demonstrated. In (Raptis and Soatto, 2010) parts from different grouping trajectories were embedded into a graphical model. In (Sekma et al., 2013) the Delaunay triangulation method is applied on the trajectories of each video to get geometric relationship of objects. A graph is built for trajectories and then encoded (this method is also known as bagof-graphs).
Many works were dedicated to describe the shape of the area around the trajectory, local motion and appearance pattern. The common methods are: histograms of optical flow (HOF) (Laptev et al., 2008) , motion boundary histograms (MBH) (Dalal et al., 2006) and histograms of oriented gradients (HOG) (Dalal and Triggs, 2005) . After extracting the features and encoding them, a codebook is built using a clustering algorithm, such as k-means. In (Wang and Schmid, 2013 ) the authors showed that camera motion compensation and removal of the inconsistent matches generated by human motion can greatly improve the performance of the dense trajectories. They used the Fisher vector (FV) (Sánchez et al., 2013) to generate a representation for each video. However, the previous approaches only consider simple trajectory information. The proposed method uses the kinematic features of trajectories to improve the performance of activity recognition methods.
The proposed work is inspired by (Wang et al., 2015) in which they extracted Frenet-Serret frames (see Section 3.5 for its definition) from the trajectories then histograms of tangent vector and normal, bi-normal vector were used to overcome the dependency on the trajectory length. After that they clustered videos using histograms. In their work, they did not discuss the performance of these features in activity recognition. In (Jain et al., 2013 ) the authors used kinematic features of the flow field to capture additional information about motion patterns. The proposed method is different from the technique discussed in (Wang et al., 2015) because in it kinematic features of the trajectory (tangent vector, binormal vector an curvature) is applied rather than histograms. The proposed method exploits the improved trajectories of the same length and then combines them with low level features like HOF, HOG and MBH. Compared to the proposed method, the CNN based method (Simonyan and Zisserman, 2014 ) is better in terms of accuracy but it has high time complexity because it needs a large number of training samples with supervised labels.
PROPOSED APPROACH
The main idea of the proposed approach is that we are getting complementary information like motion, acceleration and curvature, which gives useful description of the trajectory. The improvements in results leads to the conclusion that modeling the trajectories of low-level features statistically enhance the recognition performances of the concepts in videos.
Improved Dense Trajectories
In the proposed method, the low-level motion features are calculated using the same configuration proposed in (Wang and Schmid, 2013) . It uses dense sampled features for several spatial scales, estimate a homography with RANSAC using the SURF feature matching between two consecutive frames. Then it warps optical flow with the estimated homography. The calculated low-level descriptor is computed on the warped optical flow to capture motion patterns. Additional improvement is obtained by using a human detector because it removes the trajectories which are consistent with camera motion compensation.
Default parameters are supposed to extract all low-level feature descriptors, such as HOG, HOF, MBHx, MBHy and trajectory. The length of utilized trajectories is 15 frames. The dimensions of descriptors are : 96 for HOG, 108 for HOF, 96 for MBHx , 96 for MBHy and 30 for trajectory.
Gradient and Optical Flow Histograms
According to (Wang et al., 2009) , HOG and HOF descriptors show good results on a different data-sets compared to classical descriptors for activity recognition. Unlike HOG descriptor which captures information about the appearance, HOF captures the local motion information. The proposed method computed the HOG and HOF descriptors using the same approach proposed in (Wang and Schmid, 2013) . To calculate HOG, the proposed method computed gradient magnitude responses in the horizontal and vertical directions. To calculate HOF, optical flow displacement vectors in horizontal and vertical directions were determined. As a result we have a 2D vector field per frame. Then for each response the magnitude is quantized in number of orientations. For HOG descriptor, orientations are quantized into 8 bins, while they are quantized into 9 bins for HOF as given in (Laptev et al., 2008) . We used l2-norm to normalize the descriptors. The length of HOG and HOF is 96 (2 × 2 × 3 × 8) and 108 (2 × 2 × 3 × 9), respectively.
Motion Boundary Histograms Descriptor
MBH is popular descriptor for video classification tasks (Dalal et al., 2006) . In their work, they showed the robustness of the descriptor against camera and background motion. The intuition behind MBH is computing oriented gradients over the vertical and the horizontal optical flow displacements. The superiority of this representation is that camera and optical flow differences between frames (motions boundaries) boosted in the same time. Actually, the optical flow's horizontal and vertical displacements are mapped, so they can be treated as gray-level images of the motion displacements. For each of the two optical flow component images, histograms of oriented gradients are computed using the same configuration used for still images. Information related to motion changes in the boundaries is attained using the flow difference, while information with constant scene from the camera is discarded.
Theoretical Background to Calculate Moving Frames
Suppose that we have a curve which describes a trajectory, as follows:
Then the tangent vector to the curve at the point where is:
Some researchers call it velocity vector and length of it is called speed (Figure 2 ). Derivative vector of unit length is especially important. It is called the unit tangent vector and is obtained by dividing the derivative vector by its length:
also,
Since T (t) is a unit vector, then For all values of t, if we calculate the differentiation of both sides of this equation we find that
Thus T (t) and T (t) are always orthogonal for each value of t. We define that unit normal as follows.
For each point we can span a plane using T and N, this plane called osculating plane (see Figure 3) . If we are dealing with 2D motion, then z(t) = 0. Obviously, that normal vector and osculating plane are not defined when T (t) = 0. The derivative of the velocity vector is called acceleration vector.
a(t) = a T (t)T (t) + a N (t)N(t)
This vector has the same direction as the force needed to keep the particle on the track of the curve. This force makes a particle traveling along curve to stay on this course. Without this force, such particle would continue the motion as indicated by the velocity vector and not stay on the course of r(t). The acceleration vector lies on the osculating plane too.
Suppose that r(t) is a circle of radius ρ centered at (0, 0). r(t) = ρ(cos(ωt), sin(ωt))
The velocity is v(t) = pω(−sin(ωt), cos(ωt)), the speed is |v(t)| = pω = v 0 , the unit tangent vector is T (t) = v(t)/|v(t)| = (−sin(ωt), cos(ωt)) and the unit normal vector is N = (−sin(ωt), cos(ωt)). Since the speed is constant, then a T (t) = d dt v(t) = 0. There is no acceleration in the tangential direction. Hence, the whole acceleration should be in the normal direction, which can be described with the following two equations. 
Hence a N (t) = v 2 0 /ρ. One can get ρ at t = t 0 as follows.
The radius of the circle of the motion can be found from Eq. 12. The circle of the motion is called osculating circle. The reciprocal of the radius is called curvature at t = t 0 (see Figure 4) . The curvature can be defined as follows.
Moving Frame
Bi-normal vector is defined as cross product of T and N. Obviously, B is perpendicular to both T and N and its unit vector since T and N are of have length 1. N and B determine a plane which is called the normal plane (see Figure 4 ). All lines in the normal plane are perpendicular to the tangent vector T. In literature, it is agreed to call the triple (T, N, B) moving frame (it is also known as FrenetSerret frame). The moving frame (T,N,B) is an orthonormal basis, that means that each vector is of unit length, and each pair of them are perpendicular, so every three dimensions vector can be represented using a linear combination of these three components. Consequently, they take over the role of the usual basis vectors k = (0, 0, 1), i = (1, 0, 0), j = (0, 1, 0) at a point on the curve. 
From Trajectories to Moving Frames
Let r = {r (1), . . . , r(t), . . . , r(n)} be a trajectory in 2D space in which r(t) represents the positions of a moving point in t th video frame and n is the length of the trajectory. Since we exploit improved dense trajectories (Wang and Schmid, 2013) , all trajectories have the same length. For each trajectory, the proposed method calculates the moving frame (T, N, B) and the curvature k. Then it builds a codebook for the concatenated vectors of (T, N, B, k). Likewise, it does with HOF, HOG and MBH. Obviously, the calculated descriptors extract meaningful information from the trajectory which does not depend on the original location of tracked point. The good thing that information which is extracted from trajectory can cover descriptions in both 3D and 2D spaces. Furthermore, the 3D trajectory is able to accurately describe the spatial and temporal relations among the multiple trajectories. Generally, image data suffers from the motion confusion caused by the possibly different viewpoints in visual projection but it is still very useful for 2D applications. Therefore, the overall descriptor consists of concatenation of HOF, HOG, MBH and kinematic features (moving frame + curvature).
Fisher Vector
In pattern recognition, Fisher vector (FV) coding was derived from well know Fisher Kernel, which is based on the assumption that generation process of local descriptor X can be modeled by a probability density function p(X, θ). Using the gradient of the loglikelihood it is possible to describe the way that parameters contribute to the generation process of X. Then the sample can be described as:
The dimensionality of this vector depends on the number of parameters in θ. Gaussian mixture model (GMM) is used to model the probability density function, and θ = {π 1 , µ 1 , σ 1 . . . , π K , µ K , σ K } contains the parameters of the model,were π, µ, σ are Gaussian mixture weights, means and diagonal covariance, respectively. An improved Fisher Vector (Perronnin et al., 2010) was proposed as follows.
Exploiting the Kinematic of the Trajectories of the Local Descriptors to Improve Human Action Recognition where γ k is the weight of local descriptor x to k th Gaussian component, so
The parameter γ can be determined as follows.
FV is a result of concatenation of the gradients of Eq 15 and 16 as follows.
4 EXPERIMENTAL RESULTS AND DISCUSSION 4.1 Data-set HMDB51 data-set, which is a generic action classification data-set (Kuehne et al., 2011 ) is used in this paper. Videos in this data-set were collected from different sources: YouTube and movies. It contains around 6670 videos, which are further grouped in 51 action classes in which each class contains around 100. To measure the performance we follow the original evaluation protocol. We used three training and testing splits and the average accuracy over the three splits is computed.
Experiments Setup
In our experiments, we adopt improved dense trajectory features used in (Wang and Schmid, 2013) . To implement the kinematic model, we build 256 Gaussian mixture models and use them to cluster randomly taken 250,000 samples for each type separately. The resulting GMM models were used to build a FV for each descriptors type of low level vectors. The fisher vectors were concatenated and send to a classifier. We use a SVM classifier with RBF (χ 2 kernel) for classification. Since, the motion is 2D, we took first two dimensions from tangent and normal vectors and the third dimension from bi-normal vector for each trajectory. Since, the improved length of trajectory is 15 (by default), therefore; trajectory descriptor has 90 dimensions (30 from the tangent vector, 30 from the normal, 15 from the bi-normal and 15 from the curvature). For dimension reduction and correlation removal an algorithm based on principle component analysis (PCA) before building FV. The PCA factor is set to 0.5. In this work a complementary descriptor is designed by using the trajectories of the local descriptors. It utilizes the spatio-temporal data of the trajectories, and extracts additional information about 
Method
Accuracy (Yang and Tian, 2014) 26.90% (Wang and Schmid, 2013) 57.20% (Hou et al., 2014) 57.88% (Simonyan and Zisserman, 2014) 59.50% Proposed approach 58.20%
the shape of trajectories. The proposed method enhances the recognition performance of concepts in videos. CNN based model has a better performance because it represents higher level semantic concept but it has high time complexity and requires complicated training passes in the training step. In turn, the proposed method is faster than (Simonyan and Zisserman, 2014) . It took approximately 1 day for one temporal CNN on a system with four NVIDIA Titan cards (it took 3.1 times the aforementioned training time on single GPU). In turn, our approach took approximately 14 hours on Core i7 2.5GHz CPU with 16 GB RAM. This certifies that our approach gives comparable results with small training time.
CONCLUSION
In this paper a new method to recognize human action in videos is proposed. It exploits the trajectories information extracted from the motion frames. The proposed method calculates tangent, normal, binormal and curvature then combines them with classical low level features. The proposed approach gives better description for geometrical shape of the trajectories and shows comparable results with the stateofthe-art. The performance of the proposed method is evaluated by using a complex and large-scale action data-set HMDB51. Experimental results demonstrate that the proposed approach is comparable with several state-of-the-art methods as shown in Table 1 .
