Abstract: Quantifying a set of suitable physics parameterization schemes for the Weather Research and Forecasting (WRF) model is essential for obtaining highly accurate typhoon forecasts. In this study, a systematic Tukey-based combinatorial optimization method was proposed to determine the optimal physics schemes of the WRF model for 15 typhoon simulations over the Northwest Pacific Ocean, covering all available schemes of microphysics (MP), cumulus (CU), and planetary boundary layer (PBL) physical processes. Results showed that 284 scheme combination searches were sufficient to find the optimal scheme combinations for simulations of track (km), central sea level pressure (CSLP, hPa), and 10 m maximum surface wind (10-m wind, m s −1 ), compared with the 700 sets of full combinations (i.e., 10 MP × 7 CU × 10 PBL). The decrease in the typhoon simulation error (i.e., root mean square error between simulation and observations) with this optimal scheme combination was 34%, 33.92%, and 25.67% for the track, CSLP, and 10-m wind, respectively. Overall, the results demonstrated that the optimal scheme combination yields reasonable results, and the Tukey-based optimization method is very effective and efficient in terms of computational resources.
Introduction
Typhoons are strong cyclonic vortexes stemming from the tropical oceans under conditions of high sea-surface temperatures and weaker shear winds. With their frequent occurrences, extremely strong winds, precipitations, and occasional storm surges, typhoons cause considerable human, environmental, and financial losses, and they represent a severe threat to the people and environment of East Asia, such as in China, Japan, Taiwan, and the Philippines. Accurate forecasting of typhoon tracks and intensity is crucial to ensure the preparedness of the affected countries, and to enable mitigation measures to be implemented.
With the increase in observation tools and the development of supercomputing technology, mesoscale numerical weather prediction (NWP) models have become essential tools for forecasting the evolution of typhoons. The forecast results of the mesoscale models usually yield large errors due to the uncertainties inherent to initialization fields of the global model products, and the physical
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Data for Scheme Combination Optimization
To obtain reasonable optimal scheme combinations for typhoon simulations, 15 typhoon cases from 2011 to 2015 were simulated in this study. All of these typhoons generated over the Northwest Pacific Ocean and passed through the areas of Southeast Asia and the southeast coastal areas of China. Here, only three-day tracks for each typhoon were simulated. The three-day tracks of the 15 typhoons are shown in Figure 1 , and the typhoons' Chinese number ID, name, and simulation period are listed in Table 1 . For the three days, all the typhoons only occurred over the ocean and experienced a process of strengthening and weakening. The corresponding typhoon observation dataset was obtained from the China Meteorological Administration (CMA)-Shanghai Typhoon Institute (STI) best track dataset for tropical cyclones over the western North Pacific [31] . It included track (km), central sea level pressure (CSLP, hPa), and 10-m maximum surface wind (10-m wind, m s −1 ) data.
Atmosphere 2019, 10, x FOR PEER REVIEW 3 of 23 physics schemes available, which can search for the optimal configuration using the least number of combinatorial experiments rather than all the combinatorial experiments. The literature mentioned above revealed that typhoon simulation in the WRF model is mostly sensitive to the three physics modules of CU, MP, and PBL, and only the combination of these three modules is tested, with other schemes being fixed. This paper is organized as follows. Section 2 presents the data used and the methodology of the scheme combinatorial optimization, section 3 shows the optimization results and analyses, Section 4 discusses the reasonableness of the optimal scheme combinations obtained, and the conclusions are presented in the last section.
Data and Methodology
Data for Scheme Combination Optimization
To obtain reasonable optimal scheme combinations for typhoon simulations, 15 typhoon cases from 2011 to 2015 were simulated in this study. All of these typhoons generated over the Northwest Pacific Ocean and passed through the areas of Southeast Asia and the southeast coastal areas of China. Here, only three-day tracks for each typhoon were simulated. The three-day tracks of the 15 typhoons are shown in Figure 1 , and the typhoons' Chinese number ID, name, and simulation period are listed in Table 1 . For the three days, all the typhoons only occurred over the ocean and experienced a process of strengthening and weakening. The corresponding typhoon observation dataset was obtained from the China Meteorological Administration (CMA)-Shanghai Typhoon Institute (STI) best track dataset for tropical cyclones over the western North Pacific [31] . It included track (km), central sea level pressure (CSLP, hPa), and 10-m maximum surface wind (10-m wind, m s −1 ) data. 
Number
Typhoon Cases Simulation Periods (1) 201111 Nanmadol 2011-08-24_06:00:00-2011-08-27_06:00:00 (2) 201117 Nesat 2011-09-25_06:00:00-2011-09-28_06:00:00 (3) 201120 Banyan 2011-10-10_06:00:00-2011-10-13_06:00:00 (4) 201208 Vicente 2012-07-20_06:00:00-2012-07-23_06:00:00 (5) 201209 Saola 2012-07-29_06:00:00-2012-08-01_06:00:00 (6) 201213 Kai-tak 2012-08-14_06:00:00-2012-08-17_06:00:00 (7) 201307 Soulik 2013-07-08_06:00:00-2013-07-11_06:00:00 (8) 201311 Utor 2013-08-10_06:00:00-2013-08-13_06:00:00 (9) 201319 Usagi 2013-09-17_06:00:00-2013-09-20_06:00:00 (10) 201409 Rammasun 2014-07-14_06:00:00-2014-07-17_06:00:00 (11) 201410 Matmo 2014-07-19_06:00:00-2014-07-22_06:00:00 (12) 201415 Kalmaegi 2014-09-12_06:00:00-2014-09-15_06:00:00 (13) 201510 Linfa 2015-07-05_06:00:00-2015-07-08_06:00:00 (14) 201513 Soudelor 2015-08-02_06:00:00-2015-08-05_06:00:00 (15) 201522 Mujigae 2015-10-01_06:00:00-2015-10-04_06:00:00 * The coordinated universal time was used in this study.
WRF Model Configuration for Typhoon Simulations
The 15 typhoons were simulated using the Advanced Research WRF (WRF-ARW) version 3.6.1 [32] . A two-grid horizontally nested domain was set up. The outer domain was located within 3.13 • S−37.06 • N and 98.39 • −151.81 • E (see Figure 1 ), while the inner domain was an automatically moving nest based on an automatic vortex-following algorithm. This setup for the inner domain enabled the location of the tropical cyclone to be better tracked. The outer domain was made of 156 × 126 grid cells with a resolution of 36 km, and the inner domain consisted of 135 × 135 grid cells with a resolution of 12 km. The uniform time step was 180 s, for both the inner and outer domain simulations. The inner domain moved with the typhoon vortex, while the outer domain was fixed. Therefore, the outer domain should be defined to cover the three-day tracks of the 15 typhoons. The size of the inner domain occupied 1/3 of the outer domain, which enabled the moving inner domain located in the center of the outer domain to obtain more accurate simulation results. The space and time resolutions were specified based on the computation amount available for the WRF simulations on the scheme combination optimization. Additionally, the time step is usually chosen as being at least six times the space resolution of inner domain. Here, a 180 s time step was used to save the computational amount for one model run [33, 34] , which was critical to conducting the simulations of scheme combination optimization thereafter.
The lateral boundary condition of the outer domain was set by the NCEP Final (FNL) Operational Global reanalysis dataset [35] , which was available at a 1 • × 1 • horizontal resolution and a 6 h interval. The outermost domain was not nudged, which may have had some negative effects on the simulation accuracies. However, the comparisons amongst the schemes were conducted under the same boundary data and boundary setting, making the results of the optimal schemes reasonable. The initial values for the simulations were obtained by interpolating the NCEP FNL data to the grid cells, and then by spinning up the model for 6 h. The default physics scheme followed the WRF setup from the CMA typhoon operational forecasting system. It included the WSM6 MP scheme [36] , the Kain-Fritsch (new Eta) CU scheme [37] , the Yonsei University (YSU) PBL scheme [38] , the revised MM5 Monin-Obukhov surface layer (SF) scheme [39] , the Dudhia shortwave scheme [40] , the RRTM longwave scheme [41] , and the Noah land-surface model [42] . Thereafter, these schemes were referred to as the default schemes of the WRF model. The default and optimization simulations used the above configurations except for the CU, MP, and PBL schemes.
The schemes of the three physics modules, including CU, MP, and PBL, available for the typhoon simulations were systematically assessed to find the optimal scheme combination. However, not all the schemes were suitable to the above simulation configuration. For instance, some schemes were difficult to freely match with the other physics schemes like the Milbrandt-Yau [43] and HUJI full and fast schemes in the MP physics module [44, 45] , the Zhang-McFarlane scheme [46] of the CU physics module, and the TEMF scheme [47] of the PBL physics module. Some schemes were only used to the nonhydrostatic mesoscale model (NMM) core of the WRF model, rather than the ARW core, like the simplified Arakawa-Schubert scheme [48] of the CU physics module and the GFS scheme [49] of the PBL physics module. Some schemes required a specialized simulation configuration, such as the Kessler scheme [50] for idealized cases, the Eta [51] , the Goddard [52] , and the four NSSL-serial schemes [53] for fine resolution (<5 km) simulations, as well as the Grell-Devenyi ensemble scheme [54] for the fixed nest. Excluding these unsuitable schemes, there remained 10 MP schemes, 7 CU schemes, and 10 PBL schemes that matched as suitable SF schemes. For the surface layer scheme, we used the ones recommended for use with the PBL option. The selected parameterization schemes for the three physics modules of the MP, CU, and PBL are listed in Table 2 , in which "Num." represents the scheme order defined in the physics. To distinguish the different Mellor-Yamada-Nakanishi-Niino level 2 (MYNN2) PBL scheme combinations, the 5(1), 5(2), and 5(3) designations for the PBL options represented the combinations of scheme (5) of the PBL (i.e., MYNN2) and the schemes (1), (2) , and (3) of the SF, respectively. A similar naming standard was used for the 9(1) and 9(2) PBL options. Except for the MP, CU, and PBL physics modules, only one parameterization scheme was employed for each of the other physical processes in the simulation. The unified Noah land surface scheme was used for the land surface module, and the rapid radiative-transfer model (RRTM) and Dudhia schemes were chosen as the long-wave and short-wave radiation modules, respectively.
The typhoon simulation errors for track, CSLP, and 10-m wind are respectively expressed as follows:
where sim t i,j and obs t i,j represent the simulated and observed variables (track or CSLP or 10-m wind speed), at the jth observation point, and at time t for ith typhoon; M and T are the total numbers of observation points and time steps for the ith typhoon; N is the total number of typhoons. Here, the observation frequency was once each 6 h.
Data for the Validation of the Optimal Scheme Combination
Two independent typhoon cases from 2016 to 2017 were selected to test whether the optimal scheme combination obtained from the 15 typhoon simulations was effective in improving the other typhoon simulations. The two independent cases were the typhoon Megi assigned with the Chinese number ID 201617 and the typhoon Nesat assigned with the Chinese number ID 201709, and their simulation periods were 3 days. For the typhoon Megi, the simulation period was from 6 am on 24 September 2016 to 6 am on 27 September 2016; and for the typhoon Nesat, the simulation period was from 6 am on 27 July 2017 to 6 am on 30 July 2017. For each three-day typhoon simulation, the design of the domain and simulation and the forcing data source, were the same as the previous optimization simulations for the 15 typhoons, except for the schemes of the MP, CU and PBL physics. Here, the observation data of track, CSLP, and 10-m wind were still from the CMA-SIT best track dataset for tropical cyclones over the western North Pacific.
Optimization Method
Tukey's Test Method
The combinatorial optimization of the WRF physics schemes was considered to be a discrete optimization problem, and in this study, the Tukey's test method (also called the Tukey method) [55] was used to compare the difference in the population means of two schemes in the same physics module. Specifically, the population mean of each scheme was compared to the population means of every other scheme in a statistical sense. In statistics, the population mean is an unbiased estimate of the sample average value. In other words, the population mean represents the mean of the whole sample space and, therefore, a comparison between two population means is more convincing than a comparison between the average values of two sample sets. Theoretically, the population mean of each scheme should be obtained by averaging all the simulations, including the scheme. Obviously, this is difficult to achieve. However, the Tukey's test method can obtain a statistical approximation for the population mean, using the mean of several samples. Here, the physics modules represent the factors, and the schemes of the physics modules represent the treatments (or factor levels). Only the population means of the schemes in same module could be compared. The null hypothesis H 0 and alternative hypothesis H 1 for the population means u i and u j for the treatments i j is delineated as follows:
The Tukey's test defines the studentized range distribution statistic q:
where Y A and Y B , respectively, are the larger and smaller of the mean values of the two treatments (e.g., the ith and jth treatments), MS E is the mean square error, and n i and n j represent the sample size of the ith and jth treatment, respectively. The q value is then compared to the critical value q α (k, N − k) of the studentized range distribution, where α is the significance level, k is the number of treatments, and N is the total sample size. If the q value is larger than q α (k, N − k), it indicates that the population means of two treatments are significantly different at level (0 < α < 1). Similarly, the 1 − α confidence interval of the difference between two treatment population means is defined as follows:
If the confidence interval shown in Equation (4) covers the 0 value, the treatment A and the treatment B have no significant difference; otherwise, a significant difference exists. In addition, the Tukey's test method was used to order all the treatments. For instance, when the left value of the Atmosphere 2019, 10, 233 7 of 23 confidence interval is higher than 0, not only is treatment A significantly different from treatment B, but the population mean of treatment A is also significantly higher than that of treatment B. Conversely, when the right value of the confidence interval is less than 0, the population mean of treatment A is significantly lower than that of treatment B. Lastly, when the confidence interval covers 0, the treatments A and B present no significant difference, and the population means of the two treatments are considered equal at the significance level α, and they are classified within the same group. The population represents all possible treatment samples to be sampled, which is far larger than the samples in the sampling experiment. Therefore, comparison of the population means is a more reasonable approach than that of sample means.
The Tukey-Based Combinatorial Optimization
If all the schemes listed in Table 2 are combined, a total of 700 (10 × 7 × 10) scheme combinations need to be run, which would be impractical. Thus, combining uniform sampling and the Tukey's test, a more efficient combinatorial optimization method, called the Tukey-based optimization method hereafter, was proposed. Taking the typhoon track simulation as an example, the specific steps of the Tukey-based combinatorial optimization for the WRF three physics modules are described as follows:
1.
Use a uniform sampling method to sample the three-dimensional physics dimensionalities (i.e., MP, CU, and PBL) ensuring that all samples fall on the factor levels (i.e., schemes) for each physics dimensionality as evenly as possible. Note that each sample in the three-dimensional physics dimensionalities represents a set of parameterization scheme combinations. Then, respectively substitute these samples into the WRF model to run for obtaining the corresponding track simulation errors calculated by comparing with the real typhoon tracks.
2.
For each physics dimensionality, order the population means of the schemes using the Tukey's test method with the perturbed scheme combinations and the corresponding simulation errors as inputs. Then, remove the schemes of the physics dimensionality which perform the least well (i.e., the worst performing schemes, being the schemes with the maximum population mean error).
3.
Repeat steps 1 and 2 for the remaining physics schemes until no worst-performing scheme exists. If only one scheme remains for each physics module, an optimal scheme combination has been found; otherwise, an optimal ensemble consisting of the full combinations of the remaining schemes is generated, and an optimal scheme combination is then selected from the ensemble.
For a multi-objective optimization (e.g., the track, CSLP, and 10-m wind), two aspects need to be considered. One is that only the worst performing schemes that are common to all objective variables can be deleted. The other one is that the analysis of the optimal schemes for a single variable starts only when there is no common worst performing scheme left to be deleted for all the variables. Note also that the sampling and Tukey's test (i.e., steps 1 and 2) are repeatedly conducted, which reduces the effects of the low sampling size and the worst performing scheme on the search for the optimal schemes, thereby speeding up the optimization process.
Overall, the Tukey-based optimization method consists of combining the uniform sampling method and the Tukey's test method. Uniform sampling is used to make the selected probabilities of all schemes for each physics module as equal as possible, whereas the Tukey's test is used to estimate the difference in the population means between pairs of schemes rather than the difference in sample means for each physics module. Finally, the worst-performing schemes are deleted according to the order of population means of schemes.
Results
Scheme Combinatorial Optimization Process Analysis
The quasi-Monte Carlo (QMC) method has been proven to be one of the most efficient uniform sampling approaches [56] [57] [58] . Therefore, it was used to obtain the uniform samples (i.e., scheme combinations) from the three-dimensional physics dimensionalities in this study. The cost function was the root mean square error (RMSE) between the three-day simulations and the observations for the track and intensity of the 15 typhoons, where the significance level was set to 5%. The initial sample size was 140, i.e., equal to two times the least common multiple (i.e., 70) of the 10 MP, 7 CU, and 10 PBL schemes. Using the least common multiple ensured that the sampled number of each scheme was equal for each physics module. Then, the ordered and classified results for each of the physics schemes were obtained based on the 140 scheme combinations and the associated simulation error using the Tukey's test method. Note that the uniform QMC sampling method ensures that each scheme of the three physics modules is sampled. Therefore, although the optimal scheme combination was probably not included in 140 of the 700 scheme combinations, it could be eventually found through the recombination of multiple rounds of schemes using QMC sampling and deletion of the worst-performing schemes using the Tukey' test in each round combination.
The first round of scheme evaluation results for track, CSLP, and 10-m wind using 140 samples are shown in Figure 2 . The order of the population means at the 5% significance level was arranged as A > B > C > D > E. In each panel, if two schemes shared at least a letter in common, their population mean were not significantly different; otherwise, they were significantly different. For example, in Figure 2a , the MP schemes 3, 10, 11, and 13 all shared the letter "A", and they were therefore not significantly different. In other words, their simulated population means were thought to be equal at this confidence level, and it was difficult to distinguish them from one another. On the other hand, the MP scheme 3 was assigned the letter "A", while the MP scheme 16 was assigned the letters "BC", which meant that these two MP schemes were significantly different, and that MP scheme 16 outperformed MP scheme 3. The reason was that the population mean of the errors of the sampled simulations, including the MP scheme 16, was lower than the population mean of the errors of the sampled simulations, including the MP scheme 3. Note also that transitivity did not exist amongst the MP schemes without significant differences due to the analysis results at a 5% significance level error. For instance, the MP scheme 10 assigned the letters "ABC" did not significantly differ from the MP scheme 3 assigned the letter "A" and the MP scheme 16 assigned the letters "BC". However, the MP scheme 3 was significantly different from the MP scheme 16.
The MP schemes 3, 10, and 13 were assigned the letter "A", but they were different. The reason was given as follows: The MP scheme 3 assigned the single letter "A" was classified to the worst group "A"; the MP scheme 13 assigned the letters "AB" meant that not only was it classified to the worst group "A", but it was also classified to the middle group "B". This made sense due to the 5% error that existed in the statistical analysis. The MP scheme 10 assigned the letters "ABC" meant that not only was it classified to the worst group "A" and the middle group "B", but it was also classified to the best group "C". Obviously, it is clear that the MP scheme 3 only belonged to the worst group, and scheme 13 did not belong to the best group "C". For the MP scheme 10 with the letters "ABC", it could be classified to the worst group "A", and also classified to the best group "C", which was a vague group classification, and therefore, it was retained to the next round of scheme evaluations.
According to the above analyses, the worst MP scheme was defined as a scheme which was not significantly different from the MP scheme with the maximum population error, although it was significantly different from the MP scheme with the minimum population error. For instance, the MP schemes 3 and 13 in Figure 2a were considered the worst performing schemes but not the MP schemes 10 and 11, since they were not significantly different from the better MP scheme 4.
For multi-objective optimization, an MP scheme can only be deleted if it is considered as the worst performing scheme for all optimization variables. The MP scheme 3, assigned the letter "A", was the common worst MP scheme for the three simulation variables (see Figure 2a ,d,g) and should be deleted. However, the MP scheme 13 was only the worst-performing for track and CSLP, but not for 10-m wind, and therefore, could not be deleted at this point. Additionally, if no schemes were significantly different (e.g., Figure 2d ), it meant that any of the schemes would produce consistent simulation errors, and therefore, deleting any of the schemes would not affect the accuracy of the ensemble. In a similar way, MP scheme 3, CU 3, and PBL schemes 1, 5(1), 5(3), and 6 were thought to be the common worst performing schemes and were deleted at the end of the first screening.
which meant that these two MP schemes were significantly different, and that MP scheme 16 outperformed MP scheme 3. The reason was that the population mean of the errors of the sampled simulations, including the MP scheme 16, was lower than the population mean of the errors of the sampled simulations, including the MP scheme 3. Note also that transitivity did not exist amongst the MP schemes without significant differences due to the analysis results at a 5% significance level error. For instance, the MP scheme 10 assigned the letters "ABC" did not significantly differ from the MP scheme 3 assigned the letter "A" and the MP scheme 16 assigned the letters "BC". However, the MP scheme 3 was significantly different from the MP scheme 16. After the first round of screening, nine MP schemes, six CU schemes, and six PBL schemes remained. They are listed in Table S1 (Supplementary Information). Their least common multiple was 36; therefore, 72 samples were sampled from the three-dimensional physics dimensionalities using the QMC sampling method. Simulations and the Tukey's test method were run as done previously. In all, four such evaluations were conducted and the Tukey's test results for the second and third scheme evaluations are shown in the Supplementary Information, as Figures S1 and S2.
After the third round of screening, 6 MP schemes, 3 CU schemes, and 2 PBL schemes remained (see Table 3 ). Note that the number of full combinations for the remaining schemes was 36 (6 × 3 × 2). As it was acceptable to run all 36 combination simulations during the four rounds of scheme evaluations, the sampling method was not used and only the Tukey's test was performed, with the results shown in Figure 3 . At this point, no common worst scheme was left to be removed, and therefore, the multi-objective optimization was complete. The results in Figure 3 demonstrate that more than one optimal physics scheme exists for each variable. Therefore, determining a set of optimal scheme combinations for the three variables is difficult to achieve, and each variable has to be treated separately (a single-objective optimization). To achieve this purpose, the optimal ensemble for each variable was quantified, and the optimal scheme combination was determined from the ensemble member simulations. Finally, the optimal ensemble numbers for track, CSLP, and 10-m wind were 12 (6 × 1 × 2), 24 (6 × 2 × 2), and 18 (6 × 3 × 1), respectively. 
Optimization Efficiency Analyses for Ensemble Simulations
During the optimization process, four rounds of screening were conducted, and the sampled scheme combinations from each round could be viewed as an ensemble. The four ensembles were named Ens1, Ens2, Ens3, and Ens4 as the optimization order. Since the optimal ensembles for the track, CSLP, and 10-m wind were different, the optimal ensembles of track, CSLP, and 10-m wind were called as Ens5-track, Ens5-CSLP, and Ens5-10m wind, respectively. The three ensembles were also collectively named the Ens5s. Ultimately, the mean and variance of the five ensemble simulation errors for the three optimization variables were evaluated, and the error as a function of the ensemble for each variable is shown in Figure 4a -c. Both the mean and the variation range of the ensemble 
During the optimization process, four rounds of screening were conducted, and the sampled scheme combinations from each round could be viewed as an ensemble. The four ensembles were named Ens1, Ens2, Ens3, and Ens4 as the optimization order. Since the optimal ensembles for the track, CSLP, and 10-m wind were different, the optimal ensembles of track, CSLP, and 10-m wind were called as Ens5-track, Ens5-CSLP, and Ens5-10m wind, respectively. The three ensembles were also collectively named the Ens5s. Ultimately, the mean and variance of the five ensemble simulation errors for the three optimization variables were evaluated, and the error as a function of the ensemble for each variable is shown in Figure 4a -c. Both the mean and the variation range of the ensemble simulation errors gradually decreased for track, CSLP, and 10-m wind as the optimization progressed. Note that the error reduction from Ens1 to Ens5s was not due to fewer combinations being used. Since the scheme combinations for each round of screening were obtained by sampling rather than using full combinations, there were basically no common scheme combination elements for the different rounds of screening. Thus, the latter ensemble was not the subset of the previous ensemble, and therefore, the reduction of the ensemble number did not necessarily lead to the reduction in the simulation errors. Compared to the RMSE of Ens1, the RMSEs of the Ens5s for the three variables was normalized. The improvement percentages of the normalized RMSE for the Ens5s are shown in Figure 4d , and they are found to be maximum for the track simulation, and minimum for the CSLP. Based on the average values of the ensembles, the error decreases for the track, CSLP, and 10-m wind were 30.03%, 10.88%, and 17.32%, respectively. In addition, the error variance reduced from 169. 51 
rounds of screening. Thus, the latter ensemble was not the subset of the previous ensemble, and therefore, the reduction of the ensemble number did not necessarily lead to the reduction in the simulation errors. Compared to the RMSE of Ens1, the RMSEs of the Ens5s for the three variables was normalized. The improvement percentages of the normalized RMSE for the Ens5s are shown in Figure 4d , and they are found to be maximum for the track simulation, and minimum for the CSLP. Based on the average values of the ensembles, the error decreases for the track, CSLP, and 10-m wind were 30.03%, 10.88%, and 17.32%, respectively. In addition, the error variance reduced from 169.51 to 18.55 km for track, from 15.12 to 7 hPa for CSLP, and from 6.03 m s −1 to 3.37 m s −1 for 10-m wind speed. The results of the ensemble simulations for Ens1 and the Ens5s for the 15 single typhoon cases were also compared ( Figure 5 ). This comparison revealed that the Ens5s improved all 15 typhoon track simulations compared to Ens1, and the overall improvement (i.e., error reduction) accounted for 30.03%. Compared to the track error of Ens1, the range of the Ens5-track error reduction varied from 6.11% for typhoon (14) to 67.17% for typhoon (11) . For the CSLP simulations, four out of 15 typhoons had negative values (i.e. an increase in the error), with the maximum degradation occurring for typhoon (7) with -17.46%, whilst the other degradations were lower than 9%. However, the The results of the ensemble simulations for Ens1 and the Ens5s for the 15 single typhoon cases were also compared ( Figure 5 ). This comparison revealed that the Ens5s improved all 15 typhoon track simulations compared to Ens1, and the overall improvement (i.e., error reduction) accounted for 30.03%. Compared to the track error of Ens1, the range of the Ens5-track error reduction varied from 6.11% for typhoon (14) to 67.17% for typhoon (11) . For the CSLP simulations, four out of 15 typhoons had negative values (i.e., an increase in the error), with the maximum degradation occurring for typhoon (7) with −17.46%, whilst the other degradations were lower than 9%. However, the overall improvement for Ens5-CSLP compared to Ens1 was 10.88%. The occurrence of negative improvements was related to the cost function, which represented the average value of all the event simulation errors. If unequal weights were allocated to the simulation error of each event in the cost function, the negative improvement would disappear. There were also four negative improvements for the 10-m wind speed in the Ens5-10m wind simulations, with a maximum of approximately −25% for typhoons (4) and (13) . However, these increases in the error only occured for the typhoons with lower simulation errors. Moreover, the number of typhoons with increased errors was much less than the typhoons which had a decrease in the simulation error. For all these reasons, there was no significant negative effect on the overall simulations from the use of the optimally determined schemes of the Ens5s.
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. Moreover, the number of typhoons with increased errors was much less than the typhoons which had a decrease in the simulation error. For all these reasons, there was no significant negative effect on the overall simulations from the use of the optimally determined schemes of the Ens5s. 
Validation
The previous analysis (Figure 3 ) revealed that the Ens5s had 12, 24, and 18 scheme combinations for track, CSLP, and 10-m wind, respectively. For each variable, the optimal scheme combination was subsequently found by searching for the combination that yielded the minimum simulation error, where the optimal scheme combination for each variable is shown in Table 4 . The Tiedtke CU scheme and the UW PBL scheme matched with the ETA SF scheme were the optimal schemes that were common for the simulations of track, CSLP, and 10-m wind. However, the optimal MP scheme for each variable was different. Specifically, the optimal MP schemes for track, CSLP, and 10-m wind were the Thompson, WSM5, and Lin schemes, respectively. 
The previous analysis (Figure 3 ) revealed that the Ens5s had 12, 24, and 18 scheme combinations for track, CSLP, and 10-m wind, respectively. For each variable, the optimal scheme combination was subsequently found by searching for the combination that yielded the minimum simulation error, where the optimal scheme combination for each variable is shown in Table 4 . The Tiedtke CU scheme and the UW PBL scheme matched with the ETA SF scheme were the optimal schemes that were common for the simulations of track, CSLP, and 10-m wind. However, the optimal MP scheme for each variable was different. Specifically, the optimal MP schemes for track, CSLP, and 10-m wind were the Thompson, WSM5, and Lin schemes, respectively. To assess the quality of the obtained optimal scheme combinations, the optimal ensemble (i.e., the Ens5s) of each variable was used to analyze the selected frequency of the optimal schemes. For each variable of the Ens5s, the scheme combinations falling below the 25th percentile of the RMSE were selected as the best members, and the scheme combinations ranking above the 75th percentile of the RMSE were selected as the worst members. The selected frequency of each scheme as the best (worst) member is then calculated by dividing the number of occurrences of the scheme by the total scheme number of the best (worst) members. The results for the frequency of the different schemes as the best and worst members are shown in Figure 6 , as positive and negative bars, respectively. For clarity, the schemes for each physics module were named following their option order in Table 3 . For example, the 6 MP schemes were called 1st, 2nd, . . . , and 6th MP scheme, from top to bottom. Similarly, the 3 CU schemes were called 1st, 2nd, and 3rd CU scheme, and the 2 PBL schemes were called the 1st and 2nd PBL scheme.
CSLP
To assess the quality of the obtained optimal scheme combinations, the optimal ensemble (i.e., the Ens5s) of each variable was used to analyze the selected frequency of the optimal schemes. For each variable of the Ens5s, the scheme combinations falling below the 25th percentile of the RMSE were selected as the best members, and the scheme combinations ranking above the 75th percentile of the RMSE were selected as the worst members. The selected frequency of each scheme as the best (worst) member is then calculated by dividing the number of occurrences of the scheme by the total scheme number of the best (worst) members. The results for the frequency of the different schemes as the best and worst members are shown in Figure 6 , as positive and negative bars, respectively. For clarity, the schemes for each physics module were named following their option order in Table 3 . For example, the 6 MP schemes were called 1st, 2nd, … , and 6th MP scheme, from top to bottom. Similarly, the 3 CU schemes were called 1st, 2nd, and 3rd CU scheme, and the 2 PBL schemes were called the 1st and 2nd PBL scheme. The results in Figure 6 show that the 2nd CU scheme (i.e., scheme 6) and 1st PBL scheme (i.e., scheme 9(2)) always behave as the best members for the three variables, implying that these two schemes present obvious advantages in obtaining optimal typhoon simulations compared to the other schemes in the same physics module. Since these two schemes systematically scored as the best members, the conclusion that they were selected as the optimal CU and PBL schemes (see Table 4 ) could be considered as very robust. On the other hand, our analysis revealed no highly recurrent MP The results in Figure 6 show that the 2nd CU scheme (i.e., scheme 6) and 1st PBL scheme (i.e., scheme 9(2)) always behave as the best members for the three variables, implying that these two schemes present obvious advantages in obtaining optimal typhoon simulations compared to the other schemes in the same physics module. Since these two schemes systematically scored as the best members, the conclusion that they were selected as the optimal CU and PBL schemes (see Table 4 ) could be considered as very robust. On the other hand, our analysis revealed no highly recurrent MP scheme for any of the three variable simulations. The occurrence frequency of the MP schemes as the best members was similar for each variable, making the distinction of a single optimal MP scheme impossible.
The 2nd PBL scheme consistently scored as the worst member for track and CSLP, whilst the 1st CU scheme was consistently the worst member for the 10-m wind. These schemes should be deleted to avoid degradation in the quality of the simulations. Lastly, the three schemes that scored as the best and worst members were: the 2nd CU scheme for track and CSLP, and the 1st PBL scheme for 10-m wind. The reasons were as follows: The number of members in the Ens5-track, Ens5-CSLP, and Ens5-10m wind were 12, 24, and 18, respectively. The 2nd CU scheme and the 1st PBL scheme completely absorbed the 12 CU physics options of the Ens5-track and the 18 PBL physics options of the Ens5-10m wind, respectively. Therefore, the 2nd CU scheme and the 1st PBL scheme scored as the best and worst members for track, and 10-m wind, respectively. For the CU options of the 24 Ens5-CSLP members, half of the members used the 3rd CU scheme (i.e., scheme 14) and the other half used the 2nd CU scheme. All of the 2nd CU schemes lay in the best and worst members of the Ens5-CSLP, and half of them scored as the best members, while the other half scored as the worst members. It meant that the 2nd CU scheme had an equal probability of being divided into the best/worst performing members. If the 2nd CU scheme matched correctly with the other physic schemes, the typhoon CSLP simulation would be improved. Note that the discreteness was one of characters for the Ens5s. Here, the selected frequency/number of the optimal schemes in the best and worst members was used to verify the reasonableness of the optimal schemes obtained, which were also reasonable from the aspect of the ensemble.
Results from Figure 6 have demonstrated that the best and worst schemes can be clearly identified for the CU and PBL schemes, but not for the MP schemes. To analyze the effect of the different MP schemes on typhoon simulation, the results of six simulations was analyzed and compared. Each simulation ran under a set of different physics scheme combinations, using each of the 6 MP schemes, the optimal 2nd CU scheme, and the optimal 1st PBL schemes (see Table 3 ). These simulation results are shown in Table 5 in terms of the RMSE. The maximum difference values obtained amongst the six simulations for track, CSLP, and 10-m wind were 5.15 km, 0.89 hPa, and 1.14m s −1 , respectively. These maximum difference values were small, accounting for only 4.08%, 9.32%, and 19.13% of each variable's optimal simulation error. The six ensemble simulation errors ranged below the 28th, 13th, and 34th percentile of the Ens5s simulation errors for track, CSLP, and 10-m wind, respectively. Thus, these six scheme combinations could be classified as the best members, i.e., the variance range of the typhoon simulation errors was acceptable regardless of the MP scheme used, while fixing the optimal CU and PBL schemes. Table 5 . Summary of the errors obtained with the six different scheme combinations using each of the six MP schemes, the optimal CU, and the optimal PBL scheme. Bold values represent the optimal variable simulations. To further evaluate the effectiveness of the optimization method, typhoon simulations that were run with the optimal physics schemes (see Table 4 ) were compared with the averaged simulations of Ens1. The results are shown in Figure 7 . The optimal scheme combination for the track simulations improved all the 15 typhoons track simulations compared to Ens1, with improvements (i.e., error reduction) ranging from 5.79% to 75.48%, and an overall improvement percentage of 34% for the track simulations. The averaged improvement percentage of the CSLP yielded by the optimal scheme combination was 33.92%, with the improvement ranging from 12.08% to 65.77%, except for three degraded typhoon simulations. Lastly, the overall improvement compared to Ens1 for the 10-m wind was 25.67%, with a minimum of 1.52% and a maximum of 52.44%, except for a degraded typhoon simulation. The improvement percentages of the three optimal simulations ( Figure 7) were significantly higher than the percentages of the Ens5s (Figure 5 ), whilst the number of degraded typhoon simulations also decreased.
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Discussion
Comparison to the Default Simulations.
An in-depth analysis of the simulation results was conducted for two case studies, that is, for typhoons Vicente (201208) and Matmo (201410). For each case, two three-day WRF simulations were run. For the two case simulations, the designs of the domain and simulation, and the forcing data source, were the same as in the previous simulations. The first simulation used its optimal scheme combination setup for each variable (see Table 4 ), whilst the other simulation used the default scheme combination setup defined in Section 2.2. Except for the Dudhia shortwave, RRTM longwave, and Noah land-surface, the MP, CU, PBL, and SF schemes of the default scheme combination were different from the schemes of the optimal scheme combination. The observed track and intensity data was still obtained from the CMA-STI best track dataset for tropical cyclones over the Northwest Pacific Ocean. The typhoon tracks for Vicente (201208) and Matmo (201410) simulated with the default and optimal scheme combinations are shown in Figure 8 . Overall, the improvement percentages for the track simulations of Vicente (201208) and Matmo (201410) were 20.62% and 58.32%, respectively. The optimal schemes WRF simulations were shown to be closer to the observations than the default simulations. The difference between the latter and the observations increased with time, whereas such differences were much more limited for simulations with the 
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Comparison to the Default Simulations
An in-depth analysis of the simulation results was conducted for two case studies, that is, for typhoons Vicente (201208) and Matmo (201410). For each case, two three-day WRF simulations were run. For the two case simulations, the designs of the domain and simulation, and the forcing data source, were the same as in the previous simulations. The first simulation used its optimal scheme combination setup for each variable (see Table 4 ), whilst the other simulation used the default scheme combination setup defined in Section 2.2. Except for the Dudhia shortwave, RRTM longwave, and Noah land-surface, the MP, CU, PBL, and SF schemes of the default scheme combination were different from the schemes of the optimal scheme combination. The observed track and intensity data was still obtained from the CMA-STI best track dataset for tropical cyclones over the Northwest Pacific Ocean. The typhoon tracks for Vicente (201208) and Matmo (201410) simulated with the default and optimal scheme combinations are shown in Figure 8 . Overall, the improvement percentages for the track simulations of Vicente (201208) and Matmo (201410) were 20.62% and 58.32%, respectively. The optimal schemes WRF simulations were shown to be closer to the observations than the default simulations. The difference between the latter and the observations increased with time, whereas such differences were much more limited for simulations with the optimal schemes. A comparison of the track simulations between the default and the optimal schemes at the last time step (i.e., the 72nd hour) revealed that the optimal simulations improved the delayed prediction for typhoon Vicente (201208), and the early prediction of typhoon Matmo (201410). The early and delayed predictions would respectively yield the results of a false alarm and miss for the coast areas in which typhoons are about to make landfall. In addition, the remaining 13 typhoons track simulations were also analyzed, and the results demonstrated that the default simulations for three typhoon cases (i.e., typhoon events for 201209, 201307, and 201319) had early prediction, while the remaining 10 typhoon default simulations had delayed prediction. Finally, the range of the improvement percentages for the delay/early simulations of the 15 typhoons varied from 29% for typhoon Nanmadol (201111) to 76.65% for typhoon Vicente (201208), except for the five negative improvement typhoon simulations (i.e., −5.31% for typhoon Nesat (201117), −8.33% for typhoon Banyan (201120), −33.77% for typhoon Rammasun (201409), −0.73% for typhoon Kalmaegi (201415), and −1.64% for typhoon Linfa (201510)). Overall, the improvement percentage for the delay/early simulations of the 15 typhoons was 18.25%.
to make landfall. In addition, the remaining 13 typhoons track simulations were also analyzed, and the results demonstrated that the default simulations for three typhoon cases (i.e., typhoon events for 201209, 201307, and 201319) had early prediction, while the remaining 10 typhoon default simulations had delayed prediction. Finally, the range of the improvement percentages for the delay/early simulations of the 15 typhoons varied from 29% for typhoon Nanmadol (201111) to 76.65% for typhoon Vicente (201208), except for the five negative improvement typhoon simulations (i.e., -5.31% for typhoon Nesat (201117), -8.33% for typhoon Banyan (201120), -33.77% for typhoon Rammasun (201409), -0.73% for typhoon Kalmaegi (201415), and -1.64% for typhoon Linfa (201510)). Overall, the improvement percentage for the delay/early simulations of the 15 typhoons was 18.25%. Besides the typhoons track, the simulations of typhoon intensity (i.e., CSLP and 10-m wind) were also compared. The results are shown in Figure 9a -d. Overall, the descending trend of the CSLP and ascending trend of the 10 m maximum wind speed were reproduced by both the default and optimal simulations, demonstrating that the typhoon intensity was reasonably well simulated by both schemes. However, the accuracy of simulation showed a great difference between the default and optimal cases. In the case of typhoon Vicente (201208), the default simulations of the CSLP and 10-m wind at the 36th hour exhibited large differences to the observations, and these biases further increased with time. The same situation occurred at the 32nd hour for typhoon Matmo (201410). These large biases were strongly reduced by the optimal simulations for both the CSLP and the 10-m wind, demonstrating the better accuracy yielded by this method. Specifically, the mean absolute error (MAE) of the three-day CSLP simulations with the optimal schemes for typhoons Vicente (201208) and Matmo (201410) decreased by 72.43% and 65.78%, respectively. For the 10-m wind speed, the MAE decrease using the optimal simulations for typhoon Vicente (201208) and Matmo (201410) was 22.06% and 61.76%, respectively.
The comparisons of track simulations using the default and optimal scheme combinations were also conducted. The results are shown in Figure 9e -f. The track simulations for typhoons Vicente (201208) and Matmo (201410) demonstrated that the default simulation error had a significantly ascending trend after the 24th h. The optimal simulation for typhoon Vicente (201208) decreased the track simulation error after 24 h, and the optimal simulation for typhoon Matmo (201410) always had Besides the typhoons track, the simulations of typhoon intensity (i.e., CSLP and 10-m wind) were also compared. The results are shown in Figure 9a -d. Overall, the descending trend of the CSLP and ascending trend of the 10 m maximum wind speed were reproduced by both the default and optimal simulations, demonstrating that the typhoon intensity was reasonably well simulated by both schemes. However, the accuracy of simulation showed a great difference between the default and optimal cases. In the case of typhoon Vicente (201208), the default simulations of the CSLP and 10-m wind at the 36th hour exhibited large differences to the observations, and these biases further increased with time. The same situation occurred at the 32nd hour for typhoon Matmo (201410) . These large biases were strongly reduced by the optimal simulations for both the CSLP and the 10-m wind, demonstrating the better accuracy yielded by this method. Specifically, the mean absolute error (MAE) of the three-day CSLP simulations with the optimal schemes for typhoons Vicente (201208) and Matmo (201410) decreased by 72.43% and 65.78%, respectively. For the 10-m wind speed, the MAE decrease using the optimal simulations for typhoon Vicente (201208) and Matmo (201410) was 22.06% and 61.76%, respectively.
The comparisons of track simulations using the default and optimal scheme combinations were also conducted. The results are shown in Figure 9e -f. The track simulations for typhoons Vicente (201208) and Matmo (201410) demonstrated that the default simulation error had a significantly ascending trend after the 24th h. The optimal simulation for typhoon Vicente (201208) decreased the track simulation error after 24 h, and the optimal simulation for typhoon Matmo (201410) always had a low error compared to the default simulation. The track conclusions could explain the reasonability of the previous CSLP and wind simulations. Overall, these large error reductions further demonstrated that the optimal scheme combination was more suitable for the typhoon simulations than the default scheme combination. a low error compared to the default simulation. The track conclusions could explain the reasonability of the previous CSLP and wind simulations. Overall, these large error reductions further demonstrated that the optimal scheme combination was more suitable for the typhoon simulations than the default scheme combination. Additionally, the two independent typhoon events from 2016 to 2017 were also simulated to demonstrate the superiority of the optimal scheme combinations. The two cases were typhoon Megi (201617) and typhoon Nesat (201709), and their simulation periods were 3 days. For each three-day typhoon simulation, the designs of the domain and simulation, and the forcing data source, were the same as the previous optimization simulations, except for the schemes of the MP, CU, and PBL physics. One simulation used the default scheme combination and the other simulation used the optimal scheme combination. The comparison results of the track, CSLP, and 10-m wind are shown in Figure 10 . For the track simulations, the simulation with the optimal scheme combination had a lower error than the default scheme combination for typhoon Megi (201617), and there was little improvement for typhoon Nesat (201709). The overall improvement percentages for the track simulations of Megi (201617) and Nesat (201709) were 12.64% and −0.38%, respectively. For the CSLP simulations, the simulation with the optimal scheme combination was closer to the observation than Additionally, the two independent typhoon events from 2016 to 2017 were also simulated to demonstrate the superiority of the optimal scheme combinations. The two cases were typhoon Megi (201617) and typhoon Nesat (201709), and their simulation periods were 3 days. For each three-day typhoon simulation, the designs of the domain and simulation, and the forcing data source, were the same as the previous optimization simulations, except for the schemes of the MP, CU, and PBL physics. One simulation used the default scheme combination and the other simulation used the optimal scheme combination. The comparison results of the track, CSLP, and 10-m wind are shown in Figure 10 . For the track simulations, the simulation with the optimal scheme combination had a lower error than the default scheme combination for typhoon Megi (201617), and there was little improvement for typhoon Nesat (201709). The overall improvement percentages for the track simulations of Megi (201617) and Nesat (201709) were 12.64% and −0.38%, respectively. For the CSLP simulations, the simulation with the optimal scheme combination was closer to the observation than to the default scheme combination. The overall improvement percentages for the CSLP simulations of Megi (201617) and Nesat (201709) were 16.49% and 23.82%, respectively. The same situation occured in the 10-m wind simulations. The improvement percentages for the 10-m wind simulations of Megi (201617) and Nesat (201709) were 33.19% and 30.39%, respectively. These results further demonstrated the superiority of the optimal scheme combination on the typhoon simulations, and therefore, the optimal scheme combination obtained was thought to be reasonable.
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Comparison of the Optimal Configuration with the Literature
From the previous analyses, the optimal MP, CU, and PBL schemes for typhoon simulations over the Northwest Pacific Ocean were determined. These were the Thompson MP scheme, Tiedtke CU scheme, and the UW PBL scheme matched with the ETA SF scheme for typhoon track simulation. The WSM5 MP Scheme, Tiedtke CU scheme, and the UW PBL scheme matched with the ETA SF scheme for typhoon CSLP simulation. The Lin MP scheme, Tiedtke CU scheme, and the UW PBL scheme matched with ETA SF scheme for typhoon 10 m maximum wind speed simulation. 
From the previous analyses, the optimal MP, CU, and PBL schemes for typhoon simulations over the Northwest Pacific Ocean were determined. These were the Thompson MP scheme, Tiedtke CU scheme, and the UW PBL scheme matched with the ETA SF scheme for typhoon track simulation. The WSM5 MP Scheme, Tiedtke CU scheme, and the UW PBL scheme matched with the ETA SF scheme for typhoon CSLP simulation. The Lin MP scheme, Tiedtke CU scheme, and the UW PBL scheme matched with ETA SF scheme for typhoon 10 m maximum wind speed simulation.
There are some existing studies on the sensitivities of physics schemes to the typhoon simulations, although the optimal CU and PBL schemes have fewer considerations in the previous studies. Therefore, there is no evidence to prove that our optimal CU and PBL schemes are superior to the optimal schemes of other studies for typhoon simulation. However, our optimal MP schemes, including the Thompson, WSM5, and Lin MP schemes, have been commonly analyzed. Therefore, there can only be a comparison of the difference in the optimal MP results for typhoon simulations between our study and other studies. Chandrasekar et al. [21] found that the Thompson MP scheme outperformed the WSM5 MP scheme and the Lin MP scheme for typhoon track simulation; and that the Lin MP scheme outperformed the WSM5 MP scheme and the Thompson MP scheme for 10-m wind simulation, which was completely consistent with our conclusions. The superiorities of the three MP schemes to other MP schemes on typhoon simulations were also demonstrated in studies performed by Raju et al. [20] and Srinivas et al. [26] . Those examples demonstrated that our optimal MP schemes were reasonable for typhoon simulations. In addition, the default scheme combination (i.e., the WSM6 MP scheme, the KF CU scheme, and the YSU BPL scheme) has not been recognized to be optimal in some studies on scheme comparisons, such as Raju et al. [20] . We also found that the default scheme combination did not perform very well compared to the optimal scheme combinations.
Physical Interpretation and Verification of the Optimal Schemes
For the description of the MP process, the Thompson scheme was developed on the basis of the WSM6 scheme. Besides that, the Thompson scheme not only increased the ice number concentration prediction, but it also improved the rain distribution function from the empirical relationship formula to the function of the cloud-water mixing ratio [59] . The accurate rain simulation amount will release the reasonable latent heat, which can effectively heat the middle and upper atmosphere, such that the central pressure continues to reduce, thereby promoting the reasonable development of the typhoon. The Tiedtke cumulus scheme uses a mass flux scheme to describe three types of convection: penetrative convection, shallow convection, and midlevel convection. The KF scheme is a simple cloud model, including the updraft and downdraft. The Tiedtke scheme describes a more complex convection process than the KF scheme, and therefore, has a higher typhoon forecast accuracy [60, 61] . For the description of the PBL process, the UW scheme applies a local turbulence kinetic energy-based closure, whilst the YSU scheme is a first-order nonlocal closure model. Given that the steeper slope relationship between the evaporation and wind speed exists in the UW scheme, the UW scheme enhances the typhoon wind simulation compared to the YSU scheme [62, 63] , which makes the simulated 10-m wind closer to the observation.
Conclusions
In this study, a Tukey-based optimization method was proposed to determine the optimal scheme combination for the simulation of a typhoon's track and intensity (CSLP and 10-m wind), without running all the possible scheme combinations. For this purpose, three-day simulations of 15 typhoons that occurred over the Northwest Pacific Ocean between 2011 and 2015 were run under different configurations. All the schemes of the WRF sensitive physics modules (i.e., MP, CU, and PBL) in typhoon simulation were analyzed, whilst other physics schemes were fixed.
Four rounds of screening were conducted to minimize the number of scheme combinations, which was 140 before the first screening (Ens1), and 12~24 after the fourth screening (Ens5s). The simulation results of the samples (i.e., the sampled scheme combinations) for each round were averaged to assess the effectiveness of each scheme in the samples using the Tukey's test method. This analysis revealed that the RMSE between the (track, CSLP, and 10-m wind) simulations and the observations was considerably reduced for the Ens5s compared to Ens1. Furthermore, the 284 simulations were run across four rounds of screenings, which accounted for 40% of all simulations with 700 possible scheme combinations (i.e., 10 MP × 7 CU × 10 PBL), which makes the Tukey-based optimization method efficient. In each round of the Tukey's test analysis, the main effect (i.e., population mean) of each single scheme was only evaluated to delete the worst-performing scheme. However, the mutual interaction between the different physics schemes was not taken into account due to the complexity.
As the screenings progressed, not only did the mean error of each ensemble simulation decrease, but also the error variance decreased, which demonstrated that it was reasonable to exclude the worst-performing schemes using the Tukey's test in each round of screening. Compared to the mean simulation error of Ens1, the errors of the Ens5-track, Ens5-CSLP, and Ens5-10-m wind decreased by 30.03%, 10.88%, and 17.32%, respectively. A detailed analysis of the 15 typhoon simulations of Ens1 and the Ens5s was also conducted. All the track simulations, and most of the CSLP and 10-m wind simulations of the Ens5s, were found to have improved compared to Ens1. The few cases of CSLP and 10-m wind simulations which are degraded corresponded to typhoons with a small original error, and these degradations were found not to be significant. Consistent optimal CU and PBL schemes (i.e., the Tiedtke CU scheme, UW PBL scheme matched with the ETA SF scheme) for the three variable simulations were found, while the optimal MP schemes for the three variable simulations were different. In particular, the optimal CU and PBL schemes yielded simulations that were all within the best error range of the Ens5s for the three variables. This demonstrated the robustness of this conclusion for the optimal CU and PBL schemes. While no consistent optimal MP schemes were found, further tests demonstrated that any of the six MP schemes were combined with the optimal CU and PBL schemes, causing maximum variations of 4.08%, 9.32%, and 19.13% in the optimal simulation errors for the track, CSLP, and 10-m wind, respectively. Therefore, it is acceptable that any of the six MP schemes can used as the optimal MP scheme. Additionally, with these optimal schemes, the simulation error reduction in Ens1 for track, CSLP, and 10-m wind was 34%, 33.92%, and 25.67%, respectively.
Case studies for two typhoons were then carried out by comparing the simulation results for the default scheme combination and the optimal scheme combination. This final series of tests showed significant improvements. The intensity (CSLP and 10-m wind) simulations saw the largest biases occurring at the 32nd h of the default case and disappearing for the optimal case. The MAE of the overall simulations for the CSLP (10-m maximum wind speed) of typhoons Vicente (201208) and Matmo (201410) was 72.43% (22.06%) and 65.78% (61.76%), respectively. In particular, the delayed track prediction for typhoon Vicente (201208), and the early track prediction for typhoon Matmo (201410) at the last time step of the simulation were strongly improved when using the optimal schemes. This implied that the simulation for the typhoons landing time would become more accurate under optimal simulations in the future, which may limit the economic and human losses for countries hit by the typhoons. In addition, the two additional typhoon cases were simulated using the WRF model with the default and optimal scheme combination. The results further demonstrated the superiority of the optimal scheme combination on the typhoon simulations, and therefore, the optimal scheme combination that was obtained was thought to be reasonable.
Some limitations exist in our approach. For example, the simulation included all 15 typhoons that occurred over the ocean without considering typhoon landing, which was done to avoid the influence of complex land surface parameters (e.g., terrain and surface roughness) on the simulation. In addition, precipitation simulations were also not evaluated due to the deficiency of accurate precipitation data in the ocean. Lastly, neither dynamic initialization nor data assimilation was used to improve the accuracy of the initial and boundary values for the typhoon simulations. Therefore, future studies could be focused on the optimization of the WRF schemes using more accurate initial and boundary data, and the assessment of the WRF optimal schemes for landing typhoon simulations. In spite of these limitations, the decreased computational cost and large improvements in the quality of the typhoons track and intensity simulations make the Tukey-based optimization method a very effective and efficient tool for the crucial forecasting of typhoons. Table  S1 : Selected physics parameterization schemes at the end of the first round of screening, using the Tukey-based optimization method. 
