Abstract. Several gradient-based methods have been developed for Artificial Neural Network (ANN) training. Still, in some situations, such procedures may lead to local minima, making Evolutionary Algorithms (EAs) a promising alternative. In this work, EAs using direct representations are applied to several classification and regression ANN learning tasks. Furthermore, EAs are also combined with local optimization, under the Lamarckian framework. Both strategies are compared with conventional training methods. The results reveal an enhanced performance by a macro-mutation based Lamarckian approach.
Introduction
In MultiLayer Perceptrons (MLPs), one of the most popular Artificial Neural Network (ANN) architectures, neurons are grouped in layers and only forward connections exist [2] . The interest in MLPs was stimulated by the advent of the Backpropagation algorithm and since then several variants have been proposed, such as the RPROP [7] . Yet, these gradient-based procedures are not free from getting trapped into local minima when the error surface is rugged, being also sensitive to their parameter settings and to the network initial weights.
An alternative approach comes from the use of Evolutionary Algorithms (EAs), where a number of potential solutions to a problem makes an evolving population [5, 4] . EAs are appealing for ANN training since [8]: a global multi-point search is provided; no gradient information is required; and they are general purpose methods (the same EA may be used in different types of ANNs).
Following this trend, this work aims at exploring the use of EAs for MLP training, when applied to classification and regression tasks.
Experimental Setup
A set of ten benchmarks was considered in this work (Table 1) , endorsing two main types (column T) of problems: Classification (C) and Regression (R) tasks. Six real-world problems were chosen from the UCI machine learning repository [3] . The PRA is based on a realistic simulation of the dynamics of a robot arm. The artificial tasks include the famous N Bit Parity [7] , the TCC which consists on assigning one of three colors to each block of a 3x3x3 grid cube and the STS, a regression task where the output is given by: y = sin(8x) × sin(6x). Each problem will be modeled by a fully connected MLP, with one hidden layer and bias connections, being the topology given in Table 1, where 
Experiments with Evolutionary Algorithms
In this study, direct encoding is embraced (one gene per connection weight), an alternative closer to the phenotype, allowing the definition of richer genetic operators [5] . Two mutation operators were used, namely:
-Random Mutation, which replaces one weight by a new randomly generated value, within the range [−1, 1]; and -Gaussian Mutation, which adds to a given gene a value taken from a gaussian distribution, with a zero mean and 0.25 standard deviation [4] .
In both cases, a random number of genes is changed, between 1% to 20% of the number of ANN weights. The following crossover operators were also tested:
