Absrracf-With the proliferation of high-speed networks and networked services, provisioning differentiated services to a diverse user base with heterogeneous QoS requirements has become an important problem. The traditional approach of resource reservation and admission control provides both guarantees and graded services, however, at the cost of potentially underutilized resources and limited scalability. In this paper, we describe a WAN QoS provision architecture that adaptively organizes best-effort bandwidth into stratified services with graded QoS properties such that the QoS needs of a diverse user base can be effectively met.
I. INTRODUCTION

A. Motivation
With the advent of global network infrastructures and its emerging role as an important enabling platform for services spanning commerce, entertainment, education, and a compendium of everyday activities, building an efficient network architecture capabie of supporting diverse user needs has become a critical problem.
The traditional approach to QoS provision uses resource reservation and admission control such that a traffic stream's data rate and burstiness can be suitably accommodated by a network. Although research abounds [l] , [2] , [3] , analytic tools for computing QoS guarantees rely on shaping of input traffic to preserve well-behavedness across switches which implement some form of packet scheduling discipline such as generalized S.C.: Supported in part by NSF grant ANI-9714707; chensg@cs.purdue.edu. K.P.: Supported in part by NSFgrants ANI-9714707 and ESS-9806741, and grants from PRF and Sprint: contact author, park@cs.purdue.edu.
processor sharing (GPS), also known as weighted fair queuing [4] , [5] . Real-time constraints of multimedia traffic and the scale-invariant burstiness associated with self-similar network traffic [6] limit the shapability of input traffic while at the same time reserving bandwidth that is significantly smaller than the peak transmission rate. Thus QoS and utilization stand in a trade-off relationship with each other [7] and transporting application traffic over reserved channels, in general, incurs a high cost.
This makes it important to organize today's best-effort bandwidth, as examplified by the Internet, into stratijied services with graded QoS properties such that the QoS requirements of a compendium of applications can be effectively met. This is particularly useful for applications that possess diverse butto varying degrees-flexible QoS requirements. It would be overkill to transport such traffic over reserved channels. On the other hand, relying on homogeneous best-effort service, characteristic of today's Internet, would be equally unsatisfactory. A dual architecture capable of supporting reserved and stratified best-effort service is needed which, in turn, helps amortize the cost of inefficiencies stemming from overprovisioned resources for guaranteed traffic.
Another important consideration when designing QoS provision mechanisms are issues surrounding fairness, stability, and optimality. With respect to fairness, a principal question centers on "who should get what and how much." Resource contention resolution must address the normative issue of networks with users possessing diverse QoS requirements where users should receive unequal share of resources commensurate with their QoS requirements or other well-defined criteria. From a network efficiency perspective, how to induce users to consume just enough resources to satisfy their QoS needs and thus leave a maximal pool of resources for others to use is a problem of central import. Intimately tied to fairness is the issue of stability. A resource assignment deemed fair by some criterion may not be sustainable unless there is a form of consensus, and even if so, it may not be reachable from all initial configurations. Instability, in general, has an adverse effect on QoS-a user's end-to-end QoS may jump from one value to another-and providing stable, predictable service is an important task.
B. New Contribution
In [SI, we give a game-theoretic analysis of the multi-class QoS provision system for noncooperative single-switch network 0-7803-5417-6/99/$10.00 01 999 IEEE.
systems showing when Nash equilibria exist and under what conditions they are Pareto and/or system optimal. In [9], we advance a multi-class QoS provision architecture for many-switch systems which extends the single-switch system to the manyswitch case using single-switch reduction based on the notion of selfishness emulation.
In this paper, we focus on the distributed QoS control problem associated with noncooperative many-switch systems by formulating the many-switch QoS assignment problem as a constrained optimization problem-which is NP-hard even for a single user-and transforming the optimization problem into an unconstrained form using the framework of Lagrangian multipliers. The main advantage of the Lagrangian formulation is its decoupled form-i.e., across switches-modulo a confined dependence introduced by Lagrangian multipliers which leads to an approximation procedure that is amenable to efficient decentralized implementation. Distributed control consists of two parts, one, local optimization at every switch which chooses a service class that meets the local QoS responsibility while minimizing resource usage, and two, global optimization via an endto-end feedback loop that adjusts the Lagrangian multipliersshared across all switches-to satisfy a target end-to-end QoS at minimum cost. Interestingly, the solution procedure obtained using the Lagrangian framework turns out to be isomorphic to the distributed QoS control proposed in [9] which is based on single-switch reduction, an approach that achieves QoS control by generalizing an optimal solution procedure for the singleswitch case to the many-switch case.
We demonstrate the efficacy of our many-switch QoS architecture and its distributed control by simulating a WAN environment based on a vBNS-like topology with multiple traffic flows possessing diverse QoS requirements. We compare the performance of our architecture-SBS (Stratified Best-effort Service)-against a reservation scheme that a priori allocates fixed service classes based on assumed knowledge of all traffic flows-their traffic characteristics and QoS requirementsas well as FIFO packet scheduling and random service class assignment. We show the robustness of our architecture by generating problem instances with varying problem difficulty from the space of probability distributions over user QoS requirements falling into three categories-"easy, '' "intermediate," and "difficult." We show that our architecture performs favourably when compared to the aforementioned QoS provision schemes.
C. Related Work
Significant work has been carried out in formulating resource allocation problems spanning a number of different domains using tools from microeconomics and game theory [lo] [181, [19] . The models and approaches proposed in the literature differ along several dimensions, some of the important ones being whether applications or users are assumed to be cooperative or selfish, whether pricing is used or not, and how much computing responsibility is delegated to the user. Several papers have addressed the issue of multi-class QoS provision in high-speed networks [lo] , [20] , [2 I], [ 181, [ 171. Some of the works employ a cooperative framework or place significant computing responsibilities on the part of the user [21] , [17] , some investigate the effect of pricing incentives [ lo] , and others represent flow/congestion control and routing models [20] , [ 161, [18] that partially address the quality of service provision problem whose essence is users possessing diverse QoS requirements. QoS provision architectures for noncooperative WAN environments is still in its infancy with the Smart Market [22] and our previous work in noncooperative many-switch QoS provision based on single-switch reduction [9] representing two instances. In [22] , pricing-in the form of packets carrying bids-is used to resolve scheduling conflicts of packets at switches inside a network implementing priority queues. With respect to its core features, the Smart Market is similar to a simplified version of our many-switch architecture where instead of QoS indicators-used to dynamically select different service classes at every switch-ajxed priority or service class label is propagated to every switch.
A related development are efforts directed at designing network architectures with the aim of delivering differentiated service with "soft" or weak forms of guarantees using aggregateas opposed to per-flow-traffic control [23] , 1241. Of particular interest are Assured Service [23] and Premium Service [24] which affect weak protection through traffic shapinglmarking and support from routers. In both cases, it is assumed that service level-i.e., QoS-is computed using admission control, and the core task revolves around providing protection from illbehaving flows that exceed their contract specifications. This is done through 2-state (idout) marking with the help of RIO gateways (a form of RED gateway with dual thresholds) [23] , or through leaky bucket traffic shaping with gateways implementing priority queuing [24] . Our own work ( [25] , [8] and present), couched in the context of providing graded QoS provision with weak guarantees, takes a different approach. Whereas [23] , [24] concentrate on providing protection through explicit traffic shaping/policing, our architecture concentrates on providing graded QoS with protection handled by implicit admission control through usage pricing. An important objective of SBS is the elimination of explicit admission control-except in the provision of guaranteed services-as a mechanism for perflow QoS control, an impediment to scalability as detrimental as maintaining per-flow state at routers. SBS is a scalable QoS provision architecture that uses neither resource reservation nor admission control when organizing best-effort bandwidth into graded service commensurate with user needs.
The rest of the paper is organized as follows. In the next section, we define the many-switch multi-class QoS provision problem leading to a resource allocation problem in the noncooperative context. This is followed by a decription of the manyswitch QoS provision architecture based on the Lagrangian formulation, its properties, and decentralized implementation. Section IV shows performance results depicting the behavior of SBS. We give a comparative evaluation in the context of reservation, FIFO, and random service class assignment schemes, and for problem instances of varying difficulty.
MULTI-CLASS QoS PROVISION PROBLEM
A. Network Model
Assume a network comprising of a set of routers and end stations connected via some topology. The routers implement GPS packet scheduling [4], [5] where packets labeled by their service class number receive service commensurate with the resources allocated for that service class and the traffic impinging on that service class. If every application flow is mapped to a unique service class at every switch, then the service class number is synonymous with flow ID and the system can be viewed as implementing per-flow QoS control. If the mapping is many-to-one, QoS control is exercised on an aggregate flow basis. Other things being equal, the larger the service weight or the smaller the aggregate traffic flowing into a service class, the better the QoS--e.g., as measured by delay, packet loss rate, jitter-rendered by that class'.
Assuming fixed routes, the end-to-end QoS experienced by an application flow is determined by the service levels received at each of the routers along a path which, in turn, is determined by the service class assignments-possibly different-at each of the routers. There is a calculus for computing end-to-end QoS in terms of the QoS rendered locally at each of the switches, e.g., with packet loss behaving multiplicatively and delay behaving additively. For example, if ck denotes the packet loss rate at switch k E [l, 7-1 on an r-hop path, then the end-to-end packet Routing introduces a new set of decision variables; in this paper, we will confine ourselves to the case where routing is handled by a separate subsystem, i.e., is given.
B. UserModel
Assume n users or applications where each user i E [1,n] has a traffic demand given by its mean data rate Xi. The most important property associated with a user in the QoS provision context is its QoS requirement which may be different for each user. For example, if QoS requirements were represented by bounds on packet loss rate, delay, and jitter, then a user i with a bound Bi = 33ms on end-to-end delay would have a more stringent QoS requirement than a user i f who has a more relaxed delay bound of Bit = 200ms. In general, a user's QoS requirement can be represented by a utility function Vi which captures the "satisfaction" experienced by user i when receiving a certain QoS. Utility functions are a tool to represent heterogeneous 'There is a subtle QoS ordering effect with respect to jitter which is discussed in [26] .
user preferences and facilitate reasoning about the bahavior of a system. One last item to define is the behavioral mode of a userselfish or cooperative. Seljishness, in our context, will mean that each application i E [l, n 3 will try to take actions-i.e., setting ti = (<:, <: , . . . , assuming it is allowed to do so-so as to maximize its individual utility Vi. Remark 11.1 The network substrate described in Section II-A, can be used to provide both guaranteed and graded services through resource reservation and admission control. Guaranteed here means the protection-i.e., from interference by other flows-afforded to a flow by GPS through resource reservation and admission control. Stratified best-effort service, by adopting a weaker form of protection, consequently also exports QoS to the user that is, in general, more variable and subject to the other flows' potentially detrimental influence. [9]. Nash equilibria, Pareto optima, and system optima can be defined with respect to Vi(Xi, xi).
RemarkII.2 A configuration is a Nash equilibrium if each user cannot improve his individual lot through unilateral actions affecting his traffic allocations. Thus if every player finds himself in such a "local optimum," then from the noncooperative perspective, the system is at an impasse-i.e., stable rest point. A configuration is a Pareto optimum if in order to improve the lot of some player, the lot of others must be sacrificed. A configuration is system optimal if the sum of the individual lots is maximized. A formal definition can be found in [8] .
C.2 Network Game with Pricing resource usage by imposing the relation
Pricing is introduced as a mechanism for monitoring relative C t k 4 ===+ P % > P k , a , b E [ l , m I , (11.3) where cj k is the QoS rendered in service class j at switch k and pjk is its price. I.e., the superior the QoS, the higher the price. Other things being equal, for GPS switches, c: ck iff the relative resource consumption per unit flow is higher in service class a than service class b. Notice the difference with congestionbased pricing schemes where high demand-i.e., congestionleads to a higher price irrespective of the actual QoS rendered. Our pricing scheme isjne-granular in the sense that pricing occurs at every switch on a per-flow basis.
The cost or relative resource usage accrued to user i's traffic flow can be defined in a number of ways including the following three:
pit , CL=, piI. As, and X i cl-,., p$ . Here Xi+' denotes the net flow arriving at the receiver. By monotonicity, we have
(11.4) Relation (11.4) collapses into a single expression when packet loss is zero. Assuming the above expressions are used to compute the ultimate cost exported to a user via composition with a monotone price function P : IQ-+ IQ-, X i CL=, pi; can be interpreted as being the most "service provider-friendly" measure whereas A: +' EL=, p$ is the most "user-friendly one."
For threshold utilities, one version of the noncooperative many-switch QoS provision game with pricing is given by
subject to zi(<) 5 Oi. That is, the user seeks a minimum cost assignment that satisfies the user's QoS requirement. This problem, even for a single user is NP-hard-it can be reduced to a version of multiple choice knapsack-and approximate solutions need to be sought.
Theorem 11.6 (Many-Switch QoS Assignment) Thp per-user constrained many-switch QoS assignment problem given by (11.5) is NP-hard.
MANY-SWITCH QoS PROVISION ARCHITECTURE
The noncooperative QoS provision game is defined by solving the constrained optimization problem (11.5) for each user (or player) i E [l,n] . In a user-centric realization of the game, each user is assumed to have direct control over its choice vari-
In a network-centric realization of the game, the network solves (11.5) on behalf of each user, resulting in an equivalent outcome. The advantage of the latter is that users need not have access to detailed network state-an unrealistic assumption in WAN environments comprised of numerous switches-and users are shielded from engaging in complex computations. Emulation of selfish user behavior is also the network's contract to the user with respect to its modus operandi thus preserving noncooperativeness.
The primary user-network interface is a QoS requirement vector Bi E RS which represents user a's bounds on desired endto-end QoS. The network system takes Oi as input and tries to deliver end-to-end QoS zi such that zi < 02, at least cost.
A. Distributed QoS Control: Lagrangian Formulation
A. 1 Transformation to Normalized Constrained Form
The Lagrangian method starts from the abstract optimization formulation (11.5). It transforms the constrained optimization problem into an equivalent unconstrained form. This transformation leads to a set of independent optimization problemsone for each switch-which are coupled only by a set of common Lagrangian multipliers. The latter have a simple interpretation: the larger the multipliers' value, the more stringent the QoS rendered by the system. Nonuniformity in the QoS rendered at different switches is facilitated by local optimization which is modulated by the coupling constants, i.e., multipliers. The decoupled form lends itself to efficient distributed implementation: the same local optimization procedure-parameterized by the multipliers-is executed at all switches.
The first task is to transform the minimization problem (11.5) into an equivalent maximization problem and, in tandem, transform the end-to-end QoS constraints xi(<) < 02 into an additive The end-to-end expression for jitter U<; is more complex depending on its precise definition. We employ the strong form m a x k U<; 5 0; which is equivalent to r constraints us; < e;,
Thus the network game given by (11.5) can be rewritten as 
A.2 Transformation to Unconstrained Form
Transformation of the normalized constrained optimization problem (111.1) into an equivalent unconstrained optimization problem is facilitated by the next theorem which has been adopted from [27] to fit our context.
Theorem 111.2 (Lagrangian Optimization)
1 non-negative Lagrange multipliers and t I a solution of Let pf , . . . , pf be
Then, t: is a solution to
To understand the above theorem, we can consider (111.1) an optimization problem parameterized by bk. Theorem 111.2 allows us to solve an unconstrained optimization problem to obtain an optimal solution to a constrained optimization problem with parameters b r which are not necessarily equal to b i , the parameters of the original constrained problem (111.1). Different values of b r are obtained when we vary the multipliers pf's and thus b r is a function of the pf's. If the multipliers p! are known such that b t coincides with the original QoS requirements, i.e., b r = b i for all h, the original optimization problem is solved. Since for fixed pf, the conditional of Theorem 111.2 can be solved exactly in polynomial time, the hardness of the problem comes into play via pf.
A.3 Approximation Procedure for Computing pi
For MCKP, pi can be perturbed systematically so that a global maximum of the objective function is obtained. This is possible because of the following simple fact.
Proposition 111.3 As pi increases in the interval [0, +m], bi* decreases monotonically.
In a centralized algorithm, we could find the range of pi and use binary search to make bi* as close to bi as desired. A special form of MMKP-i.e., QoS vectors are in total order-also possesses the monotonicity property. The is given by the next proposition.
PropositionIII.4 Let the QoS vectors wjkh at every switch k obey a total ordel: Then as pfo increases in the interval [0, +m], b r decreases monotonically for all h.
A.4 Decentralized Implementation of Lagrangian Optimization
The unconstrained optimization problem, for fixed pf, is straightforward to solve. To see this, notice that the unconstrained optimization problem can be rewritten as The SC (service class) Index field is used to enscribe the service class label computed by (111.5) which is then forwarded to the GPS switch proper. The Charge field is used to accrue the relative resource usage cost according to (11.4) . Figure 111 .2 shows the structure of a GPS switch augmented by the procedure for computing (111.5). Now to the update of pi. The Lagrangian multiplier is adjusted in an end-to-end feedback loop using Proposition 111.4. Specifically, the receiver of the end-to-end control measures the end-to-end QoS rendered at the receiver and compares this value with the target or desired end-to-end QoS which is available at the receiver. If the rendered end-to-end QoS is excessively good vis-&vis the target QoS, then pi is decreased to affect a deprovement in QoS. If the achieved QoS is unsatisfactory vis-&vis the target QoS, then p i is increased to affect an improvement in QoS except when doing so has proved futile-i.e., a feasible solution may not exist. 
B. Desirable Properties
Following is a summary of some of SBS' desirable architectural properties:
Simple Usermetwork Integace The user's interface with the network system is narrow and well-defined. The user conveys its QoS requirement vector to the network and the network tries to deliver the target end-to-end QoS at least cost-i.e., resource consumption-to the user. A service provider may use the resource usage signature maintained by the network to set the service price exported to the user; alternatively, it may override it.
Zero Per-Flow State at Routers SBS exercises per-flow QoS controi with zero per-flow state at routers. This is conducive to scalability. SBS packet headers are of constant size independent of hop count.
Fine Granular Resource Usage Signature
The network, as a by-product of its protocol, maintains a fine granular account of resource usage by each flow. This information can be used by the service provider to set its service price advertised to the end user or it may be used as an internal tool to track resource usage.
Compatibility with Guaranteed Service Architecture SBS runs on top of generic GPS-based internetworks, and its transparent handling of traffic flows makes it compatible with guaranteed service provisioning through resource reservation and admission control.
It is interesting that the distributed QoS control obtained from the Lagrangian formulation is isomorphic to the one arrived at using the single-switch reduction approach. We omit its discussion due to space constraints.
IV. PERFORMANCE EVALUATION
A. Simulation Set-Up
A. 1 Network Configuration
We use the LBNL Network Simulator ns (version 2) as the basis of our simulation environment. We have modified ns in order to model our multi-class QoS provision architecture. This entailed, among other things, implementing the QoS Agents as separate modules invoked by the routing agent, and implementing a GPS packet scheduler module with extended functionalities. We show results for a vBNS-based network topology which is depicted in Figure IV. 1. In the current vBNSan NSF-sponsored backbone network designated for networking and high-performance computing research-the backbone runs at OC-12 (-622Mbps) with link latency ranging from 3ms to 15ms. Some of the links that connect member institutions to the backbone are OC-3 (-155Mbps) with link latency of about lms, whereas others are DS-3 (e.g., Purdue University). We make two simplifications: one, we only consider OC-3 drops from the backbone to institution nodes, and two, we scale down all bandwidths uniformly by a factor of 10 to reduce simulation overhead. 
A.2 Traffic Configuration
The traffic configuration is shown in Table I . There are in total 15 individual flows of which l l are application traffic with various QoS constraints (shown in separate QoS requirement configuration tables), and 4 are background traffic which are used to inject further resource contention and system variability. This particular traffic configuration has been engineered to create a number of localized hot spots where several connections are multiplexed onto the same output link thereby potentially causing severe contention. There are two main bottlenecks. The first one is from nll to no and has a load factor or utilization of 0.97. The second one is from n1 to 7117 and has a load factor of 1.03. Both are shown highlighted in Figure IV . 1. TABLE I   TRAFFIC CONFIGURATION TABLE I1 LAGRANGIAN METHOD, SINGLE SWITCH REDUCTION, AND THE FIXED ALLOCATION SCHEME.
Application
A.3 Problem Instance Generation
To test the robustness of our algorithm and compare its performance against that of reservation-and FIFO-based schemes, we employ a problem instance generator that takes Table I as input and outputs the QoS requirements associated with the application flows. We use a random service class assignment method for this purpose whereby for each flow, at every switch, the flow is randomly assigned (permanently) to a fixed service class. We then let the system evolve in time and observe the measured endto-end QoS received by each application flow. These valuesmean packet loss, mean delay, and jitter-are then chosen as "handles" in generating final problem instances.
They are handles in the sense that they are subsequently used to generate three separate problem instances which we classify as resource-plentiful (alternatively "easy"), resource-scarce (alternatively "difficult"), and in-between. Since we can always shift or translate the QoS requirement indicators to make the QoS assignment problem easier (upwards shift) or harder (downwards shift) given a fixed resource configuration, by the shifting operation we are able to identify instances where the problem instance changes its character from instrinsically easy to intermediate to difficult. For the "easy" and "difficult" problem categories, we choose (by trial-and-error) instances that are as close to the intermediate stage (i.e., transition) as possible to avoid generating trivial instances for which no algorithm can find a feasible QoS assignment or almost ail algorithms can do so.
B. Lagrangian Method, Single Switch Reduction and Fixed
Reservation-Based Allocation Table I1 showsthe performance of Lagrangian method, single switch reduction and a fixed service class assignment scheme at delivering end-to-end QoS given the flows' QoS requirements. All switches possess three service classes of which one is set aside for the background traffic. The user population consists of 0.05-,0.01-, and 0.001-packet loss rate applications (column 2), and the end-to-end packet loss rate they received is shown in the column marked pls.. vio. denotes the fraction of instances, over time, that a QoS requirement is violated, and charge denotes the total cost accrued by all packets belonging to the same connection. Comparing Lagrangian method and single switch reduction, we observe that the QoS requirements of all flows are satisfied. In terms of minimizing cost, they achieve comparable U / P , a measurement of how well the optimization problem is solved. The Fixed Class algorithm is a static, fixed service class allocation scheme where the service class assignment, once picked, is held invariant during a connection's lifetime. It is an off-line, centralized QoS allocation scheme that assigns a strict priority ordering based on a connection's QoS requirement, giving higher precedence to stringent-QoS applications over less stringent ones. A service class assignment is then chosen such that this precedence condition is satisfied at every switch for every flow. The Fixed Class algorithm is used as a reference point in evaluating the relative performance. We observe that the former satisfies the end-to-end packet loss rate requirements for all connections. However, one noticeable difference with Lagrangian method and single switch reduction is the high violation penalty flows 1 and 8 incur under the Fixed Class assignment.
C. Dynamical Properties of Lagrangian Method
Flow 10 is one of the connections that goes through one of the two bottleneck links, ( n l , n17) . Figure IV.2 (top) show the trace of the end-to-end QoS experienced by flow 10. We can see that flow 10's QoS requirement 0.05 is satisfied without a single violation. Figure IV .2 (bottom) shows flow 10's service class assignment at bottleneck switch 721. We observe that flow 10 is assigned to class 2 stays there throughout. Flow 1 is one of the connections that travels through both of the two bottleneck links. Figure IV .3 (top) shows the endto-end packet loss trace of flow 1. We observe that there are four brief instances when the QoS requirement is violated. Figure IV.3 (middle) shows that on switch 1211 flow 1 is assigned to service class 2. Figure IV .3 (bottom) shows the service class assignment trace for flow 1 on switch n1. We observe that although flow l is most of the time assigned to the superior service class (here it is class l), occasionally there are excursions to service class 2 which, in turn, are correlated to the elevation in the end-to-end packet loss rate. The reason for the temporary excursions is that when the QoS Agent at n1 notices that the end-to-end QoS delivered is overly good for flow 1, then service class 2 becomes the locally optimal choice for flow 1, but this reassignment is not sustainable in the long run without violating flow 1's QoS requirement. Thus the switch back to service class 1 momentarily thereafter. We omit the description of the behavior of other flows due to space constraints.
D. Robustness and Comparative Performance
In this section, we show the robustness of our algorithm on three classes of problem instances-resource plentiful ("easy"), in-between, and resource scarce (''difficult'')-with six instances in each category generated using the random service class assignment scheme with shifting. We also compare the performance of our algorithm against the fixed reservationbased scheme as well as a FIFO-based scheme and random (fixed) allocation scheme. On average, we expect the random fixed allocation scheme to perform similar to the FIFO scheme due to the uniform nature of the service weights. We observe that for instance in the "easy" problem class, our algorithm (Lagrangian) performs perfectly with the fixed reservation-based scheme close behind. However, both FIFOand random service class assignment-based schemes exhibit violations in the range 2-5. This is so since although we classify this problem class as "easy", the resource plentiful and resource scarce instances were chosen to be as close to the intermediate problem instances as possible. Thus what is easy to Lagrangian method and the fixed reservation-based scheme is not necessarily easy for the FIFO and random schemes. For the in-between instances we observe violations occurring even for Lagrangian (0-2 range) and for the resource scarce instances. Overall, we observe that Lagrangian is superior to the fixed reservation-based scheme and both are superior to the FIFO and random schemes. For the in-between cases, Lagrangian method performs much better than the single switch reduction scheme. On the other hand, for the resource plentiful and resource scarce instances, they have achieved almost the same results. Table IV shows the same comparative performance results on three of problem type-resource plentiful, in-between, and resource scarce-for three-dimensional QoS requirement vectors containing packet loss rate, delay, and jitter. The numbers in the table show the number of flows whose QoS requirements were violated. We observe that the Lagrangian method performs comparably with single switch reduction. Table V shows a user pool with diverse QoS requirements with packet loss bounds of 0.001, 0.005, 0.008, 0.01, 0.02, and 0.05, and the QoS rendered by the system. All QoS requirements are being met for both Lagrangian method and the Fixed Assignment scheme. This is in the context of a 2-service class system. In general, for a diverse user population make-up more service classes are needed to provide refined services.
E. Comparison of Single Switch Reduction and Lagrangian
Method
E User Population QoS Diversity
V. CONCLUSION
We have presented an architecture for noncooperative multiclass QoS provision in many-switch systems. End-to-end QoS control is facilitated by decentralized control based on Lagrangian optimization which, in turn, is amenable to distributed implementation. An appealing property of our architecture is that selfish user mode is preserved without burdening the user with complex resource allocation computations. This imparts our system with a well-defined and practical resource allocation paradigm-selfishness-on which resolution of resource contention conflicts are based.
DIVERSE Q o S REQUESTS
Complementing the sinzple user approach, our distributed control protocol is easily implementable as a preprocessing step in routers with GPS packet scheduling. Pricing and accounting are performed at a fine-granular level (per packet) where usage-based pricing is efficiently achieved. This leads to a simple network realization. SBS is scalable, efficient, and adaptive, and it complements the guaranteed service architecture, sharing a common network substrate comprised of GPS routers. It is also a functional complement, provisioning QoS efficiently commensurate with user needs, albeit at the cost of weaker protection.
