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ABSTRACT 
The computation of eigenvalues and eigenvectors of a real symmetric matrix A 
with distinct eigenvalues can be speeded up at the end of the Jacobi process when the 
off-diagonal elements have become sufficiently small for A to be regarded as a 
perturbation of a diagonal matrix. A leading-order approximation to the eigensolution 
is calculated by formulae particularly suitable for the distributed array processor 
(DAP). A single application of this direct method reduces A to diagonal form and is 
asymptotically equivalent to an entire sweep of the Jacobi method. 
1. THE JACOBI METHOD FOR PARALLEL COMPUTATION 
The distributed array processor (DAP) on which we have implemented 
the parallel methods discussed in this paper is an attached processor to the 
ICL 2980 mainframe, consisting of 64 X64 processing units which can be 
thought of as arranged in a square grid with nearest neighbor interconnec- 
tions and each having an associated private memory. Any one unit has fast 
access to its own memory and that of its four neighbors, and the connections 
to the master control unit are by row and column “highways.” There is a 
single instruction stream broadcast to all units simultaneously, and the 
arithmetic is done in hardware at bit level. For further details, see for example 
Flanders, et al. [2]. 
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The Jacobi algorithm for the computation of the eigenvalues and eigen- 
vectors of an n x n real symmetric matrix A applies a sequence of similarity 
transformations A := RAR’, where R is a plane rotation: 
1 
1 
C 
--s 
. . . S 
C 
The element ap4 (p z Q) of A can be annihilated by applying R = 
R( p, q,r3) with an appropriate angle 0, 101 d 7r/4, namely 
Rij=6,j (i2jzP>q)7 R,, = - R,, = sine, R,, = R,, = COS 8; 
tan28 = 2aP, P<q. 
a 
PP -57’ 
The matrix A is reduced to diagonal form by an infinite sequence of 
“sweeps,” in each of which $(n - 1) such rotations are performed, one for 
each pair (p,q) with 1~ p < q < n. In general, later rotations reintroduce a 
nonzero element where up4 has been annihilated, but quadratic convergence 
nevertheless occurs because each rotation reduces the sum of squares of the 
off-diagonal elements. Sequences of matrices A, and R, are produced such 
that 
kl$m { Ak} = D, 
a diagonal matrix containing the eigenvalues of A, and 
)im {R;R;_,...R;} = Q, 
an orthogonal matrix whose columns are the eigenvectors. 
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There are many variants and a well-developed convergence theory (Henrici 
[5], Wilkinson [ 12]), but for serial machines the method is less efficient than 
those based on reduction to tridiagonal form and the QR algorithm. It is, 
however, attractive for parallel computation because each multiplication by 
R( p, q, 0) [respectively R* (p, 9,0)] affects only the pth and 9th columns 
[rows] of A, so that many elements can be annihilated simultaneously. It has 
been investigated for use on parallel architectures by various authors: Kuck 
and Sameh [6], Brent and Luk [l], Heller and Ipsen [4], Schreiber [ll] for 
systolic arrays; Modi and Parkinson [8] for the DAP. 
The essential idea is to save computational time by applying n/2 rota- 
tions simultaneously, instead of one, and this means that n - 1 parallel steps 
are needed, compared to $(n - 1) for the serial method, to complete a 
sweep. However, on many architectures significant data movement is in- 
volved, especially when rows p and 9 in (1.1) are far apart, and much of the 
desired saving is lost. For the DAP, techniques have been devised for 
minimizing data movement (Modi and Pryce [9]). These reduce the organiza- 
tional cost, and the dominant costs arise from the arithmetic operations: 
computation of the elements of R( p, 9,8), and the two matrix multiplications 
to transform A. The time to compute sin 8, cos 8 on a serial computer is l/n 
of that to perform the transformation, whereas on a parallel machine the two 
times are roughly equal. Again, approximate formulae for sin 8, cos 8 have 
been devised which are cheaper to compute and are asymptotically exact so 
that quadratic convergence is preserved. If these formulae are applied from a 
carefully chosen point, so that the error introduced is negligible to machine 
precision, then a further saving in time can be secured (Modi et al. [7]). In 
this paper we consider another technique for reducing the arithmetic cost by 
up to 25% for the case when the eigenvalues are distinct. 
Although we treat this as a complement to the Jacobi method, it could 
well be applicable to any other method for approximating to the eigensolu- 
tion. It is equivalent to an application of the perturbation method in more 
standard form, in which we assume that the solution to the eigenvalue 
problem for A, + A ,X can be expressed in powers of X, where A, contains 
the diagonal elements of A, and A, the off-diagonal elements. 
The main justification for this work is that the operations are very well 
suited to the DAP architecture. As mentioned earlier, the parallel method 
applies groups of n/2 transformations, taking n - 1 steps to complete one 
sweep. Here we propose replacement of the final sweep(s) by a single 
application of the perturbation method which affects all off-diagonal elements 
simultaneously, and in the limit, this is as effective as an entire sweep of the 
Jacobi method. 
Although our method, in its present form, is applicable only when the 
eigenvalues are known to be distinct, this is in fact the case for the matrices 
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arising from a number of engineering problems of significant practical impor- 
tance. 
2. THE DIRECT METHOD 
Let A be a close-tdiagonal n X n real symmetric matrix with small 
off-diagonal elements and distinct diagonal elements, which are close to the 
corresponding eigenvalues (also distinct). We obtain an approximate solution 
to the eigenvalue problem by constructing a matrix U and a diagonal matrix 
A such that 
UUT=I, (2.1) 
UA 2: AU. (2.2) 
Write A = A, + A,, where A, is diagonal and A, has zeros on its main 
diagonal. Solve, for the skew-symmetric matrix V, the equation 
A$‘- VA, = A,, (2.3) 
so that 
vii = 0; vii = 
‘ij 
Uii--ujj +9. (2.4) 
Now write 
+(VA, - A,V) = B = B, + B,, (2.5) 
where B, is diagonal and B, has zero diagonal; these matrices are symmetric. 
Solve, for the skew-symmetric matrix W, the equation 
so that 
A,W - WA, = B,, (2.6) 
wii = 0; wij = 
bij 
a,, - ajj 
(i # j). (2.7) 
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Our original version of the proposed approximations was 
U=Z+V+W+~V2, 
A = A, + B,. 
(2.8) 
(2.9) 
We note that from (2.3) it follows that 
VA, + A,V= AoV2 -V2A,. (2.10) 
The results of some experimentation (see Section 6) suggest that there is 
improved accuracy if (2.8) is replaced by 
(2.8’) 
where X = V + W; this will be unitary to machine precision if sufficiently 
many terms are taken. One may then also replace (2.9) by 
A = UAUT. (2.9’) 
We recommend the use of (2.8’) (2.9’) in computational practice. An 
alternative possibility is, for example, 
u= [z+;x][z-ix] -l 
=Z+X+~X2++X3+~X4+ . . . . (2.8”) 
which is also unitary. It is not clear why these are significantly better than 
(2.8), nor whether one among such series as (2.8’), (2.8”) is generally 
preferable; these all start with Z + X + +X2. 
When A is not close to diagonal, the technique is to apply the Jacobi 
method up to a point at which the matrix has become diagonally dominant, 
and then make one application of the method described above; the resulting 
eigenvector matrix will thus be UTRERz_ 1.. . RT, in the earlier notation. 
3. GENERAL ESTIMATES AND JUSTIFICATION OF (2.1) AND (2.2) 
Let 
max{ laijl: i # j} = a, min{laii-ajjl:i#j} =6. (3.1) 
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Writing M(X) for maxlxijl, from (2.4),(2.5),(2.7) we see that 
M(v)<;, M(B) “,“’ Q----T M(Wj<$. (3.2) 
Other estimates will be derived using the inequality (for n x n matrices) 
M(XY) Q nM(X)M(Yj. (3.3) 
Now suppose that 
i 
n3a4 n2a3 n2Lu4 
max 64,~‘~ =.eel. 
I 
(3.4) 
From (2.8) and the skew symmetry of V and W, it follows that 
where 
E=+V4+#VV2-V2W)-(VW+WV), 
and with the help of (3.2), (3.3), (3.4) we conclude that 
:n3a4 n3a4 2n2a3 
M(E) < s4 + s4 + 63 < 3.25~. (3.5) 
From the equations defining U and A, together with the identity (2.10), it 
follows by straightforward matrix algebra that 
where 
UA=UA+F, 
F = WA, + +A,V2 - B,V - ;V2B,, 
and with the help of (3.2),(3.3),(3.4) we conclude that 
n2a3 in2a3 n2a3 in2a4 
M(F)s~+~+~+~<~E. (3.6) 
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It also follows that UAUr is close to A, so that its off-diagonal elements 
are small. In particular these will certainly all be smaller than (Y (so that 
UAW’ is closer to diagonal, in one sense, than A) if E -+E LY. One test for this 
would be that CY < min(64/3/n,6/n). In practice, the direct method seems to 
be remarkably accurate for rather larger values of CL We have chosen to take 
E < lo-” as a sensible test for applicability of the direct method, for the 
matrices considered. 
The formulae (2.8) (2.9) may easily be arrived at by applying the 
perturbation method in the following form. Assume that U = I + Xi + X, + 2, 
where the elements of X,, X,, 2 are respectively of orders 1, 2, and at least 3 
in the offdiagonal elements of A. If this matrix U is to be approximately 
unitary, that is, to satisfy (2.1), then by substitution in (2.1) and then equating 
to zero terms of orders 1 and 2, we obtain 
x,+x:=0, (x2 + xz’) - XfXl = 0. 
From the first equation it follows that Xi is a skew-symmetric matrix V, and 
from the second, that X, - $V2 is a skew-symmetric matrix W. Thus we 
expect to use a formula U = I + V + W + $ V2, where V, W are skew-symmet- 
ric matrices of orders 1,2 in the off-diagonal elements of A. Substitution in 
the equation UA U T = A, where A is an unknown diagonal matrix, then leads 
to the formulae (2.3),(2.6) for V and W, and also yields the value (2.9) for A. 
It is not clear to what extent the condition M(F) < 3~ of (3.6) could yield 
good theoretical estimates of the exact position of the eigenvalues of A. It 
follows from Gerschgorin’s theorems (Wilkinson [13,pp. 71-721) that the 
Gerschgorin discs, with centers a ii and radii Cj + i]a i j(, are disjoint provided 
6 >, 2( n - l)o~. Since n3a4/S4 < E, this condition will already be satisfied at 
the stage when our “direct method’ is applied, provided E < n3/16( n - 1)4. 
This is true for the examples considered in Section 6, where n = 64 and we 
took E = 10-3. 
4. ALGORITHM 
The technique may be combined with the Jacobi process as follows. 
Assuming [ aij] to be an n X n symmetric matrix with distinct eigenval- 
ues, first apply the standard parallel Jacobi process (see, for example, Modi 
and Pryce [9]). At the end of each sweep test whether the condition for 
applying the direct method is satisfied, as follows: 
compute 0L = max{ (aij]: i + j}, 6 = min{ luii - ujjl: i # j}; 
compute E = max{ n3a4/S4, n2a3/a2, n2a4/S3}. 
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If E > 10ek (where k = 3, for example; see Section 3), continue with a 
further Jacobi sweep; otherwise, apply the direct method, as follows: 
express 
compute 
compute 
compute 
compute 
compute 
compute 
compute 
A = A, + A,, where A, is diagonal and A, has zero main diago- 
nal, 
V where oii = 0; uij = aij/(aii - ajj) (i # j); 
B = O.S(VA, - Ay); 
W where wii = 0; wij = bij/(ai, - ajj)(i # j); 
x=u+w; 
U=eX=Z+X+iX2+$X3+ ...; 
diag UAU *, with elements the eigenvalues; 
UT&%;_ 1. . . RT), with columns the eigenvectors. 
We note that UT need not be calculated explicitly. 
5. IMPLEMENTATION 
We report in Section 6 on tests carried out on two 64 X 64 real symmetric 
matrices: 
(1) [uij] with uij = i + j (i # j) and a i j = i2 + 64, which is diagonally 
dominant and is known to have distinct eigenvalues in the range 0.2 < e < 
6778; 
(2) [uij]withuij=O(~i-j~#1)andu,,i+,=ui+,,i=1,whichistridiag- 
onal and has eigenvalues in the range - 2 < A < 2, some of which are very 
close. 
Denoting by ./, the application of n sweeps of the Jacobi method, it was 
found that & or .l, was sufficient to guarantee 16 significant figures, using 
double precision (64 bits), providing a benchmark to test the results of taking 
fewer sweeps, followed by a single application of the direct method described 
in Section 2. 
For the relevant values of fl ( = 64), CY, S (see Section 3), we have 
E = &$/S 2, and an appropriate test for whether it is advantageous to 
discontinue Jacobi sweeps and apply the direct method is that E should be 
sufficiently small, as indicated in Section 4. 
The use of (Y = max{ Juijl: i # j}, 6 = min{ luii - ujjl: i # j} renders such 
a test quite unsuitable for serial computation because of the high cost of 
computing the extrema of a set of real numbers. This is not true for a 
hit-oriented machine such as the DAP, because the algorithm for extrema 
depends on the bit length of the numbers and not on the size of the set, 
provided that enough processing units are available as is the case here. (To 
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find which, among a set of numbers given in binary form, are maximal, 
successively eliminate as candidates those having 0 in the highest binary 
place, if any have 1; then those having 0 in the next place down, if any 
retained candidates ha”re 1; and so on.) 
Briefly described, the computation of 6 is carried out as follows: 
(i) extract the vector d =(a,,,a,,,...,a,,) (one parallel step); 
(ii) form two matrices, one with all rows equal to d and the other with all 
columns equal to d (each only one step, using the row and column 
“highways”), and take their difference (one step); 
(iii) replace the zero diagonal elements by a large constant (one step); 
(iv) find the minimum of the absolute values of the elements of this 
matrix. 
The computation of (Y is similar. 
On the DAP, the calculations for V and W [(2.4) and (2.7)] are inexpen- 
sive in time, using techniques like (i) and (ii) above. The matrix multiplica- 
tions [(2.5) and (2.8)] mcur the major cost, although the parallel algorithm 
used takes only O(n) steps instead of the 0( n3) for serial methods. If only the 
eigenvalues (A) are required and not the eigenvectors, then (2.9) gives A 
without the necessity of calculating W. Only one matrix multiplication VA i is 
required (since - A iV is the transpose), whereas V 2 is needed to compute U, 
and then altogether three multiplications are used in computing both the 
eigenvalues and the matrix of eigenvectors Ur( R, . . . Rk)? Each matrix 
multiplication takes less than 37 psec, so the direct method takes under 37 
psec for the eigenvalues only, and under 0.11 set for the complete eigensolu- 
tion, less than the 0.2 set required for one complete Jacobi sweep. 
6. RESULTS 
We first examined the matrix defined by a i j = i + j (i # j), air = i2 + 64, 
and found that the 64 eigenvalues can be obtained to 16 significant figures by 
_Ib: (six sweeps of the Jacobi method), and are (in increasing order) approxi- 
mately 
e, = 0.20, es = 63.51, e,s = 65.94,. . . , es, = 3997.15, e, = 6777.10. 
Convergence turned out to be slowest for the first three. In Table 1 we 
show (as 1, + A) the effect of applying the direct method in the form (2.9) 
after p ( = 4 or 5) Jacobi sweeps. 
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11,): ~ouiuuuon~~auil~~l~~illi~l~o(tiii~~~~~~~~~,,,,,,~~~~~~~~~~~~~~~~~~~~~ 
l2.1, '0 1 1 llllllllllllllllllllllllllllll~l~~llllllllllllllllllll* 
llr)l '11 I 11111111111111111111111111111111~1~111111~* 
14.1, '(I 1 1 1 111111111111111111111111~1111111111111111111111~* 
1 1 1111111111111111111111111111111~' 
1 llllllllllllllllllllll~~l~llllllllllllllllllllll' . 
1 11111111111111111111111111111l111111111111' 
llllllllllllllll1lllllllllllllllllllllllllll~lllll0 
1 1 1111111111111111111111111111111111111'11~' 
lll1llllllllllllllllllllllllllllllllllllllllll* 
1 I 1111111111111111111111' 
111111111111111111111111111111111111111111111111111~ 
1 1 1111111111111111111~111111* ~. 
11111111111111111111111111111111111111111111111111~ 
llS,)I l 11111 11 1 11111111111111111111111111* 
(16,ll ‘11 1 1 1 lllllll1llllllllllllllllllllllllllll~lllllllllll~ 
(17,): 011 1 1 1 1 1 1 1 I 111111111111111111111111* 
ll8r)I 011 1 1 1 1111111111111111111111111111111111111l11111111~ 1 1 1 
(lV,)I l 1111111111 1 111111111111111111111111* 
(20,): -11 1 1 1 1 1 1 1 1 11111111111111111111111111111111111111111111’ 
(21,): 01111 1 1 1111111111111111111111* 11111 1 1 1 1 1 
(22,): -11 1 1 1 1 1 1 1 1 1 111111111111111111111111111111111111111111* 
123,): .I111 11111 1 1 1 I 1 1 1 1111111111111111111111* 
(?4,)( *Ill1 111 1 1 1 1 1 1 1 1111 1111111 11111111111111111111111111111* 
(25,): .I111 11111 1 1 1 1 1 1 1 1 1 11111111111111111111* 
(26,): ‘1111 11111 1 1 1 1 1 1 1 11 1111111 1111111111111111111111111l111’ 
CZY,)I -1111 11111 1 1 1 1 1 1 1 1 1 11111111111111111111* 
(211,)1 ‘1111 1 1 1 ? 11111 1 1111111 1.1 1 111111111111~111111111111111l* 
e;,;; ‘1111111111 1 1 1 1 1 1 1 1 1 1 111111111111111111* 
(31:)‘ l 1111 11111 1 1 1 1 1 1 1 1 1 11111 
l 1111111111 1 1 1 1 1 
(32,): ‘1111 11111 1 1 3 1 1 q 1 1 1 111 1 
(33,): l 1111111111 1 1 1 
11111111111111111111111111111* 
1 111111111111111111* 
11111111111111111111111111111~ 
1 1111111111111111~ 
i ; ; ; i ; ; ,... 
1 1 1 1 1 1 1 1 111111111111111111111111111111~ 
111111111 1 11~1111111111111~ 
111111111 1111111111111111111111111111~ 
1111111111 1 ll1lllllllllllll~ 
1 1 1 1 1 1 1 1 1 1 11111111111111111111111111~ 
11111 1 1 1 1 1 1 I 1 1 11111111111111' 
11111111111 111111111111111111111111- 
(34,): l 1111111111 1 1 1 
(35,): l 1111111111 111 1 
(36,): l 1111111111 1 1 1 
(37,)l ~1111111111 11111 1 
(38,): l 1111111111 1 1 1 
(39,): l 1111111111111111 1 
C40,)r ‘1111111111 11111 
(41,): ~1111111111111111 
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(43,): ‘1111111111111111 
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11111111111 1 
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l1lllllllll 1 
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1111111111111 
1111111 1 1 1 
01,): '1111111111111111111111111~111111111111!111111 
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I53rl8 ~111111111111111111111111111111111111111111111 
(54,): ‘111111111111111111111111111111111l11111111111 
(55,): ~111111111111111111111111111111111111111111111 
Otl,)( l 111111111111111111111111111111111111111111111 
1 11111111111111* 
111111111111111111* 
1 ~1111111111111’ 
111111111111111111’ 
11111111111111’ 
111111111111111111* 
11111111111111’ 
1111111111111111~ 
1 1 111111111111* 
1 1111111~111111’ 
1111 lll11lllllll’ 
11 1 111111111111’ 
111111 11111111111* 
1111111 1111111111’ 
11111111 111111111* 
111111111 11111~11* 
(57#1: ‘1111111111111111111111111111111111111111111111111111~111 1111111’ 
(sn,): ~1111111~11111111111111111111111111111111111111l1111111111 111111* 
09,): *1111111111111111111111111111111111111111111111111111111111 11111’ 
(t.U,)l ~11111111111111111111111111111111111111111111111111111111111 1111. 
(61,): *11111~111111111111111111111~11111111111~111111111111111l1111 111. 
(b2,): ~111.1111111111111111111111111111111111111111111111111111111~11 11. 
(63,): ~111~11111111111111~11111111111111111~1111111111111111111111~11 1. 
(64,): *1111111111111111111111111111111~1111111111111111111111111111111l'* 
FIG. 1. Elements with (aijl > lo-” after four sweeps. 
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TABLE 2 
APPLICATIONOFDIRECTMJXHODTO el 
Method e1 
J4 + A 0.201064 604 789 2698 
J4 +A, 0.201058 972 698 9845 
Js 0.2010589751991050 
Jj + A 0.2010589720322694 
Js+b 0.2010589720322661 
Jb: 0.2010589720322660 
The reason why convergence remains slow, after four sweeps, for the 
small eigenvalues is likely to be that the neighborhood surrounding them has 
relatively large elements. Figure 1 shows which elements of A are greater 
than 10e3 after four sweeps, with 1 indicating elements less than 10-3. The 
large eigenvalues (lower right comer) have already converged. After five 
sweeps all off-diagonal elements were less than 10e3, and as seen from Table 
1 the condition for applying the direct method (E K 1) is now satisfied, and it 
yields the expected improvement in the eigenvalues. 
In Table 2 (and Table 3 below), Jr, + Aq denotes the result when p Jacobi 
sweeps are followed by an application of the direct method in the form (2.9’) 
A = UAUr, where U is calculated by taking the terms up to Xq in the series 
(2.8’) for ex, where X = V + W. We indicate results for e,, but similar results 
were obtained for other eigenvalues. 
Comparing Tables 1 and 2, we see that there is a significant improvement 
in accuracy, particularly from J4 to J4 + A,. Indeed the result is significantly 
better than J4 + A, and Js + As gives the exact values. In general, therefore, 
it seems that by making U unitary we can apply the direct method earlier 
(than with nonunitary U), and get significant improvement; while J5 + As 
gives the exact result, its computation incurs slightly more cost than J5 + A. 
[Similar results were obtained by making U unitary using the formulae 
(2.8”).] 
It is interesting to note that J4 + A2 gives slightly more accurate results 
than Js, and therefore we could apply ( J4 + As) + As, which would give the 
exact results and take slightly less time than Js + A,. Here we replace two 
sweeps by repeated application of the direct method. However, in general the 
application of A, may corrupt the data, unless q is so large that U, given by 
(2.8’) is unitary to machine precision. 
We examined the matrix [aij] defined by aij = 0 (]i - j] # 1) and ~~,~+i 
= ai+l i = 1, with eigenvalues 
2cos(&,‘65), k = 1 2 
given (in decreasing order) by h, = 
, , . . . ,64; their value5 are approximately 1.998, 1.991, 
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TABLE 3 
APPLICATIONOFDIRECTMETHODTO h, AND h, 
Method xi &? 
15 1.997664 180245964 1.999663256963184 
J6 1.997664453664534 1.999663269435234 
Js + A 1.997664453625066 1.999 663 269 479 780 
J5 + A:, 1.997664453663848 1.999663269434497 
15 + A4 1.997664453664585 1.999663269435237 
J7 1.997664453664579 1.999663269435233 
1.979,. . . ) 0.048, - 0.048,. .., - 1.998, of which the first (and last) few are 
relatively close. They can be obtained to 16 significant figures by J7. 
After five sweeps all the off-diagonal elements were less than 10m3, and 
the effects of applying the direct method were calculated (although E was still 
approximately 0.03). Table 3 indicates rest&s for the closest eigenvahies h, 
and X a, but similar results were obtained for the others 
It is seen that the method was effective in spite of the relative closeness of 
some eigenvalues (6 = 0.003, while after J5 the value of (Y was approximately 
0.0007), but more terms were needed in (2.8’) in order to make U effectively 
unitary. 
The authors would like to thank Dr. J. D. Pryce for his valuable com- 
ments, and two referees for helpful suggestions. 
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