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image is presented. The fundamental difference between the proposed algorithm and the conventional approach is that the edge pixels are extracted in parallel with the computation of the line features instead of in series. This leads to simultaneous improvements in both speed and accuracy. The speed of the line extraction is greatly improved because the line features are extracted from a small number of highly correlated edge pixels instead of from the edge pixels of the entire image. Therefore, simple linear regression can be used to extract the line features instead of the complex and time consuming Hough transform. Also noise, especially high-frequency noise, can be filtered out because the edge pixels that result from a single instance of noise are few in number and the length of the resulting lines is below the minimum line length setting, thus improving the accuracy of the algorithm. The conventional approach cannot perform this type of filtering because there is no way to identify the edge pixels resulting from noise with the edge pixels resulting from actual lines. The proposed algorithm has a variety of practical applications due to its high computation speed. Some of these applications are driver assistance16); autonomous robots17); high-speed character recognition18); pattern recognition19); face recognition20); aerial image classification21); security systems; and automatic quality control. In the following section the proposed algorithm is explained. The basic principle of the algorithm is to combine the edge pixel extraction and the line feature extraction into a single step. To do this the Sobel operator is used to locate and follow the boundary of an intensity region. Then the line features of the lines that form the boundary are calculated using simple linear regression. In the third section three experiments are used to compare the proposed algorithm with the standard Hough transform (SHT), the windowing Hough transform (WHT), and the random Hough transform (RHT) on the basis of speed and accuracy. The test images include both natural and synthetic images. Finally the paper is concluded in the fourth section. used is a simple comparison to determine if the intensity of the pixel being tested, that is one of the eight pixels neighboring the target pixel, is greater than the lower limit of the range of the intensity region and less than the upper limit of the range of the intensity region.
Obviously, the calculation cost of this test is small.
The eight neighboring pixels are classified into two different types, cardinal pixels and diagonal pixels. The cardinal pixels are the pixels directly above, below, to the right, and left of the target pixel. The diagonal pixels are the pixels above and to the right, above and to the left, below and to the right, and below and to the left of the target pixel. Every pixel on the perimeter of the intensity region will have at least one cardinal pixel outside of the intensity region. This fact is very important as it controls the order of searching for subsequent perimeter pixels.
The final term that needs to be defined is movement.
In order to trace the perimeter of the intensity region the recursive algorithm must first determine which of the eight pixels neighboring the target pixel is the next pixel on the perimeter of the intensity region. Then it must "move" to that pixel and use it as the new target pixel and repeat the process. This "movement" from pixel to pixel will form a vector from the previous target pixel to the new target pixel, thus in total there are eight possible directions of movement, one for each of the neighboring pixels. The method for determining the direction of movement is described in the following section.
(2) Tracing Functions
In order to move in each of the eight different directions, the eight tracing functions shown in Fig. 1 are used. The center pixel (labeled 0 in Fig. 1 ) is the target pixel and was determined by the previous iteration to be inside of the intensity region. Each tracing function is called recursively from the previous iteration and is based on the direction of movement. In the case of the first iteration, the direction of motion has not yet been determined, however it can be regarded as a special case and is described in the following section. It can be seen from Fig. 1 that the tracing functions for the cardinal pixels and the diagonal pixels are different. In the case of the cardinal pixels (tracing functions b, d, e and g) the cardinal pixel and the diagonal pixel on the left side (when looking toward the head) of the direction of motion vector are known to be outside of the intensity region. That is, the value of the intensity of these pixels must be outside of the range values with thresholding was used due to its relatively high speed, and accuracy. It is also one of the most commonly used edge operators and has been extensively studied in the literature. The threshold level was determined by experimentation and set at a value of 140 for 8-bit grayscale images. This threshold value produced good results for a wide variety of natural and synthetic images. In images where the edges of the intensity regions are not well defined a lower threshold value can be set manually. However, because the speed of the proposed algorithm is many times faster than the conventional approaches, several different threshold values could be used in a hierarchical approach to obtain optimal results. Once the values for the intensity range have been calculated, it is very easy to "test" any pixel. The test determined at the start of the perimeter tracing mode. These are the black pixels shown in Fig. 1 . This is one of the conditions that results from the definitions given in the previous section. Another known condition is that the cardinal pixel at the tail of the motion vector (the pixel labeled with the numeral 6) must be inside of the range as this was the target pixel of the previous iteration. The status of the other five neighboring pixels is unknown. Using this known information, the searching begins by testing the pixels as shown in the flow diagram shown in Fig. 2(a) . The first pixel tested (that is, the comparison defined in the previous section) is the cardinal pixel directly ahead of the motion vector (labeled 1 in Fig. 1 ). If this pixel is inside of the intensity region, then the pixel labeled 4 will also be tested in the same way as shown in the flow diagram. If the pixel labeled 4 is inside of the intensity region then it is the next pixel on the perimeter of the intensity region. The recursive algorithm will advance to this pixel by calling the tracing function that corresponds to the direction of motion (as given by the letter in the pixel shown in Fig. 1 ) and the pixel will become the new target pixel. However, if the pixel labeled 4 is outside of the intensity region, the pixel labeled 1 will be used as the new target pixel. However, if in the very first test, the pixel labeled 1 was outside of the intensity range, the pixel labeled 2
will be tested instead of the pixel labeled 4, as shown in the flow diagram shown in Fig. 2(a) . The reason the cardinal pixels are given preference over the diagonal pixels is that they represent strong definite boundaries. Testing will continue as shown by the flow diagram until the next pixel on the perimeter of the intensity region has been found. As a default condition, the recursive algorithm can reverse direction by making the pixel labeled 6, the target pixel. In the case of the diagonal pixels (tracing functions a, c, f and h) only the cardinal pixel on the left side of the direction of motion vector is known to be outside of the intensity region. The other known condition is that the diagonal pixel at the tail of the motion vector (the pixel labeled 7) must be inside of the range as this was the target pixel of the previous iteration. The status of the other six neighboring pixels is unknown. Using this known information, the searching follows a similar pattern as the cardinal pixels as shown in the flow diagram shown in Fig. 2(b) .
This recursive algorithm, consisting of the eight tracing functions, will travel the perimeter of the intensity region in a counter-clockwise direction. The condition for stopping the algorithm is when it arrives back at the starting pixel. In the case where part of the intensity region is outside of the image the algorithm will trace around the border of the image until the edge of the intensity region reenters the image. Once the recursive algorithm arrives back at the start, the perimeter tracing mode ends and the line feature extraction mode begins.
(3) Determining the Initial Direction of Motion Once the magnitude of the Sobel operator exceeds the threshold value the perimeter tracing mode will begin with the center of the 3 x 3 pixel masks being the initial target pixel. However there are two conditions in which this can occur. The first is that the edge of a new region has been encountered while searching inside of a previously identified intensity region. In this case the intensity of the center pixel will be within the range of the mean value of the eight neighboring pixels plus or minus the standard deviation. Since the scanning mode has been traveling from left to right across the image, a modified version of the tracing function shown in Fig. 1(e) is used. The only exception is if all the pixels labeled 1 through 5 are outside of the intensity region (where the intensity region is defined as the value of the target pixel plus or minus the standard deviation) the perimeter tracing mode will return directly to the scanning mode.
The second condition is when a new intensity region has been entered. In this situation the intensity of the center pixel will be outside of the range of the mean value of the eight neighboring pixels plus or minus the standard deviation. In this case it is more appropriate to use a modified version of the tracing function shown in Fig. 1(b) . Again the only exception is if all the pixels labeled 1 through 5 are outside of the intensity region (where the intensity region is defined as the value of the target pixel plus or minus the standard deviation) the perimeter tracing mode will return directly to the scanning mode.
(4) Marking and Verifying The recursive algorithm given above will successfully travel around the perimeter of the defined intensity region. As it advances to each new target pixel the new pixel will be marked as a processed perimeter pixel. The purpose of this marking is to prevent the scanning mode from detecting the same intensity region more than once. To mark the pixel the ninth bit (for eight bit images) is set to one. Therefore a small amount of extra memory space is required. This should be no problem as most modern computers have a large amount of memory. Also this memory is required by the conventional approaches to store the binary edge image.
However even if the pixel is on the perimeter of the intensity region it may not be an edge pixel. This situation may occur when the intensity of the pixels outside of the intensity region change to values that are close to, the boundary of the region. In order to verify that the pixels on the perimeter of the intensity region are actually edge pixels the Sobel operator is used to test each target pixel. If the magnitude of the Sobel operator is greater than the threshold, then the target pixel is an edge pixel and its coordinates are recorded in a list for the line feature extraction mode. If the magnitude of the Sobel operator is less than the threshold, the coordinates of the target pixel are not recorded in the list of extracted edge pixels. However in both situations the target pixel will remain the same. Once the recursive algorithm arrives back at the start of the intensity region, the perimeter tracing mode will end and the line feature extraction mode will begin using the list of extracted edge pixels.
The Line Feature Extraction Mode
The line feature extraction mode begins at the start of the list of pixel coordinates extracted by the perimeter tracing mode and uses simple linear regression to compute the equations of the line segments. This mode uses the mean-square error (MSE) from the actual pixel to the calculated line to control which pixels belong to the line. To calculate the MSE for the first N pixels in 
If the MSE is below a pre-determined threshold , then the slope and intercept values are used to predict the value for the next pixel, N+1, if the absolute value of the error is below the square root of the MSE threshold , then pixel N 1 is considered to belong to the current line. Successive pixels will also be tested by calculating the error between the predicted and actual value for the pixel until the error is greater than the square root of the MSE threshold. Once this occurs , a new slope, intercept and MSE will be calculated for all the pixels including the one that exceeded the square root of the MSE threshold. If the new MSE is still below the MSE threshold the present pixel will be temporarily classified as belonging to the current line. If a successive pixel produces an error that is within the error range then the temporarily classified pixel will be considered to belong to the current line. However if no successive pixel produces an error that is within the error range, then this pixel will be used as the starting point for the next line and thus a corner has been found . The major advantage of this approach is that it more accurately locates the intersection between two lines than using just the MSE. This is particularly important when two long straight lines intersect, as the low MSE error for the first line will cause some of the pixels in the second line to be classified as belonging to the first line until the MSE threshold is exceeded. Also, this approach realizes a small improvement is speed. If the MSE is greater than the pre-determined threshold for the given line segment then the line feature extraction mode will start a new line from the pixel that was determined to be a corner pixel. seen that all algorithms, except for the WHT, extract the lines from the image. However, by observing Table 1 it can be seen that the proposed algorithm has the highest accuracy, while using the fewest lines in the shortest amount of time.
Noisy Synthetic Image
To show that the algorithm is robust in the presence of noise, the image shown in Fig. 3(a) was corrupted with Gaussian noise (mean = 0, variance = 100) and with salt and pepper noise (probability = 5%) as shown in Fig. 4(a) . The Sobel operator extracted 17924 pixels and had a computational cost of 0.00383s as shown in Fig. 4(b) . It can be seen that the Sobel operator removes most of the Gaussian noise but is highly susceptible to the salt and pepper noise. The results of the proposed algorithm are shown in Fig. 4(c) . In testing for accuracy, the true edge pixels shown in Fig. 3(c) in the first experiment were also used in this experiment. From these results and the data shown in Table 1 it can be seen that the proposed algorithm can extract the lines faster and more accurately by using the intensity image, than the conventional algorithms. It should be noted that the proposed algorithm using the Sobel frequency noise can be filtered out because the intensity region it is associated with is small. This is not possible in the conventional approaches because the edge pixels have been separated from the intensity regions that produced them.
3 Real-Image Experiment
To show that the proposed algorithm can be used in practical applications, the license plate image shown in Fig. 5(a) was used in this experiment. The extraction of license plate information from vehicles has many practical uses') in law enforcement and commerce. In order to test the accuracy of the line extraction algorithm the grayscale image shown in Fig. 5(a) was converted 
