QoS aware content distribution approaches
studied that the problem of constructing quality fault-tolerant Connected Dominating Sets (CDSs) in homogeneous wireless networks, which could be defined as minimum k-Connected m-Dominating Set ((k, m)-CDS) problem in Unit Disk Graphs (UDGs). They found that every existing approximation algorithm for this problem was incomplete and did not generate a feasible solution in some UDGs. Based on these observations, they proposed a new polynomial time approximation algorithm for computing (3,m)-CDSs. They also showed that the proposed algorithm was correct and its approximation ratio was a constant. Li et al (2010) proposed a new distributed CDS approximation algorithm based on weight and performed a comparative analyze with several existing classic distributed CDS approximation algorithms. They theoretically proved the correctness and efficiency of the algorithm. Simulation experiments were conducted and the simulation results showed that the algorithm performed better than classical CDS approximation algorithms. Raei et al (2009) proposed a connected dominating set (CDS) as the virtual backbone in Wireless sensor network. They found that the CDS could play a major role in routing, broadcasting, coverage and activity scheduling.
They constructed a minimum CDS (MCDS) to reduce the traffic during communication and prolong network lifetime. Self-stabilization is a theoretical framework of non-masking fault tolerant distributed algorithms. A self stabilizing system can tolerate any kind and any finite number of transient faults, such as power termination, message loss, memory corruption, and topology change. The wireless sensor network has been modeled by disk graph with bidirectional links (DGB), in which nodes have different transmission range. They presented a new distributed approximation algorithm for SS-MCDS problem in DGB (called SS-MCDS-DGB) with constant approximation ratio and O(n 2 ) time complexity using unfair central daemon. Pathan and Buyya (2009) presented architecture to support peering arrangements between CDNs, based on a Virtual Organization (VO) model.
Performance can be achieved through proper policy management of negotiated Service Level Agreements (SLAs) between peers. They also presented a Quality of Service (QoS)-driven performance modeling approach for peering CDNs in order to predict the user perceived performance. Their approach has the provisions for an overloaded CDN to return to a normal state by offloading excess requests to the peers and also providing concrete QoS guarantee for a CDN provider.
Hossain et al (2010) (2010) proposed an efficient distributed algorithm to construct a CDS in general graphs. The time and message complexity of the algorithm is linear in terms of the number of nodes and degree of the network.
Extensive simulations experiments are conducted and showed that the proposed distributed algorithm outperformed other distributed algorithms stated in the literature in terms of the size of the CDS. They also presented a local implementation of the proposed distributed algorithm in location-aware Unit Disk Graphs (UDGs). The proposed algorithm provided the flexibility to arbitrarily adjust the trade-off between the degree of locality and the size of the generated CDS.
Shakkottai and Johari (2010) proposed a hybrid content distribution system that combines the features of peer-to-peer and a centralized clientserver content distribution system. They evaluated the benefits of a hybrid system that combines peer-to-peer and a centralized client-server approach against each method acting alone. They also investigated the relative performance of peer-to-peer and centralized client-server schemes, as well as a hybrid of the two-both from the point of view of consumers as well as the content distributor. Ozkasap et al (2009) proposed and designed a peer-to-peer system; SeCond, addressing the distribution of large sized content to a large number of end systems in an efficient manner. It employed a self-organizing epidemic dissemination scheme for state propagation of available blocks and initiation of block transmissions. They showed that SeCond is a scalable and adaptive protocol which took the heterogeneity of the peers into account.
Thai et al (2009) proposed an algorithm called Connecting
Dominating Set Augmentation (CDSA) to construct a 2-connected virtual backbone which can resist the failure of one wireless node and showed that CDSA has guaranteed quality by proving that the size of the CDSA constructed 2-connected backbone was within a constant factor of the optimal 2-connected virtual backbone size. Through extensive simulations, they demonstrated in practice, that CDSA can build a 2-connected virtual backbone with only small overhead. Darties et al (2009) proposed an efficient way of constructing the wireless mesh structure associated with molecular MAC, a multichannel access method designed for efficient packet forwarding. They presented a formal definition of the role assignment problem, and proved its NPcompleteness. They proposed a centralized 2-approximation algorithm that maximized the sum of radio link capacities in the molecular structure. They extended this protocol so that it could operate in a distributed way still providing the same guarantee. This distributed protocol was self-stabilizing and robust to topology changes. Simulation results showed that the 2- Theoretical analysis and simulation results were also presented to verify the efficiency of the proposed approach.
Ignacio et al (2008) found that content dissemination in disrupted networks poses a big challenge, given that the current routing architectures of ad hoc networks require establishing routes from sources to destinations before the content to be disseminated between them. They presented DIRECT (Disruption REsilient Content Transport), which was a content dissemination approach for ad hoc networks that exploited in-network storage and the hopby-hop dissemination of named information objects. Simulation experiments illustrated that DIRECT provides a high degree of reliability while maintaining low levels of delivery latencies and signaling and data overhead compared to traditional on-demand routing and epidemic routing.
Jian Ma Ni (2007) identified that constructing a connected dominating set (CDS) in wireless network as a key technique to identify redundant nodes and extend network lifetime. Most CDS-based algorithms focused on building the minimal CDS to find as many redundant nodes as possible. However, role rotation was not considered so that the dominating nodes will run out of energy much faster than the non-dominating nodes.
They extended their investigations on existing CDS-based algorithms for maximizing network lifetime and found that existing CDN-based algorithms rely on the up-to-date remaining energy level (REL) information within h-hop neighborhood to rotate node roles iteratively and global time synchronization is required to synchronize every round. Hence, overhead on REL updating and time synchronization could definitely lead to energy waste and packet collision. Jian Ma et al (2007) first proposed a randomized rotation algorithm, which can totally avoid REL updating. Then, dominating node history was added as an enhancement to further extend network lifetime. Finally, they proposed a broadcast-based synchronization mechanism to reduce the synchronization overhead and assist dominating node selection. Extensive simulations were carried out to show that their proposed algorithm could significantly reduce overhead without sacrificing network lifetime.
Wu et al (2007) found that a k-Connected m-Dominating Set (kmCDS) could be working as a virtual backbone in a wireless sensor network and provide fault tolerance and routing flexibility. They observed that construction of a kmCDS with the minimum size, some approximation algorithms have been already proposed in the literature and analyzed that all the existing algorithms only considered some special cases where k = 1,2 or k = m. They proposed one centralized heuristic algorithm CGA and one distributed algorithms, DDA which is deterministic, to construct a kmCDS for general k and m. They presented simulation results to evaluate the algorithms and they inferred from the simulation results that performance of the proposed algorithms outperformed than the exiting approximation algorithms. (2004) focused on the design of QoS aware routing protocols for overlay networks (QRONs). The goal of QRON was to find a QoS-satisfied overlay path, while trying to balance the overlay traffic among the OBs and the overlay links in the OSN. A subset of OBs, connected by the overlay paths, formed an application specific overlay network for an overlay application. The proposed QRON algorithm adopted a hierarchical methodology that enhanced its scalability. Two different types of path selection algorithms were analyzed. They simulated the protocols based on the transit-stub topologies produced by GT-ITM. Simulation results have shown that the proposed algorithms perform well in providing QoS-aware overlay routing service.
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Xueyan (2004) investigated the minimal cost replica placement problem for QoS-aware content distribution. The problem has been formulated under two classes of service models such as replica aware service and replica-blind service. They considered three different cost models such as storage cost, update cost, and their combination. Several heuristic algorithms have been proposed and experimentally evaluated against a super-optimal bound obtained from the relaxed linear program. The results showed that the proposed heuristics perform close to the super-optimal bound. In replica-blind services, the delivery paths with respect to a given origin server were represented by a tree topology. It is shown that the optimal solution to the associated replica placement problem for minimal update cost can be computed with a time complexity linear to the number of servers. There also exist polynomial optimal solutions to the associated replica placement problems for minimal storage and combined costs. Dynamic programming algorithms with time complexities square to the number of servers have been proposed for these two problems.
Johnson et al (2001) measured the performance of two commercial content distribution networks (CDNs), one operated by Akamai and one operated by Digital Island. Although there is lot of differences in the implementation of these services, both CDNs redirect requests by using DNS.
They described their simple measurement technique for a DNS-based CDN, their measured resultant data for the two commercial services, and their interpretation of that data. Their main conclusion was that CDNs provide a valuable service, but that neither Akamai nor Digital Island can consistently pick the best server of those available. It is observed that CDNs succeed not so much by choosing an "optimal" server as by avoiding notably bad servers.
Their experimental measurements showed interesting performance properties of the services. However, their approach has limitations such as it is focused on latency; it does not test the load-balancing capability of a CDN; and it does not allow a head-to-head comparison of the two CDNs on identical data.
QOS AWARE DOMINATING SET FORMATION ALGORITHM
QoS Aware Dominating set is formed with an aim to construct a dominating set with following properties.
1. Efficiency
Controlled Redundancy

Fault-tolerant
Efficient Dominating set means that dominate every vertex in the adjacent set utmost once.
Cardinality Redundance of a graph CR (G) can be defined as the minimum number of vertices in the adjacent set dominated more than once by a dominating set.
Fault Tolerance is defined as the ability of the network to provide service even when it contains a faulty component or components.
Exact-1 Domination and Efficiency criterion
Efficiency can be achieved by implementing the principle of dominate every vertex in the adjacent set utmost once.
A dominating set S is called an efficient dominating set if for every vertex u V, |N[u] S} =1. Equivalently, a dominating set is efficient if the distance between any two vertices in S is atleast three, that is, s is a packing.
Corollary
If a graph has an efficient dominating set, then all efficient dominating sets in G have the same cardinality, namely ). G ( Hence, efficiency can be defined as follows.
The efficiency of a dominating set S of vertices equals the number of vertices in V -S which are dominated exactly once by a vertex in S, that is, . The redundance of a graph G is the minimum total amount of domination given that every vertex gets dominated at total amount of domination given that every vertex gets dominated atleast once, R(G) =min{I(S) : S is a dominating set }.
Fault Tolerance criterion
The behavior of a network in the presence of a fault can be analyzed by determining the effect that removing an edge (link failure) or a vertex (processor failure) from its underlying graph G has on the fault-tolerant criterion.
For example, a -set in G represents a minimum set of processors that can communicate directly with all other processors in the system. If it is essential for file servers to have this property and that the number of processors designated as file servers be limited, then the domination number of G is the fault-tolerance criterion. In this above example, it is important that ) G ( does not increase when G is modified by removing a vertex or an edge.
From another perspective, networks can be made fault-tolerant by providing redundant vertices (alternate surrogate servers). Hence, we examine the effects on ) G ( when G is modified by deleting a vertex or deleting or adding an edge.
Fault Tolerant Criterion
For any tree T in D with n 2 , there exists a vertex v V, such that
Proof
Assume that T has atleast one vertex v with deg(u) 2 that is adjacent to atleast one end vertex and atmost one non end vertex. If v is adjacent to two or more end vertices u 1 and u 2 , then v is in every -set for T and ) 1 u T ( = ) T ( . If not, then v is adjacent to one end vertex u and
It is inferred that removing a vertex can increase the domination number by more than one, but can decrease it by atmost one. For examples, removing the center vertex of a star K 1,n-1 increases the domination number by n-2; and removing an end vertex from the corona G = H . K1, for any nontrivial connected graph, decreases it by one, but removing any other vertex does not change the value of . The path P 3k+1 , for k 1, is another example of a graph for which the removal of an end vertex decreases the domination number by one. Furthermore, if S is a -set, then removing any vertex in V -S cannot increase the domination number, hence, |V + | ) (G .
QoS Aware Dominating Set based SON (QADSON) construction
Algorithm
Step 1 : Mark all the vertices of the graph white.
Step 2 : Select the vertex with the maximal number of white neighbors.
Step 3 : The selected vertex is marked black and its neighbors are marked gray.
Step 4 : The algorithm then iteratively scans the gray nodes and their white neighbors, and selects the gray node or the pair of nodes (a gray node and one of its white neighbors), whichever has the maximal number of white neighbors.
Step 5 : The selected node or the selected pair of nodes is marked black, with their white neighbors marked gray.
Step 6 : Once all the vertices are marked gray or black, the algorithm terminates. All the black nodes form a Dominating Set (DS).
// QoS Aware Dominating Set formation steps
Step 7 : After forming the DS, check the degree of each vertices of the dominating set.
Step 8 : If the degree of any vertex is more than one then marks that vertex gray and find the suitable alternate vertex as the member of the dominating set.
// exact-1 domination
Step 9 : Check whether the following criterions are satisfied by the DS. 
QADSON based CDN Model
To evaluate the performance of the proposed QADSONCDN 
Web Server Content Generator
This Web server content generator module includes modelling the file object, its size and semantic characteristics such as type of content mentioning static or dynamic. Usually Web server content generator module creates two files. The first one is the graph and the second one record the produced communities.
Client Request Stream Generator and Network Topology Generator
This captures the main characteristics of web user's behaviour, and built-in network topology generator to generate Waxman network topology with 200 surrogate servers, 100000 clients and 1000 routers. In this study, we have generated a maximum of 1 million users' requests and each request is for a single object. We considered that the requests arrive according to a Poisson distribution with rate equal to 30. Then, the web user's requests are assigned to CDN's surrogate servers taking into account the network proximity and the surrogate server's load, which is the typical way followed by CDNs' providers. This configured Waxman network topology captures a realistic Internet topology by using BGP routing data collected from a set of seven geographically dispersed BGP peers.
Content Distribution Algorithm Simulator
This Content Distribution Algorithm Simulator module is developed in OMNeT++ to simulate the working of content replication algorithm. It collects the entire file object and its semantic information from the origin server, maintains the neighborhood information, decision making logic and disseminates the object according to the content replication algorithm EFRRA.
Account Manager
Account manager module is developed in the simulation test bed using OMNeT++, used to capture the traffic information at each and every moment and maintain the trace files and logs. These log information contains the number of file objects stored in the surrogate servers, number of blocks 
CDN Network Simulation Set up
The distribution and arrangement of servers, routers and clients in the network affects the performance of the CDN. Different network backbone types result in different "neighbourhoods" of the network elements.
Therefore, the redirection of the requests and ultimately the distribution of the content are affected. In CDNsim simulation test bed, Waxman network topology with 1000 routers is configured. The routers retransmit network packets using the TCP/IP protocol between the clients and the CDN. All the network phenomena such as bottlenecks and network delays, packet routing protocols, content distribution policies, QADSON formation mechanism are simulated. SON, DSON, EDSON and QADSON We measured the Average Replication Time of EFRRA to replicate the different sized files in the SON, DSON, EDSON and QADSON and the performance graph is depicted in Figure 6 .1. It is observed that Average Replication Time of EFRRA is very less in QADSON based replication set. From the Delivery ratio analysis shown in Figure 6 .2., it is observed that the Delivery ratio of EFRRA algorithm in QADSON based CDN is above 0.97 always, even though the surrogate server failure fraction reaches 0.5. Hence, QADSON based CDN is found to be fault tolerant and efficient during surrogate server failure.
Analyze the Impact of QoS Aware Dominating Set based SON in CDN Formation
By the implementation of QoS Aware dominating set for the clustering of surrogate servers in the SON, the average number of surrogate servers for content replication is reduced to 55 percentages or less. This is depicted in Figure 6 .3. 
Size of CDN vs Number of Surrogate Servers
Latency Vs File Size
Latency is defined as the interval between the time the user requests for certain content and the time at which it appears in the user browser or is available at client machine. 
