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Abstract
For a degree d self branched covering of the 2-sphere, a notable combinatorial invariant is an integer
partition of 2d − 2, consisting of the multiplicities of the critical points. A finer invariant is the so called
Hurwitz passport. The realization problem of Hurwitz passports remain largely open till today. In this
article, we introduce two different types of finer invariants: a bipartite map and an incident matrix. We then
settle completely their realization problem by showing that a map, or a matrix, is realized by a branched
covering if and only if it satisfies a certain balanced condition. A variant of the bipartite map approach was
initiated by W. Thurston. Our results shed some new lights to the Hurwitz passport problem.
MSC Classification: 57M12; 57M15
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1 Introduction
The main topic of this article is the study of branched covers from S2 to S2. Typical examples are meromorphic
functions defined on the Riemann sphere. Our objective is to introduce a new set of combinatorial properties
of these branched coverings and solve the related realization problems.
A map pi : S2 → S2 is called a branched (or ramified) covering of degree d, if there exists some finite
subset F ⊂ S2 such that
• the restriction map pi : S2 \ pi−1(F )→ S2 \ F is a covering map of degree d;
• for each point x ∈ F , there is a neighborhood V of x, and a neighborhood U of each preimage y of x by
pi, such that the restricted map pi|U : U → V is equivalent, up to topological change of coordinates, to the
map z 7→ zk on the unit disc, for some integer k > 0.
This integer is uniquely determined for any point y of pi−1(F ) (and more generally for any point of S2), and it’s
called the ramification number of y. Notice that this number is equal to the number of preimages, close to
y, of a point close to x. In particular, this integer is equal to 1 if and only if pi is locally a homeomorphism.
A point whose the ramification number is greater than 1 is called a critical point, and its image a critical
value. Moreover, the sum of the ramification numbers of the preimages of any point in S2 is constant, equal to
the degree of the branched covering. In other words, the ramification numbers of the preimages of any point x
in S2 form an integer partition of d. And this partition is not the trivial partition (1, . . . , 1) if and only if x is a
critical value.
So, let pi be a branched covering pi of degree d, then we can associate to pi two combinatorial properties:
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• the (unordered) list l = (a1, . . . , am) of ramification numbers at the critical points, with 2 ≤ ai ≤ d for
every i;
• the branch datum D = [Π1, . . . ,Πn], with each Πi a non trivial integer partition of d, representing the
collection of ramification numbers of the preimages of the i-th critical value.
Here, the integers m and n are respectively the number of critical points and the number of critical values of
pi. Notice also that the branch datum incorporates the information of all the other properties of pi. For example,
consider the application f : Cˆ→ Cˆ defined by:
f(x) =
(x2 − 1)2
x3
.
This function defines a branched covering of the sphere of degree 4 with 5 critical points (0, ±1, ±i), 4 critical val-
ues (0, ±4i,∞), its list of ramification numbers is (3, 2, 2, 2, 2) and its branched datum is [[3, 1], [2, 2], [2, 1, 1], [2, 1, 1]].
Our focus will be on the realization problem of these combinatorial properties. It can be expressed as
follows:
Realization problem Consider an integer d ≥ 2. Given a list l = (a1, . . . , am) of integers, with 2 ≤ ai ≤ d,
or a list D of non-trivial integer partition of d, can it be realized by a branched covering of S2 of degree d?
This problem, in particular the realization problem of an abstract branch datum, is generally called the
Hurwitz problem. There exists an important necessary condition, called the Riemann-Hurwitz condition
(we will reprove it along the way).
Let Πi = [k1, . . . , kni ] be an integer partition of d. We define the weight of Πi, denoted ν(Πi), by
ν(Πi) =
ni∑
j=1
(kj − 1).
We define the branched weight (or total weight) of a list D = [Π1, . . . ,Πn] of such partitions by
ν(D =
n∑
i=1
ν(Πi).
Riemann-Hurwitz condition If a list D = [Π1, . . . ,Πn] of integer partitions of d is the branch datum of a
branched covering of degree d, then
ν(D) = 2d− 2. (1)
We can also rewrite this condition for the list of ramification numbers:
Riemann-Hurwitz condition If a list of integers l = (a1, . . . , am) is the list of ramification numbers at the
critical points of a branched covering of degree d, then 2 ≤ ai ≤ d for every i and
∑
i(ai − 1) = 2d− 2.
Notice that the numbers m of critical points, and n of critical values of a branched covering of degree d ≥ 2
satisfy 2 ≤ n ≤ m ≤ 2d− 2.
A list that satisfies the Riemann-Hurwitz condition will be called a ramification distribution of degree
d, and a list D of integer partitions of d that satisfies the Riemann-Hurwitz condition is generally called a
passport in the literature. The classical Hurwitz problem can then be expressed as follows: which passport is
realized?
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There is a huge literature on this problem. Many partial results have been obtained, using either the initial
approach of Hurwitz, see for example [EKS84] or [Ger87]), or using a more geometric approach, see for example
[Bar01] or [Zhe06]. Nevertheless, this problem remains largely open till today.
Following an initial work of W. Thurston, we will introduce a new set of combinatorial properties, namely a
bipartite map and its incident matrix, all incorporating the information about the ramification numbers at the
critical points. We then solve completely their realization problem.
Thurston’s geometrical approach
During the autumn 2010, W. Thurston conducted a group discussion through e-mails on what he called the
shapes of rational maps. Along the way, he established a beautiful result, which becomes the starting point of
our present study. Here is an account of his statement. For a presentation of the initial proof of W. Thurston,
the reader can refer to the manuscript of Sarah Koch and Tan Lei [KT15].
Consider pi : S2 → S2 a generic branched covering of the sphere of degree d, i.e. pi has exactly 2d − 2
distinct critical values. Then, pick a Jordan curve Σ running through the critical values. For example, for a
rational map with all critical values real, one may pick the real axis union the point at infinity as Σ. We will
consider Σ as a planar map (i.e. a connected graph drawn on the sphere) with 2d− 2 vertices, each of valence
2.
Now, pulling back Σ by pi, we get a new planar map pi−1(Σ). Forgetting the 2-valence vertices of pi−1(Σ),
we get a further planar map Γ with 2d − 2 vertices (the critical points of pi), all of valence 4. We call Γ the
underlying 4-valent map of pi−1(Σ). This is the combinatorial object we will be focused on. Thurston solved its
realization problem as follows:
Theorem 1. (Thurston, [KT15]) A 4-valent planar map Γ is realized by a generic branched covering pi as the
underlying map of pi−1(Σ) for some choice of Σ, if and only if it satisfies the following balanced condition:
1. (global balance) In an alternative coloring of the complementary faces of Γ, there are equal numbers of
white and black faces.
2. (local balance) For any oriented simple closed curve drawn on the map that keeps black faces on the left
and white faces on the right (except at the corners), there are strictly more black faces than white faces on
the left side.
The key idea to prove this theorem is to translate the realization problem into finding a pattern of dots
so that each face is incident to exactly 2d − 2 vertices, and then into a matching problem on the map. More
exactly, consider a 4-valent planar map Γ and put 2d − 2 men in each black face, and 2d − 2 women in each
white face. Then, for each face, remove one person per vertex incident to this face. Each remaining person is
trying to find a partner from one of the neighboring faces.
Thurston proves that the usual marriage criterion (see Theorem 2.17) can be reduced to the global and local
balance conditions in Theorem 1. An interested reader may compare the geometrical point of view of Thurston
to that of Baranski in [Bar01].
Our contributions
We will conduct a self-contained study, similar to that of Thurston, for all branched coverings. In a way, we
recover Thurston’s result in the generic case, with a similar idea of proofs, but with a different presentation.
For our purpose, we find it convenient to pull back a different map than a Jordan curve running through
the critical values.
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Let pi : S2 → S2 be a branched covering of degree d ≥ 2. Color white each of its critical values. Pick a non
critical value point and color it black. Pick a collection of pairwise disjoint ’legs’ connecting the black vertex to
each white vertex. We obtain a bipartite map T , i.e. a planar map whose edges are connected to a white and
a black vertex.
Now pulling back by pi the map T and then erasing every 1-valence white vertex together with its unique
incident edge, we obtain a bipartite map G, called a skeleton of pi. This is the first combinatorial object we
will be focused on. We will establish the following realization results:
Theorem A A planar bipartite map G is realized as a skeleton of a branched covering if and only if it satisfies
the following balanced condition:
• (global balance condition) G has as many black vertices as faces.
• (local balance condition) Each submap H of G containing at least one black vertex has at least as many
black vertices as faces.
A bipartite map, or more generally a bipartite graph (see definitions below) induces a white-to-black incident
matrix A = (aij) as follows: numerate separately the black vertices and the white ones, and set aij = k if there
are k edges connecting the i-th white vertex to the j-th black vertex. Our next realization result can be stated
as follows:
Theorem B Let d ≥ 2 be an integer. Pick an integer 1 ≤ m ≤ 2d− 2 and an m × d matrix A = (aij). Then
A is realized as the incident matrix of a skeleton of a degree d branched covering if and only if it satisfies the
following conditions:
• the bipartite graph associated to A is connected and admits an embedding into the plane.
• (global balance condition) The column vector (bi) obtained by summing up the columns of A satisfies∑
i(bi − 1) = 2d− 2.
• (local balance condition) For any integer 1 ≤ k < d, and any choice of k distinct columns of A, the
column vector (ci) obtained by summing up the selected columns satisfies
∑
i(ci − 1) ≤ 2k − 2.
Notice that these conditions on the matrix A are invariant under permutations of lines and columns of A,
so do not depend on the numerations of the vertices of its bipartite graph. As an easy consequence, we obtain
a solution of one of our initial realization problem:
Theorem C Let d ≥ 2 be an integer. Pick a list l = (a1, . . . , am) of integers, with 2 ≤ ai ≤ d for every i. Then
l is realized as the list of critical ramification numbers of a degree d branched covering if and only if it satisfies
the following condition:
• (global balance condition)
∑
i(ai − 1) = 2d− 2.
The necessity comes from the Riemann-Hurwitz condition. It is interesting to notice that there is no local
condition for this last realization result. In particular, this result supposes that the construction of a branched
datum from a list of integers is hidden in this local condition. For example, consider the list (3, 2, 2, 2, 2), then
this list satisfies the Riemann-Hurwitz condition for d = 4, and the realized passports we can construct from this
list are [[3, 1], [2, 1], [2, 1], [2, 1], [2, 1]] or [[3, 1], [2, 2], [2, 1], [2, 1]], but the list [[3, 1], [2, 2], [2, 2]] is not a realized
passport.
Here appears another interesting question: consider a ramification distribution of degree d, for a given integer
d. What is the minimal number of partition of d we need to construct a realized passport? In our example, this
number is equal to 4. The problem of minimality is a difficult problem, and will be considered in future project.
The interested reader can still find an equivalent problem in ([Tom14],p.101).
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The structure of this article is based on the following schema. After introducing all the tools necessary for the
understanding and the construction of the combinatorics used here, we begin the third section by the study of
the branched coverings of S2 to itself, leading to a classification up to topological equivalence. The starting point
of this work is the characterization of Thurston we mentioned earlier. Then, we give a new characterization of
the balanced maps that allow us to “extend” this notion on the set of graphs.
We finish this section by proving one of the main result of this article (Theorem A) which is a generalization
of the result of Thurston (Theorem 1) that proves there exists a bijection between what we call a skeleton of a
branched covering, and the set of balanced maps.
In the last section, we come back to the Hurwitz problem mentioned earlier. More exactly, after giving a
relation between the global balanced condition on our maps and the Riemann-Hurwitz condition, we establish
a matrix interpretation of the balanced conditions defined in the third section (Theorem B), we finally prove
that a ramification distribution of degree d always comes from a branched covering of degree d (Theorem C).
2 Combinatorial tools
2.1 Increasing bipartite maps
The purpose of this subsection is to introduce the main combinatorial objects, and some constructions that
will be useful in the following. As there is many manner to introduce planar maps, we begin this subsection
by introducing the main definition in order to fix the notion and notation we use in this article. The approach
chosen here comes from the books of C. Berge [Ber85], W. T. Tutte [Tut84], P. Flajolet and R. Sedgewick
[FS09], or again J. L. Gross and T. W. Tucker [GT87].
Definition 2.1. A graph G is given by two finite sets EG and VG and an application ρG from EG to VG × VG.
An element of VG (resp. EG) is called a vertex (resp. an edge) of G. For each edge a of EG is associated a
couple of vertices ρ(a) forming the tips of a. We say that two vertices of G are adjacent if they are the tips
of an edge.
An edge whose tips are the same is called a loop of G. Finally, we say that an edge a is incident to a vertex
v if v is one of the two tips of a. In this case, we say also that v is incident to a. Particularly, a loop of tip v is
doubly incident to the vertex v.
The degree of a vertex v of G is the number of edges of G being incident to v, counted with multiplicity.
Particularly, if G is a graph with n edges, the sum of the degree of all the vertices of G is equal to 2n, i.e the
degrees of the vertices give a partition of 2n.
Notice that this definition of graph is a combinatorial definition, but we often consider in the following a
graph as a topological object, i.e a set of points (the vertices) link by some line (the edges).
Definition 2.2. Let G and H be two graphs. We say G and H are isomorphic if there exists a bijection
φ : VG → VH and a bijection ψ : EG → EH such that ρH ◦ φ = ψ ◦ ρG. In other words, the bijections φ and ψ
preserve the incident relation.
This relation between graphs defines an equivalence relation. In the following, graphs are always considered
up to this equivalence relation. Now, we can define the notion of map.
We call embedding of a graph G a repreasentation of G in a surface such that the edges of G only have
intersection on the vetices of G. Notice that such an embedding is not always possible in a given surface (see
”proble`me des trois ponts” for example). If a graph admits such an embedding on the Riemann sphere, or
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equivalently on the plane, we say that G is a planar graph. The embedding of a graph G on a surface divise
this surface into some connected components called faces. An embedding is called cellular if each face is simply
connected.
Definition 2.3. A planar map is a cellular embedding of a graph G in the Riemann sphere.
In particular, a planar map is connected. As for the graph, we can define some incident relation between
vertices-faces, vertices-edges and edges-faces. Notice that an edge is incident to exactly two faces (eventually
the same) whereas a vertex can be incident to an arbitrary number of faces.
For convenience, we draw a planar map on the plane and not on the sphere, but this drawing is only a
representation of the planar map. In fact, by projecting the sphere on the plane via a stereographic projection,
we send a point of the sphere to infinity, so depending of the choice of the projection we obtain different
representations of the same planar map.
Definition 2.4. Let G and H be two planar maps. We say that G and H are isomorphic if the vertices, edges
and faces of one map can be sent bijectively on the vertices, edges and faces of the second one, preserving the
three incident relations.
Once again, this relation define an equivalence relation and so from now planar maps are considered up to
this equivalence relation. We can now define the notion of submap.
Definition 2.5. Let G be a planar map. We say that H is a submap of G, denoted by H ⊂ G, if H is itself a
planar map and H can be obtained by erasing some edges and vertices of G. Moreover, we say that H is a full
submap of G, denoted by H < G, if H is a submap of G and there exists at most one face f of H such that
every edge of G not in H is contained in f .
By convention, G itself is a (full) submap of G. Note that if H is a submap of G, then the set of vertices,
resp. edges, of H is a subset of those of G, but a face of H either coincides with a face of G or contains several
faces of G. The reader can see examples of full submaps in Figure 4.
This terminology of full submap is motivated by the notion of planar full continua namely compact sets that
are connected with a connected complement in the 2-sphere.
Definition 2.6. Let G be a planar map with at least two vertices. We say that G is (black and white)
bipartite if each vertex of G is colored in either white or black and each edge of G has a black and a white tip
(in particular a bipartite map has no loop).
A tree is a bipartite map with a unique face.
A star-like map is a bipartite tree with a unique black vertex.
b
b
b
b
bc
bc
bc
bc
Figure 1: Example of a bipartite map G
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Figure 1 shows an example of bipartite map. Moreover, there exists a sufficient and necessary condition such
that a given planar map is bipartite:
Proposition 2.7. A planar map G can be made bipartite if and only if each face of G is incident to an even
number of edges, counted with multiplicity.
This condition is clearly necessary. To prove the condition is sufficient, we can use an idea similar to that
used later to prove Proposition 3.4 (details are left to the reader).
Bipartite maps will be used in the following to describe branched covering of the sphere, where black and
white vertices play very different roles, that’s why we need always to distinguish these two kind of vertices. In
the following, we always use the following notations:
Notation 2.8. Let G be a bipartite map. We denote by:
• VG the set of black vertices of G, and by VG the cardinal of VG.
• WG the set of white vertices of G, and by WG the cardinal of WG.
• EG the set of edges of G, and by EG the cardinal of EG.
• FG the set of faces of G, and by FG the cardinal of FG.
To conclude these definitions, let’s introduce the notion of increasing bipartite maps.
Definition 2.9. We say that G is a increasing bipartite map if G is a bipartite map with a numbering on
each white vertex such that for each black vertex of G, the labels of its adjacent (white) vertices appear in an
increasing order counterclockwise.
Notice that an increasing bipartite map can not have multiple edges, i.e. two vertices are connected by at
most one edge. There are some examples of increasing bipartite maps in Figure 2 and 5.
Now that we have introduced the general context in which we will work, we can focus a little more on notions
and constructions specific to these maps. First, we define the notion of degree of a face.
Definition 2.10. Let G be a bipartite map, and let f be a face of G. The degree of f , denoted by degG(f), or
simply deg(f), is equal to the number of white vertices on the boundary of f , counted with multiplicity.
1
3
2
6
5
4
7
2 3
5
Figure 2: Example of an increasing bipartite map.
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Figure 3: Example of a non-full submap (solid edges) of a bipartite map (both solid and dashed edges).
For example, in Figure 2 the unbounded face has degree 7 (the vertex labeled 5 counts twice, whereas the
vertices labeled 2 and 3 count only once). Notice that this definition of degree is not the usual one, but is more
convenient in this context, the role of the white vertices being predominant in the following.
Then, we can give a relation between the degree of black (resp. white) vertices, the degree of faces and the
number of edges of a bipartite map.
Property 2.11. Let G be a bipartite map, then∑
w∈WG
degG(w) =
∑
v∈VG
degG(v) =
∑
f∈FG
degG(f) = EG.
Proof. As G is bipartite, each edge of G is incident to a unique black (resp. white) vertex, and so we deduce
immediately the first relations: ∑
w∈WG
degG(w) = EG =
∑
v∈VG
degG(v).
To prove the remaining relation, it suffices to see that the degree of a face f is equals to half of the number of
edges incident to f , counted with multiplicity. Then, as each edge is incident to exactly two faces (maybe the
same), we deduce the required relation.
Rk: this property is also true if G is a disjoint union of bipartite maps.
Union and intersection
Let H1 and H2 be two submaps of a bipartite map G having at least one common vertex. We define the union
H1 ∪H2 of H1 and H2 to be the unique submap of G constructed by erasing all the vertices, resp. edges, of G
that do not belong to VH1 ∪ VH2 , resp. EH1 ∪ EH2 . In particular, H1, resp. H2, is a submap of H1 ∪H2.
Similarly, we define the intersection H1 ∩ H2 of H1 and H2 to be the submap (or the disjoint union of
submaps) of G constructed by erasing all the vertices, resp. edges, of G that do not belong to VH1 ∩ VH2 , resp.
EH1 ∩ EH2 . In particular, each connected component of H1 ∩H2 is a submap of both H1 and H2.
Finally, we give some relations between the number of faces and black vertices of these different maps.
But first, we need to define these numbers. Consider two submaps H1 and H2 as previously, and denote by
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L1, . . . , Ln the connected components of H1 ∩H2. Then the number of faces of H1 ∩H2 is equal to
FH1∩H2 =
(
n∑
i=1
FLi − 1
)
+ 1.
In other words, FH1∩H2 is the number of connected components of S
2 \ (H1 ∩ H2). Similarly, the number of
black vertices of H1 ∩H2 is equal to
VH1∩H2 =
n∑
i=1
VLi .
Property 2.12. Let H1 and H2 be two submaps of a bipartite map G, such that H1 ∩H2 is not empty. Then,
FH1∪H2 = FH1 + FH2 − FH1∩H2 + (n− 1)
VH1∪H2 = VH1 + VH2 − VH1∩H2 ,
where n is equal to the number of connected components of H1 ∩H2.
The proof of this property is not difficult, and is left to the reader. Notice that this result can be generalized
to the case where H1 and H2 are disjoint, i.e. H1 ∩H2 = ∅, by imposing that FH1∩H2 = VH1∩H2 = 0 and n = 0.
In particular, we can generalize the Euler’s characteristic for a finite union of disjoint planar maps as follows.
Theorem 2.13. Let G be the union of n disjoint planar maps, for n ≥ 1. Then
VG + FG = EG + 2 + (n− 1).
Complements
Let G be a bipartite map, and H ⊂ G, H 6= G. We consider the two following sets
• Mc(H) is the set of (disjoint union of) submap(s) K of G such that H ∩K = ∅.
• Mc(H) is the set of (disjoint union of) submap(s) K of G such that H ∪K = G.
Then, we define the strict complement of H , denoted Hc, by
Hc =
⋃
K∈Mc(H)
K.
In other words, Hc is a disjoint union of submaps
2 of G obtained by erasing the vertices and edges of H , as well
as the edges with at least one tip in VH ∪WH .
Similarly, we define the relative complement of H , denoted Hc, by
Hc =
⋂
K∈Mc(H)
K.
So, Hc is the same as Hc with the addition of the edges of G not in H but with at least one tip in VH ∪WH ,
and the tips of these edges (see Figure 4 for an example). In particular, each connected component of Hc is a
submap of a connected component of Hc.
2
Hc can have multiple connected components
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Figure 4: Example of a full submap (solid edges) of a bipartite map, and its relative complement (dashed edges).
Proposition 2.14. Let G be a bipartite map, and H a submap of G. Suppose that H is not a full submap of
G, then there exists a finite number of full submaps Hi of G such that⋂
i
Hi = H and Hi ∪Hj = G for any pair i 6= j.
The minimum number of full submaps Hi we need to obtain the equality is called the genus of H . By
convention, the genus of a full submap of G is equal to 1.
Proof. We denote by F the set of faces of H not in FG. Then for each f ∈ F , we construct a submap Kf of G
by erasing each edge and vertex of G except those contained in the face f and its boundary. Then we construct
the planar map Hf as follows:
Hf = H
⋃
g∈F
g 6=f
Kg.
Clearly, H is a submap of Hf , and Hf is a full submap of G. The rest is a direct consequence of the construction
of the submaps Hf , and is left to the reader.
2.2 Hall’s marriage theorem
Let A be a set of elements, and S a finite family of finite subsets {A1, A2, . . .} of A.
Definition 2.15. S has a system of distinct representatives if there exists distinct elements {x1, x2, . . .}
such that xi ∈ Ai, for each i = 1, 2, . . .
If furthermore card(S) = card (
⋃
Ai), we say that S has a perfect matching.
Now, we have to determine a condition such that a family of finite sets has a system of distinct representatives.
Definition 2.16. We say that S satisfies the marriage condition if the union of any k of the sets Ai contains
at least k elements for k = 1, 2, . . .
Theorem 2.17. (Hall, [Hal35]) S has a system of distinct representatives if and only if S satisfies the marriage
condition.
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Proof. If S has a system of distinct representatives, then it’s evident that S satisfies the marriage condition.
Now we prove that the converse is true by induction. If the family S contains only one finite set, the result
is obvious. Suppose that the result of the Theorem 2.17 is true for any family containing at most n finite sets,
and consider a family S of (n+ 1) finite sets {A1, . . . , An+1} which satisfies the marriage condition. Then two
situations can appear:
• The union of any k of the sets of S contains at least (k + 1) elements for k = 1, . . . , n. In this case, we
can choose any element of An+1 as representative of this set, and construct the family S˜ = {B1, . . . , Bn},
where
Bi =
{
Ai \ {xn+1} if xn+1 ∈ Ai
Ai else
.
Then S˜ is a family of n finite sets which satisfies the marriage condition. So by induction, S˜ has a system
of distinct representatives, and we deduce that S has also a system of distinct representatives.
• There exists a subfamily F of S, F 6= S, such that there are as many finite sets in F as elements in the
union of the sets of F . Up to change the order of the sets in S, we can suppose that F = {A1, . . . , Ak}.
In this case, as F is a subfamily of S, then F satisfies the marriage condition, so by induction F has
a system of distinct representatives. We denote by (x1, . . . , xn) the distinct representatives of F . Now,
consider the subfamily G = {Ak+1, . . . , An+1}, and construct a new family G˜ = {Bk+1, . . . , Bn+1} where
Bi = Ai \ {x1, . . . , xk}.
Then it’s easy to see that G˜ satisfies the marriage condition. In fact, suppose G˜ does not satisfy the
marriage condition, so there exists l sets of G˜ such that the union of these l sets contains at most (l − 1)
elements. Once again, up to change the order of the sets of G˜, we can suppose that these l sets are
Bk+1, . . . , Bk+l. In this configuration, we deduce that the union of the k+ l sets A1, . . . , Ak+l contains at
most (k+ l− 1) elements, but this is in contradiction this the fact that S satisfies the marriage condition.
In conclusion, G˜ satisfies the marriage condition, so it has a system of distinct representatives, and the
union of the distinct representatives of F and G˜ gives a system of distinct representatives for S.
3 Balanced maps
The objective of this section is to characterize combinatorially self branched coverings of the sphere by means
of a specific kind of maps, namely the balanced maps. The precise statement will be given in Theorem 3.12.
3.1 Construction of a map from a branched covering
Let pi : S2 → S2 be a branched covering of the sphere of degree d. Let A be a set of n distinct points consisting
of (or more generally containing) the critical values. Up to postcomposition by an orientation preserving
homeomorphism, we can suppose that this set of n points is located at the n-th roots of unity. We represent
each point by a white dot, and label these dots from 1 to n such that exp(2ipik/n) gets the label k. Place a black
dot at the origin, and trace a radial edge between this black dot and each white dot, so we obtain a connected
map. Moreover, this map, denoted by T , is an increasing bipartite map (and more precisely a star-like map
since T has only one face and one black vertex).
From now on, we are interested in the pull-back map of T by pi.
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Figure 5: Example of the representation Γ of a branched covering pi of degree 7.
Theorem 3.1. The map Γ := pi−1(T ) (i.e. the cells are the connected components of pulled back cells) is an
increasing bipartite map with exactly d faces.
Proof. By construction, we prove easily that Γ is an increasing bipartite map. So the only difficulty is to prove
that Γ is a map with d faces. Note that the induced map pi : S2 \ Γ → S2 \ T is a covering of degree d, and
S2 \ T is a simply connected open set. Fix a point b ∈ S2 \ T . Then, for each point x ∈ pi−1(b), the continuous
function Id : S2 \T → S2 \T has a (unique) lift s : S2 \T → S2 \Γ such that s(b) = x. Moreover, the function s
is a global section of pi and defines a homeomorphism of S2 \T on the connected component of S2 \Γ containing
x. So S2 \ Γ is the union of d simply connected domains.
Moreover, the complement of a union of disjoint simply connected domains in S2 is necessarily connected.
In conclusion, Γ is an increasing bipartite map with d faces.
Now, let us give some details about the map Γ. By definition, for each point of the regular set of the branched
covering pi, there exists an open neighborhood U such that the preimage of U by pi is a disjoint union of d open
sets, each homeomorphic to U . In other words, each point of the sphere, except the critical values of pi, has
exactly d distinct preimages by pi. In particular, the black vertex and each edge of T has d preimages by pi. So
Γ is an increasing bipartite map consisting of d faces, n · d edges and d black vertices. Moreover, the degree of
each face and black vertex of Γ is the same, equals to n.
Finally, as the passport of pi describes the behavior of each of its critical value, it’s easy to see that the
number of white vertices of Γ is equal to the number of integers in the passport of pi.
A direct consequence of this last theorem is the Riemann-Hurwitz condition that a passport must satisfy to
be realizable. In fact, by Theorem 3.1 and as pi is a branched covering of degree d, Γ is a connected map with
d faces, n · d edges and d black vertices. So if we denote by m the number of white vertices of Γ, given by the
passport of pi, then by the Euler characteristic, we have
(d+m) + d = d · n+ 2
and so
2d− 2 = d · n−m = ν(D(pi)).
Definition 3.2. We call Γ a representation of the branched covering pi.
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Thus we have a first model of a branched covering by a geometrical object. Nevertheless, this object is
actually too complicated and so from now on, our goal is to simplify it without losing important information to
be able to solve some realizability problems of given passports. For that, we use two maps in order to reduce
the complexity of Γ, and then we prove in the next subsection that we can combine these two ideas.
First, let’s see what happens if we erase each 1-valence (automatically white) vertex and its attached edge
of Γ. As Γ is an increasing bipartite map with as many black vertices as faces, each of degree n, and with white
vertices labelled from 1 to n, then by erasing every 1-valence vertex of Γ, we obtain a unique increasing bipartite
map with the same properties as Γ except those about the degree of each black vertex and face.
Conversely, if we consider such a map, it’s simple to reconstruct our representation Γ (cf Figure 6 for an
example). In conclusion, we have a first bijection that allows us to simplify our representation. We call this
map the labeled skeleton of the branched covering pi.
3
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24
Figure 6: Example of the increasing bipartite map obtained by erasing all the 1-degree vertices of Γ.
An alternative possibility is to erase the label of each white vertex of Γ such that we obtain a unique bipartite
map, denoted by Γ˜, with as many black vertices as faces, each of degree n. We call these maps a n-regular
skeleton of the branched covering. Conversely, consider such a map Γ˜, we prove the following proposition:
Proposition 3.3. Every bipartite map with equal number d of faces and black vertices, each of constant degree
n, comes from a representation of a branched covering of degree d, with at most n distinct critical values.
For that, we first need to transform Γ˜ by changing each black vertex and the n edges coming from this vertex
by a black n-gon (cf Figure 7 for an example), so we obtain a n-regular map, i.e. a map in which each face is of
degree n, denoted by Γr. Notice that Γr has two kinds of faces (those containing black vertices and those that
are blank) and the two kinds alternate like a chessboard. So we can orient the edges of Γr keeping black faces
to the left.
Now, choose a vertex v of Γr (i.e. a white vertex of Γ), and label it by 0. Then we label all other vertices
by the directed edge-distance from v modulo n, i.e. the number of edges we need to pass through following the
edge-orientation of Γr. Notice that this labeling depends on the choice of the first vertex v.
Proposition 3.4. This labeling is well-defined 3.
3One can prove easily this result using an argument of cohomology, but here we choose to avoid such a theory.
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Proof. We have to prove that for any given vertex w of Γr, the label of w is independent of the choice of a
directed path from v to w, i.e. two paths from v to w have the same length modulo n. Consider two directed
paths, denoted by γ1 and γ2, from v to w, and a directed path γ from w to v, preserving the orientation of Γr,
so that the concatenation γ ◦ γi of γ and γi gives a closed path, for i = 1, 2.
Let us fix an index i = 1 or 2. If γ ∩ γi 6= {v, w}, then γ ◦ γi is a ’gluing’ of some Jordan curves, and so up
to study each Jordan curves separately, we can suppose that γ ∩ γi = {v, w}, i.e. γ ◦ γi defines a Jordan curve.
In consequence, γ ◦ γi divides the set FΓr into two subsets: one containing the faces to the left of γ ◦ γi, and
the other containing the faces to the right of γ ◦ γi.
For the following, we consider the function
ω :
FΓr → R[EΓr ]
f 7→ εf ·
∑
a∈EΓr∩∂f
a ,
with εf = 1 if f is a black face, and εf = −1 else. Then, if we denote by ω(γ ◦ γi) the sum of all the edges (with
coefficient 1) passed through by γ ◦ γi, and by Fext the set of the faces to the left of γ ◦ γi, we prove easily that:
ω(γ ◦ γi) =
∑
f∈Fext
ω(f).
This last result implies that the length of the path γ ◦ γi (modulo n) is equal to∑
f∈Fext
∑
a∈EΓr∩∂f
1.
As each face of Γr is of degree n, we deduce that the length of γ ◦ γi is equal to 0 modulo n, i.e. the length of
γ plus the length of γi is equal to 0 modulo n.
In conclusion, γ1 and γ2 have the same length modulo n.
Figure 7: Example of the bipartite map obtained by erasing the labels of Γ.
So, the n-regular map Γr admits a labeling which can be transported to a labeling of the map Γ˜. Moreover,
the map Γ˜ equipped with this labeling is an increasing bipartite map with equal number of faces and black
vertices, each of constant degree. From this, one can construct a branched covering with Γ˜ as a representation.
In conclusion, there is a bijection between the set of n-regular maps and the set of representations of
branched coverings with n critical values up to the cyclic action of the permutation (1 2 · · ·n) on the label of
the representation.
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3.2 Definition
In the previous subsection, we proved the existence of two different applications (a bijection and a surjection)
in order to reduce the complexity of the map Γ. Obviously, we want to know if we can combine the two ideas
used previously. So, let Γ be a representation of a branched covering, and denote by G the map obtained by
erasing the label and each 1-valence white vertex with its unique incident edge.
Definition 3.5. We call G a skeleton of the branched covering pi.
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Figure 8: Example of a skeleton of a branched covering pi of degree 7.
Notice that the function that sends a representation Γ to a skeleton G is not injective, in the sense that
we can construct the representations of two different branched coverings that are sent to the same skeleton.
For example, we can relabel by 7 one of the white vertices initially labeled by 1 in Figure 6. This changes the
representation Γ and the associated branched coverings, but not the skeleton G.
By construction, G is a bipartite map, and so now a natural question is: which bipartite map comes from a
skeleton of a branched covering? To answer this question, motivated by W. Thurston’s treatment of the generic
case, we introduce the following notion for bipartite maps:
Definition 3.6. A bipartite map G is called a balanced map, or we just say that G is balanced, if it satisfies
the following two conditions.
• (global balance condition) G has as many faces as black vertices. We say that G is globally balanced.
• (local balance condition) for each submap H containing at least one black vertex, the number of black
vertices of H is greater than or equal to the number of faces of H, i.e. VH ≥ FH . We say that G is locally
balanced.
A star-like bipartite map with a central black vertex is a balanced map. A map with one vertex of each
color and two edges (therefore two faces) is not balanced. A quadrilateral (i.e. a topological model of a square)
is the simplest example of a balanced map that is not a tree. Some further examples of balanced maps can be
found in Figures 1 and 8.
By construction of a skeleton G, the global balance condition is natural (as this condition is still satisfied
by the map Γ), but not sufficient to define a skeleton. We prove later that this condition is equivalent to the
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Riemann-Hurwitz condition (cf Proposition 4.1). This correlation between the two conditions allow us to make
a connection between our model and the passport of a branched covering.
Notice that by definition, if G is a bipartite map that satisfies the local balance condition, and H ⊂ G with
at least one black vertex, then H also satisfies the local balance condition.
Lemma 3.7. Let G be a bipartite map, and suppose that G is globally balanced. If for each full submap H with
at least one black vertex, we have the inequality VH ≥ FH then G is balanced.
In other words, we just need to verify the local condition for each full submap of G. Depending on the
situation, we prefer to use Definition 3.6 rather than Lemma 3.7.
Proof. Let H be a non full submap of G with at least one black vertex. We want to prove that FH ≤ VH .
First, by Proposition 2.14, there exists a finite number n of full submaps of G, denoted by H1, . . . , Hn, such
that ⋂
i
Hi = H and Hi ∪Hj = G for any pair i 6= j.
Then, by hypothesis,
FG = VG
FHi ≤ VHi , for i = 1, . . . , n.
So, using Property 2.12, we deduce that for each pair (i, j) ∈ {1, . . . , n}, i 6= j,
FHi∩Hj = FHi + FHj − FG
≤ VHi + VHj − VG
= VHi∩Hj .
By induction, we prove similarly that the intersection of any number of maps Hi satisfies the same relation. In
particular, we have
FH = F⋂Hi ≤ V
⋂
Hi = VH .
Suppose now that H has k connected components L1, . . . , Lk. If one of them does not contain black vertices,
then it does not contain any edges so has a single white vertex. Erasing this connected component with
not change the number of black vertices nor that of faces. Erasing now all the single-white-vertex connected
components, each remaining connected component contains a black vertex (and there is at least one such
component). So we may as well assume that each Li, i = 1, . . . , k, contains at least one black vertex.
Then, using the previous result, we have
VLi ≥ FLi ∀i = 1, . . . , k.
By Property 2.12, we deduce that
VH =
k∑
i=1
VLi ≥
k∑
i=1
FLi ≥
k∑
i=1
FLi − k + 1 = FH .
We end this subsection by a last proposition on balanced maps.
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Corollary 3.8. Let G be a balanced map, and F be a subset of FG, F 6= FG. Denote by V the subset of VG
that contains every black vertex having an incidence with a face of F , and by F , resp. V , the cardinal of F ,
resp. V. Then F < V .
Proof. By erasing the vertices and edges of G that are not incident to a face of F , we construct a submap
(or a disjoint union of submap) of G. Without loss of generality, we can suppose that this construction gives a
submap H of G. By construction, the number of vertices of H is equal to V and the number of faces of H is
equal to F + 1. As G is locally balanced, we deduce immediately by Definition 3.6 that F + 1 ≤ V .
3.3 From balanced maps to balanced graphs
The goal of this subsection is to give some basic results about balanced maps in order to manipulate this notion.
Proposition 3.9. Let G be a balanced map. Then a white vertex w of G can not be doubly incident to any face
of G. In particular, no edge of G is doubly incident to a face, except if the white tip is of degree 1.
Moreover adding or erasing some 1-degree white vertices together with its attached edge changes neither the
global nor the local balance condition.
Proof. Let us argue by contradiction. Suppose that there is a Jordan arc inside a face forming a Jordan curve
γ with a white vertex w, with γ separating the black vertices of G. Erasing the vertices and edges of G in each
complementary component of γ gives two submaps G1 and G2. We have G = G1 ∪G2, and G1 ∩G2 is reduced
to a single white vertex. As G1 and G2 are submaps of G containing black vertices, and G is locally balanced,
we deduce that
FGi ≤ VGi , for i ∈ {1, 2}. (2)
Thus, by construction,
FG = FG1 + FG2 − 1 ≤ VG1 + VG2 − 1 = VG − 1 < VG.
This contradicts the fact that G is globally balanced.
The rest of the proposition is obvious.
So, a bipartite map that satisfies both global and local conditions has some constraints. The next result
gives another point of view about the balanced conditions.
Theorem 3.10. Let G be a bipartite map. Then G is globally balanced if and only if∑
w∈WG
(degG(w) − 1) = 2VG − 2.
Similarly, G is locally balanced if and only if for each submap H of G, we have∑
w∈WH
(degH(w) − 1) ≤ 2VH − 2.
The reader may notice some similarity with the Riemann-Hurwitz condition. More exactly, using Theorem
3.12, we can prove that there exists a relation between the Riemann-Hurwitz condition for branched data and
the global balance condition for balanced maps.
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Proof. Let G be a bipartite map. By Euler characteristic, we have
FG + (VG +WG) = EG + 2,
thus
EG −WG = FG + VG − 2. (3)
Now, as each edge of G belongs to one and only one white vertex, the definition of the degree of a vertex implies
that ∑
w∈WG
degG(w) = EG.
From this relation and equality (3), we deduce that∑
w∈WG
(degG(v)− 1) = EG −WG = FG + VG − 2. (4)
Therefore
FG = VG ⇐⇒
∑
w∈WG
(degG(v) − 1) = 2VG − 2 (5)
and
FG ≤ VG ⇐⇒
∑
w∈WG
(degG(v) − 1) ≤ 2VG − 2 (6)
Applying (5) to G, we can still deduce the required condition such that G is globally balanced.
Now, assume that G is locally balanced, and let H be a submap of G. Then by definition, we have the
relation FH ≤ VH . Applying (6) to H we get∑
w∈WH
(degH(v)− 1) ≤ 2VH − 2.
Conversely assume that the above inequality holds for every submap H of G. Then applying (6) to H , we
deduce immediately that G is locally balanced.
This result is important as it implies that the concept of balanced map may be defined using only the vertices
and the edges of the map. In particular, it implies the following result.
Corollary 3.11. Let G1 and G2 be two bipartite maps, and suppose that G1 and G2 are equivalent as graphs.
Then G1 is globally (resp. locally) balanced if and only if G2 is globally (resp. locally) balanced.
3.4 Generalization of Thurston’s result
In this subsection, we finally answer our initial question: determine the bipartite maps that are skeletons of
branched coverings.
Theorem 3.12. A bipartite map G is a skeleton of a branched covering if and only if G is a balanced map.
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Proof. To prove this Theorem, we need to come back to the construction of G. In fact, if G is a skeleton of
a branched covering, then there exists a representation Γ, i.e. an increasing bipartite map with as many black
vertices as faces each of the same degree, such that G = φ(Γ). Moreover, we prove in subsection 3.1 that a
representative is essentially defined by a regular planar map, or equivalently by a bipartite map Γ˜ with as many
black vertices as faces, each of the same degree (we simply erase the labeling of the map Γ). In conclusion, if
G is a skeleton of a branched covering, then by adding some 1-degree white vertices and edges to G, we can
construct a map Γ˜. Conversely, if such a construction is possible, then G is a skeleton of a branched covering.
First, suppose that G is a balanced map with n white vertices, and add inside each face f of G a number of
white dots such that the number of these dots plus the number of white vertex having an incidence with f is
equal to n. Notice that by Proposition 3.9, the number of white vertex having an incidence with a given face of
G is equal to the degree of this face. Now, we want to prove that we can connect each of these added dots to
a black vertex having an incidence with the same face f by an edge in order to obtain a map where each black
vertex is of degree n, and so the construction mentioned earlier is possible.
In order to prove this result, consider A the set containing all the black vertices v of G, each repeated
(n − degG(v)) times, and denote by S a family of finite subsets {A1, A2, . . .} of A where each subset Ai
corresponds to a white dot w and contains all the black vertices v of G (counted (n− degG(v)) times) that can
be connected to w. Then our construction is possible if and only if S is a perfect matching. So, let’s prove that
the family S is a perfect matching.
Denote by A the cardinal of A, and by S the cardinal of S. By definition, we have
A =
∑
v∈VG
(n− degG(v)) = n.VG −
∑
v∈VG
degG(v),
and
S =
∑
f∈FG
(n− degG(f)) = n.FG −
∑
f∈FG
degG(f).
Moreover, as G is a bipartite map, then∑
f∈FG
degG(f) =
∑
v∈VG
degG(v) = EG,
as each edge of G is incident to a unique black vertex. In conclusion, we have the relations
A = n.VG − EG, (7)
S = n.FG − EG. (8)
As G is a balanced map, then VG = FG, and so using relations (7) and (8) we can conclude that A = S. Now,
we just have to prove that S satisfies the marriage condition.
Consider S ′ a subfamily of S, and denote by A′ the subset of A containing each element of A that belongs
to at least one subset of S ′. Finally, denote by S′, resp. A′, the cardinal of S ′, resp. A′. Then, we have to
prove that S′ ≤ A′. Up to adding some subsets of S into S ′, we can suppose that if a subset Ai corresponding
to a white dot w belongs to S ′ then each other subset corresponding to a white dot in the same face of G as w
also belongs to S ′, as this operation does not increase the value A′.
Then, there exists a subset F of FG such that the family S ′ corresponds to all the white dots belonging to
a face of F . We denote by V the subset of VG that contains each black vertex having an incidence with a face
of F . Now consider the submap H of G obtained by erasing each edge of G that is not incident to a vertex of
V , as well as each vertex that is not incident to one of the remaining edges. Clearly, by construction, we have
V = VH and F ⊂ FH .
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Let’s prove our inequality. By definition, we have
A′ =
∑
v∈V
(n− degG(v)) =
∑
v∈VH
(n− degH(v)) = n.VH −
∑
v∈VH
degH(v) = n.VH − EH . (9)
So, we can deduce that
S′ =
∑
f∈F
(n− degG(f))
=
∑
f∈F
(n− degH(f))
≤
∑
f∈FH
(n− degH(f))
= n.FH − EH
≤ n.VH − EH , as G is locally balanced.
In conclusion, using the relation (9), we have S′ ≤ A′ and so S satisfies the marriage condition.
Conversely, suppose that G is a skeleton of a branched covering, then by adding some 1-degree white vertices
and edges to G, we can construct a bipartite map Γ˜ such that each black vertex and face have the same degree
n. As previously, consider A the set containing all the black vertices v of G, each repeated (n−degG(v)) times,
and denote by S a family of finite subsets {A1, A2, . . .} of A where each subset Ai corresponds to a 1-degree
white vertex w of Γ˜ and contains all the black vertices v of G (counted (n− degG(v)) times) being incident to
the same face as w. The existence of the map Γ˜ implies that S is a perfect matching.
Denote by S, resp. A, the cardinal of S, resp. A. By definition, S and A satisfy the relations (7) and (8),
and as S is a perfect matching, S = A. So we can still deduce that FG = VG, i.e. G is globally balanced.
Now, consider a full submap H of G with at least two faces, H 6= G, and denote by fH the unique face of H
that is not a face of G. Then, let S ′ be the subfamily of S that corresponds to all the 1-degree white vertices
of G belonging to a face of FH \ {fH}, and A′ be the subset of A containing each element of A that belongs to
at least one subset of S ′. Then, we prove easily that
S′ := card(S ′) =
∑
f∈FH\{fH}
(n− degG(f)),
=
∑
f∈FH\{fH}
(n− degH(f)).
Thus,
S′ = n.FH −AH − (n− degH(fH)). (10)
Similarly, we have
A′ := card(A′) =
∑
v∈VH
(n− degG(v))
≤
∑
v∈VH
(n− degH(v)),
and so
A′ ≤ n · VH −AH . (11)
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Moreover, as S satisfies the marriage condition, then S′ − A′ ≤ 0, and so using relations (10) and (11), we
have
0 ≥ S′ −A′ ≥ n · (FH − VH)− (n− degH(fH)).
Finally, we deduce that
FH − VH ≤ 1−
1
n
degH(fH) < 1.
In conclusion FH ≤ VH , and so G is locally balanced.
A direct consequence of this geometric interpretation of a branched covering of the sphere, and of the
Proposition 3.9 is the following result.
Corollary 3.13. Let pi be a branched covering of the sphere S2, and U a simply connected subset of S2 containing
at most one critical value of pi. Then the pull-back of S2 \ U by pi is connected.
Proof. Let V = S2 \ U . As U is simply connected and contains at most one critical value of pi, then we can
construct a star-like map T with a unique black vertex representing a regular point of pi, and each branched
point of pi in V is associated with a white vertex. Now consider the pull-back of T by pi. Notice that this
construction is similar to the one in section 3.1, except here we remove (at most) one of the branched point.
Then, by Proposition 3.9, each white vertex of a balanced map is incident to a face at most once, so erasing a
white vertex and its associated edge in the construction of the balanced map does not change the connectivity
of the pull-back map. In conclusion, the pull-back of T by pi is a connected map, and so, the pull-back of S2 \U
by pi is also connected.
3.5 Summary
From a representation Γ of a branched covering, we create two different bipartite maps: a n-regular skeleton,
i.e. a globally balanced map whose all the black vertices and faces are of degree n, and an increasing skeleton,
i.e. an increasing, globally balanced map without 1-valence vertices. More exactly, we define a surjection from
the set of representations of a branched covering to the set of n-regular skeletons, whose the fiber is generated
by the action of the permutation (1 · · ·n) on the labels of the representation. And we define a bijection between
the set of representations and the set of increasing skeletons.
Then, by composing the two previous applications, we define a surjection between the set of representations
and the set of skeletons, and we prove in Theorem 3.12 that a skeleton defines a unique balanced map (here, a
balanced map is supposed without 1-valence vertices). In the following, there is a summary of the relationships
between the different sets of maps considered in this section.
Representation
n-regular skeleton
increasing skeleton
skeleton balanced map
4 From balanced graphs to balanced matrices
The main result of this section is to give a matrix interpretation of the balanced conditions we defined in
the previous sections. First, we come back to the Hurwitz problem, and reprove that the Riemann-Hurwitz
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condition, mentioned in the introduction of this article, is a necessary condition for the realizability of a given
branch datum D of degree d. Then, we consider another invariant: the ramification distribution. In particular,
we prove that there exists a surjection from the set of branched coverings of degree d to the set of ramification
distribution of degree d.
Let D = [Π1, . . . ,Πn] be a branch datum of degree d, where each Πi = [k1, . . . , kni ] is a partition of d. We
recall that the branched weight of D is equal to
ν(D) =
n∑
i=1
ν(Πi), with ν(Πi) =
ni∑
j=1
kj − 1.
Proposition 4.1. (Riemann-Hurwitz condition)
If D is realizable then ν(D) = 2d− 2.
Proof. As D is realizable, there exists a branched covering of the sphere pi : S2 → S2 of degree d such that
D = D(pi). Denote by G a skeleton of pi. Then by Theorem 3.12, G is balanced so it has exactly d black vertices
and d faces, and moreover the values ki > 1 in the different partitions of D correspond to the degree of the
white vertices of G. Now, by Euler characteristic (Theorem 2.13), we have:
(VG +WG) + FG = EG + 2.
So, as G is globally balanced,
EG −WG = VG + FG − 2 = 2VG − 2 = 2d− 2.
Moreover, by Property 2.11, we have the relation
EG =
∑
w∈WG
deg(w),
and so
2d− 2 = EG −WG =
∑
w∈WG
deg(w)−WG =
∑
w∈WG
(deg(w)− 1).
Notice that we don’t use the local balanced condition of G to prove that the Riemann-Hurwitz condition is a
necessary condition. So, as a skeleton of a branched covering is necessarily a globally and locally balanced map,
we can deduce that the Riemann-Hurwitz condition is not a sufficient condition. So now, the natural question
is to succeed in translating the local balanced condition on the bipartite map into a condition on the passport
in order to find a necessary and sufficient condition for the Hurwitz problem.
Nevertheless, such a relation is not so simple as a passport has no information about the structure of the map
G. More exactly, a given passport can correspond to several bipartite maps, as a passport has just information
about the degree of white vertices. Conversely, a balanced map has no information on the number of critical
values of the branched covering, and so a balanced map also corresponds to several passports. That’s why we
consider the following problem: let (ai) be a ramification distribution of degree d, can we construct a realized
passport of degree d using the values ai?
First, we give a matrix interpretation of the balanced condition by using Theorem 3.10, and Corollary 3.11.
In fact, by Corollary 3.11, if G is a balanced map, then each map equivalent (as graph) to G is also balanced.
So, we can restrict our study to graph structure. The interest is that we can associate to a given bipartite graph
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a white-to-black incident matrix A = (ai,j) by the following construction: enumerate separately the white
and black vertices. Then, the coefficient ai,j is equal to the number of edges having the white vertex i and
the black vertex j as tips. Conversely, it’s simple to construct a bipartite graph from a matrix containing only
non-negative integers by using the same construction. Another interest of this construction is that the degree
of a white (resp. black) vertex is just the sum of each coefficient in the corresponding line (resp. column).
Now, the main idea is to construct a “good”matrix that corresponds to a given ramification distribution l.
We will denote by Mm,d({0, 1}) the set of m× d matrices whose entries are either 0 or 1.
Definition 4.2. Let l = (a1, . . . , am) be a ramification distribution of degree d. We say that a matrix A ∈
Mm,d({0, 1}) is a matrix representation of l if for all i, the i-th line of A contains exactly ai values 1.
For example, a matrix representation of the ramification distribution (2, 2, 2, 2, 2, 2) of degree 4 is given in
Figure 9.


1 1 0 0
0 1 1 0
0 0 1 1
1 1 0 0
0 1 1 0
0 0 1 1


b
b
b
b
bc
bc
bc bc
bc
bc
Figure 9: Example of a matrix representation of (2, 2, 2, 2, 2, 2) and its associated graph.
Then, we define a balanced condition for our matrix A as follows:
Definition 4.3. We say that a matrix A ∈Mm,d({0, 1}) satisfies the balanced condition if for any choice of
k(≥ 1) distinct columns d1, . . . , dk of A, we have
m∑
i=1

max

1, k∑
j=1
ai,dj

− 1

 ≤ 2k − 2 and m∑
i=1

 d∑
j=1
ai,j − 1

 = 2d− 2.
For example, the previous matrix representation of (2, 2, 2, 2, 2, 2) satisfies the balanced condition. The
reason of the maximum between 1 and the sum is to avoid the line whose each coefficient ai,dj = 0. Now, using
Theorem 3.10, we prove that this condition for a matrix is equivalent to the balanced conditions for a bipartite
map.
Theorem 4.4. Let A ∈ Mm,d({0, 1}) be the incident matrix of a planar bipartite graph G. Then G is balanced
if and only if A satisfies the balanced condition.
Proof. Notice first that as the sum of each coefficient in a given line is equal to the degree of the corresponding
white vertex, the following condition
m∑
i=1

 d∑
j=1
ai,j − 1

 = 2d− 2,
is exactly the same as the Riemann-Hurwitz condition. So, using Proposition 4.1 if G is globally balanced, then
this condition is satisfied. The converse is obviously true.
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Now, suppose that G is balanced. We want to prove that A satisfies the balanced condition. Choose
arbitrarily k < d columns of A, denoted d1, . . . , dk. By definition of A, each column corresponds to a black
vertex of G. So, consider the submap (or the disjoint union of submaps) H of G constructed by erasing each
black vertices of G except those corresponding to the columns di of A, as well as the edge coming from these
vertices. Then, by applying Theorem 3.10 in each disjoint component of H , we deduce that:∑
w∈WH
(degH(w) − 1) ≤ 2VH − 2 = 2k − 2.
Moreover, by construction, we have
degH(w) =
k∑
j=1
ai,dj , for a fixed i.
And so, ∑
w∈WH
(degH(w) − 1) =
m∑
i=1

max

1, k∑
j=1
ai,dj

− 1

 ≤ 2k − 2.
Conversely, suppose that the matrix A satisfies the balanced condition. Left to choose a representation
of G on the sphere, we can suppose that G is a planar map. We still prove that G is globally balanced using
Proposition 4.1. Now, let’s prove that G is also locally balanced. Let H be a submap of G, then we can associate
a matrix to H as previously. Moreover, this matrix is just a submatrix of A, i.e. is obtained by erasing some
columns and lines of A. In particular, we deduce that there exists integers d1, . . . , dk, where k is the number of
black vertices of H , such that
∑
w∈WH
(degH(w) − 1) ≤
m∑
i=1

max

1, k∑
j=1
ai,dj

− 1

 .
As A satisfies the balanced condition, we deduce that∑
w∈WH
(degH(w) − 1) ≤ 2k − 2 = 2VH − 2.
By Theorem 3.10, we deduce immediately that G is locally balanced.
Now, we can finally answer our initial question:
Theorem 4.5. Let l = (a1, . . . , am) be a ramification distribution of degree d. Then there exists a branched
covering of degree d thus the ramification number are given by l.
Proof. Consider the matrix A ∈ Mm,d({0, 1}) constructed by the following recursive process: first place in the
first line of A a value 1 in each column from 1 to a1. Now, suppose we still construct the i first lines of A and
denote by bj the value a1 + . . .+ aj − j + 1, for j = 1, . . . , n. We suppose that b0 = 1. If bi < d, place in the
(i + 1)th line of A a value 1 in each column from bi to bi+1, by coming back to 1 if the number of the column
exceeds d. Else place a value 1 in each column from bi−d+1 to bi+1−d+1. By doing this process, we construct
a matrix representation A of l. See for example the previous matrix representation of (2, 2, 2, 2, 2, 2) in Figure 9,
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or the example in Figure 10. Now we have to prove that this matrix satisfies the balanced condition. Obviously,
we still know that
m∑
i=1

 d∑
j=1
ai,j − 1

 = m∑
i=1
[ai − 1] = 2d− 2,
as l is a ramification distribution of degree d. To prove the inequalities, we need to notice two points coming
from the construction of A. The first point is that am,d = 1, i.e. the last value 1 we place by our process is
always in the last column of A. Moreover, we reach the last column of A exactly twice. This first point comes
directly from the property satisfied by l:
m∑
i=1
[ai − 1] = 2d− 2.
In particular, each column of A has necessarily 2, 3 or 4 values 1. The second point is a consequence of the
first one: for any two columns j, k of A, with j 6= k, there exists at most two lines such that ai,j = ai,k = 1. In
other words, the inner product of the two columns is at most equals to 2. Then, it’s not difficult to prove that
A satisfies the balanced condition using these two properties. Moreover, the graph coming from A is clearly
planar using Kuratowski’s theorem [Kur30]. We can also prove directly the graph is planar by constructing it
with a similar process as the one proposed to construct the matrix A (see Figures 9 and 10 for some explicit
examples).
Finally, using Theorem 4.4, we prove that there exists a balanced map corresponding to the matrix A (and
so to the ramification distribution l), and so by Theorem 3.12, we deduce the wanted result.


1 1 1 0
1 0 1 1
0 1 1 0
0 0 1 1


b
b
b
b
bc
bc
bc
bc
Figure 10: Example of a matrix representation of (3, 3, 2, 2) and its associated graph.
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