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ABSTRACT
This dissertation presents the development of a novel immersogeometric method for the simu-
lation of turbulent compressible flows around complex geometries.
The immersogeometric analysis is first extended into the version of tetrahedral finite cell method,
in order to handle complex geometries flexibly and accurately. The developed method immerses
complex objects into non-boundary-fitted meshes of tetrahedral finite elements which can be easily
refined in interesting regions. Adaptively-refined quadrature rules faithfully capture the flow do-
main geometry in the discrete problem without modifying the non-boundary-fitted finite element
mesh. Particular emphasis is placed on studying the importance of the geometry resolution in in-
tersected elements. Aligning with the immersogeometric concept, the results show that the faithful
representation of the geometry in intersected elements is critical for accurate flow analysis.
To simulate the compressible flows in an accurate and and robust way, a novel stabilized finite
element formulation is developed. New weak imposition of essential boundary conditions and
sliding-interface formulations are also proposed in the context of moving-domain compressible flows.
The new formulation is successfully tested on a set of examples spanning a wide range of Reynolds
and Mach numbers showing its superior robustness. Experimental validation of the new formulation
is also carried out with good success.
The developments of tetrahedral finite cell method and the stabilized finite element formu-
lations are combined to further develop the immersogeometric method for compressible flows.
Non-symmetric Nitsche method is used in the weak-boundary-condition operator, to offer good
performance in the context of non-boundary-fitted discretization. The developed immersogeomet-
ric method is tested against several benchmark problems, to prove its comparable accuracy to its
boundary-fitted counterpart. Finally, the aerodynamic analysis of a UH-60 helicopter is carried out
xiv
using the developed method, to illustrate its potential to support design of real engineering systems
through high-fidelity aerodynamic analysis.
1CHAPTER 1. INTRODUCTION
1.1 Immersed Methods
Immersed methods approximate the solution of boundary value problems on analysis meshes
that do not necessarily conform to the boundary of the domain. Such methods have greater
geometric flexibility than their boundary-fitted counterparts and circumvent the meshing obstacles
that frequently impede analysis of problems posed on geometrically-complex domains. In the
context of computational fluid dynamics (CFD), immersed methods have a long tradition that
dates back at least to the Immersed Boundary Method developed by Peskin [1] to simulate cardiac
mechanics and associated blood flow. Since then, the body of research on immersed methods area
has undergone tremendous growth [2–5].
In the context of finite elements [6], several variants of immersed methods for fluids have been
explored over the last decade. Lo¨hner et al. [7–9] adapted kinetic and kinematic enforcement
of boundary conditions used in immersed boundary methods [5] for use in adaptive nodal finite
element grids. Glowinski et al. [10–12] simulated viscous flow interacting with rigid particles by
forcing the rigid body motion in each particle sub-domain onto the overlapping fluid field via a
distributed Lagrange multiplier field. Zhang, Liu and coworkers [13–16] proposed the Immersed
Finite Element Method (IFEM) to use a flexible Lagrangian solid mesh that moves on top of a
background Eulerian fluid mesh. This circumvented the major limitation of the immersed boundary
method where the fiber-like one-dimentional structure carries mass but does not occupy volume,
and opened the door to the immersed methods for fluid–structure interaction (FSI) problems. The
concept of IFEM was extended recently by Casquero et al. [17] to use Non-Uniform Rational B-
Splines (NURBS) as the basis functions to improve the robustness and accuracy of the immersed
method for FSI.
2In addition, several researchers designed immersed methods that resolve immersed boundaries
and introduce weak coupling schemes for velocity and stress fields directly at the interface. Baai-
jens [18] and Parussini et al. [19, 20] combined the fictitious domain approach with Lagrange mul-
tiplier fields at the interface for immersed thin and volumetric structures. Gerstenberger, Wall and
coworkers [21–23] combined Lagrange multiplier fields with interface enrichments of the velocity
and pressure fields in the sense of the extended finite element method to ensure the separation of
physical and fictitious domains. Ru¨berg and Cirak [24, 25] combined weak Nitsche-type coupling
methods at the interface with Cartesian B-spline finite elements for moving boundary and FSI
problems. Several groups also started to work on non-boundary-fitted FSI methods, where both
the fluid and the solid domains are immersed [26–30].
1.2 Immersogeometric Analysis
Influenced by isogeometric analysis [31,32], which has recently drawn broader recognition to the
importance of eliminating geometric errors, we follow our previous work [33] in denoting immersed
methods that accurately represent the geometry of the domain as immersogeometric methods.
It’s key feature is to directly perform flow analysis on various types of surface representation
of complex computer-aid geometry (CAD) designs, and therefore alleviate the troublesome mesh
generation problems. Previous researches have show the flexibility of immersogeometric method
by flow analysis with different types of boundary representations (B-rep), e.g. NURBS [34] and
analytic surfaces [35]. This is made possible by the weak-boundary-condition operators in the sense
of Nitsche’s method [36] , in which the boundary condition is enforced by a surface integration.
Weak imposition of essential boundary conditions for incompressible flows was first introduced
in [37], and further refined in [38,39]. The most distinguishing feature of this method is the added
flexibility to allow the flow to slip on the solid surface in the case when the wall-normal mesh size
is relatively large [39–41]. This feature allows one to achieve good accuracy on relatively coarse
boundary-layer meshes. Weakly enforced boundary conditions have been successfully applied to
simulations of wall-bounded turbulent flows [38,39] and wind turbines [41–44].
3A pioneering instantiation of the immersogeometric concept is the Finite Cell Method (FCM),
introduced by Parvizian et al. [45] and Du¨ster et al. [46]. The FCM represents the geometry of
the domain in intersected elements by adaptive quadrature points, such that the geometric accu-
racy can be increased by adding additional levels of quadrature points, if needed. The adaptive
quadrature scheme is based on the decomposition of each intersected element into sub-cells that
can be efficiently organized in hierarchical tree data structures. Although this strategy leads to
an increased number of quadrature points in intersected elements, its implementation is extremely
robust and flexible; sub-cell decomposition can operate with almost any geometric model, rang-
ing from boundary representations in computer aided geometric design to voxel representations
obtained from medical imaging technologies [47].
Since its inception, significant efforts have been invested to further develop the FCM. Technical
improvements include the weak imposition of boundary and coupling conditions [48, 49], local re-
finement schemes [50–54], and improved quadrature rules for intersected elements [55–57]. Further-
more, the FCM has been successfully applied for large deformation analysis [58,59], thermoelastic-
ity [60], homogenization [61], bone mechanics [62], topology optimization [63], and elastodynamics
and wave propagation [64–66]. A concise summary of the FCM and related developments and ap-
plications can be found in the recent review article by Schillinger and Ruess [47]. In addition, there
exists an open-source MATLAB code1 that provides an easy-to-handle starting point for running
numerical tests with the FCM [67].
Most prior work on the FCM used structured meshes of hexahedral elements, but this is not
a necessary feature of the FCM. Varduhn et al. [68] recently applied the FCM with unstructured
meshes of tetrahedral elements. The present contribution extends the tetrahedral FCM of [68] to
simulations of incompressible flow, where the flexibility of unstructured tetrahedral meshes is useful
for boundary layer refinement.
1http://fcmlab.cie.bgu.tum.de
41.3 Stabilized Formulations for Compressible Flows
In this dissertation, we aim to extend the immersogeometric method to the applications of
compressible flows. The numerical formulation for the simulation of compressible flows therefore
come into sight and are briefly reviewed in this section. The success of finite element methods in
solid and structural mechanics, heat conduction, and other areas in 1970s encouraged its devel-
opment and use to simulate flow problems. Stabilized finite element methods for fluid mechan-
ics were introduced, and the first of them was the streamline upwind/Petrov–Galerkin (SUPG)
method [69] for incompressible flows. The key idea of SUPG was to add a residual-based stabi-
lization term to the Galerkin form of the governing equations in order to enhance the stability for
higher Reynolds number flows while retaining consistency of the formulation. SUPG was extended
to compressible flows using conservation variables in [70–72]. The concept of SUPG was further
refined and studied for entropy variables in [73–75], and then generalized to arbitrary variable sets
in [76, 77]. Over the years, significant progress was made in stabilized methods for compressible
flows. The one perhaps most relevant to this dissertation was combining a new version [78, 79] of
the compressible-flow SUPG method [70–72] with the Deforming-Spatial-Domain/Stabilized Space-
Time (DSD/SST) method [80–82]. The DSD/SST method (now also called the “ST method”) was
introduced for flow problems with moving boundaries/interfaces, including fluid–structure interac-
tion (FSI). The method resulting from this straightforward mixture of the DSD/SST concept and
the compressible-flow SUPG method, which is now called compressible-flow ST SUPG method, was
first tested in [83]. This was followed by computations for air intake of a jet engine with adjustable
spool at supersonic speeds [84], aerodynamics of two high-speed trains in a tunnel [82], liquid pro-
pellant guns [85,86], and compressible-flow FSI [87,88]. Other progress included large-scale parallel
computations [84, 89], unified formulations of incompressible and compressible flows [76, 90], and
the development of stabilization parameters [78,91–93].
It was observed early on that when stabilized methods were applied to compressible flow anal-
ysis, oscillations occurred in the vicinity of shocks and other sharp solution features. The authors
in [94, 95] proposed a class of shock- or discontinuity-capturing methods that provide additional
5dissipation by adding mesh- and solution-dependent artificial viscosity terms to a stabilized for-
mulation. These viscosities are often residual-based, and thus preserve consistency of the for-
mulation. These shock-capturing methods were in the context of entropy variables. In a 1991
ASME paper [78], the original compressible-flow SUPG method, now called “(SUPG)82”, was
supplemented with a very similar shock-capturing term, which included a shock-capturing param-
eter that is now called “δ91”. The shock-capturing parameter was derived from the one given
in [75] for the entropy variables. It was shown in that, with the added shock-capturing term,
(SUPG)82 was very comparable in accuracy to (SUPG)82 recast in entropy variables. In the 2D
inviscid-flow test computations reported in [79] soon after that, (SUPG)82 and (SUPG)82 recast in
entropy variables yielded indistinguishable results. Following these works, references [77, 96] gen-
eralized discontinuity-capturing methods to arbitrary solution-variable sets. Further developments
include the discontinuity-capturing directional dissipation (DCDD) stabilization for incompressible
flows [97,98] and the YZβ shock capturing [93,98–101], which is based on a scaled residual and has a
parameter (β) that controls the degree of shock smoothness. Numerical experiments in [92,93,102]
demonstrated that these new discontinuity capturing techniques are relatively simple to implement
and give results of comparable or even improved accuracy relative to earlier approaches. A concise
summary of stabilized methods and discontinuity-capturing techniques for compressible flows may
be found in a recent review article [103] and references therein.
In this dissertation, we make use of SUPG stabilization and discontinuity capturing to de-
velop a novel numerical formulation for the Navier–Stokes equations of compressible flows in the
Arbitrary Lagrangian–Eulerian (ALE) frame [104] suitable for moving-domain simulations. Early
developments in stabilized ALE-based finite-element methods for compressible flows may be found
in [105–107]. In the present effort, we introduce several improvements to the existing formula-
tions, as well develop new techniques, such as weakly enforced essential boundary condition and
sliding-interface formulations, that enlarge the scope and applicability of moving-domain, finite-
element-based compressible flow formulations.
61.4 Immersogeometric Analysis of Compressible Flows
In this dissertation, we aim to introduce the attractive features of immersogeometric analysis to
the important applications of compressible flows, such as the aerodynamic simulation of helicopters.
To this end, we utilize the stabilized finite element formulation developed as part of this disserta-
tion in Chapter 3. In particular, the weakly enforcement of no-slip boundary conditions [37], which
is an essential component of immersogeometric analysis, is extended to enfoce Dirichlet boundary
conditions of compressible flows on non-boundary-fitted mesh. This development enables one to
achieve good accuracy on relatively coarse boundary-layer meshes, by allowing the flow to slip on
the solid surface in the case when the wall-normal mesh size is relatively large [39–41]. The weak
weak-boundary-condition operator we developed for the boundary-fitted simulations is essentially a
symmetric Nitsche method which provides very good accuracy and robustness, but its performance
is heavily dependent on the appropriate estimation of the penalty parameters which is directly asso-
ciated with the mesh size of the boundary elements. In immersed methods, however, the boundary
elements are intersected and therefore the estimates of penalty are particularly complicated in the
presence of intersected elements [108].
Recently, the non-symmetric Nitshce method has been investigated in the context of non-
boundary-fitted approaches. The non-symmetric Nitshce method was first introduced by Baumann
et al. [109–111] as a component of the Discontinuous Galerkin (DG) method. Compared with sym-
metric Nitsche methods, it does not require additional stabilization and therefore does not depend
on the appropriate estimation of stabilization parameters. Schillinger et al. [112] found that non-
symmetric Nitsche’s methods yields reduced L2 accuracy but significantly improves the solution
of derivative quantities. Dettmer et al. [113, 114] introduced the parameter-free non-symmetric
Nitsche’s method into the context of CFD simulations for low Reynolds number flows using im-
mersed methods. In this dissertation, we will explore the performance of non-symmertic nitsche’s
method in high-Reynolds number turbulent flows around complex geometries.
71.5 Dissertation Structure
This dissertation is organized as follows. In Chapter 2, we present the extension of the immerso-
geometric method into the tetrahedral finite cell method. We highlight the specific implementations
needed for the immersogeometric method, and the significance of geometry accuracy. In Chapter 3,
we develop a stabilized finite element formulation for the simulation of compressible flows. The for-
mulations are tested in the wide range of Mach numbers and Reynolds numbers to show its superior
robustness and accuracy. In Chapter 4, we combine the developments in Chapter 2 and Chapter
3 to further develop the immersogeometric method for the compressible flows, with application to
the aerodynamic analysis of a UH-60 helicopter. Finally, we draw conclusions and motivate future
research directions in Chapter 5.
8CHAPTER 2. TETRAHEDRAL FINITE CELL METHOD
In this chapter, a tetrahedral finite cell method for the simulation of incompressible flow around
geometrically complex objects is presented. The method immerses such objects into non-boundary-
fitted meshes of tetrahedral finite elements and weakly enforces Dirichlet boundary conditions on
the objects’ surfaces. Adaptively-refined quadrature rules faithfully capture the flow domain ge-
ometry in the discrete problem without modifying the non-boundary-fitted finite element mesh. A
variational multiscale formulation provides accuracy and robustness in both laminar and turbulent
flow conditions. The accuracy of the method is assessed by analyzing the flow around an immersed
sphere for a wide range of Reynolds numbers. Quantities of interest, such as the drag coefficient,
Strouhal number and pressure distribution over the sphere, are in very good agreement with ref-
erence values obtained from standard boundary-fitted approaches. Particular emphasis is placed
on studying the importance of the geometry resolution in intersected elements. Aligning with the
immersogeometric concept, our results show that the faithful representation of the geometry in
intersected elements is critical for accurate flow analysis. The potential of the proposed method for
high-fidelity industrial scale simulations is demonstrated by performing an aerodynamic analysis of
an agricultural tractor.
2.1 Finite Element Formulation of the Navier–Stokes Equations
In this section, we summarize the variational formulation of the Navier–Stokes equations of
incompressible flow and its discretization in space and time. We also briefly review the variational
multiscale (VMS) method and the weak enforcement of boundary conditions. Note that the frame-
work reviewed in this section equally holds for immersogeometric and boundary-fitted finite element
methods.
92.1.1 Governing Equations of Incompressible Flow
Let Ω (subsets of Rd, d ∈ {2, 3}) denote the spatial domain and Γ be its boundary. The
incompressible Navier–Stokes equations on Ω can be written as
ρ
(
∂u
∂t
+ u · ∇u− f
)
−∇ · σ = 0 , (2.1)
∇ · u = 0 , (2.2)
where ρ, u, and f are the density of the fluid, the velocity of the fluid and the external force per
unit mass, respectively. The stress and strain-rate tensors are defined respectively as
σ (u, p) = −p I + 2µε(u) , (2.3)
ε(u) =
1
2
(∇u +∇uT ) , (2.4)
where p is the pressure, I is the identity tensor and µ is the dynamic viscosity. The problem (2.1)–
(2.4) is accompanied by suitable boundary conditions, defined on the boundary of the fluid domain,
Γ = ΓD ∪ ΓN :
u = g on ΓD , (2.5)
−pn + 2µε(u) n = h on ΓN , (2.6)
where g denotes the prescribed velocity at the Dirichlet boundary ΓD, h is the traction vector at
the Neumann boundary ΓN , and n is the outward unit normal.
2.1.2 ALE–VMS Formulation
Consider a collection of disjoint elements {Ωe}, ∪eΩe ⊂ Rd, with closures covering the fluid
domain: Ω ⊂ ∪eΩe. Note that Ωe is not necessarily a subset of Ω. Let Vhu and Vhp be the discrete
velocity and pressure spaces of functions supported on these elements. The strong problem (2.1)–
(2.6) may be recast in a weak form and posed over these discrete spaces to produce the following
semi-discrete problem: Find uh ∈ Vhu and ph ∈ Vhp such that for all wh ∈ Vhu and qh ∈ Vhp :
BVMS
(
{wh, qh}, {uh, ph}
)
− FVMS
(
{wh, qh}
)
= 0 . (2.7)
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The bilinear form BVMS and the load vector FVMS are given as
BVMS
(
{wh, qh}, {uh, ph}
)
=
∫
Ω
wh · ρ
(
∂uh
∂t
+ uh · ∇uh
)
dΩ
+
∫
Ω
ε(wh) : σ
(
uh, ph
)
dΩ +
∫
Ω
qh∇ · uh dΩ
−
∑
e
∫
Ωe∩Ω
(
uh · ∇wh + ∇q
h
ρ
)
· u′ dΩ
−
∑
e
∫
Ωe∩Ω
p′∇ ·wh dΩ
+
∑
e
∫
Ωe∩Ω
wh · (u′ · ∇uh) dΩ
−
∑
e
∫
Ωe∩Ω
∇wh
ρ
:
(
u′ ⊗ u′) dΩ
+
∑
e
∫
Ωe∩Ω
(
u′ · ∇wh
)
τ ·
(
u′ · ∇uh
)
dΩ , (2.8)
and
FVMS
(
{wh, qh}
)
=
∫
Ω
wh · ρ f dΩ +
∫
ΓN
wh · h dΓ , (2.9)
where u′ is defined as
u′ = −τM
(
ρ
(
∂uh
∂t
+ uh · ∇uh − f
)
−∇ · σ
(
uh, ph
))
, (2.10)
and p′ is given by
p′ = −ρ τC∇ · uh . (2.11)
Equations (2.8)–(2.11) emanate from the VMS formulation of the Navier–Stokes equations of in-
compressible flow [115]. The terms integrated over element interiors would not appear in a Galerkin
method based on the canonical weak form of incompressible Navier–Stokes. These additional terms
may be interpreted both as stabilization and as a turbulence model [80,115–120]. The stabilization
parameters are
τM =
(
Ct
∆t2
+ u ·G u + CI ν2 G : G
)−1/2
, (2.12)
τC = (τM tr G)
−1 , (2.13)
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τ =
(
u′ ·G u′)−1/2 , (2.14)
where ∆t is the time-step size, CI is a positive constant derived from an appropriate element-wise
inverse estimate [121–123], ν = µ/ρ is the kinematic viscosity, G generalizes the notion of element
size to physical elements mapped from a parametric parent element by x(ξ):
Gij =
d∑
k=1
∂ξk
∂xi
∂ξk
∂xj
, (2.15)
tr G is the trace of G, and the parameter Ct is typically equal to 4 [115,117].
Note that we allow the fluid domain boundary to intersect the finite elements. Hence, each
intersected element consists of a fluid portion of Ωe, over which the formulation is integrated,
and a portion of Ωe outside of the fluid domain, over which the integration is discarded. The
boundary Γ is discretized into a number of surface elements. In a boundary-fitted method, these
boundary elements naturally arise as the surfaces of finite elements adjacent to the boundary of
the fluid domain. In an immersogeometric method, surface elements are defined independently of
the background finite element mesh.
2.1.3 Weakly Enforced Essential Boundary Conditions
The standard way of imposing Dirichlet boundary conditions in Eq. (4.1) is to enforce them
strongly by ensuring that they are satisfied by all trial solution functions. This is not feasible in
immersed methods (and not always desirable in boundary-fitted ones (see, e.g. [41])). We replace
the strong enforcement by weakly enforced Dirichlet boundary conditions in the sense of Nitsche’s
method [124] proposed by Bazilevs et al. [37–39]. The semi-discrete problem becomes
BVMS
(
{wh, qh}, {uh, ph}
)
− FVMS
(
{wh, qh}
)
−
∫
ΓD
wh ·
(
−ph n + 2µε(uh) n
)
dΓ
−
∫
ΓD
(
2µε(wh) n + qh n
)
·
(
uh − g
)
dΓ
−
∫
ΓD,−
wh · ρ
(
uh · n
)(
uh − g
)
dΓ
12
+
∫
ΓD
τBTAN
(
wh −
(
wh · n
)
n
)
·
((
uh − g
)
−
((
uh − g
)
· n
)
n
)
dΓ
+
∫
ΓD
τBNOR
(
wh · n
)((
uh − g
)
· n
)
dΓ = 0 . (2.16)
In the above equation, ΓD,− is the inflow part of ΓD, on which uh · n < 0. The term integrated
over ΓD,− increases the stability of the formulation without breaking variational consistency [37].
τBTAN and τ
B
NOR are stabilization parameters that act on the tangential and normal components
of the velocity at the boundary, respectively. They need to be chosen element-wise as a compro-
mise between the following two requirements. If they are too large, they assume a penalty-type
character, affecting the conditioning of the stiffness matrix and overshadowing the variational con-
sistency. If they are too small, the solution of (2.16) is unstable. Bazilevs et al. [37–39] indicate
that the stabilization parameters should scale like τB(·) = C
B
I µ/h, where h has dimensions of length
and indicates the element size at the boundary and CBI is a dimensionless constant. In immer-
sogeometric methods, the definitions of h and CBI depend on how the boundary intersects each
element. References [49,108] describe a method for computing optimal stabilization parameters in
each intersected element but, in the this work, for simplicity, we use uniform values of τBTAN and
τBNOR.
An advantage of weakly enforced Dirichlet boundary conditions is the release of the point-wise
no-slip condition at the boundary of the fluid domain. Unlike strongly enforced no-slip boundary
conditions, weak enforcement allows the flow to slip on the solid surface. Although maybe counter-
intuitive at first sight, some violation of the no-slip boundary condition is in fact desirable, in
particular for coarse meshes, as it imitates the presence of a boundary layer [37–41]. This allows
for an accurate overall flow solution, even if the mesh size in wall-normal direction is relatively large.
For immersogeometric methods, weakly enforced boundary conditions are particularly attractive as
the additional Nitsche terms in Eq. (2.16) are formulated independently of the mesh. In contrast to
strong enforcement, which relies on boundary-fitted meshes to impose Dirichlet boundary conditions
on the discrete solution space, the Nitsche terms in Eq. (2.16) also hold for intersected elements,
where the domain boundary does not coincide with element boundaries. All that is needed is
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a separate discretization of the domain boundary with independent boundary segments whose
position in intersected elements is known or can be determined.
2.2 Implementation of the Tetrahedral Finite Cell Method
The main challenge entailed by non-boundary-fitted meshes is the geometrically accurate eval-
uation of volume and surface integrals in intersected elements. These integrals directly emanate
from the variational formulation (2.16). Our immersogeometric method largely draws on the FCM,
which is briefly reviewed first. Specializing to tetrahedral elements, we detail the basic technology
components, which are a volume quadrature method based on recursive subdivision of intersected
elements and a surface quadrature method that uses an independent surface mesh. In addition,
we briefly describe the implementation of an efficient point location query to determine whether
a quadrature point is located inside or outside of the fluid domain. We finally outline an efficient
workflow for the generation of immersogeometric meshes that combines our quadrature methods
with an open-source mesh generator and locally refined boundary layers.
Ω
Ω
Ω = Ω     + Ω
Γ
phys
fict
fictphys
Figure 2.1: The physical domain of interest Ωphys is extended by the fictitious domain Ωfict into
an embedding domain Ω to allow easy meshing of complex geometries. Elements without support
in Ωphys can be discarded from the mesh, since they do not contribute to the solution fields in the
physical domain.
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Figure 2.2: Quadrature scheme based on adaptive sub-cells (blue lines). Quadrature points within
the fluid domain (marked in pink) are used in the numerical integration. Quadrature points outside
(marked in green) are discarded.
2.2.1 The Finite Cell Method
The FCM is a technique for solving partial differential equations posed on complex geometries.
For a summary of recent developments, we refer the interested reader to [47]. The FCM is based
on the fictitious domain concept illustrated in Fig. 2.1. Its main idea is to extend the original fluid
domain to a more tractable shape, e.g., a rectangular prism bounding the original domain. The
FCM discretizes the embedding domain into elements irrespective of the geometric boundary of
potentially complex embedded objects. This introduces elements that are intersected by the geo-
metric boundary, which creates complex integration domains in intersected elements. For Cartesian
elements, Du¨ster et al. [46] describe a method of automatically generating quadrature rules for finite
cell computations by dividing intersected elements into sub-cells and applying standard quadrature
rules within the sub-cells.
Our immersogeometric approach adapts the sub-cell based adaptive quadrature scheme of the
Cartesian FCM to the tetrahedral case. Based on this scheme, we are able to evaluate arbitrary
integration domains in intersected tetrahedral elements that arise in non-boundary-fitted discretiza-
tions of Eq. (2.8). The basic concept is based on the increase of quadrature points around geometric
boundaries in each intersected cell, so that arbitrary integration domains that emanate from the
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intersecting boundary can be taken into account accurately. This is achieved by recursively splitting
intersected cells into sub-tetrahedra. At each level, only those sub-tetrahedra that are intersected
by the boundary are further split. This procedure leads to an aggregation of sub-tetrahedra of
finer levels along the intersecting boundary. For each of the sub-tetrahedra, the standard 4-point
quadrature rule for linear tetrahedral elements is applied. This keeps the amount of quadrature
points per sub-tetrahedron constant and allows an easy calculation of the weights and local coor-
dinates of the recursive quadrature points. For clarity, we illustrate the quadrature scheme based
on adaptive sub-cells for triangles in 2D in Fig. 2.2. We emphasize that splitting is performed
on the quadrature level only and does not affect the basis functions, which are still defined on the
original tetrahedral element. The subdivision procedure into sub-tetrahedra and related algorithms
are detailed in the following section.
2.2.2 Adaptive Quadrature
The decision of whether or not to subdivide an element or sub-tetrahedron would ideally depend
on whether or not it is intersected by the immersed boundary. The decision of whether or not to
include a quadrature point in the quadrature rule requires a second test, to determine whether a
point is included in the domain of the partial differential equation. In certain cases, such as triangu-
lated surfaces immersed in tetrahedral meshes, it is possible to devise an analytical surface–element
intersection test. However, the necessity of an inside/outside test remains and, to reduce the num-
ber of assumptions required of the immersed boundary representation, we propose to approximate
the surface–element intersection test using only the inside/outside test. This approximation can
be made to within the resolution of the finest level of sub-tetrahedra by using the bottom-up ap-
proach detailed by Varduhn et al. [68]. The bottom-up approach applies an inside/outside test
to all quadrature points of the finest level of subdivision, then combines groups of fully-included
tetrahedral sub-cells into larger tetrahedral sub-cells wherever possible, to reduce the final number
of quadrature points. This involves a costly preprocessing step to generate the quadrature rule.
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In the terminology of [68], the present work uses a top-down approach to generate quadrature
rules. This method invokes the inside/outside test fewer times while generating a quadrature rule,
but does not always resolve the boundary geometry as precisely. The algorithm that we use to
determine the set of quadrature points and weights for each tetrahedral element of the original
mesh is to apply the following recursive procedure to an integration tetrahedron covering the entire
element, with integer input l ≥ 0 indicating the level of recursion:
1. Propose a set of Nq quadrature points (and associated weights) appropriate for integrating
smooth functions over the current integration tetrahedron. These points may be obtained by
transforming quadrature points from a reference tetrahedron and scaling the weights appro-
priately.
2. Count the numbers Nin and Nout of the vertices of the integration tetrahedron falling inside
and outside of the immersed object. This requires four calls to the inside/outside test.
3. If Nin = 0, Nout = 0, or l = 0, do not recurse. If Nout > 0, add the proposed quadrature points
falling in the fluid domain to the quadrature rule. This requires Nq calls to the inside/outside
test.
4. Otherwise, if Nin > 0, Nout > 0, and l > 0, discard the points proposed in Step 1, divide
the integration tetrahedron into 12 children, as depicted in Fig. 2.3, and apply this procedure
recursively to each of the children, with input (l − 1).
Section 2.2.4 details our implementation of the inside/outside test required for Steps 2 and 3.
The division of a parent sub-tetrahedron into 12 children for Step 4 may be stated precisely as
follows. We start by defining the 4-tuple of parametric points (p1,p2,p3,p4) ∈ (R3)4: these are
the sub-tetrahedron’s vertices in the parametric space of the top-level tetrahedral element of the
finite element mesh. Next, we introduce the additional points
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Figure 2.3: The rule used to subdivide a tetrahedron into sub-tetrahedra.
p5 =
1
2(p1 + p2), p9 =
1
2(p2 + p4),
p6 =
1
2(p1 + p3), p10 =
1
2(p3 + p4),
p7 =
1
2(p1 + p4), p11 =
1
4(p1 + p2 + p3 + p4),
p8 =
1
2(p2 + p3),
in this parameter space. The 12 children are defined by 4-tuples of parametric verticies chosen from
the set {p1, . . . ,p11}, as illustrated in Fig. 2.3:
1 - (p5,p7,p6,p1), 7 - (p8,p10,p6,p11),
2 - (p9,p5,p8,p2), 8 - (p10,p9,p7,p11),
3 - (p10,p8,p6,p3), 9 - (p5,p6,p11,p8),
4 - (p7,p9,p10,p4), 10 - (p9,p7,p11,p5),
5 - (p6,p7,p5,p11), 11 - (p7,p10,p11,p6).
6 - (p5,p9,p8,p11),
This subdivision rule can be applied recursively to each child tetrahedron by substituting its 4-tuple
of verticies for (p1,p2,p3,p4).
18
Remark 1. Another choice of the subdivision scheme is to subdivide a tetrahedron into only eight
sub-tetrahedra [125]. This generates fewer sub-tetrahedra at each level of recursion and reduces the
cost of the preprocessing phase of the bottom-up method for generating the quadrature rule, which
must access all tetrahedra at the finest level of subdivision. The proliferation of sub-tetrahedra at
finer levels of subdivision is of less concern in top-down approaches to generating quadrature rules,
and the 12-sub-tetrahedron method used here confers an additional benefit. In severely distorted
finite elements, the ratio of the maximum edge length of a child sub-tetrahedron to the diameter
of its parent sub-tetrahedron can be arbitrarily close to one when using the 8-sub-tetrahedron
method. This could impede its ability to resolve discontinuities in the integrand, because the
maximum length over which the integrand was assumed smooth would not decrease significantly.
The introduction of an extra central vertex, namely p11 in the above discussion, eliminates this
possibility in the 12-sub-tetrahedron subdivision.
2.2.3 Immersed Surface Integration
The weak boundary conditions formulated in Section 2.1.3 require that we evaluate surface
integrals of traces of functions defined on the background finite element mesh. We follow the
general approach of Du¨ster et al. [46], by breaking the immersed surface into quadrature elements
independently of the finite element mesh, and defining a quadrature rule on these elements. The
points of these surface element quadrature rules must then be located in the parameter space of
the tetrahedral finite elements in which they fall. This requires us to invert the mapping from the
finite element parameter space to physical space. This inversion may be accomplished for general
parametric elements by Newton iteration.
For the linear tetrahedral elements employed here, the mapping is affine, and its inverse can be
computed in closed form. We could, in principle, invert the parameter-to-physical-space mapping
for each background element until finding one in which the inverted parameters are within the
element’s parametric domain, but this procedure would be intractably costly to perform for every
surface quadrature point. Instead, we compute bounding boxes for finite elements, then associate
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these bounding boxes with the leaves of a spatial octree that they intersect. For each surface
quadrature point, we then recursively search for its containing finite element in the sub-tree con-
taining the point. With this approach, we need only invert parameter-to-physical-space mappings
of the subset of finite elements whose bounding boxes intersect the unique leaf of the octree that
contains the surface quadrature point. Assuming that the element size of the finite element mesh is
quasi-uniform in a mesh parameter, h, the octree should be constructed such that its coarsest level
contains the entire set of finite elements and the leaf cells of its finest level have diameter Θ(h).
When the finite element mesh is broken into subdomains for parallel computation, a separate octree
may be generated for each subdomain, and the location of surface quadrature points in the finite
element mesh may be carried out in parallel, with no communication overhead.
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Figure 2.4: Computational domain, boundary conditions, and the immersed sphere. The refinement
boxes, where finer element sizes are used, are also shown in the figure.
2.2.4 Simple-But-Effective Point Location Query
To determine whether a point x is inside or outside of a nominally closed surface, we employ
ray tracing. We count the number of times, N , that a ray emanating from x intersects the surface.
If N is odd, then x is inside of the surface and, if N is even, then x is outside of the surface. The
operation of ray–surface intersection does not depend on the surface being closed, so this algorithm
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will execute even if the surface representation is not watertight. To make this procedure robust in
the case of non-watertight surfaces and inexact floating-point arithmetic, one may cast several rays
from x along different directions and return the inside/outside classification given by the majority
of these rays. In the present work, we have taken care to ensure that the surface representations
are closed, and we make inside/outside decisions using only one ray per point.
The operation of ray–surface intersection has been investigated very thoroughly by the computer
graphics community [126]. A number of high-performance implementations with sophisticated
optimizations are publicly available, e.g. the Manta interactive ray tracer [127]. In the present
work, we have implemented a simple-but-effective strategy which we have found sufficiently fast for
our purposes. First, we break the immersed surface into primitives (viz. triangles, in the present
work) and sort these primitives into an octree hierarchy of bounding boxes as a preprocessing
step. We then recursively intersect rays with occupied sub-trees of the octree. This avoids many
unnecessary ray–primitive intersection operations relative to the brute force approach of testing
each ray against each surface primitive.
2.2.5 Non-Boundary-Fitted Mesh Generation
The immersogeometric concept based on the FCM is independent of a specific basis and can be
used with any basis function technology and element type. The main motivation for using tetra-
hedral elements is their ability to provide locally refined three-dimensional discretizations, which
is required here for boundary layer resolution. In contrast to hexahedral elements, there exist gen-
erally valid refinement algorithms for tetrahedra that work in any situation without restrictions.
The availability of a large number of advanced tetrahedral meshing tools [128] motivates the in-
tegration of such a tool to generate an initial unstructured tetrahedral mesh. In many immersed
situations, conforming to the boundary of a simple geometry (e.g. a rectangular box as the embed-
ding domain) is the only restricting requirement for generating a mesh; the discretization process
is extremely fast, even for a very large number of elements. At the same time, we can make use
of advanced algorithms for mesh regularization and smoothing to ensure high-quality tetrahedral
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elements. We present a workflow based on an open-source mesh generator Gmsh [129] to efficiently
generate non-boundary-fitted adaptive tetrahedral meshes.
In immersogeometric analysis, the whole embedding domain, including physical and fictitious
domain, is discretized irrespective of the immersed boundary. The actual geometry of the immersed
object is not explicitly needed for the mesh generation. Instead, one only needs to specify how the
mesh should be graded in terms of element size over the embedding domain, with finer element
sizes in the area of boundary layers. Gmsh enables control of the local mesh size via special
functions that can be used in the input script. The functions we use include “Point”, “Attractor”,
“Threshold”, “Box”, and “Min”. “Point” specifies the location where a specific mesh size will be
enforced. “Attractor” specifies the mesh size within a “Threshold” distance to a geometrical entity
such as “Point”. We use these functions to set the element sizes in the vicinity of the immersed
boundary. Since elements can arbitrarily intersect with the immersed boundary, that is, the mesh
conformity does not need to be enforced, this procedure is significantly less demanding and much
more reliable than conforming mesh generation. In addition, we use “Box” to specify the element
size inside of a parallelepiped to locally (and uniformly) refine zones where the flow is expected to
be more complex. Finally, when several mesh size control functions are active at the same location,
“Min” is used to resolve this overconstraint by choosing the mesh size to be the minimum of the
sizes specified in those functions. For more details of the Gmsh functions, the reader is referred
to [129].
Table 2.1: Element sizes in the boundary-fitted mesh for laminar flow around a sphere.
Mesh
Total number
of elements
Near sphere
element size
Inner refinement box
element size
Outer refinement box
element size
Outer box
element size
BM0 229,694 0.02 0.2 0.8/
√
2 1.2
BM1 1,710,898 0.01 0.1 0.4/
√
2 1.0
BM2 8,519,435 0.005 0.05 0.2/
√
2 0.8
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Table 2.2: Element sizes in the immersogeometric mesh for laminar flow around a sphere.
Mesh
Total number
of elements
Near sphere
element size
Inner refinement box
element size
Outer refinement box
element size
Outer box
element size
IM0 304,330 0.02 0.2 0.8/
√
2 1.2
IM1 1,833,434 0.01 0.1 0.4/
√
2 1.0
IM2 9,041,302 0.005 0.05 0.2/
√
2 0.8
2.3 Benchmark Problem: Flow around a Sphere
The flow around a sphere at Reynolds numbers Re = 100 and 300 for laminar flow and Re =
3700 for turbulent flow constitute canonical test cases, for which a large number of reference results
are available in the literature (see, e.g., [130–134] for laminar flow and [135–137] for turbulent flow).
We use this example as a first benchmark to assess the accuracy of our immersogeometric method
in both laminar and turbulent flow regimes. In addition to reference values from the literature, we
compute further reference results using the same variational framework with standard boundary-
fitted tetrahedral meshes that are comparable in terms of overall mesh resolution and boundary
layer mesh grading.
2.3.1 Problem Setup
Figure 2.4 illustrates the dimensions of the computational domain, the location and size of the
immersed sphere, and the boundary conditions. We note that for this example all indications of
size are non-dimensional. The radius of the sphere, the inflow velocity and the fluid density are
all one, so that the Reynolds number Re = µ−1 is defined as the inverse of the viscosity (and
vice versa). The inlet boundary condition and the slip boundary condition on the lateral faces are
strongly enforced, while the no-slip/no-penetration condition u = 0 on the surface of the sphere is
enforced weakly as described in Section 2.1.3 .
As there is no analytical flow solution to this problem, we use characteristic quantities of interest
that are widely used in fluid mechanics to compare solutions. The drag coefficient is computed as
CD = 2FD/(ρU
2A), where FD is the drag force, ρ is the fluid density, U is the inflow speed, and A
is the frontal area of the sphere. We note that we evaluate the drag force using the variationally
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consistent conservative definition of traction [40,138] in the following form:
th =− σhn− ρ
{
uh · n
}
−
(
uh − g
)
+ τBTAN
((
uh − g
)
−
((
uh − g
)
· n
)
n
)
+ τBNOR
((
uh − g
)
· n
)
n , (2.17)
where { · }− denotes the negative part of the bracketed quantity, that is, {A}− = A if A < 0 and
{A}− = 0 if A ≥ 0. In our case, the sphere is stationary, hence we have g = 0. Parametric studies
in [33] found that quantities of interest for flow over a 2D cylinder were relatively insensitive to the
precise values of the stabilizing penalties τBNOR and τ
B
TAN. In the computations of this paper, we
set τBNOR = τ
B
TAN = 10
3.
The non-dimensional length of the recirculation bubble is computed as L/d, where d is the
diameter of the sphere and L is the length from the rear end of the sphere to the point where the
velocity in x-direction changes sign. For Re = 300 and 3700 vortex shedding occurs, which can be
characterized by the Strouhal number defined as St = fd/U , with f being the frequency of vortex
shedding. For the turbulent case, we record the drag history over time, and use the Lomb-Scargle
periodogram technique to extract the frequency (see [137] for details).
2.3.2 Mesh Design and Boundary Layer Resolution
The proper design of the fluid mesh with a suitable resolution of boundary layers is a key
requirement for successful high-fidelity analysis in CFD. Our immersogeometric method does not
eliminate mesh design considerations, as locations for adaptive boundary layer resolution and the
degree of the mesh grading still need to be specified. However, non-boundary-fitted meshes speed
up the generation of reliable CFD meshes significantly, since boundary layer elements do not have
to conform to (potentially very complex) surfaces of immersed objects.
In this section, we summarize the boundary-fitted and immersogeometric tetrahedral mesh
generations for the sphere benchmark. For the laminar cases at Re = 100 and 300, we consider
three sets of boundary-fitted meshes denoted by BM0, BM1 and BM2. The mesh statistics and
24
Figure 2.5: Central section through the coarsest boundary-fitted mesh (BM0).
Figure 2.6: Central section through the coarsest immersogeometric mesh (IM0). Note that the
elements within the immersed sphere without support in the fluid domain are removed before
analysis.
the characteristic element sizes used in the different areas are detailed in Table 2.1. Figure 2.5
illustrates the coarsest boundary-fitted mesh (BM0), for which the central section in x-direction
is shown. We observe that the local refinement is performed around the sphere, where we expect
sharp boundary layers, and in the wake region behind the sphere, where we expect the formation
of vortices.
Using the workflow described in Section 2.2.5, we generate immersogeometric tetrahedral meshes
denoted by IM0, IM1 and IM2 for the laminar flow cases. The three meshes have comparable mesh
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Table 2.3: Element sizes used in the immersogeometric and boundary-fitted mesh generations for turbulent
flow case.
Near sphere
element size
Inner
refinement box
element size
Outer
refinement box
element size
Outer box
element size
0.004 0.04 0.16/
√
2 0.8
resolution to their boundary-fitted counterparts. Table 2.2 shows detailed mesh characteristics for
all three immersogeometric meshes and a central cut of the coarsest one (IM0) is shown in Fig. 2.6.
Comparing the number of elements, we observe that the immersogeometric meshes have slightly
more elements than the corresponding boundary-fitted meshes. This is due to the elements that
are located within the domain of the immersed sphere. Since in our immersogeometric method all
elements without support in the fluid domain will be removed in a postprocessing step and are not
taken into account during the analysis, the effective number of elements (and hence the effective
number of degrees of freedom) is equivalent for corresponding immersogeometric and boundary-
fitted meshes. We note that the surface of the immersed sphere needs to be discretized as well.
We use a simple triangulation of the surface, whose element size is half of the volume element size
near the sphere. We perform standard triangular quadrature on the surface triangles to evaluate
the weak boundary condition terms in the variation formulation (2.16).
For the turbulent case at Re = 3700, we consider only one mesh resolution design for generat-
ing the immersogeometric and corresponding boundary-fitted meshes. The mesh design is based on
the experience reported by Bazilevs et al. [137], in which the same VMS formulation with weakly
enforced boundary conditions presented in Section 2.1.3 was employed. Note that prismatic ele-
ments were used for the boundary layer mesh in [137]. In our cases, for the sake of consistency
between immersogeometric and boundary-fitted meshes, only tetrahedral elements are considered
and we keep the element heights in the boundary layer comparable to those reported in [137].
Table 2.3 summarizes the characteristic element sizes at different locations in the computational
domain shown in Fig. 2.4. The resulting immersogeometric mesh consists of 12,068,115 tetrahedral
elements and the boundary-fitted counterpart consists of 10,911,263 elements.
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2.3.3 Immersogeometric Results for Laminar Flow
For the sphere example at moderate Reynolds numbers, we obtain laminar flow that over time
reaches a stable state. Re = 100 leads to an axisymmetric steady flow pattern and Re = 300 leads
to a periodic flow pattern in the wake of the sphere. We note that in all our computations, we use
a constant time-step size of ∆t = 0.01, which ensures that there are more than 500 steps within
one period for the Re = 300 case. As initial condition, we apply a constant flow field corresponding
to the uniform inflow velocity over the entire fluid domain.
2.3.3.1 The importance of accurate geometry resolution
We test the influence of the accuracy with which we resolve the geometry in intersected elements.
To this end, we focus on the finest immersogeometric mesh (IM2) and vary the number of sub-cell
levels l in the adaptive quadrature scheme. Taking more sub-cell levels into account increases the
accuracy of the domain integration, which is directly linked to geometric accuracy. We focus here
on the effect of the domain integration in intersected elements, since we know from earlier studies
(see e.g. [56]) that it has a significantly larger impact on the solution than the accuracy of the
surface integral. We ensure a sufficiently fine resolution of the surface discretization of the sphere
by using a triangularization with half the characteristic length of the finest tetrahedral elements.
Table 2.4 shows the results of the flow characteristics for Re = 100 and 300 obtained from com-
putations without adaptive quadrature, with two levels of adaptive quadrature sub-cells, and with
a boundary-fitted mesh of comparable mesh resolution. The drag coefficient depends on the flow
near the sphere boundary and appears to be particularly sensitive to quadrature error, exhibiting
variations of up to 10%. The non-dimensional recirculation length L/d and the Strouhal number
mainly depend on the flow pattern in the wake of the sphere, which are less sensitive to the near
boundary flow. Comparing the quantities with results obtained from boundary-fitted computa-
tions, we clearly see that an increased geometric resolution is mandatory to achieve accurate flow
solutions.
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Table 2.4: Different flow characteristics, computed with our immersogeometric method and different levels l
of adaptive quadrature sub-cells, and with a boundary-fitted mesh of comparable size.
Re = 100 Re = 300
CD L/d CD St
IM2 (l = 0) 1.142 0.858 0.719 0.139
IM2 (l = 2) 1.093 0.856 0.662 0.135
BM2 1.093 0.857 0.661 0.135
Table 2.5: Total computing time required to run 50 time steps with different levels of adaptive quadrature
sub-cells on the same mesh (IM2).
l = 0 l = 1 l = 2 l = 4
Time (min) ∼ 2.5 ∼ 3.0 ∼ 13 ∼ 81
Increasing the number of adaptive sub-cell levels becomes expensive for larger l, because the
number of quadrature points increases exponentially [59]. To find a suitable compromise between
computational cost and geometric accuracy, we gradually increase the number of levels from l = 0
to l = 4 for the Re = 100 case. Figure 2.7 plots the corresponding drag coefficient versus the
number of sub-cell levels. We observe that from l = 0 to l = 1 there is a huge improvement. We
still obtain an improvement from l = 1 to l = 2, but the difference between l = 2 and l = 4 is very
small. Taking into account the increase in computing time (see Table 2.5), we conclude that l = 2
levels of adaptive sub-cells represent a good balance between computational cost and geometric
accuracy for the present immersogeometric method.
2.3.3.2 Convergence and mesh independence study
To get an idea of the overall accuracy of the flow solution that we can achieve with our im-
mersogeometric method, we compare the immersogeometric results in terms of the drag coefficient,
the non-dimensional length of the recirculation bubble and the Strouhal number with reference
values that we computed with boundary-fitted meshes as well as corresponding values reported in
the literature. This comparison is done for the complete series of meshes with increasing mesh
density that we defined in Section 2.3.2. This also allows for a mesh independence study for both
the immersogeometric and boundary-fitted cases. Table 2.6 shows the reference values obtained
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Figure 2.7: Drag coefficient CD, computed with our imersogeometric method and different levels of
adaptive quadrature sub-cells for flow at Re = 100. We include the corresponding boundary-fitted
result as reference (dashed line).
with the boundary-fitted discretizations BM0, BM1 and BM2 at Reynolds numbers Re = 100 and
300. We also show the maximum and minimum range of values for these quantities that we found
in the CFD literature, specifically consulting these articles [130–134]. Table 2.7 shows the corre-
sponding quantities obtained with the immersogeometric method and meshes IM0, IM1 and IM2
that are of comparable mesh density and grading. The immersogeometric computations are based
on l = 2 levels of adaptive quadrature sub-cells to ensure the accurate resolution of the geometry
in intersected elements.
The overall convergence behavior of the computed quantities is equivalent in both immersoge-
ometric and boundary-fitted cases. Comparing the results between the different mesh sizes within
each method, we see that the results obtained with the finest meshes are sufficiently converged and
can be considered as mesh independent. A comparison of the values in Tables 2.6 and 2.7 shows
that with a comparable mesh resolution, our immersogeometric method achieves the same accuracy
as the boundary-fitted method.
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Table 2.6: Mesh independence study for boundary-fitted discretization.
Re = 100
CD L/d
BM0 1.131 0.790
BM1 1.094 0.855
BM2 1.093 0.857
Literature 1.060–1.096 0.850–0.880
Re = 300
CD St
BM0 0.715 0.123
BM1 0.662 0.136
BM2 0.661 0.135
Literature 0.634–0.671 0.134–0.137
Table 2.7: Mesh independence study for immersogeometric discretization with l = 2 levels of adaptive
quadrature sub-cells.
Re = 100 Re = 300
CD L/d CD St
IM0 1.141 0.767 0.714 0.123
IM1 1.095 0.855 0.662 0.134
IM2 1.093 0.856 0.662 0.135
2.3.4 Immersogeometric Results for Turbulent Flow
For assessing the accuracy of our immersogeometric method for turbulent flows, we increase the
Reynolds number in the current benchmark to Re = 3700. For this configuration and Reynolds
number, there occurs a laminar flow separation near the equator of the sphere and a transition to
turbulence in the wake of the sphere [136]. We compare the immersogeometric results in terms of
key quantities of interest with reference values obtained from our boundary-fitted computations,
as well as with Direct Numerical Simulation (DNS) results reported by Rodriguez et al. [136] and
VMS results computed by Bazilevs et al. [137].
In our immersogeometric and boundary-fitted computations, we use a time-step size of 0.0015.
Figure 2.8 shows a visualization of the immersogeometric result of instantaneous vortical structures
(see, e.g. [139,140] for definition), which illustrates the three-dimentional chaotic nature of turbulent
flow in the wake of the sphere. Figure 2.9 shows the contours of the instantaneous out-of-plane
vorticity component on a planar cut, computed with both methods. The results illustrate the
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Figure 2.8: Visualization of the immersogeometric result of instantaneous vortical structures in the
wake of the sphere for turbulent flow at Re = 3700.
laminar shear layer and its separation from the sphere. They also show the break-up of the shear
layer, its transition to turbulence and the turbulent wake, which characterize the flow at sub-critical
Reynolds numbers [136].
(a) Boundary-fitted result (b) Immersogeometric result
Figure 2.9: Contour of instantaneous out-of-plane vorticity component on a planar cut.
We report further the time-averaged quantities of interest in Table 2.8, computed with our
immersogeometric and boundary-fitted methods, and compare them with reference values in the
literature [136,137]. We investigate the time-averaged drag coefficient CD, the Strouhal number St,
and the non-dimensional length L/d of the recirculation bubble evaluated from the rear end of the
sphere. In addition, we compute the time-averaged pressure coefficient Cpb at an azimuthal angle
of 180 which corresponds to the rearmost point of the sphere in the main flow direction. Time
averaging is performed when the flow solution has converged to a quasi-steady state. Figure 2.10
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(a) Boundary-fitted result (b) Immersogeometric result
Figure 2.10: Time-averaged velocity streamlines on a planar cut.
Table 2.8: Comparison of time-averaged quantities of interest for turbulent flow at Re = 3700.
CD L/d St Cpb
Immersogeometric (l = 0) 0.399 2.26 0.205 -0.254
Immersogeometric (l = 1) 0.397 2.26 0.208 -0.258
Immersogeometric (l = 2) 0.393 2.27 0.218 -0.217
Boundary-fitted 0.393 2.27 0.217 -0.215
DNS (Rodriguez et al. [136]) 0.394 2.28 0.215 -0.207
VMS (Bazilevs et al. [137]) 0.392 2.28 0.221 -0.207
shows the mean velocity streamlines on a planar cut, from which the time-averaged recirculation
bubble can be seen.
We assess the role of accurate geometry resolution in immersogeometric analysis of turbulent
flow by varying the number of levels l of adaptive quadrature sub-cells in intersected elements. We
observe in Table 2.8 that the immersogeometric results converge to the boundary-fitted reference
values when l is increased from 0 to 2, i.e., under the refinement of adaptive quadrature sub-cells.
We also find that all quantities obtained with l = 2 are in good agreement with the values reported
in the literature.
2.3.4.1 The importance of accurate geometry resolution
Figures 2.11 and 2.12 plot the distribution of the time-averaged pressure coefficient over the
upper crown line of the sphere along the main flow direction computed with different methods.
Figure 2.11 shows that our boundary-fitted simulation result is in very good accordance with results
32
θ
0 20 40 60 80 100 120 140 160 180
C
p
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
DNS (Rodriguez et al. 2011)
VMS (Bazilevs et al. 2014)
Boundary-fitted method
Figure 2.11: Time-averaged pressure coefficient evaluated along the upper crown line of the sphere.
from the literature. We note that even though the same variational formulation and characteristic
element sizes are used in our simulation and that of Bazilevs et al. [137], different element types
were used in the boundary layer mesh (see Section 2.3.2), which result in the slight difference
between our results.
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Figure 2.12: Comparison of the time-averaged pressure coefficient computed with our immersoge-
ometric method.
Figures 2.12a and 2.12b show that results obtained with our immersogeometric method match
the result of our boundary-fitted method well, while clear convergence towards the boundary-fitted
reference can be observed under the increased levels of adaptive quadrature sub-cells. This con-
firms that a faithful representation of the geometry in terms of accurate volume quadrature in
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Figure 2.13: Mean streamwise velocity profiles at three different locations in the wake. DNS [136]
result is plotted as reference.
intersected elements is a key requirement for obtaining accurate flow results with our immersogeo-
metric method.
Figure 2.13 compares the profiles of the mean streamwise velocity at three different positions in
the wake computed by DNS [136] and our immersogeometric method with l = 0 and l = 2 levels of
adaptive quadrature sub-cells. We observe that our results and the DNS results are in very good
agreement, even when the adaptive quadrature is not applied (l = 0). This is due to the fact that
the streamwise velocities compared are away from the immersed boundary, and as a result, are
not sensitive to the accuracy of the geometry resolution. Figure 2.14 shows the root-mean-square
(RMS) of the streamwise velocity fluctuations at two different locations in the sphere wake. DNS
result [136] and VMS results for three different time windows [137] are plotted along with our
immersogeometric result (l = 2). Bazilevs et al. [137] observed that the RMS of the streamwise
velocity fluctuations is sensitive to the time window selection in the very near wake. In our case, a
window of 300 time units is used for the evaluation. The comparison with DNS clearly shows the
accuracy of our immersogeometric method based on VMS turbulence model and weakly enforced
boundary conditions for turbulent flow problems.
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Figure 2.14: RMS of the streamwise velocity fluctuations at two different locations in the sphere
wake. DNS result [136] and VMS results for three different time windows [137] are plotted as
references.
2.4 Aerodynamic Analysis of a Tractor
Aerodynamic analysis of vehicles based on standard CFD tools with boundary-fitted meshes is
a standard practice in the automotive industry. However, there are several important challenges
that hamper the efficient use of standard CFD tools. Typical vehicle designs lead to very complex
fluid domain boundaries. This constitutes a major obstacle for the transfer of fluid domains into
boundary-fitted computational meshes, since it requires labor-intensive intermediate steps such as
decomposition of large geometric models, geometry clean-up, and mesh manipulation. An example
is the agricultural tractor shown in Fig. 2.15, which incorporates many geometrically complex
details. In the context of tractor design, aerodynamic analysis help designers determine how air flow
around the tractor can contribute to the cooling of the engines at low driving speeds. In this section,
we will use the tractor to demonstrate how immersion of complex geometries into an non-boundary-
fitted mesh can alleviate many challenges of standard boundary-fitted mesh generation in the
context of large-scale industrial applications. We also verify the accuracy of our immersogeometric
method by comparison with standard boundary-fitted meshes of comparable size and refinement
pattern.
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(a) Front view (b) Back view
(c) Detailed view 1 (d) Detailed view 2 (e) Detailed view 3
Figure 2.15: Time-averaged pressure distribution over the tractor surface, computed with the
immersogeometric mesh.
2.4.1 Tractor Setup
The dimensions of the tractor, the surrounding fluid domain, and the boundary conditions are
illustrated in Fig. 2.16. We specify a uniform inflow with a streamwise velocity of 11.176 m/s (25
mph) ahead of the tractor. This velocity corresponds to the typical driving speed of a agricultural
tractor. For simplicity, we assume a no-slip boundary condition on the ground. At a constant
temperature of 300 K (26.85), the density and dynamic viscosity of the air are 1.177 kg/m3 and
1.846×10−5 kg/(m·s), respectively. The characteristic length of the tractor is defined as the distance
from the leading to the rear end in the direction of the main flow and is 4.208 m. The Reynolds
number is approximately 3 × 106, which corresponds to highly turbulent flow. The geometry of
the tractor is described by a boundary representation, which was designed with a CAD tool and
exported in STL-format.
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Figure 2.16: Dimensions and boundary conditions of the flow domain and the immersed tractor
geometry.
2.4.2 Generating Immersogeometric and Boundary-Fitted Meshes
We employ the workflow described in Section 2.2.5 to generate an adaptive immersogeomet-
ric mesh of the tractor, leveraging the refinement capabilities of the open-source mesh generator
Gmsh [129]. We locally refine the tetrahedral mesh close to the tractor surface and the ground
surface for capturing boundary layers, and behind the tractor to capture the wake. The final im-
mersogeometric mesh consists of 11,489,570 linear tetrahedral elements and is shown in Figs. 2.17a
and 2.17b. In all intersected elements we add two levels of adaptive quadrature sub-cells to accu-
rately integrate the volume integrals. Sufficiently accurate integration in intersected elements is
required to faithfully capture the geometry of the tractor, which is a key requirement for obtaining
accurate flow solutions with our immersogeometric method.
To obtain simulation results based on standard boundary-fitted meshes for comparison, we use a
commercial mesh generator ANSA [141] due to its robustness in generating boundary-fitted meshes
for complex geometries. We ensure that the local refinement pattern close to the tractor surface and
the ground surface and in the wake of the tractor is comparable to the immersogeometric mesh. A
zoom of our boundary-fitted mesh can be seen in Fig. 2.17c. We note that due to the fine geometric
details of the tractor, local refinement in many of the surface regions is necessary to be able to fit the
fine-scale geometry with boundary-conforming tetrahedral elements. The total number of elements
in the boundary-fitted mesh is 10,854,275, which is comparable to the immersogeometric mesh.
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(a) Overall view of the immersogeometric mesh.
(b) Zoom of the immersogeometric mesh. (c) Zoom of the standard boundary-fitted
mesh.
Figure 2.17: Locally refined tetrahedral meshes of the fluid domain for aerodynamic analysis of the
tractor. We show the mesh cut along a plane in flow direction.
We anticipate large savings of meshing time in the immersogeometric case while maintaining mesh
quality. Table 2.9 illustrates the cost in time to generate the boundary-fitted and non-boundary-
fitted meshes.
We note that a significant advantage of the immersogeometric workflow is its geometric flexibil-
ity. For example, it enables us to impose a uniform mesh size along the immersed tractor surface
regardless of fine-scale geometric features. We can therefore easily control the mesh size resolution
independently of the geometry, for example, to obtain a coarser mesh for fast preliminary design
Table 2.9: Cost in time of the meshing process.
Boundary-fitted
(ANSA)
Non-boundary-fitted
(Gmsh)
Number of elements 10,854,275 11,489,570
Cost in time (s) 3728 317
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Figure 2.18: Visualization of the immersogeometric result of instantaneous vortical structures for
turbulent flow around the tractor.
studies. This is not possible in boundary-fitted analysis, where a coarser mesh requires geometry
operations first to remove all geometric features that are of finer scale than the targeted minimum
element length.
2.4.3 Comparison of Immersogeometric and Boundary-Fitted Results
In both immersogeometric and boundary-fitted computations, we use a time-step size of 3 ×
10−4 s. Figure 2.15 shows the static pressure over the tractor surface, computed with our immerso-
geometric method. We observe that the pressure distribution over geometric details of the tractor
surface is captured well. Figure 2.18 illustrates the instantaneous vortical structures of the highly
turbulent flow around the tractor by visualizing the isosurfaces of λ2 = −1.5,−2 and −5. Snapshots
of the velocity magnitude on planar cuts at different heights above the ground at the same time
instant as Figure 2.18 are shown in Figure 2.19. Detailed flow features such as flow around the
pipe and mirrors can be clearly seen.
To compare the immersogeometric and boundary-fitted results, we first compute the time-
averaged drag coefficient CD = 2FD/ρU
2A, where U is the inflow velocity, FD is the time-averaged
drag force, and A = 5.942 m2 is the area of the frontal tractor surface projected onto a plane perpen-
dicular to the main flow direction. The values of CD are 0.851 and 0.838 for the immersogeometric
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(a) Height 0.6 m. (b) Height 1.2 m.
(c) Height 1.8 m. (d) Height 2.4 m.
Figure 2.19: Snapshots of the instantaneous velocity magnitude on planar cuts at different heights
above the ground, computed with our immersogeometric method.
and boundary-fitted computations, respectively. The results are in good agreement between the
two methods, with a deviation of 1.55%. We note that the reported drag coefficients are in good
accordance with those of observed in similar industry benchmarks. For example, the drag coef-
ficient of heavy vehicles traveling at 25 mph is in the range of 0.7–0.9 [142]. To assess the
accuracy of the immersogeometric results at single points of the surface, we plot the distribution of
the time-averaged pressure coefficient CP = 2(P − P∞)/ρU2 along curves over the tractor surface.
The results are plotted for a curve over the top surface and one over the bottom surface of the
tractor in Figs. 2.20a and 2.20b, respectively. Overall good agreement between the two methods is
observed. This shows that our immersogeometric method is able to achieve accurate flow solutions
near the boundary of an immersed object, where all elements are intersected, for high Reynolds
number turbulent flow problems.
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(a) CP distribution on the top surface
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(b) CP distribution on the bottom surface
Figure 2.20: Time-averaged pressure coefficient CP plotted along two curves over the tractor sur-
face.
Remark 2. As discussed in Section 2.3.4.1, although the use of integration sub-cells improves
the immersogeometric solution quality, the computation becomes expensive due to the increased
number of quadrature points in the intersected elements. This disadvantage can be easily com-
pensated by partitioning the mesh into more subdomains (each assigned to a processor core). To
demonstrate this, we perform a scalability study of our immersogeometric method using the tractor
example presented in this section. For each parallel test, we compute 200 time steps, each with
three Newton iterations. 100, 100 and 250 GMRES iterations are used for the first, second and
third Newton iterations, respectively. The computations are carried out on Lonestar Linux Cluster.
The results are shown in Figure 2.21 with very good linear parallel scaling observed. One thing
to note in Figure 2.21 is the comparison between immersogeometric and boundary-fitted compu-
tations. Although longer computation time is shown for the immersogeometric case compared to
boundary-fitted case when 504 partitions are used for both cases, same level of computation time
can be easily achieved by simply increasing the partitioning of the immersogeometric mesh into 840
subdomains. We believe this is very easy to achieve compared with improving the labor-intensive
meshing time reported in Table 2.9. This study shows the flexibility and efficiency of the proposed
immersogeometric method compared with traditional boundary-fitted approach.
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Figure 2.21: Scalability study for turbulent flow around a tractor.
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CHAPTER 3. STABILIZED METHOD FOR COMPRESSIBLE FLOWS
In this chapter, a novel stabilized formulation for 3D compressible viscous flows on moving
domains is developed. New weak imposition of essential boundary conditions and sliding-interface
formulations are also proposed in the context of moving-domain compressible flows. The new
formulation is successfully tested on a set of examples spanning a wide range of Reynolds and
Mach numbers showing its superior robustness. Experimental validation of the new formulation is
also carried out with good success. In addition, the formulation is applied to simulate flow inside
a gas turbine stage, illustrating its potential to support design of real engineering systems through
high-fidelity aerodynamic analysis.
3.1 A Novel Stabilized Formulation for Compressible Flows
3.1.1 Governing Equations of Compressible Flows
3.1.1.1 Preliminaries
The Navier–Stokes equations of compressible flows are often expressed using a vector of conser-
vation variables U˜ defined as
U˜ =

ρ
ρu1
ρu2
ρu3
ρetot

, (3.1)
where ρ is the density, ui is the i
th velocity component, i = 1, ..., d, where d = 2 or 3 is the space
dimension, and etot = e + ‖u‖2/2 is the fluid total energy density, where e is the fluid internal
energy density and ‖u‖ is the velocity magnitude.
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We also introduce a vector of primitive variables based on pressure or the pressure-primitive
variables Y defined as
Y =

p
u1
u2
u3
T

, (3.2)
where p is the pressure and T is the temperature. Pressure, density, and temperature are related
through an equation of state. Here we make use of the ideal gas equation of state, which may be
written as
p = ρRT , (3.3)
where R is the ideal gas constant. Furthermore, we assume a calorically perfect gas and define the
fluid internal energy density as
e = cvT , (3.4)
where cv = R/(γ − 1) is the specific heat at constant volume and γ is the heat capacity ratio.
Throughout the paper we use (·),t to denote a partial time derivative holding the spatial coor-
dinates x fixed, and we use (·),i to denote the spatial gradient.
3.1.1.2 Strong form
The Navier–Stokes equations of compressible flows, which express pointwise balance of mass,
linear momentum, and energy, may be written in terms of U˜ as
U˜,t + F˜
adv
i,i = F˜
diff
i,i + S˜, (3.5)
where F˜advi and F˜
diff
i are the vectors of advective and diffusive fluxes, respectively, and S˜ is the
source term. The residual of the compressible-flow equations may be defined as
R˜es = U˜,t + F˜
adv
i,i − F˜diffi,i − S˜. (3.6)
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We further split the advective flux into F˜advi = F˜
adv\p
i + F˜
p
i . The aforementioned fluxes are defined
as
F˜
adv\p
i =

ρui
ρuiu1
ρuiu2
ρuiu3
ρui
(
e+ ‖u‖2/2)

, (3.7)
F˜pi =

0
pδ1i
pδ2i
pδ3i
pui

, (3.8)
F˜diffi =

0
τ1i
τ2i
τ3i
τijuj − qi

, (3.9)
where δij is the Kronecker delta. The viscous stress τij and heat flux qi are given by
τij = λuk,kδij + µ (ui,j + uj,i) , (3.10)
qi = −κT,i, (3.11)
where µ is the dynamic viscosity, λ = −2µ/3 is the bulk viscosity, and κ is the thermal conductivity.
3.1.1.3 Reduced form of the energy equation
Introducing the mass and momentum balance into the energy equation, we can simplify the
compressible-flow equation system. The balance laws given by Eq. (3.5) become
U,t + F
adv
i,i + F
sp = Fdiffi,i + S, (3.12)
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where
U =

ρ
ρu1
ρu2
ρu3
ρe

, (3.13)
Fadvi = F
adv\p
i + F
p
i =

ρui
ρuiu1
ρuiu2
ρuiu3
ρuie

+

0
pδ1i
pδ2i
pδ3i
0

, (3.14)
Fdiffi =

0
τ1i
τ2i
τ3i
−qi

, (3.15)
and the term Fsp is the contribution of stress power in the energy equation, which has the form
Fsp =

0
0
0
0
pui,i − τijuj,i

. (3.16)
A modified residual function is now defined as
Res = U,t + F
adv
i,i + F
sp − Fdiffi,i − S. (3.17)
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3.1.1.4 Weak Form
Let Ω ∈ Rd denote the fluid domain and let Γ be its boundary. Considering U,Fadv\pi ,Fpi , Fsp,
and Fdiffi as functions of Y, i.e., U(Y), F
adv\p
i (Y), F
p
i (Y), F
sp(Y), and Fdiffi (Y), the weak form of
Eq. (3.12) may be stated as: Find Y ∈ S, such that ∀W ∈ V,
B (W,Y)− F (W) = 0, (3.18)
where
B (W,Y) =
∫
Ω
W ·
(
U,t(Y) + F
adv\p
i,i (Y) + F
sp(Y)
)
dΩ
−
∫
Ω
W,i ·
(
Fpi (Y)− Fdiffi (Y)
)
dΩ, (3.19)
and
F (W) =
∫
Ω
W · S dΩ +
∫
Γh
W ·H dΓ. (3.20)
S and V are the trial-function space for the pressure-primitive variables and test-function space for
the compressible-flow equation system, respectively, and Γh is the subset of Γ where the traction
and heat flux boundary conditions H are enforced. The vector H is given by
H =

0
−pn1 + τ1ini
−pn2 + τ2ini
−pn3 + τ3ini
−qini

, (3.21)
where ni is the i
th component of outward unit surface normal vector n. The vector H contains the
fluid traction in the momentum-equation slot and heat flux in the energy-equation slot.
Remark 3. Note that the choice of the variable set does not change the balance laws. In the
present work, rather than using conservation variables as the problem unknowns, pressure-primitive
variables are chosen. One reason for this choice is that, unlike for conservation variables, the
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incompressible limit of the compressible-flow equations is well defined for the pressure-primitive
variables [77]. Pressure-primitive variables are also convenient for setting boundary conditions and
implementing fluid–structure interaction (FSI) coupling. In addition, as will become evident in
the later sections, pressure-primitive variables lead to a natural extension of the weakly enforced
essential boundary condition and sliding-interface formulations, originally defined for incompressible
flows, to the compressible flow regime.
Remark 4. The use of reduced-energy equation is likewise convenient for FSI modeling involving
thermally-coupled solids, because only the heat flux appears in the energy-equation slot of vector
H.
3.1.2 Constituents of the Discrete Formulation
3.1.2.1 Quasi-linear Form
The Navier–Stokes equations of compressible flows given by Eq. (3.12) may be expressed in the
following quasi-linear form involving the conservation variables U:
U,t + AˆiU,i + Aˆ
sp
i U,i −
(
KˆijU,j
)
,i
− S = 0, (3.22)
where Aˆi =
∂Fadvi
∂U
, Aˆspi is such that Aˆ
sp
i U,i = F
sp, and Kˆij is such that KˆijU,j = F
diff
i .
Analogously, using the pressure-primitive variables Y, the quasi-linear form of Eq. (3.22) may
be written as
A0Y,t + AiY,i + A
sp
i Y,i − (KijY,j),i − S = 0, (3.23)
where A0 =
∂U
∂Y
, Ai =
∂Fadvi
∂Y
=
∂Fadvi
∂U
∂U
∂Y
= AˆiA0, A
sp
i is such that A
sp
i Y,i = F
sp, and Kij is
such that KijY,j = F
diff
i . Explicit expressions for the matrices appearing in the quasi-linear forms
are provided in Appendix .
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3.1.2.2 Moving-Domain Formulation
Using the space–time Piola transformation and following the steps in [37], the convective ALE
formulation of the Navier–Stokes equations of compressible flows may be stated as
U,t|xˆ + Fadvi,i + Fsp − uˆiU,i − Fdiffi,i − S = 0, (3.24)
where uˆi is the i
th component of the domain velocity uˆ and (·),t|xˆ denotes a partial time derivative
holding the referential coordinates xˆ fixed. The quasi-linear form of Eq. (3.24) may be written for
the conservation variables as
U,t|xˆ +
(
Aˆi + Aˆ
sp
i − uˆiI
)
U,i −
(
KˆijU,j
)
,i
− S = 0. (3.25)
In the case of the pressure-primitive variables, Eq. (3.24) becomes
A0Y,t|xˆ + (Ai + Aspi − uˆiA0) Y,i − (KijY,j),i − S = 0. (3.26)
Residual for the ALE form of the compressible-flow equations may be expressed as
Res = A0Y,t|xˆ + (Ai + Aspi − uˆiA0) Y,i − (KijY,j),i − S. (3.27)
We also introduce the matrices AˆALEi = Aˆi+ Aˆ
sp
i − uˆiI for the conservation variables, and AALEi =
Ai + A
sp
i − uˆiA0 for the pressure-primitive variables.
3.1.2.3 SUPG Operator
We assume the time-dependent fluid domain Ω is divided into Nel spatial finite elements each
denoted by Ωe, and define the SUPG operator as follows:
BSUPG (W,Y) =
Nel∑
e=1
∫
Ωe
((
AALEi
)T
W,i
)
· τ SUPGRes(Y) dΩ, (3.28)
where the stabilization matrix τ SUPG to this day remains a subject of active research [92,98,99,102].
In the present work we adopt a philosophy of designing τ SUPG for the conservation variables and
transforming to the pressure-primitive-variable formulation. For this, we employ the following
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design condition [91]:
Nel∑
e=1
∫
Ωe
((
AALEi
)T
W,i
)
· τ SUPGRes dΩ =
Nel∑
e=1
∫
Ωe
((
AˆALEi
)T
W,i
)
· τˆ SUPGRes dΩ, (3.29)
which yields
τ SUPG = A
−1
0 τˆ SUPG, (3.30)
where A−10 = Y,U is the transformation matrix between the two variable sets. The stabilization
matrix τˆ SUPG may be defined as [143]
τˆ SUPG =
(
4
∆t2
I + GijAˆ
ALE
i Aˆ
ALE
j + CIGijGklKˆikKˆlj
)− 1
2
, (3.31)
where ∆t is the time step size, CI is a positive constant that derives from an appropriate element-
wise inverse estimate [121–123], and G is the element metric tensor computed as
Gij =
d∑
k=1
∂ξk
∂xi
∂ξk
∂xj
, (3.32)
where x(ξ) denotes the mapping from the parametric element to its physical-domain counterpart.
The definition of τˆ SUPG in Eq. (3.31) requires computation of the square-root-inverse of a 5×5
matrix in 3D. For this purpose, the Denman–Beavers method [144,145] is employed. The Denman–
Beavers method is an iterative technique that derives from the Newton–Raphson approach to the
computation of the matrix square-root-inverse. To improve the convergence of the Denman–Beavers
iterations for the simulations we consider in this work, we propose to modify the algorithm by setting
P0 =
∆t2
4
(
4
∆t2
I + GijAˆ
ALE
i Aˆ
ALE
j + CIGijGklKˆikKˆlj
)
, (3.33)
Q0 = I, (3.34)
as the initial guess, and carrying out the Denman–Beavers iterations as
Pk+1 =
1
2
(
Pk + Q
−1
k
)
, (3.35)
Qk+1 =
1
2
(
Qk + P
−1
k
)
, (3.36)
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where k is the iteration index. In the above equations, Pk+1 is a successive approximation of the
matrix square-root of P0 and Qk+1 is a successive approximation of the matrix square-root-inverse
of P0. As a result, when the Denman–Beavers iteration converges, τˆ SUPG in Eq. (3.31) can be
computed as
∆t
2
Qk+1.
Remark 5. Note that the initial guess of P0 is scaled by
∆t2
4
. For the simulations considered in
this work, ∆t is usually small and as a result P0 defined in Eq. (3.33) is close to an identity matrix.
This presents an excellent initial guess for the Denman–Beavers algorithm.
Remark 6. Defining τˆ SUPG as in Eq. (3.31) and taking the square-root-inverse using the iterative
Denman–Beavers algorithm amounts to what we call the “direct” approach, which is somewhat
more computationally expensive than adopting simplified expressions for τˆ SUPG. Nevertheless, we
feel the proposed methodology justifies the extra cost due to the increased accuracy and robustness
it exhibits for a wide range of Reynolds and Mach numbers.
3.1.2.4 Discontinuity-Capturing Operator
Following the philosophy for designing the SUPG operator, we first define the discontinuity-
capturing (DC) operator for conservation variables as
Nel∑
e=1
∫
Ωe
W,i · KˆDCU,i dΩ, (3.37)
where KˆDC is the diffusivity matrix for the DC operator. Changing variables from U to Y gives
Nel∑
e=1
∫
Ωe
W,i · KˆDCA0Y,i dΩ, (3.38)
which, in turn, defines the DC-operator diffusivity matrix for the pressure-primitive variables as
KDC = KˆDCA0. (3.39)
We assume a diagonal form of the diffusivity matrix for the conservation variables, namely,
KˆDC = diag (κˆC, κˆM, κˆM, κˆM, κˆE) , (3.40)
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where the diagonal entries are given by
κˆC = CC
h |Res1|
|∇U1| , (3.41)
κˆM = CM
h |Res2:d+1|
|∇U2:d+1| , (3.42)
κˆE = CE
h |Resd+2|
|∇Ud+2| . (3.43)
In the above, h is the element size, and CC, CM, and CE are the O(1) positive constants corre-
sponding to the continuity, momentum, and energy equations, respectively. The above equations
are inspired by the so-called CAU discontinuity capturing technique [146], and may also be viewed
as YZβ discontinuity capturing with β = 1. Note that the definition of KDC is residual-based, and
thus does not upset consistency of the formulation. The DC operator for the pressure-primitive
variable formulation is now defined as
BDC (W,Y) =
Nel∑
e=1
∫
Ωe
W,i ·KDCY,i dΩ. (3.44)
Remark 7. We note that the CAU discontinuity-capturing technique is an extension of the “δ91”
shock-capturing technique [78, 79] to unsteady flows. The CAU is residual-based in the context of
unsteady problems, while “δ91” was residual-based in the context of steady, inviscid flows.
3.1.3 Weak Enforcement of Boundary Conditions
The idea of weak imposition of essential boundary conditions for incompressible flows was first
proposed in [37]. The motivation for this development was to relax the boundary-layer resolution
requirements for wall-bounded turbulent flows without sacrificing the overall solution accuracy [37–
41]. Weakly enforced essential boundary conditions act as near-wall models for underresolved
boundary-layer flows while converging to their strongly-enforced counterparts at optimal rate with
mesh refinement. Here we extend the weakly enforced essential boundary condition formulation to
compressible flows.
We assume that essential boundary conditions on the velocity and temperature fields are en-
forced on ΓD ∈ Γ, and the fluid domain boundary Γ is decomposed into Neb surface elements each
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denoted by Γb. Let W = [q w;wθ]
T be the vector of test functions with w = [w1 w2 w3]
T being the
test functions for the linear-momentum balance equations. The weak-boundary-condition operator
for compressible flows that is consistent with the pressure-primitive variable formulation is given
by
BWBC (W,Y) =−
Neb∑
b=1
∫
Γb
⋂
ΓD
w · (σ(u, p)n) dΓ
−
Neb∑
b=1
∫
Γb
⋂
ΓD
(δσ(w, q)n) · (u− g) dΓ
−
Neb∑
b=1
∫
Γb
⋂
Γ−D
w · ρ ((u− uˆ) · n) (u− g) dΓ
+
Neb∑
b=1
∫
Γb
⋂
ΓD
w · τµ(u− g) dΓ
+
Neb∑
b=1
∫
Γb
⋂
ΓD
(w · n) τλ(u− g) · n dΓ
−
Neb∑
b=1
∫
Γb
⋂
ΓD
wθκ∇T · n dΓ
−
Neb∑
b=1
∫
Γb
⋂
ΓD
κ∇wθ · n (T − Tb) dΓ
−
Neb∑
b=1
∫
Γb
⋂
Γ−D
wθρcv ((u− uˆ) · n) (T − Tb) dΓ
+
Neb∑
b=1
∫
Γb
⋂
ΓD
wθτκ(T − Tb) dΓ, (3.45)
where σ(u, p) = −pI+(λ∇·u)I+µ (∇u +∇Tu), δσ(w, q) = ρqI+(λ∇·w)I+µ (∇w +∇Tw), g is
the prescribed velocity on the no-slip boundary, Tb is the prescribed temperature on the boundary,
and Γ−D is the inflow part of ΓD where (u− uˆ) · n < 0.
Remark 8. The first five term on the right-hand side of Eq. (3.45) correspond to the weak en-
forcement of the velocity boundary conditions, while the last four terms ensure weak enforcement
of temperature boundary conditions. The formulation is essentially a direct extension of weak
boundary-condition enforcement for incompressible-flow and advection-diffusion equations.
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Remark 9. The penalty parameters in the weak-boundary-condition operator are defined as fol-
lows: τµ = C
B
I µ/hn, τλ = C
B
I |λ|/hn, and τκ = CBI κ/hn. Here hn is the element size in the
wall-normal direction and CBI is a positive constant, which needs to be sufficiently large for the
overall stability of the formulation. It emanates from an appropriate element-level trace inequal-
ity [121–123], and, for low-order elements, it is sufficient to take 4 ≤ CBI ≤ 8. We advise the
readers to avoid taking CBI to be too large, because in that case the penalty terms will dominate
the weak-boundary-condition formulation and overshadow its variational consistency responsible
for the good performance of the method.
3.1.4 Sliding Interface Formulation
Here we extend the sliding-interface formulation, developed for incompressible flows in [147]
and applied to wind-turbine simulation in [43, 44], to compressible flows. We are motivated by
applications such as gas turbines, where the sliding interfaces arise due to the need to handle
mechanical and structural components that are in relative motion.
To present the method, we consider two subdomains that are in relative motion and share a
sliding interface, denoted by ΓI. We use subscripts 1 and 2 to distinguish the quantities (e.g.,
test and trial functions, state variables, etc.) defined on the subdomains. To weakly enforce the
compatibility of the flow variables, tractions, and heat fluxes at the sliding interface, we define the
following sliding-interface operator:
BSI (W,Y) =−
Neb∑
b=1
∫
Γb
⋂
ΓI
(w1 −w2) · 1
2
(σ(u1, p1)n1 − σ(u2, p2)n2) dΓ
−
Neb∑
b=1
∫
Γb
⋂
ΓI
1
2
(δσ(w1, q1)n1 − δσ(w2, q2)n2) · (u1 − u2) dΓ
−
Neb∑
b=1
∫
Γb
⋂
(Γ−I )1
q1 · ρ1βT1 ((u1 − uˆ1) · n1) (p1 − p2) dΓ
−
Neb∑
b=1
∫
Γb
⋂
(Γ−I )2
q2 · ρ2βT2 ((u2 − uˆ2) · n2) (p2 − p1) dΓ
−
Neb∑
b=1
∫
Γb
⋂
(Γ−I )1
w1 · ρ1 ((u1 − uˆ1) · n1) (u1 − u2) dΓ
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−
Neb∑
b=1
∫
Γb
⋂
(Γ−I )2
w2 · ρ2 ((u2 − uˆ2) · n2) (u2 − u1) dΓ
+
Neb∑
b=1
∫
Γb
⋂
ΓI
(w1 −w2) · τµ(u1 − u2) dΓ
+
Neb∑
b=1
∫
Γb
⋂
ΓI
(w1 · n1 −w2 · n2) τλ(u1 · n1 − u2 · n2) dΓ
−
Neb∑
b=1
∫
Γb
⋂
ΓI
(wθ1 − wθ2)
κ
2
(∇T1 · n1 −∇T2 · n2) dΓ
−
Neb∑
b=1
∫
Γb
⋂
ΓI
κ
2
(∇wθ1 · n1 −∇wθ2 · n2) (T1 − T2) dΓ
−
Neb∑
b=1
∫
Γb
⋂
(Γ−I )1
wθ1ρ1cv ((u1 − uˆ1) · n1) (T1 − T2) dΓ
−
Neb∑
b=1
∫
Γb
⋂
(Γ−I )2
wθ2ρ2cv ((u2 − uˆ2) · n2) (T2 − T1) dΓ
+
Neb∑
b=1
∫
Γb
⋂
ΓI
(wθ1 − wθ2) τκ(T1 − T2) dΓ, (3.46)
where βT = 1/p, and the remaining terms are defined as in Eq. (3.45). For each of i = 1 and i = 2,
the surface
(
Γ−I
)
i
is the portion of ΓI on which (ui − uˆi) · ni < 0.
Remark 10. The above formulation is, for the most part, a direct extension of the sliding-interface
formulation for incompressible-flow and advection-diffusion equations. The terms that are not
present in the incompressible-flow or advection-diffusion formulations are the third and fourth terms
on the right-hand side of Eq. (3.46). These terms provide additional convective stabilization for
the pressure variable and are important for the overall stability of the sliding-interface formulation.
3.1.5 Semi-Discrete Formulation and Time Integration
Putting all the numerical constituents into a single framework, the semi-discrete form of the
Navier–Stokes equations of compressible flows may be stated as: Find Yh ∈ Sh, such that ∀Wh ∈
Vh,
B
(
Wh,Yh
)
− F
(
Wh
)
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+BSUPG
(
Wh,Yh
)
+BDC
(
Wh,Yh
)
+BWBC
(
Wh,Yh
)
+BSI
(
Wh,Yh
)
= 0, (3.47)
where Sh and Vh are the discrete counterparts of S and V. To integrate the semi-discrete compressible-
flow equations in time we employ the Generalized-α method, which was first introduced in [148]
for structural dynamics and later extended to fluid dynamics in [149]. Generalized-α is an implicit,
unconditionally stable, second-order method with control over high-frequency dissipation. At each
time step, the solution of the nonlinear algebraic-equation system is performed using the Newton–
Raphson technique. At each Newton–Raphson iteration the linear system is solved iteratively using
a block-diagonal-preconditioned GMRES technique [150,151].
3.2 Benchmark Problems
In this section, we present a series of numerical examples that cover a wide range of Reynolds and
Mach numbers to illustrate the general applicability of the proposed compressible-flow formulation.
Comparison with experimental data, with computational results obtained by other researchers, and
with analytical solutions are presented where applicable.
3.2.1 Oblique Shock
In this 2D example a uniform inviscid flow atM = 2 impacts a wall at a 10◦ angle. The analytical
solution of the steady Euler equations predicts formation of an oblique shock at 29.3◦ relative to the
wall at the leading edge. The problem setup is shown in Figure 3.1a. The computational domain
is a bi-unit square discretized using a uniform 41 × 41-node mesh of triangular elements shown
in Figure 3.1b. The values of p, u1, u2, and T are prescribed on the left and top boundaries, and
no-penetration boundary conditions are set at the bottom wall. The right boundary is left open.
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M = 2 
p = 0.1786  
u1 = cos 10° 
u2 = −sin 10° 
T = 6.1941×10-4 
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line plots 
(a) Problem setup (b) Mesh
Figure 3.1: Oblique shock. Problem setup, boundary conditions, and mesh.
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Figure 3.2: Oblique shock. Pressure and temperature solutions along a vertical line corresponding
x = 0.9. Exact solution is plotted for comparison.
In Figure 3.2, we plot the pressure and temperature solution along a dashed line shown in Fig-
ure 3.1a (at x = 0.9) together with the analytical result. The computed pressure and temperature
profiles match their analytical counterparts very well. The shock is in the correct location and is
resolved within four elements without oscillation, illustrating a good combination of accuracy and
robustness of the proposed methodology.
57
3.2.2 Supersonic Flow over a Flat Plate
M = 3 
Re = 1000 
p = 7.937×10-2  
u1 = 1 
u2 = 0 
T = 2.769×10-4 
symmetric 
x 
y 
shock 
no-slip wall, T = 7.754×10-4  
boundary layer 
Figure 3.3: Supersonic flow over a flat plate. Problem setup and boundary conditions.
A 2D viscous supersonic flow over a flat plate at free-stream Re = 1000 and M = 3 is simulated.
Figure 3.3 shows the problem setup wherein a shock and boundary layer are developed from the
leading edge. The temperature-dependent viscosity is set according to Sutherland’s law as
µ = C1T
1.5/ (T + S) , (3.48)
where S = 0.0001406 is a constant taken from literature (see, e.g., [77]), and C1 = 0.0906 is a
scaling factor chosen to yield the desired free-stream Reynolds number.
The computational domain is a rectangle with −0.2 ≤ x ≤ 1.2 and 0 ≤ y ≤ 0.8. The wall begins
at x = 0 and continues along the lower boundary all the way to the outflow. All the unknowns
are set at the inlet and top boundaries, and the outlet is assumed to have zero traction and heat
flux. On the portion of the bottom boundary prior to the wall (i.e., the “symmetric” boundary),
normal velocity, tangential traction, and heat flux are all set to zero. No-slip boundary condition is
enforced strongly at the solid wall. Wall temperature is prescribed as the stagnation temperature
given by
Tw = T∞
(
1 +
γ − 1
2
M2∞
)
. (3.49)
Two uniform meshes with 22,400 and 89,600 triangular elements, denoted by M1 and M2,
respectively, are employed in the computations. Figure 3.4 shows the solution contours obtained
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(a) Pressure (b) Temperature
(c) Mach number (d) Velocity magnitude
Figure 3.4: Supersonic flow over a flat plate. Isocontours of pressure, temperature, Mach number,
and velocity magnitude.
on M1. The data is in good qualitative and quantitative agreement with the results presented
in [77].
Figure 3.5 shows the computed pressure (Cp), friction (Cf ), and heat-flux (Ch) coefficients
plotted along the wall. The coefficients are defined as
Cp =
2 (p− p∞)
ρ∞‖u∞‖2 , (3.50)
Cf =
2τw
ρ∞‖u∞‖2 , (3.51)
Ch =
2qw
ρ∞‖u∞‖3 , (3.52)
where, p∞ is the inflow static pressure, ρ∞ is the inflow density, ‖u∞‖ is the magnitude of inflow
velocity, τw is the wall shear stress, and qw is the heat flux. Meshes M1 and M2 produce nearly
identical results, suggesting the mesh is sufficiently refined to obtain accurate wall quantities in
this example. Excellent agreement with the reference results of [77] is also attained.
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Figure 3.5: Supersonic flow over a flat plate. Pressure (Cp), friction (Cf ), and heat-flux (Ch)
coefficients plotted along the wall. Numerical solutions from [77] are plotted for reference.
3.2.3 Flow around NASA’s Delta Wings
Flow around delta wings across a wide range of Reynolds and Mach numbers have been exper-
imentally investigated and extensively documented by NASA researchers [152, 153]. We use this
data to validate the compressible-flow formulation proposed in this work. Among the available
data, we choose a subsonic case and a supersonic case, both have a high angle of attack leading
to flow separation. This example partially serves to validate the newly proposed weakly enforced
boundary conditions for wall-bounded turbulent compressible flows with separation.
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3.2.3.1 Subsonic case
In reference [152] the authors conducted experimental tests of the flow around delta wings with
a leading edge sweep angle of 65◦, and documented the pressure distributions on the delta wing
surfaces. The experiment was performed for Mach number ranging from M=0.4 to M=0.9, and
Reynolds number ranging from Re=6×106 to Re=36×106. Here we choose the case M = 0.8,
Re = 6 × 106, and the angle of attack of 14.5◦. In [152], four types of leading edge profiles were
employed. Here we choose the delta wing with a sharp leading edge. The detailed geometry
description of the delta wing may be found in [152, Appendix A]. In the present computations
we normalize the delta-wing geometry by scaling the chord to a non-dimensional length of c = 1.
The delta wing is placed in a large rectangular-box computational domain (see Figure 3.6). At the
Inflow:
uniform	flow
M = 0.8
Re = 6106
4
Angle	of	attack:	14.5
Outflow:
traction
free
4
Figure 3.6: Flow around NASA’s delta wing. Problem setup.
inflow we set ‖u‖ = 1, p = 1.1161, and T = 3.8713 × 10−3, which yields M = 0.8. The viscosity
is set to µ = 1.1111 × 10−7 to obtain the desired Reynolds number based on the non-dimensional
mean aerodynamic chord length of c¯ = 2/3. On the wing surface, no-slip velocity and stagnation
temperature of T = 4.3368 × 10−3 boundary conditions are enforced weakly. At the outlet, zero
traction and heat-flux boundary conditions are specified. On the lateral boundaries, no-penetration
and zero tangential-traction and heat-flux boundary conditions are set.
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Figure 3.7: Subsonic flow around NASA’s delta wing. Cut through the mesh interior and zoom on
the boundary-layer discretization.
Figure 3.8: Subsonic flow around NASA’s delta wing. Vorticity isosurfaces colored by velocity
magnitude. Streamlines are also plotted in order to better illustrate the structure of the primary
vortex.
The problem mesh is designed as follows. We first use an element size of 0.004 to discretize the
delta wing surface uniformly into triangles. Starting from the surface mesh, we define a total of
15 layers of prismatic elements, with the first layer height of 0.001 and a growth ratio of 1.1. The
first layer height gives y+ ≈ 225. A mesh refinement zone with the element growth ratio of 1.2
and a maximum element size of 0.04 is defined near and downstream of the delta wing to better
resolve the downstream flow. The remainder of the fluid domain is filled with tetrahedral elements
with a maximum mesh size of 1.0. This design gives the problem mesh of 6,551,827 elements. A
cut through the mesh interior is shown in Figure 3.7 along with the zoom-in to the boundary-layer
discretization. The time step size in the computation is set to ∆t = 4× 10−4.
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(f) Definition of x/c and η
Figure 3.9: Subsonic flow around NASA’s delta wing. Pressure coefficient plotted along the span-
wise direction at different chord locations on the wing surface. Experimental data from [152] are
plotted for comparison.
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Figure 3.8 shows the highly turbulent, separated flow around the delta wing through the vi-
sualization of vortex structures (see, e.g., [139, 140] for definition). The flow separates along the
leading edge and forms a region of rotational flow referred to as the “primary vortex” [153]. This
highly rotational flow induces surface velocities that create regions of low pressure, as can be seen in
Figure 3.10. These regions of low pressure are coincident with the locations of the primary vortices
shown in Figure 3.8.
(a) Lower surface (b) Upper surface
Figure 3.10: Subsonic flow around NASA’s delta wing. Pressure distribution over the delta-wing
surfaces.
Figure 3.9 shows the mean pressure coefficient along the spanwise direction (η) at different
chord locations (x/c). The definition of x/c and η are shown in Figure 3.9f. Very good agreement
between the numerical results and experimental data is observed. In particular, sharp pressure
gradients at x/c = 0.6, x/c = 0.8, and x/c = 0.95 are very well captured in the simulation. This
demonstrates the superior coarse-mesh (here y+ ≈ 225) accuracy of weakly enforced boundary
conditions in handling compressible, turbulent flow separation and reattachment.
3.2.3.2 Supersonic case
We compute the delta-wing flow in the supersonic regime, and refer the reader to [153] for
the experimental investigations of this case. We chose the case at M = 2, Re = 2 × 106, and
the angle of attack of 12◦, in which the shock-induced flow separation appears. We note that the
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geometry in this case is slightly different from the subsonic case. The geometry details may be
found in [153, Figure 1]. As in the subsonic case, we normalize the geometry by scaling the chord
length to a non-dimensional unit length.
The problem setup is similar to the subsonic case. At the inflow we set ‖u‖ = 1, p = 0.1786,
and T = 6.1941× 10−4, which yields M = 2. On the wing surface, no-slip velocity and stagnation
temperature of T = 1.1149 × 10−3 boundary conditions are enforced weakly. At the outlet, zero
traction and heat-flux boundary conditions are specified. On the lateral boundaries, no-penetration
and zero tangential-traction and heat-flux boundary conditions are set. The temperature dependent
viscosity is determined by the Sutherland’s law given by Eq. (4.7) with C1 = 1.6434 × 10−5 and
S = 0.0001406, which yields the desired inflow Reynolds number based on the non-dimensional
mean aerodynamic chord length of c¯ = 2/3. A similar mesh design as in the subsonic case is
employed, which yields a total of 6,149,717 elements. The time step size used in this case is
4× 10−4.
Figure 3.11 shows the Mach number contours on the vertical symmetry plane. In the figure
one can clearly observe the formation of an oblique shock below the wing and the well-known
“Prandtl–Meyer expansion fan” above the wing. In Figure 3.12, the time-averaged pressure is
plotted along the x/c = 0.96 line on the upper surface (x/c and η are defined in the same way as in
Figure 3.9f) together with the experimental measurements, showing very good agreement between
the two. In particular, a sudden drop in the pressure due to flow separation is accurately captured
in the simulation.
3.2.4 Turbulent Flow around a Sphere at Re = 10, 000
With this example we pursue a dual purpose: a. To demonstrate the effectiveness of our formu-
lation in the nearly incompressible, low-Mach-number regime, thus extending the applicability of
our methodology to cover a broad range of flows; b. To validate the sliding-interface formulation by
solving the same problem with and without the sliding interface, and expecting to obtain solutions
with the same level of accuracy.
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Figure 3.11: Supersonic flow around NASA’s delta wing. Mach number contours on the vertical
symmetry plane.
3.2.4.1 Problem setup
Turbulent flow around a sphere at Re = 10, 000 and M = 0.1 is considered. The inflow consists
of uniform flow with unit speed, p = 71.4286, and T = 0.2478. The sphere diameter and fluid
viscosity are set to D = 1 and µ = 0.0001, respectively, yielding the desired free-stream Reynolds
number. No-slip conditions and stagnation temperature of T = 0.2588 are imposed weakly. As
mentioned earlier, the problem is solved with and without the sliding interface. The problem setup,
including the sliding interface, is shown in Figure 3.13. In the case of sliding-interface computation,
the inner domain is assumed to rotate with angular velocity of one radian per non-dimensional time
unit with zero-velocity boundary condition weakly enforced on the sphere surface. This setup is
expected to produce the same solution as the stationary-domain case without the sliding interface.
We use a similar mesh design as in [137]. We first discretize the sphere into uniform triangles.
Seven layers of prismatic elements with a growth ratio of 1.2 are then constructed, resulting in the
first element size of y+ = 2.36 in non-dimensional wall units. Subsequently, the sliding interface
is introduced, and two cylindrical refinement zones around and downstream of the sphere are
constructed to better capture the wake flow. The remainder of the fluid domain is filled with
tetrahedral elements. The mesh statistics are shown in Table 3.1. A cut through the mesh is shown
in Figure 3.14 to illustrate the discretization in the fluid-domain interior. The mesh with the sliding
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Figure 3.12: Supersonic flow around NASA’s delta wing. Pressure coefficient on the upper sur-
face along the spanwise direction at x/c = 0.96. Experimental data from [153] are plotted for
comparison.
interface has a total of 6,378,930 elements, while the mesh without the sliding interface has a total
of 6,395,378 elements. In both computations the time step is set to ∆t = 0.005, which yields a
CFL number of O(1).
Table 3.1: Turbulent flow around a sphere. Mesh statistics.
First layer
height
Sliding
interface
Refinement
cylinder 1
Refinement
cylinder 2
Outer box
0.004 0.04 0.04 0.16/
√
2 0.8
3.2.4.2 Simulation results
Figure 3.15 shows instantaneous vortical structures, which illustrates several features of this
flow including a thin, laminar boundary layer in the front of the sphere, flow separation at the
sphere apex, and complex flow in the sphere wake.
We compare our results, in terms of the key quantities of interest, for the simulations with
and without the sliding interface with data obtained from the Direct Numerical Simulation (DNS)
reported in [154] and experimental data from [155, 156]. Note that the DNS results in [154] are
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Figure 3.13: Turbulent flow around a sphere. Problem setup.
obtained by solving the Navier–Stokes equations of incompressible flows. As a result, a perfect
match between our results and the DNS data is not expected. Table 3.2 presents a comparison of
the time-averaged CD, the drag coefficient, L/D, the non-dimensional length of the recirculation
bubble, and Cpb, the pressure coefficient at an azimuthal angle of 180
◦, which corresponds to the
rearmost point on the sphere in the flow direction. The distribution of mean pressure and skin-
friction coefficient as function of the azimuthal angle is shown in Figure 3.16. Here the mean
skin-friction coefficient is defined as Cf = τ¯w/(ρ∞||u∞||2Re0.5), where τw is the wall friction.
Table 3.2: Turbulent flow around a sphere. Comparison of time-averaged quantities of interest.
Simulation results with and without the sliding interface (SI) are reported. The drag coefficient for
Re ≈ 10, 500 and M = 0.11 obtained experimentally in [155,156] is also provided for comparison.
CD L/D Cpb
Results without SI 0.409 1.423 -0.297
Results with SI 0.411 1.421 -0.301
DNS (incompressible) [154] 0.402 1.657 -0.272
Experimental data [155,156] 0.413 – –
In all comparisons we observe a very good agreement between the results with or without the
sliding interface. Among all the quantities of interest, we emphasize that the predictions of the
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Figure 3.14: Turbulent flow around a sphere. Cut through the mesh and zoom on the boundary
layer and sliding interface (marked in red).
non-dimensional length of the circulation bubble are very close in these two cases. This shows that
the sliding-interface formulation gives good compatibility of the kinematic and thermodynamic
variables as well as tractions and heat fluxes across the non-matching interface.
Remark 11. In the computation of the skin-friction coefficient, the traction vector on the sphere
surface is computed using a conservation definition [40,138], which takes on the following form:
t = −σ(u, p)n− ρ{(u− uˆ) · n}− (u− g) + τµ(u− g) + τλ ((u− g) · n) n , (3.53)
Figure 3.15: Turbulent flow around a sphere. Vorticity isosurfaces colored by velocity magnitude.
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Figure 3.16: Turbulent flow around a sphere. Time-averaged pressure and skin-friction coefficient
plotted as a function of azimuthal angle.
where { · }− denotes the negative part of the bracketed quantity.
Remark 12. The data in Table 3.2 indicates that a slightly higher drag is predicted in the M = 0.1
compressible-flow computations relative to incompressible DNS, which corresponds to M = 0. This
is not surprising since the data in [155] shows that for a flow in the subsonic regime at Re > 200
the sphere drag increases with the increasing Mach number. The higher drag value emanates from
higher suction pressure predicted in the compressible-flow simulation (see Figure 3.16).
3.3 Aerodynamic Analysis of a Gas Turbine
In this section, we simulate flow inside a gas turbine stage. This stage contains a row of stator
blades and a row of rotor blades. The flow accelerates inside the stator-blade channels and then
enters the rotor-blade channels.
3.3.1 Problem Setup
We model the fluid domain by a stationary subdomain containing the stator and a rotational
subdomain containing the rotor. The two domains are coupled using the sliding-interface formula-
tion. A uniform axial inflow with velocity of 82.3 m/s, pressure of 2,012,790 Pa and temperature of
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1669.78 K is applied at the inlet boundary. The traction-free boundary condition is set at the outlet.
The no-slip velocity boundary conditions and the stagnation temperature of T = 1, 673.15 K are
enforced weakly on the rotor and stator blades. On the shaft and casing surfaces, the zero normal
heat flux condition is applied and the no-slip velocity boundary conditions are enforced strongly.
The dynamic viscosity is set to µ = 5.551× 10−5 kg/(m·s). The gas-turbine geometry, dimensions,
and problem-setup details are shown in Figure 3.17. We note that this is a smaller gas turbine
design, similar to the one used as part of a turboshaft for Black Hawk or Apache helicopters.
Inlet:
||u||= 82.3 m/s
p = 2,012,790 Pa
T = 1,669.78 K
M = 0.103
Axis to casing:
95.524 mm
Axis to shaft:
77.724 mm
Stator (24 blades) Rotor (34 blades): 44,700 rpm
Outlet: traction 
free
Casing and shaft:
no-slip
Figure 3.17: Flow inside a gas turbine stage. Problem setup, geometry and dimensions.
Gas turbine engines are generally optimized to operate at nearly constant speed with fixed
blade geometry for the design operating conditions. When the operating conditions of the engine
changes, the flow incidence angles may not be optimal with the blade geometry, resulting in reduced
off-design performance. Articulating the pitch angle of gas turbine blades can improve performance
by maintaining flow incidence angles within the optimum range. To optimize the pitch angles of
the stator and rotor blades and perform a series of simulations with different pitch angles requires
a capability to change the blade pitch angles parametrically. Following the idea of the interactive
geometry modeling platform proposed in [157, 158], we build a parametric design tool based on
Rhinoceros 3D [159] and Grasshopper [160]. The user interface of the design tool is shown in
Figure 3.18. Note that we have two input parameters, “Rotor pitching” (with blue background)
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and “Stator pitching” (with red background). By changing these two input parameters, we can
directly change the pitching angles of the rotor blades (blue) and stator blades (red) parametrically
in the 3D gas turbine stage model.
Figure 3.18: Flow inside a gas turbine stage. Parametric geometry model of the gas turbine stage
built by the Rhino–Grasshopper-based design platform.
After the geometry is parametrically designed, we mesh the fluid domain using tetrahedral
elements. The mesh is locally refined in the region near the blades, as shown in Figure 3.19. The
sliding-interface meshes are also shown in the figure.
3.3.2 Simulation Results
For a gas turbine operating under off-design conditions, flow phenomena such as flow separa-
tion may occur. These will increase the flow losses and thus negatively influence the gas-turbine
performance. Pitching the blade angle to match the flow angle can help improve the performance.
To illustrate this, we first pick an off-design case and simulate the flow. We then look at the differ-
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(a) Mesh of the domain interior (b) Zoom on the sliding interface
Figure 3.19: Flow inside a gas turbine stage. Problem mesh.
ence between the flow angle and the blade angle, and pitch the rotor blades to match these angles
accordingly. Finally, we run a simulation on the new design to see how much the efficiency can be
improved by articulating the rotor blades. In the simulations, the time step size of ∆t = 3× 10−7 s
is employed, which yields a CFL number of around 2. For the case before pitching, the mesh
contains 9,454,324 tetrahedral elements. Figure 3.20 shows a visualization of the highly turbulent
3D flow structures.
Figure 3.20: Flow inside a gas turbine stage. Vorticity colored by velocity magnitude.
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We expect the flow variables to be continuous across the sliding interface. To show that, we make
a cylindrical slice cutting through the fluid domain, from inlet to outlet. Contours of flow speed,
pressure, temperature, and Mach number are shown in Figure 3.21, and appear to be continuous
across the sliding interface.
(a) Flow speed (b) Pressure
(c) Temperature (d) Mach number
Figure 3.21: Flow inside a gas turbine stage. Flow variables on a cylindrical cut, which appear to
be continuous across the sliding interface.
The relative velocity magnitude inside the rotor passages is shown in Figure 3.22. Before
pitching the rotor blades, since the flow inlet angle is smaller than the blade inlet angle, the flow
is not fully attached on the pressure surface (see Figure 3.22a). By pitching the rotor to enlarge
the blade inlet angle, we are able to recover a better flow field. The flow is fully attached to the
blades, on both the pressure and suction surfaces, as shown in Figure 3.22b.
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Gas-turbine performance may be assessed by computing the adiabatic efficiency of the turbine
stage (see [161]). The adiabatic efficiency is defined as the ratio between the actual and isentropic
(ideal) power output. With subscripts 0 and 2 denoting quantities at the stator inlet and rotor
exit, respectively, the adiabatic efficiency ηad is given by
ηad =
1− T2
T0
1−
(
p2
p0
) γ−1
γ
. (3.54)
Using the above formula in the postprocessing of our simulation results, we find that before pitching
ηad = 0.468 while after pitching ηad = 0.494, which presents a 5% increase and shows that rotor-
blade pitching can help improve gas-turbine efficiency under off-design conditions.
(a) Before pitching (b) After pitching
Figure 3.22: Flow inside a gas turbine stage. Relative velocity magnitude inside the rotor passages.
Flow streamlines are also plotted to show improvements in the flow characteristics after pitching
the rotor blades.
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CHAPTER 4. IMMESOGEOMETRIC METHOD FOR COMPRESSIBLE
FLOWS
In this Chapter, the immersogeometric method for the analysis of compressible flows is devel-
oped. The novel stabilized formulations for compressible flow simulations developed in Chapter 3
is used. Weak imposition of essential boundary conditions formulations are proposed in the context
of non-boundary-fitted meshes. The non-symmetric Nitsche method, which does not rely heavily
on the proper estimation of penalty parameter, is used to ensure the good performance of the weak
boundary condition enforcement. We successfully tested the new formulations on a set of examples
in a wide range of Reynolds and Mach numbers showing its good robustness and accuracy. In
addition, the formulation is applied to simulate the flow around a UH-60 Black Hawk helicopter,
illustrating its effectiveness in simulating complex engineering problems.
4.1 Numerical Methodology
In this section, we summarize the variational formulation of the Navier–Stokes equations of
compressible flow and its discretization in space and time. We also briefly review the stabilization
methods and the weak enforcement of boundary conditions.
4.1.1 Variational Formulations
The strong form of the problem is the same as presented in Section 3.1.1.2, except than the
boundary of the problem does not necessarily coincide with the domain discretization. Let Ω
(subsets of Rd, d ∈ {2, 3}) denote the spatial domain and Γ be its boundary. The domain boundary
can be written as the collection of the Dirichelet and Neumann boundary, i.e. Γ = ΓD ∪ ΓN.
Consider a collection of Nel disjoint elements {Ωe}, ∪eΩe ⊂ Rd, with closures covering the fluid
domain: Ω ⊂ ∪eΩe. Note that Ωe is not necessarily a subset of Ω. The strong form (3.23) may
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be recast in a weak form and posed over these discrete spaces to produce the following variational
problem: Find Y ∈ S such that for all W ∈ V:
B (W,Y)− F (W) = 0 . (4.1)
where
B (W,Y) =
∫
Ω
W ·
(
A0Y,t + A
adv\p
i Y,i + A
sp
i Y,i
)
dΩ
−
∫
Ω
W,i · (Api Yi −KijY,j) dΩ
+
Nel∑
e
∫
Ωe∩Ω
((
AˆALEi
)T
W,i
)
· τˆ SUPGRes (Y) dΩ
+
Nel∑
e
∫
Ωe∩Ω
W,i · KˆDCA0Y,i dΩ, (4.2)
and
F (W) =
∫
Ω
W · S dΩ +
∫
ΓH
W ·H dΓ. (4.3)
S and V are the trial-function space for the pressure-primitive variables and test-function space for
the compressible-flow equation system, respectively, and ΓH is the subset of Γ where the traction
and heat flux boundary conditions H are enforced. The specific forms of the matrices and vectors
can be found in 3.1
In the right hand side of (4.2), the first two terms are the weak Galerkin forms of the Navier-
Stokes equations of compressible flows, the third term is the SUPG stabilization terms and the
fourth term is the DC operator. The stabilization matrices τˆ SUPG and KˆDC are given the same as
in Section 3.1.2.3 and Section 3.1.2.4.
4.1.2 Weak-Boundary-Condition Enforcement
The standard way of imposing Dirichlet boundary conditions in Eq. (4.1) is to enforce them
strongly by ensuring that they are satisfied by all trial solution functions. This is not feasible
anymore in immersed methods. We assume that essential boundary conditions on the velocity and
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temperature fields are enforced on ΓD ∈ Γ, and the fluid domain boundary Γ is decomposed into Neb
surface elements each denoted by Γb. Note that Γb does not necessarily coincide with the boundary
of element {Ωe}. Let W = [q w;wθ]T be the vector of test functions with w = [w1 w2 w3]T being the
test functions for the linear-momentum balance equations. The weak-boundary-condition operator
for compressible flows in the context of non-boundary-fitted method is given by
BWBC (W,Y) =−
Neb∑
b=1
∫
Γb
⋂
ΓD
w · (σ(u, p)n) dΓ
− γa
Neb∑
b=1
∫
Γb
⋂
ΓD
(δσ(w, q)n) · (u− g) dΓ
−
Neb∑
b=1
∫
Γb
⋂
Γ−D
w · ρ ((u− uˆ) · n) (u− g) dΓ
+ γp
Neb∑
b=1
∫
Γb
⋂
ΓD
w · τµ(u− g) dΓ
+ γp
Neb∑
b=1
∫
Γb
⋂
ΓD
(w · n) τλ(u− g) · n dΓ
−
Neb∑
b=1
∫
Γb
⋂
ΓD
wθκ∇T · n dΓ
− γa
Neb∑
b=1
∫
Γb
⋂
ΓD
κ∇wθ · n (T − Tb) dΓ
−
Neb∑
b=1
∫
Γb
⋂
Γ−D
wθρcv ((u− uˆ) · n) (T − Tb) dΓ
+ γp
Neb∑
b=1
∫
Γb
⋂
ΓD
wθτκ(T − Tb) dΓ, (4.4)
where σ(u, p) = −pI+(λ∇·u)I+µ (∇u +∇Tu), δσ(w, q) = ρqI+(λ∇·w)I+µ (∇w +∇Tw), g is
the prescribed velocity on the no-slip boundary, Tb is the prescribed temperature on the boundary,
and Γ−D is the inflow part of ΓD where (u − uˆ) · n < 0. The first five terms on the right-hand
side of Eq. (4.4) correspond to the weak enforcement of the velocity boundary conditions, while
the last four terms ensure weak enforcement of temperature boundary conditions. The choice of
parameter γa between 1 and -1 decides whether the formulation is symmetric or non-symmetric
Nitsche method, respectively. In this Chapter, we specifically investigate the performance of the
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non-symmetric Nitsche method in the immersogeometric framework for compressible flows and
therefore γa is always chosen as 1 in the following numerical examples. The parameter γa can be
chosen as 0 or 1 to determine whether the penalty stabilization is activated.
Remark 13. One can find the correspondence between the non-symmetric Nitsche method and a
variety of DG methods. γa = 1 and γp = 1 lead to the symmetric interior penalty Galerkin (SIPG)
method [162]. The penalty-free non-symmetric Nitsche method (γa = −1, γp = 0) is the same idea
with the method of Baumann and Oden [110]. The choice of γa = −1 and γp = 1) corresponds to
the non-symmetric interior penalty Galerkin (NIPG) method [163].
The penalty parameters in the weak-boundary-condition operator help better satisfy the Dirich-
let boundary conditions and offer additional stabilizations. The presented numerical experiments
in the following sections show that some additional stabilization is important to the robustness of
the numerical formulation in the high Reynolds number regime. For laminar flow, the penalty is
not required. For the turbulent flow cases, we scale the penalty parameter as τµ = τλ =
CBI ρhn
∆t
,
and τκ = cvτµ. Here the hn is the element size in the wall-normal1 direction and C
B
I is a positive
constant. We suggest the CBI not to be taken too large, such that the weak-boundary-condition
operator degenerates into a penalty method. Too large a penalty overshadows the variational con-
sistency responsible for the good performance of the method. The specific values of the CBI are
presented in each of the following simulations where γp is set to 1.
4.1.3 Semi-Discrete Formulation
Putting all the numerical constituents into a single framework, the semi-discrete form of the
Navier–Stokes equations of compressible flows may be stated as: Find Yh ∈ Sh, such that ∀Wh ∈
Vh,
B
(
Wh,Yh
)
− F
(
Wh
)
+BWBC
(
Wh,Yh
)
= 0, (4.5)
where Sh and Vh are the discrete counterparts of S and V.
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4.2 Implementation of Immersogeometric Analysis of Compressible Flows
The key of high-order accuracy in the immersogeometric analysis of compressible flows is still
the adaptive quadrature rule, as presented in Section 2.2. Some unique implementations for the
immersogeometric analysis of compressible flows are detailed in this section.
4.2.1 Surface Integration
The weak-boundary-condition operator only requires us to numerically calculate the surface
integrals of traces of functions that are defined on the background elements. Therefore the immer-
sogeometric framework is able to immerse arbitrary types boundary-representations (B-rep) into
the background fluid mesh, as long as a Gauss quadrature rule can be specified associated with the
immersed surface representation. Those Gauss points are then needed to be located in the para-
metric space of the background elements, which requires us to invert the mapping from the finite
element parameter space to physical space. To accelerate this process, we first sort the background
elements into an octree hierarchy of bounding boxes. For each surface quadrature point, we then
recursively search for its containing finite element in the sub-tree containing the point. With this
approach, we need only invert parameter-to-physical-space mappings of the subset of finite elements
whose bounding boxes intersect the unique leaf of the octree that contains the surface quadrature
point. This greatly reduces the time consumption, compared with the brutal force approach in
which the invert of parameter-to-physical-space mapping is perfomed for each background element
until finding one in which the inverted parameters are within the elements parametric domain.
In B-rep, the boundary of a CAD model is represented using a set of faces. While NURBS is the
de-facto surface representation used in B-rep, analytic surfaces are also frequently used for synthetic
objects where many flat features with rounded corners exist. To process those surfaces for surface
integration used in immersogeometric analysis, various approaches can be adopted. In traditional
finite element analysis, those surfaces are first tessellated into e.g. triangles, and then standard
Gauss quadrature rule can be established natually, see [164] for example. Note that some surface
representation format like as STL, in which the geometry is represented by tessellated primitives,
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can be directly used in the immersogeometric analysis for the surface integration as a finite element
mesh. On the other hand, the development of Isogeometric analysis offers us an alternative way
to directly evaluate the surface integrals on B-rep surfaces. Hsu, Wang and co-workers. [34, 35]
developed integration rules directly associated with NURBS and analytic surface based B-reps.
This allows the direct use of the B-rep information in the immersogeometric framework, therefore
avoids the labor-intensive geometry cleanup process that is often needed for a water-tight surface
tessellation.
4.2.2 Load Balance
The parallelization strategy proposed in [165] is employed for the immersogeometric simula-
tions presented in this dissertation. This strategy typically decomposes the mesh into a number
of partitions with roughly equal numbers of elements, and assigns the partitions to different pro-
cessing cores. However, this strategy can create a very unbalanced distribution of Gauss points
in immersogeometric analysis, see the blue bars in Figure 4.1 for an example, since Gauss points
aggregates in the cut elements due to the use of adaptive quadrature. In immersogeometric method
for compressible flows, the overall load of the solver is dominated by the process of element matrix
formation, which is directly proportional to the total number of quadrature points in one element.
Therefore we must consider the mesh decomposition for immersogeometric analysis of compressible
flows based on the balance of total number of Gauss points on each partition.
The mesh/graph partitioning package METIS [166] allows users to weight the element differ-
ently, and then decompose the mesh to partitions that have roughly equal summation of user-
defined weights. We ustilize this feature and propose to weight an element by the actual number
of quadrature points it contains. In immersogeometric method using tetrahedral elements, after
the adaptive quadrature rule is implemented, the elements can be divided into three types: the
elements completely in the fluid domain with a weight of 4, the elements completely inside the
immersed B-rep with a weight of 0, and the cut elements whose weights can range from 0 to 4×12l
because of different levels of adaptive quadrature refinements l. With the proposed load balance
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Figure 4.1: The number of Gauss points assigned to each partition, resulted from different load-
balance strategies.
strategy, we show in Figure 4.1 that the partitions have definitely more balanced distribution than
the element-based balance strategy.
4.3 Benchmark Problems
4.3.1 Laminar Flow
In this section, we perform the simulation of subsonic and supersonic laminar flows around
a torpedo-shaped blunt body, modeled by trimmed analytic surfaces in [35]. The dimensions
of torpedo-shaped body and its surface quadrature rule implemented on the trimmed analytic
surface are shown in Figure 4.2. The formulation of the weak boundary condition enforcement are
integrated over the proposed quadrature rules, to specify the velocity and temperature Dirichlet
boundary conditions. On the B-rep surface, the velocity is set to no-slip and the temperature is
set as the stagnation temperature given by
Tw =
(
1 +
γ − 1
2
M∞
)
T∞, (4.6)
where the subscript ∞ indicates inflow flow properties. Uniform inflows at Mach number 0.8
and 2.0, both with Reynolds number 100, are sent to the torpedo shaped body, in the horizontal
direction from the left to the right in Figure 4.2a. For the M∞ = 0.8 case, the dynamic viscosity
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(a) Dimensions of the torpedo-shaped blunt body (b) Adaptive quadrature rule
on the torpedo-shaped blunt
body
Figure 4.2: The dimensions of the torpedo-shaped body and the associated Gauss quadrature rule
on it.
of the fluid is set to a constant value of 0.01. The inflow properties are set to: p∞ =, ‖u∞‖ = 1.0,
and T∞ = 1.0. For the supersonic case, the dynamic visocosity is determined by the following
Sutherland’s law
µ = C1T
1.5/ (T + S) (4.7)
with S = 0.0001406 and C1 = 0.906 which yield a desired free-stream Reynolds number of 100.
The other inflow quantities are p∞ = 0.1786, ‖u∞‖ = 1.0, and T∞ = 6.1941× 10−4. Note that all
the quantities listed above are dimensionless.
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Figure 4.3: Mesh independent study, performed by the supersonic flow analysis on IM2 and IM3.
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We first perform a mesh independence study, to show the existence of a converged solution
for immersogeometric analysis, as the mesh resolution is refined. To do this, the simulations of
the supersonic flow at M=2 is carried out on two meshes, IM2 and its h-refinement IM3. The
mesh designs are identical with those in [35, Table 2] and we refer the reader to the aforementioned
reference for the details of the mesh statistics. The flows are simulated using a time step size of 0.005
until a steady state is reached. The pressure distributions on IM2 and IM3 are almost identical
as shown in Figure 4.3, suggesting that a converged simulation result is reached. Based on the
results, we also conclude that IM2 is already fine enough to yield accurate results and therefore the
results shown in the rest of this example are obtained on IM2. Note that in the immersogeometric
simulation, a two-level recursive adaptive quadrature rule is applied, in order to accurately capture
the immersed geometry. In the simulation of low-Reynolds number flows in this section, we let
γp = 0 in the weak enforcement of boundary conditions.
(a) Subsonic (b) Supersonic
Figure 4.4: Contours of Mach number of the (a) subsonic and (b) supersonic flow around a torpedo-
shaped body, performed on IM2.
As a reference, boundary-fitted computation of both the subsonic and supersonic cases are
carried out on BM2 [35, Table 1], using the same stabilized formulation and weak enforcement
of boundary conditions in the context of standard boundary-fitted approach. We note that IM2
and BM2 have the same mesh design in terms of the element size around the torpedo-shaped
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body and refinement patterns in the rest of the fluid domain. Figure 4.4 shows the Mach number
contour of both the subsonic and supersonic case on IM2. A distinguishing feature of the supersonic
case is the detached bow shock ahead of the hemisphere section of the immersed B-rep. Pressure
coefficient distribution along the upper crown line of the torpedo-shaped body, as a function of the
x coordinate is shown in Figure 4.5. We show the immersogeometric results from the IM2, with the
boundary-fitted result obtained from BM2 as a reference. The results demonstrates a very good
agreement between the immersogeometric and boundary-fitted results. Note that in this Chapter,
we use “IMGA” to be short for immersogeometric analysis in the legends of figures.
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(b) Supersonic
Figure 4.5: Distribution of pressure coefficient along the torpedo-shaped body of the (a) subsonic
and (b) supersonic flow case on IM2. The boundary-fitted results on BM2 are plotted for reference.
4.3.2 Turbulent Flow around a Horizontal Cylinder
A benchmark problem of the turbulent compressible flow around a horizontal cylinder is simu-
lated in this section. Experimental measurements [167] and numerical large eddy simulation [168]
of the inflow conditions at Re∞ = 200, 000 and M∞ = 0.75 are available for validation purpose.
Such an inflow condition features a transonic flow with a turbulent boundary layer separation. We
simulate the flow using both our immersogeometric method and standard boundary-fitted approach
as a reference, using the same variational formulation and mesh design.
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Figure 4.6: A slice through the central plane of the mesh used for the flow over a horizontal cylinder.
The fluid mesh domain is designed as follows. The cylinder has a non-dimensional diameter
of d = 1. As suggested by the [168], the cylinder needs to be at least 4d in length such that
the solution on the middle section of the cylinder are not influenced by the effect of the lateral
boundaries. So we set the length of the cylinder to be 4d. In the volume elements, a size of 0.005
is used in the vicinity of the cylinder. Two levels of refinement boxes with mesh size of 0.05 and
0.2 respectively, are specified both to capture the wake behind the cylinder and allow a smooth
mesh size transition. The rest of the domain is filled with tetrahedral elements with a size of
0.5. Figure 4.6 shows a slice cutting through a center plane of the mesh. The boundary-fitted
mesh is designed in the same way as described above. In the end, the immersogeometric mesh
and the boundary-fitted mesh contain 8,417,121 and 7,071,297 elements, respectively. The cylinder
surface, in the case of immerogeometric analysis, is modeled as a quadratic NURBS surface, with
the physical length of knot spans in both u and v directions to be around 0.005, which is similar
with the size of background tetrahedral elements in the boundary layer. In each of the quadrature
elements (knot spans), a 3×3-point Gauss quadrature rule is used. A uniform inflow is set on the
left boundary of the domain shown in Figure 4.6, flowing from the left to the right. To achieve the
inflow condition, the non-dimensional inflow quantities are set as ‖u‖∞ = 1.0, p∞ = 1.2698, and
T∞ = 4.4047×10−3. The outlet boundary conditions are set to have the same total traction with the
inflow and a 0 normal heat flux. The lateral boundaries of the fluid domain are set to be symmetric
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Figure 4.7: Instantaneous Mach number contour of the flow around the horizontal cylinder.
boundary conditions, in which the transverse flow velocity component and normal heat flux are all
set to 0. For the immersed cylinder, Dirichlet boundary conditions are enforce weakly using the
weak-boundary-condition operator (4.4). Specifically, the velocity is set to no-slip condition and
the temperature is set to as the stagnation temperature calculated using equation (4.6). In this
example, the penalty stabilization is activated (γp = 1), with the penalty values evaluated using
a constant of CBI = 4. A time step size of 5.0 × 10−3 is used. Combining all the parameters,
the penalty value is about 4.0 for the enforcement of velocity boundary conditions. Again, two
levels of adaptive quadrature subdivision is applied in the cut elements. To investigate the
Figure 4.8: Vorticity structures colored by velocity magnitude, plotted using a color scale ranging
from 0 (blue) to ≤ 1.2 (red).
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flow structures, we first show the Mach number contour in a plane perpendicular to the axis of
the cylinder. Some typical flow phenomena in the transonic flow regime are observed, such as
shocks, localized supersonic zones (LSZ), and shocklets (small shocks), as shown in Figure 4.7.
Note that the a LSZ is not necessarily associated with a shocklet. For example, the LSZ denoted
in Figure 4.7 does not result in a shocklet. The instantaneous vortical structures, characterized by
the region with a negative λ2 parameter [139,140] is shown in Figure 4.8, to illustrate the complex
flow structures in 3D.
Finally, to show the accuracy of the proposed immersogeometric framework, we investigate the
pressure distribution along the middle cross section of the cylinder. To get the mean pressure dis-
tribution, we perform time-average of the flow field after a statistically “quasi-steady” state of the
flow is reached. The boundary-fitted simulation, using the same weak-boundary-condition enforce-
ment as (4.4), is also carried out using exactly the same problem setup, mesh and parameters. The
pressure coefficient, defined as
2(p− p∞)
ρ∞‖u‖2∞
, is plotted as a funtion of the azimuthal angle. Experi-
mental data [167] and numerical large eddy simulation results [168] are also plotted as references in
Figure 4.9. A very good agreement between the immersogeometric results and the reference values
are observed. This example demonstrates the good accuracy and robustness of the non-symmetric
Nitsche method in the turbulent flows, with the help of necessary penalty stabilizations.
4.4 Flow around a UH-60 Helicopter
In this section, we combine our developed technology to analyze the aerodynamics of the UH-60
helicopter. We examine the global forces acting on the helicopter main rotor and the fuselage, to
provide data that can potentially support the improvement of the helicopter.
4.4.1 Geometry Modeling
4.4.1.1 Main rotor geometry
Two types of airfoil cross sections are used in main rotor of the UH–60A Black Hawk helicopter:
the SC1095 and the SC1094R8. The data illustrating the airfoil profiles at different cross sections
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Figure 4.9: Comparison of pressure coefficient distribution along the central cross section of the
cylinder.
in the span-wise direction, and the corresponding aerodynamic twist angles can be found in [169].
Following the information, we reconstruct several key cross sections and loft a surface through those
profiles to get the geometry of the blade used in the UH-60 main rotor, see in Figure 4.10. The
geometry information of the cross sections used in the loft are listed in Table 4.1. Note that in the
table we present the quantities in inch to be consistent with the reference but in the simulations,
we convert the unit into m.
Figure 4.10: The blade surface of UH–60A main rotor and the cross sections used for the loft.
4.4.1.2 Fuselage
The fuselage surface was first modeled using spline surfaces in Solidworks [170]. Due to the
existence of a lot of minor features that are smaller than the desired near wall fluid mesh size,
we choose to decompose the surface into triangles using a desired but larger uniform mesh size.
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Table 4.1: Radial distribution of section characteristics for the UH-60 main rotor.
Number
Section
characteristic
Radial location
(in)
Chord
(in)
Quarter chord location
(in)
Twist
(◦)
1 Root cutout 42.000 20.760 0.000 9.675
2 SC1095 62.000 20.760 0.000 9.675
3 SC1095 150.000 20.760 0.000 5.000
4 SC1094R8 160.000 20.965 0.154 3.400
5 SC1094R8 234.500 20.965 -0.184 -0.900
6 SC1094R8 236.910 22.317 -0.184 -0.914
7 SC1094R8 265.000 22.317 -0.184 -1.890
8 SC1095 275.000 22.112 -0.338 -1.130
9 SC1095 277.860 22.112 -0.338 -1.200
10 SC1095 280.000 20.076 -0.338 -1.260
11 SC1095 299.000 20.076 0.000 -3.560
12 SC1095 322.000 22.092 -12.562 -1.330
Note that those small features will not be meshed and therefore create gaps/holes and therefore
the triangular mesh is not water-tight. However, since those gaps/holes are smaller than the
background element size, our immersogeometric method can simply ignore those non-water-tight
features and carry out CFD analysis directly. This is because the boundary condition enforcement is
only dependent on a surface integration. Even if the surface triangles are essentially discontinuous,
as long as their boundaries are close enough to their neighboring elements, an accurate evaluation
of surface integrals can still be achieved. This is an example that in immersogeometric method,
not only the volume mesh generation process, but also the CFD analysis does not require a clean
water-tight surface mesh, and therefore the flexibility is greatly increased.
4.4.2 Rotor–Fuselage Interaction
The interaction between the rotational rotor and the relatively stationary fuselage are modeled
by the sliding interface formulation introduced in Section 3.1.4 .Figure 4.11 illustrates the config-
uration of the sliding interface. The grey sliding disk divides the fluid domain into two parts: the
domain inside the sliding disk rotates at the same speed with the rotor, while the domain outside
remains stationary. These two subdomains are geometrically overlapped but the mesh discretiza-
tions are non-matching. The solutions are coupled together across the non-matching interface by
the formulation (3.46).
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Figure 4.11: The configuration of the sliding interface.
Remark 14. The symmetric Nitsche method is used in the formulation (3.46), because the wall
normal mesh size of the boundary-fitted elements (tetrahedra) associated with the sliding interfaces
are well defined. The penalty parameters, τµ, τλ, and τκ are scaled as CSIµ/hn, CSI|λ|/hn, and
CSIκ/hn. Here the constant CSI is chosen as 4.
4.4.3 Problem Setup
The helicopter are positioned such that the center of the main rotor is located in (0 m, 0 m, 0.35
m) and rotate in the X–Y plane, and the fuselage is headed in positive X direction. The fluid domain
is a rectangular boxes bounded by x ∈ [−40 m, 40 m], y ∈ [−30 m, 30 m], and z ∈ [−40 m, 15 m].
The boundary conditions are set as the following. To model the forward flight, we hold the helicopter
body stationary but send in a uniform flow with the same magnitude but opposite direction with
the velocity of the forward flight. We model two forward flights with speeds of 30 m/s and 60 m/s,
respectively. The property of the fluid, considering the regular operating conditions of helicopter, is
set to the properties of dry air at 100 kPa and 300 K. The air is assume to be ideal gas and the density
can therefore be decided by the equation of state. Under these condition, 60 m/s corresponds to a
Mach number of 0.18, which is close to the maximum forward flying speed of UH-60 helicopter (150
knots [171]). The main rotor rotates counter-clockwise with a speed of 27 rad/s if observed from
the top. The no-slip boundary condition on the rotor are set weakly. The boundary conditions of
the fuselage surface, which is the no-slip velocity and stagnation temperature boundary conditions,
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are set weakly using the non-symmetric Nitsche formulation (4.4). In these simulations, the penalty
parameters in (4.4) are activated by γp = 1 and are estimated by the formulations proposed in 4.1.2
with a constant CBI as 4.
4.4.4 Results and Discussion
4.4.4.1 Mesh independence
To find a mesh resolution that yields a good balance between accurate results and manageable
computation costs, we perform the simulations on three sets of meshes, denoted as FM1, FM2, and
FM3 respectively. Note that the emphasis of this study is about the performance of the immer-
sogeometric method, therefore we only refine the mesh resolution around the immersed fuselage
and focus on the convergence of aerodynamic loads on the fuselage. We remove the main rotor
from the geometry and immerse only the fuselage in the fluid domain meshed with pure tetrahedral
elements. We utilized the voxal-based mesh generation method proposed in [35] to locally refine the
boundary-layer region in the vicinity of the helicopter fuselage, with an element size of 0.03 m for
FM2. We then smoothly transit the mesh size from the vicinity of the fuselage to the fluid domain
outer boundary by constructing a refinement zone around the whole helicopter with a mesh size
of 0.3 m. Finally the rest of the domain is filled with tetrahedral elements that have a maximum
element size of 2.0 m. The mesh statistics of the three meshes are shown in Table 4.2.
Number of nodes Number of elements Near wall mesh size
FM1 922,451 5,403,336 0.05 m
FM2 1,822,809 10,694,090 0.03 m
FM3 2,952,669 17,316,376 0.02 m
Table 4.2: Mesh statistics of the three meshes used in the mesh independence study of the helicopter
fuselage aerodynamics analysis.
The simulations are carried out using a time step size of 1.0×10−3 s, until a “quasi-steady” state
is achieved. After that we continue the simulations to investigate the time-averaged aerodynamic
drag forces (FD) on the fuselage. In the simulations, we hold the main rotor stationary so that the
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drag force is not influenced by the rotor–fuselage interactions. For an inflow speed of 30 m/s and
60 m/s, the drag forces on the fuselage are shown in Table 4.3. As the results show, the relative
errors on HM2 and HM3, defined by
|FD(FM3)− FD(FM2)|
|FD(FM3)| , are both smaller than 2% for the 30
m/s and 60 m/s cases. We therefore conclude that the solution obtained on the mesh resolution of
FM2 is accurate enough and use the resolution of FM2 for the rest of the helicopter simulations.
FM1 FM2 FM3
FD, 30 m/s 759.2 N 840.4 N 855.7 N
FD, 60 m/s 2,701.1 N 2866.1 N 2,924.0 N
Table 4.3: Drag forces on the fuselage at two different inflow speeds, calculated on all three meshes.
4.4.4.2 Experimental validation
We use the FM2 designed in the previous section to calculate the drag forces acting on the
immersed fuselage, to validate our immersogeometric framework against wind tunnel experimental
data. Extensive wind tunnel data are presented in a 1981 NASA technical reports [172], compre-
hensively covering different flight conditions in low-speed-flight regimes. Those wind tunnel data
has been used to come up with mathematical models that are used for real-time piloted simula-
tion [171]. In the report, the drag forces normalized by the dynamic pressure of the inflow and in
the dimension of an area, were reported to be a function of angles of attack (αf ) of the fuselage
(see Figure 4.12 for the illustration of angle of attack). The setup in Section 4.4.4.1 is consistent
with the wind tunnel test and therefore we continue to use FM2 for the simulations in this section.
To model the different αf using the same mesh, we simply change the inflow directions.
Figure 4.13 reports the simulation results of immersogeometric method compared with the
wind tunnel data. The wind tunnel data span in a αf ranging from -90
◦ to 90◦. Since the data are
basically symmetric with respect to αf = 0
◦, we only look at the range of 0◦ to 90◦. In the window
of [0◦, 30◦], there is a data point every 5◦, and in [30◦, 90◦] a data point is presented every 10◦. We
simulate exactly the same cases with the experimental data and compare. The inflow velocity in the
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Figure 4.12: The definition of angle of attack (αf ) for the UH-60 helicopter.
simulation is set as 30 m/s, to better resemble the scenario of “low speed regime” reported in the
wind tunnel test. Overall, a very good agreement between the immersogeometric results and the
wind tunnel data is presented. The trend of the FD changing with the αf is captured particularly
well. Small deviations of the drag coefficient at certain αf ’s are observed, but considering the
complexity of the problem, we believe the proposed immersogeometric framework is able to predict
engineering problems with a satisfactory accuracy.
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Figure 4.13: The fuselage drag coefficients in the unit of ft2 with different angle of attack, compared
with the experimental data presented in [172].
Remark 15. The exact geometries of the fuselage used in the wind tunnel test and in our simula-
tions are not guaranteed to be the same. Their dimensions, however, are comparable and therefore
we focus the comparison on closely capturing the magnitude and the changing trend of the drag
with respect to αf , rather than expecting a perfect match.
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4.4.4.3 Simulations with Main Rotor
In this section, we build the mesh for the full helicopter to simulate the interaction between the
rotor and fuselage. Figure 4.14a shows the design of the mesh. The mesh design can be separated
in two parts: the boundary-fitted mesh inside the sliding interface, and the non-boundary-fitted
tetrahedral mesh outside. As shown in Figure 10, the domain inside the grey sliding interface also
contains the main rotor. We mesh this domain by first triangulating the main rotor surface into
triangles with the mesh size of 0.04 m in the radial direction of the blade and a size of 0.02 m in
the chord-wise direction. We then grow a total of 10 layers of prismatic elements around the main
rotor, with a first layer height 0.005 m and a growth ratio of 1.1, see in Figure 4.14b. The rest
of the domain inside the sliding interface is filled with tetrahedral elements with a maximum size
of 0.15 m. The domain outside the sliding disk and inside the outer fluid domain is meshed using
the same strategy as FM2. Finally, the mesh contains 13,236,132 elements. In this setup, the 27
rad/s rotational speed of the main rotor and the 8.1788 m length of the blade result in a linear
speed of 220.83 m/s, which corresponds to a Mach number of 0.63. It clearly shows the necessity
of modeling the aerodynamics with compressible flow formulations. This also requires us to reduce
the time step size to 2×10−5 s to achieve a similar CFL number with the fuselage-only simulations.
(a) (b) (c)
Figure 4.14: Mesh design of the flow simulation for UH-60: (a) a slice cutting through the middle
of the mesh; (b) the prismatic boundary layer mesh around the blade; (c) the non-boundary-fitted
mesh around the fuselage.
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(a) 30 m/s, side (b) 60 m/s, side
(c) 30 m/s, top (d) 60 m/s, top
Figure 4.15: Vortex structures of flows around UH-60. The vorticity isosurfaces are colored by the
velocity magnitude plotted using a color scale ranging from 0 m/s (blue) to ≥ 80 m/s (red).
Figure 4.15 illustrates the highly-turbulent flow fields, by plotting the vortical structures around
the helicopter. From the side view, more vortex sheddings are observed around the fuselage, due
to the higher forward-flight velocity in the 60 m/s case which induces more turbulent flows. The
top view clearly illustrates the vortex generated by the rotor blade tips. It is interesting to notice
that the vortex generated by the rotor tips are propagated to the downstream in both sides of the
helicopter for the 30 m/s case, but only in the right (top) side of the 60 m/s case (Figure 4.15 (c)
and (d)). This can be explained by the difference in the relative flow velocities on the tip of the
rotor. For the right side of the helicopter, since the rotor tip moves in the opposite direction with
the air flow, the relative velocity is very large, suggesting that the velocity gradient will be increased
in the vicinity of the tip, and therefore the vortex is strong there and can be propagated into the
downstream. For the left side, however, the rotor tip moves in the same direction with the inflow,
and therefore the relative velocity is smaller, especially for the 60 m/s case. The velocity gradient
near the rotor tip on the left side of the helicopter is too small to generate a vortex core region
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(a) (b)
Figure 4.16: Pressure distributions on the UH-60 fuselage. The distributions with two different
rotor locations are shown.
that can be visualized by the λ2 value we used here. Therefore we do not observe the propagation
of tip-generated vortex on the left side of the 60 m/s case. This also explains why the vortex core
region is thinner on the left side than the right side for the case with 30 m/s inflow. In addition,
from the plots of the top view, we emphasize that the vortex structures, which are associated with
derivative variables, are continuous and smooth across the non-matching sliding interfaces.
Fuselage only
(FM2)
Full aircraft
(HM2)
FD, 30 m/s 840.4 N 1105.4
FD, 60 m/s 2866.1 N 3138.6 N
Table 4.4: Drag forces on the fuselage at two different flight speeds, obtained from fuselage-only
and full-aircraft simulations.
We further investigate the pressure distribution of the pressure on the fuselage surface. The
Reynolds number for the case with 30 m/s inflow, if using the length of the helicopter (15.19 m) as
the characteristic length, is about 2.9×107. Such a high Reynolds number make the effect of viscous
force almost negligible, so that the aerodynamic force is dominated by the pressure distribution.
Figure 4.16 shows the pressure distribution on the fuselage surface, at two different phases of the
rotor. When all the rotor blades do not align with the helicopter (Figure 4.16a), the pressure on
the front of the fuselage is a lot lower than that when one of the blades moves right on top of
it (Figure 4.16b). The downward flows generated by the rotor clearly altered the pressure acting
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on the fuselage compared with the fuselage-only configuration. We report the drag forces on the
fuselage obtained from the full-aircraft computations in Table 4.4. Compared with the fuselage-
only computations, the drag forces are higher when we consider the rotating rotor. As we observed
from Figure 4.16, the rotor causes the pressure on the fuselage front surface to be higher than the
stagnation pressure of the inflow itself. This explains why the averaged drag on the fuselage is
higher than the fuselage-only setup. Finally, we report the lift forces generated by the main rotor.
In the two cases with 30 m/s and 60 m/s flight speeds, the lifts are different. For the lower speed,
a lift of 118,462.8 N is obtained; while for the 60 m/s case, the lift is predicted to be 136,117.9 N.
The maximum design mass of the UH-60 helicopter is reported to be 20,250 lbs in [172], which can
be converted to a 90,076.5 N weight. We show that the main rotor we constructed can generate
enough forces to lift the helicopter.
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CHAPTER 5. CONCLUSION AND FUTURE WORK
5.1 Conclusions
In this dissertation, we developed an immersogeometric framework for the simulation of com-
pressible fluid flows. The fundamentals of the frameworks can be divided in two parts: a geomet-
rically accurate and flexible immersed method framework, and a robust and accurate formulation
for simulating the compressible flows. In this dissertation, these two parts are first developed and
reviewed in detail in Chapter 2 and Chapter 3, respectively. Finally in Chapter 4, we focus on
the development of immersogeometric method for compressible flows and validating the proposed
framework extensively.
We presented the tetrahedral finite cell method for the immersogemetric analysis of incompress-
ible flows around geometrically complex objects immersed in non-boundary-fitted tetrahedral finite
element meshes in Chapter 2. The main components of this framework are the variational multi-
scale method, the weak enforcement of boundary conditions, an adaptive quadrature scheme for
the integration of intersected elements, and the local refinement of areas with boundary layers. We
examined in detail two representative example problems: flow around a sphere and aerodynamic
analysis of a tractor. We showed that the immersogeometric solutions were in good agreement with
reference solutions, both in terms of characteristic parameters such as the drag coefficient and the
Strouhal number, and in terms of near-boundary solution features such as the pressure distribu-
tion plotted over surface lines of immersed objects. We also demonstrated that such agreement
is not achieved without the faithful representation of surface geometry provided by our approach.
The tractor analysis indicates that our immersogeometric method can greatly simplify the mesh
generation process for industrial turbulent flow problems without sacrificing accuracy.
In order to extend the tetrahedral finite cell method to the context of the compressible flows,
a formulation that is capable for the simulation of compressible flows is needed. In Chapter 3, we
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developed a novel stabilized formulation for compressible flows on moving domains using the ALE
approach. While stabilized methods for compressible flows have a long history of development, the
current work presents the following innovations relative to the earlier research:
• A direct approach to the construction of the parameter τ SUPG, which consistently accounts
for the stabilization of all the modes in the compressible-flow equations system.
• A new formulation for weakly enforced essential boundary conditions.
• A new formulation for sliding interfaces.
We extensively validated our formulation and demonstrated its robustness using test cases spanning
a wide range of Reynolds and Mach numbers. We also demonstrated excellent accuracy of wall
quantities, such as pressure and skin friction, that can be achieved on relatively coarse boundary-
layer meshes using weak imposition of essential boundary conditions. The aerodynamic analysis
of a gas turbine stage indicates that the methods developed in this work may be used directly to
support engineering design at industrial scale.
We developed the immersogeometric analysis method for the simulation of compressible flows in
Chapter 4. This method employs the novel stabilized formulation for the simulation of compressible
flows we developed. Weak enforcement of boundary conditions, in the sense of non-symmetric
Nitsche method, is explored in the context of non-boundary-fitted discretization. The formulations
is validated extensively in a wide range of Mach number and Reynolds number, on both canonical
benchmark problems and complex engineering applications. The results demonstrate very good
accuracy and robsutness of the proposed framework. In addition, we highlight the great flexibility
offered by the immersogeometric framework, since it can take various commonly-used geometry
representation formats directly into the CFD analysis. In the examples, we show that NURBS
and analytic surfaces, which are heavily used in the industrial designs, can be directly used in the
analysis without the labor-intensive meshing process. Traditional finite element format, such as
tessellated surfaces, can also be used with greater flexibility since the immersogeometric framework
relaxes the requirement of a water-tight surface representation. The aerodynamic simulation of the
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UH-60 helicopter clearly demonstrates the potential of the immersogeometric framework to greatly
simplify the complex engineering analysis, yet to retain a high fidelity in the results.
In this dissertation, we have successfully developed an immersogeometric framework that can
simulate flows in both incompressible and compressible regime, in both low and high Mach number
regime, and in both low and high Reynolds number regime. The numerous examples, from canonical
benchmark problems, to very complex engineering applications, have demonstrated the superior
accuracy and robustness of the developed numerical framework. By all the complex applications
shown in this dissertation, we believe the immersogeometric framework can be a potentially powerful
tool to support real-world engineering analysis.
5.2 Future Work
Some future research directions in immersogeometric CFD include:
• Development of advanced quadrature schemes for intersected elements that are geometrically
faithful and computationally efficient.
• Improved weak boundary and coupling conditions that limit the dependence on stabilization
parameters and maintain a good conditioning of the system matrix.
• Boundary layer refinement strategies with orthotropic approximation power.
• Extension of the methods from this paper to higher-order finite element spaces.
• Efficient treatment of moving immersed boundaries.
• Variational multi-scale method for compressible turbulent flow modeling.
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APPENDIX. EULER-JACOBIAN AND DIFFUSIVITY MATRICES
For the Navier–Stokes equations with reduced energy equation (3.12), the matrices correspond-
ing to pressure-primitive variables are as follows:
The matrix A0 = U,Y is given by
A0 =

ρβT 0 0 0 −ραp
ρβTu1 ρ 0 0 −ραpu1
ρβTu2 0 ρ 0 −ραpu2
ρβTu3 0 0 ρ −ραpu3
ρβT e 0 0 0 0

, (.1)
where βT = 1/p, αp = 1/T .
It’s inverse A−10 = Y,U is given by
A−10 =

0 0 0 0
αp
ρβT cv
−u1
ρ
1
ρ
0 0 0
−u2
ρ
0
1
ρ
0 0
−u3
ρ
0 0
1
ρ
0
−T
ρ
0 0 0
1
ρcv

. (.2)
The Euler–Jacobian matrices are given by
A
adv\p
1 =

ρβTu1 ρ 0 0 −ραpu1
ρβTu
2
1 2ρu1 0 0 −ραpu21
ρβTu1u2 ρu2 ρu1 0 −ραpu1u2
ρβTu1u3 ρu3 0 ρu1 −ραpu1u3
ρβT eu1 ρe 0 0 0

, (.3)
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A
adv\p
2 =

ρβTu2 0 ρ 0 −ραpu2
ρβTu1u2 ρu2 ρu1 0 −ραpu1u2
ρβTu
2
2 0 2ρu2 0 −ραpu22
ρβTu2u3 0 ρu3 ρu2 −ραpu2u3
ρβT eu2 0 ρe 0 0

, (.4)
A
adv\p
3 =

ρβTu3 0 0 ρ −ραpu3
ρβTu1u3 ρu3 0 ρu1 −ραpu1u3
ρβTu2u3 0 ρu3 ρu2 −ραpu2u3
ρβTu
2
3 0 0 2ρu3 −ραpu23
ρβT eu3 0 0 ρe 0

, (.5)
Ap1 =

0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

, (.6)
Ap2 =

0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0

, (.7)
Ap3 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0

. (.8)
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Asp1 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 p− τ11 −τ12 −τ13 0

. (.9)
Asp2 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 −τ21 p− τ22 −τ23 0

. (.10)
Asp3 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 −τ31 −τ32 p− τ33 0

. (.11)
The diffusivity matrices are given by
K11 =

0 0 0 0 0
0 2µ+ λ 0 0 0
0 0 µ 0 0
0 0 0 µ 0
0 0 0 0 κ

, (.12)
K12 =

0 0 0 0 0
0 0 λ 0 0
0 µ 0 0 0
0 0 0 0 0
0 0 0 0 0

, (.13)
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K13 =

0 0 0 0 0
0 0 0 λ 0
0 0 0 0 0
0 µ 0 0 0
0 0 0 0 0

, (.14)
K21 =

0 0 0 0 0
0 0 µ 0 0
0 λ 0 0 0
0 0 0 0 0
0 0 0 0 0

, (.15)
K22 =

0 0 0 0 0
0 µ 0 0 0
0 0 2µ+ λ 0 0
0 0 0 µ 0
0 0 0 0 κ

, (.16)
K23 =

0 0 0 0 0
0 0 0 0 0
0 0 0 λ 0
0 0 µ 0 0
0 0 0 0 0

, (.17)
K31 =

0 0 0 0 0
0 0 0 µ 0
0 0 0 0 0
0 λ 0 0 0
0 0 0 0 0

, (.18)
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K32 =

0 0 0 0 0
0 0 0 0 0
0 0 0 µ 0
0 0 λ 0 0
0 0 0 0 0

, (.19)
K33 =

0 0 0 0 0
0 µ 0 0 0
0 0 µ 0 0
0 0 0 2µ+ λ 0
0 0 0 0 κ

. (.20)
The matrices for the conservation variables may be obtained from the corresponding matrices
for the pressure-primitive variables using the following transformations: Aˆi = AiA
−1
0 , Aˆ
adv\p
i =
A
adv\p
i A
−1
0 , Aˆ
p
i = A
p
iA
−1
0 , Aˆ
sp
i = A
sp
i A
−1
0 , and Kˆij = KijA
−1
0
