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MULTI-INDEXED p-ORTHOGONAL SUMS IN
NON-COMMUTATIVE LEBESGUE SPACES
JAVIER PARCET
Abstract. In this paper we extend a recent Pisier’s inequality for p-orthogonal
sums in non-commutative Lebesgue spaces. To that purpose, we generalize the
notion of p-orthogonality to the class of multi-indexed families of operators.
This kind of families appear naturally in certain non-commutative Khintchine
type inequalities associated with free groups. Other p-orthogonal families are
given by the homogeneous operator-valued polynomials in the Rademacher
variables or the multi-indexed martingale difference sequences. As in Pisier’s
result, our tools are mainly combinatorial.
Introduction
Let M be a von Neumann algebra equipped with a faithful, normal trace τ
satisfying τ(1) = 1 and let us consider the associated non-commutative Lebesgue
space Lp(τ) for an even integer p. Let Γ be the product set {1, 2, . . . , n}
d and let
f = (fγ)γ∈Γ be a family of operators in Lp(τ) indexed by Γ. We shall say that f is
p-orthogonal with d indices if
τ
(
f∗h(1)fh(2)f
∗
h(3)fh(4) · · · f
∗
h(p−1)fh(p)
)
= 0
whenever the function h : {1, 2, . . . , p} → Γ has an injective projection. In other
words, whenever the coordinate function πk ◦ h : {1, 2, . . . , p} → {1, 2, . . . , n} is
an injective function for some 1 ≤ k ≤ d. Of course, as it is to be expected, the
product above can be replaced by
fh(1)f
∗
h(2) · · · fh(p−1)f
∗
h(p),
with no consequences in the forthcoming results. The case of one index d = 1 was
already considered by Pisier in [6]. The main result in [6] is the following inequality,
which holds for any p-orthogonal family f1, f2, . . . , fn with one index∥∥∥ n∑
k=1
fk
∥∥∥
Lp(τ)
≤
3π
2
p max
{∥∥∥( n∑
k=1
f∗kfk
)1/2∥∥∥
Lp(τ)
,
∥∥∥( n∑
k=1
fkf
∗
k
)1/2∥∥∥
Lp(τ)
}
.
Some natural examples of 1-indexed p-orthogonal sequences of operators are the
(non-commutative) martingale difference sequences, the operators associated to a
p-dissociate subset of any discrete group (via the left regular representation) or
a free circular family in Voiculescu’s sense [10]. In particular, several relevant
inequalities in Harmonic Analysis such as the Littlewood-Paley inequalities, the
(non-commutative) Burkholder-Gundy inequalities [8], or the (non-commutative)
Khintchine inequalities [3, 4] appear as particular cases. Moreover, it turns out
that the combinatorial techniques applied in [6] led to the sharp order of growth
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of the constant appearing in the non-commutative Burkholder-Gundy inequalities.
For the more general case of d indices, we are interested in upper bounds for the
norm in Lp(τ) of the sum ∑
γ∈Γ
fγ .
To explain the main result of this paper, let us introduce some notation. Let [m] be
an abbreviation for the set {1, 2, . . . ,m}. Then, if Pd(2) denotes the set of partitions
(α, β) of [d] into two disjoint subsets (where we allow α and β to be the empty set),
we denote by
πα : Γ→ [n]
|α|
the canonical projection given by πα(γ) = (ik)k∈α for any γ = (i1, . . . , id) ∈ [n]
d.
Then, if eij denotes the natural basis of the Schatten class Sp, the sum∑
γ∈Γ
fγ ⊗ epiα(γ),piβ(γ)
can be understood as an Lp(τ)-valued matrix with n
|α| rows and n|β| columns. In
particular, we always obtain an element of the vector-valued space Lp(τ ;Sp). Our
main result can be stated as follows. Let p be an even integer and let f = (fγ)γ∈Γ
be a p-orthogonal family in Lp(τ) with d indices, then∥∥∥∑
γ∈Γ
fγ
∥∥∥
Lp(τ)
≤ kd p
d(d+1)
2 max
(α,β)∈Pd(2)
∥∥∥∑
γ∈Γ
fγ ⊗ epiα(γ),piβ(γ)
∥∥∥
Lp(τ ;Sp)
 .
Here, kd denotes an absolute constant depending only on d. Recall that Pisier’s
inequality follows from our result for 1-indexed p-orthogonal sums since α is either
{1} or the empty set while β is the complement of α. The general picture of our
proof follows similar ideas to those in [6]. Indeed, let Fn be the free group with n
generators g1, g2, . . . , gn and let λ stand for the left regular representation of Fn.
Then it is easy to check that the family of operators
fγ = λ(gi1 )⊗ λ(gi2 )⊗ · · · ⊗ λ(gid) with γ = (i1, i2, . . . , id),
is p-orthogonal with d indices for any even integer p. Using the non-commutative
Khintchine inequality for free generators, we show that this family satisfies the
inequality appearing in our main result. After that, the basic idea is to show that
the norm of any p-orthogonal sum with d indices is controlled by the behaviour of
this family. To that aim, we use the same combinatorial techniques employed in [6]
to obtain a factorization result which allows us to use Ho¨lder inequality. Then, the
result follows easily.
In Section 1, we describe the inequalities which arise when applying several
times the non-commutative Khintchine inequality for free generators to the family
λ(gi1) ⊗ · · · ⊗ λ(gid). These inequalities will be used in the proof of our result. In
Section 2, we give a brief summary of results about the theory of partitions that we
shall need in the proof. Section 3 is devoted to the proof of the stated inequality for
multi-indexed p-orthogonal sums. Section 4 contains two particularly interesting
examples of multi-indexed p-orthogonal sums. The first one generalizes the notion
of p-dissociate set in a discrete group. The second one is related to a Burkholder-
Gundy type inequality for multi-indexed martingale difference sequences.
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1. Iterations of the Khintchine inequality
Let Fn be the free group with n generators g1, g2, . . . , gn. If δt denotes the
generic element of the natural basis of ℓ2(Fn), the left regular representation λ of
Fn is defined by the relation
λ(t1)δt2 = δt1t2 .
The reduced C∗-algebraC∗λ(Fn) is defined as the C
∗-algebra generated in B(ℓ2(Fn))
by the operators λ(t) when t runs over Fn. Let us denote by τ the standard
trace on C∗λ(Fn) defined by τ(x) = 〈xδe, δe〉, where e denotes the identity element
of Fn. Then, we construct the non-commutative Lebesgue space Lp(τ) in the
usual way and consider the subspace Wp(n) of Lp(τ) generated by the operators
λ(g1), λ(g2), . . . , λ(gn). The next result was proved by Haagerup and Pisier in [2]
when p =∞ and extended to any exponent 2 ≤ p ≤ ∞ in [7].
Lemma 1.1. Let a1, a2, . . . , an be a family of operators in some non-commutative
Lebesgue space Lp(ϕ). The following equivalence of norms holds for 2 ≤ p ≤ ∞,∥∥∥ n∑
k=1
ak⊗λ(gk)
∥∥∥
Lp(ϕ⊗τ)
≃ max
{∥∥∥ n∑
k=1
ak ⊗ e1k
∥∥∥
Lp(ϕ;Rnp )
,
∥∥∥ n∑
k=1
ak ⊗ ek1
∥∥∥
Lp(ϕ;Cnp )
}
.
In fact, the linear map u : Rnp ∩C
n
p →Wp(n) defined by
u(e1k ⊕ ek1) = λ(gk),
is a complete isomorphism with ‖u‖cb ≤ 2 and completely contractive inverse.
The row and column Hilbert spaces Rnp and C
n
p are defined as the operator spaces
generated by {e1j | 1 ≤ j ≤ n} and {ei1 | 1 ≤ i ≤ n} respectively in Sp. Now, let
us consider the group product Gd = Fn × Fn × · · · × Fn with d factors. The left
regular representation λd of Gd has the form
λd(t1, t2, . . . , td) = λ(t1)⊗ λ(t2)⊗ · · · ⊗ λ(td).
Hence, the reduced C∗-algebraC∗λd(Gd) is endowed with the trace τd = τ⊗τ⊗· · ·⊗τ
with d factors. This allows us to consider the non-commutative space Lp(τd) for
any 1 ≤ p ≤ ∞. Then we define the space Wp(n)
⊗d to be the subspace of Lp(τd)
generated by the family of operators
λ(gi1)⊗ λ(gi2)⊗ · · · ⊗ λ(gid).
The aim of this section is to describe the operator space structure ofWp(n)
⊗d as a
subspace of Lp(τd) for the exponents 2 ≤ p ≤ ∞. This operator space structure has
been already described in [7, Section 9.8], but here we shall give a more detailed
exposition. As it was pointed out in [7], the case 1 ≤ p ≤ 2 follows easily by
duality. However, we shall not write the explicit inequalities in that case since we
are not using them and the notation is considerably more complicated. If we apply
repeatedly Lemma 1.1 to the sum
Sd(a) =
n∑
i1,...,id=1
ai1i2···id ⊗ λ(gi1)⊗ λ(gi2)⊗ · · · ⊗ λ(gid) ∈ Lp(ϕ⊗ τd),
then we easily get
‖Sd(a)‖Lp(ϕ⊗τd) ≤ 2
dmax
∥∥∥
n∑
i1,...,id=1
ai1···id ⊗ ξ1(i1)⊗ · · · ⊗ ξd(id)
∥∥∥
Lp(ϕ;Sp)
 ,
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where the maximum runs over all possible ways to choose the functions ξ1, ξ2, . . . , ξd
among ξk(·) = e·1 and ξk(·) = e1·. That is, each function ξk can take values either
in the space Rnp or in the space C
n
p . For a given selection of ξ1, ξ2, . . . , ξd we split
up these functions into two sets, one made up of the functions taking values in Rnp
and the other taking values in Cnp . More concretely, let us consider the sets
Rξ =
{
k | ξk(i) = e1i
}
,
Cξ =
{
k | ξk(i) = ei1
}
.
Then, if Cξ has s elements, the sum
n∑
i1,...,id=1
ai1···id ⊗ ξ1(i1)⊗ · · · ⊗ ξd(id)
can be regarded as a ns × nd−s matrix with entries in Lp(ϕ). Now, using the
notation already presented in the Introduction, we express the inequality above in
a much more understandable way. Namely, we have
(1) ‖Sd(a)‖Lp(ϕ⊗τd) ≤ 2
d max
(α,β)∈Pd(2)
∥∥∥∑
γ∈Γ
aγ ⊗ epiα(γ),piβ(γ)
∥∥∥
Lp(ϕ;Sp)
 .
Remark 1.2. By the same arguments, the converse of (1) holds with constant 1.
2. Mo¨bius inversion
Given a positive integer m, we denote by Pm the lattice of partitions of the set
[m] = {1, 2, . . . ,m}. If ρ and σ are elements of Pm, we shall write ρ ≤ σ when every
block of ρ is contained in some block of σ. The minimal and maximal elements of
Pm with respect to this partial order are denoted by 0˙ and 1˙ respectively. That is, 0˙
stands for the partition into m singletons and 1˙ coincides with {[m]}. The Mo¨bius
function µ is a complex-valued function defined on the set of pairs of partitions
(ρ, σ) in Pm × Pm satisfying ρ ≤ σ. The following Lemma summarizes the main
properties of this function that we shall use below.
Lemma 2.1. Let us consider a pair of functions Φ : Pm → V and Ψ : Pm → V
taking values in some vector space V . Then the following implication holds
Ψ(ρ) =
∑
σ≥ρ
Φ(σ) ⇒ Φ(ρ) =
∑
σ≥ρ
µ(ρ, σ)Ψ(σ).
Besides, the Mo¨bius function satisfies the following identities
•
∑
σ∈Pm
|µ(0˙, σ)| = m!.
• For any σ > 0˙, we have
∑
0˙≤ρ≤σ
µ(ρ, σ) = 0.
For a more detailed exposition of these topics we refer the reader to [1]. Now, let
p be an even integer and let ϕ : E1× · · ·×Ep → V be a multilinear map defined on
certain vector spaces E1, E2, . . . , Ep and taking values in the vector space V . For
each 1 ≤ s ≤ p we consider elements fγ(s) ∈ Es indexed by Γ. Then, we define the
sums
Fs =
∑
γ∈Γ
fγ(s) ∈ Es.
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Clearly we have
ϕ(F1,F2, . . . ,Fp) =
∑
h
ϕ
(
fh(1)(1), fh(2)(2), . . . , fh(p)(p)
)
,
where the sum runs over the set of functions h : {1, 2, . . . , p} → Γ. Now, for any
such function h and for each 1 ≤ k ≤ d, we consider the partition σk(h) ∈ Pp
associated to the coordinate function πk ◦ h. In other words, given 1 ≤ r, s ≤ p we
have the following characterization
r ∼ s (modσk(h))⇔ πk(h(r)) = πk(h(s)),
where ∼ (mod σ) means belonging to the same block of σ. Let us also consider the
d-tuple δ(h) = (σ1(h), σ2(h), . . . , σd(h)) in the product P(p, d) = Pp×· · ·×Pp with
d factors. Then we can write
ϕ(F1, . . . ,Fp) =
∑
η∈P(p,d)
Φ(η),
where Φ : P(p, d)→ V has the form
Φ(η) =
∑
h: δ(h)=η
ϕ
(
fh(1)(1), . . . , fh(p)(p)
)
.
Now, if η = (ρ1, . . . , ρd) we shall write η ∼ 0˙ whenever ρk = 0˙ for some 1 ≤ k ≤ d.
Then, we obtain the following decomposition
(2) ϕ(F1, . . . ,Fp) =
∑
η∼0˙
Φ(η) +
∑
ρ1>0˙
· · ·
∑
ρd>0˙
Φ(η).
Similarly, the expression h ∼ 0˙ will denote the existence of some 1 ≤ k ≤ d such
that σk(h) = 0˙. In other words, h ∼ 0˙ whenever h has an injective projection.
Then, since δ(h) = (σ1(h), . . . , σd(h)), we have
(3)
∑
η∼0˙
Φ(η) =
∑
h∼0˙
ϕ
(
fh(1)(1), . . . , fh(p)(p)
)
.
For the second sum in (2), we define
Ψd(ρ1, ρ2, . . . , ρd) =
∑
σd≥ρd
Φ(ρ1, ρ2, . . . , ρd−1|σd).
Then, if we fix ρ1, ρ2, . . . , ρd−1, we can apply Lemma 2.1 to obtain∑
ρd>0˙
Φ(ρ1, ρ2, . . . , ρd) =
∑
ρd>0˙
( ∑
σd≥ρd
µ(ρd, σd)Ψd(ρ1, . . . , ρd−1|σd)
)
=
∑
σd>0˙
Ψd(ρ1, . . . , ρd−1|σd)
∑
0˙<ρd≤σd
µ(ρd, σd)
=
∑
σd>0˙
(−µ(0˙, σd))Ψd(ρ1, . . . , ρd−1|σd)
Similarly, we define
Ψd−1(ρ1, ρ2, . . . , ρd−1|σd) =
∑
σd−1≥ρd−1
Ψd(ρ1, ρ2, . . . , ρd−2|σd−1, σd),
Ψd−2(ρ1, ρ2, . . . |σd−1, σd) =
∑
σd−2≥ρd−2
Ψd−1(ρ1, ρ2, . . . |σd−2, σd−1, σd),
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and so on until
Ψ1(ρ1|σ2, . . . , σd) =
∑
σ1≥ρ1
Ψ2(σ1, σ2, . . . , σd).
Then, applying Lemma 2.1 as above, we have for 1 ≤ k ≤ d− 1∑
ρk>0˙
Ψk+1(ρ1, . . . |σk+1, . . . , σd) = −
∑
σk>0˙
µ(0˙, σk)Ψk(ρ1, . . . |σk, . . . , σd).
Putting all together, we get
∑
ρ1>0˙
· · ·
∑
ρd>0˙
Φ(η) = (−1)d
∑
σ1>0˙
· · ·
∑
σd>0˙
[ d∏
k=1
µ(0˙, σk)
]
Ψ1(σ1, . . . , σd),(4)
where the function Ψ1 can be easily rewritten as
(5) Ψ1(σ1, . . . , σd) =
∑
h : σk(h) ≥ σk
1 ≤ k ≤ d
ϕ
(
fh(1)(1), fh(2)(2), . . . , fh(p)(p)
)
.
In summary, looking at (2), (3), (4) and (5) we have the following result.
Lemma 2.2. The following identity holds
ϕ(F1, . . . ,Fp) =
∑
h∼0˙
ϕ
(
fh(1)(1), . . . , fh(p)(p)
)
+ (−1)d
∑
σ1>0˙
· · ·
∑
σd>0˙
[ d∏
k=1
µ(0˙, σk)
]
Ψ(σ1, . . . , σd),
where Ψ has the following form
Ψ(σ1, . . . , σd) =
∑
h : σk(h) ≥ σk
1 ≤ k ≤ d
ϕ
(
fh(1)(1), fh(2)(2), . . . , fh(p)(p)
)
.
3. Proof of the main result
In this section we shall prove the result stated below. We start by factorizing
the sum which defines the function Ψ above. This will allow us to show that the
behaviour of any p-orthogonal sum with d indices is majorized by the estimates
obtained in Section 1, with the aid of non-commutative Khintchine inequalities.
Theorem 3.1. If f = (fγ)γ∈Γ is p-orthogonal in Lp(τ) with d indices, then
∥∥∥∑
γ∈Γ
fγ
∥∥∥
Lp(τ)
≤ kd p
d(d+1)
2 max
(α,β)∈Pd(2)
∥∥∥∑
γ∈Γ
fγ ⊗ epiα(γ),piβ(γ)
∥∥∥
Lp(τ ;Sp)
 .
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3.1. Factorization of Ψ. Let M be a von Neumann algebra equipped with a
faithful normal trace τ satisfying τ(1) = 1 and let p be an even integer. Following
the notation above, we shall take in what follows Es = Lp(τ) for all 1 ≤ s ≤ p
and the multilinear map ϕ will be replaced by the trace τ acting on a product of
p operators in Lp(τ). That is, f = (fγ)γ∈Γ is assumed to be p-orthogonal in Lp(τ)
with d indices and we have
ϕ
(
fh(1)(1), fh(2)(2), . . . , fh(p)(p)
)
= τ
(
fh(1)(1)fh(2)(2) · · · fh(p)(p)
)
,
where
fh(s)(s) =
{
f∗h(s) if s is odd,
fh(s) if s is even.
The aim now is to factorize the sum
Ψ(σ1, . . . , σd) =
∑
h : σk(h) ≥ σk
1 ≤ k ≤ d
τ
(
fh(1)(1)fh(2)(2) · · · fh(p)(p)
)
.
We shall need below the following version of Fell’s absorption principle.
Absorption Principle in Lp. Given a discrete group G, let us denote by λG
the left regular representation of G and by τG the associated trace on the reduced
C∗-algebra of G. Then, given any other unitary representation π : G→ π(G)′′, the
following representations are unitarily equivalent
λG ⊗ π ≃ λG ⊗ 1,
where 1 stands for the trivial representation of G in π(G)′′. Let us consider any
faithful normalized trace ψ on π(G)′′. Then, given any finitely supported function
a : G→ Lp(ϕ), the following equality holds for 1 ≤ p ≤ ∞∥∥∥∑
t∈G
a(t)⊗ λG(t)⊗ π(t)
∥∥∥
Lp(ϕ⊗τG⊗ψ)
=
∥∥∥∑
t∈G
a(t)⊗ λG(t)
∥∥∥
Lp(ϕ⊗τG)
.
Proof. See Proposition 8.1 of [7] for the first part and [5] for the second. 
Lemma 3.2. Let σ1, σ2, . . . , σd be a family of partitions in Pp different from 0˙.
If we are given 0 ≤ q ≤ d, let Bq be the set of elements s in {1, 2, . . . , p} being a
singleton exactly in q partitions among σ1, σ2, . . . , σd. Then, there exists a discrete
group G and a family F1,F2, . . . ,Fp in Lp(τG ⊗ τ) satisfying
‖Fs‖p ≤ kd p
q(q+1)
2
∥∥∥ n∑
i1,...,id=1
λ(gi1 )⊗ · · · ⊗ λ(gid)⊗ fi1···id
∥∥∥
Lp(τd⊗τ)
for each s ∈ Bq whenever 0 ≤ q < d and also
‖Fs‖p =
∥∥∥∑
γ∈Γ
fγ
∥∥∥
Lp(τ)
for each s ∈ Bd. Moreover, we have
(6)
∑
h : σk(h) ≥ σk
1 ≤ k ≤ d
τ
(
fh(1)(1)fh(2)(2) · · · fh(p)(p)
)
= (τG ⊗ τ)(F1F2 · · ·Fp).
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Remark 3.3. As we have pointed out, Theorem 3.1 was already proved in [6] for
1-indexed families. In particular, we can assume that Theorem 3.1 holds for any
k-indexed family whenever 1 ≤ k ≤ d− 1 and prove Theorem 3.1 by induction. In
the proof of Lemma 3.2, we shall need to use this induction hypothesis.
Remark 3.4. From now on, kd might change from one instance to another.
Proof. Let us consider an integer 2 ≤ m ≤ p. As it is customary, we write τm−1
for the standard trace associated to the reduced C∗-algebra of the group product
Fn × Fn × · · · × Fn with m− 1 factors. Then, for each 1 ≤ i ≤ n, we consider the
following family ξ1(i), ξ2(i), . . . , ξm(i) of operators in Lp(τm−1)
ξ1(i) = λ(gi)
∗ ⊗ 1⊗ 1⊗ · · · ⊗ 1⊗ 1,
ξ2(i) = λ(gi)⊗ λ(gi)
∗ ⊗ 1⊗ · · · ⊗ 1,
ξ3(i) = 1⊗ λ(gi)⊗ λ(gi)
∗ ⊗ · · · ⊗ 1,
· · ·
ξm−1(i) = 1⊗ · · · ⊗ 1⊗ λ(gi)⊗ λ(gi)
∗,
ξm(i) = 1⊗ · · · ⊗ 1⊗ λ(gi).
Given g : {1, 2, . . . ,m} → {1, 2, . . . , n}, this family has the following property
(7) τm−1
(
ξ1(g(1)) · · · ξm(g(m))
)
=
{
1 if g is constant,
0 if g is non-constant.
Let us make explicit the blocks of the partitions σ1, σ2, . . . , σd by
σk =
{
Akjk
∣∣∣ 1 ≤ jk ≤ mk}.
Now we fix σk and, for each Akjk with cardinality mjk > 1, we construct the family
Π(i, jk) = {ξ1(i, jk), ξ2(i, jk), . . . , ξmjk (i, jk)} in Lp(τmjk−1) as above. Notice that
1 ≤ i ≤ n and 1 ≤ jk ≤ mk. If the set Akjk has only one element, we take
Π(i, jk) = {ξ1(i, jk)} with ξ1(i, jk) = 1. Then we consider the following families of
mk-fold tensor products
Σ(i, 1) = Π(i, 1)⊗ 1⊗ 1⊗ · · · ⊗ 1,
Σ(i, 2) = 1⊗Π(i, 2)⊗ 1⊗ · · · ⊗ 1,
· · ·
Σ(i,mk) = 1⊗ 1⊗ · · · ⊗ 1⊗Π(i,mk).
Here, the r-th ‘1’ in Σ(i, jk) denotes the identity operator in Lp(τmr−1). Recall that,
fixed 1 ≤ i ≤ n, each Σ(i, jk) is an ordered family with mjk elements. On the other
hand, for each 1 ≤ s ≤ p, there exist a unique set of indices j1(s), j2(s), . . . , jd(s)
such that s belongs to the corresponding blocks of σ1, σ2, . . . , σd. In other words,
we pick up the indices jk(s) satisfying
s ∈
d⋂
k=1
Akjk(s).
This allows us to consider the family of operators
Λ(γ, s) =
d⊗
k=1
Σ(ik, jk(s)),
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where ik = πk(γ) and γ ∈ Γ. Now we select an element of Λ(γ, s) as follows. If s
is the r1-th element in the block A1j1(s), then we pick up the r1-th operator in the
family Σ(i1, j1(s)). Let us denote it by x1s(i1). Similarly, if s is the r2-th element
in A2j2(s), we pick up the r2-th operator in Σ(i2, j2(s)), say x2s(i2). We iterate this
process to get an element
x1s(i1)⊗ x2s(i2)⊗ · · · ⊗ xds(id) ∈ Λ(γ, s).
Then we define,
Fs =
∑
γ∈Γ
( d⊗
k=1
xks(πk(γ))
)
⊗ fγ(s).
Clearly, there exists a collection of discrete groups G1,G2, . . . ,Gd (all of them being
direct products of Fn) such that Fs ∈ Lp(τG ⊗ τ) with G = G1 × · · · ×Gd. Let us
check that identity (6) holds. Notice that
(τG ⊗ τ)(F1F2 · · ·Fp) =
∑
γ1,...,γp∈Γ
d∏
k=1
τGk
( p∏
s=1
xks(πk(γs))
)
τ(fγ1(1) · · · fγp(p)).
Recalling the definition of xks and property (7), it can be checked that
d∏
k=1
τGk
( p∏
s=1
xks(πk(γs))
)
is 1 when the condition jk(s) = jk(s
′)⇒ πk(γs) = πk(γs′) holds for k = 1, 2, . . . , d
and is 0 otherwise. In particular, identity (6) follows. Now we look at the norm of
Fs in Lp(τG⊗ τ). First assume that s ∈ Bd. That is, s is a singleton of σk for every
k = 1, 2, . . . , d. Then
Fs =
∑
γ∈Γ
1⊗ fγ(s) =
(∑
γ∈Γ
1⊗ fγ
)(∗)
where (∗) is ∗ when s is odd and 1 otherwise. Therefore the stated assertion follows.
Finally, assume that s ∈ Bq with q < d. If q = 0 our estimation for the norm of Fs
is easy. Namely, a quick inspection of the definition of Fs allows us to write
Fs ≃
n∑
i1,...,id=1
( d⊗
k=1
χ(ik)
)
⊗ fi1···id(s),
where χ(ik) can be either λ(gik)
∗ or λ(gik)⊗ λ(gik)
∗ or λ(gik). However, by Fell’s
absorption principle these terms are unitarily equivalent. In other words, in this
particular case we obtain an equality
‖Fs‖p =
∥∥∥ n∑
i1,...,id=1
λ(gi1 )⊗ · · · ⊗ λ(gid)⊗ fi1···id(s)
∥∥∥
Lp(τd⊗τ)
.
Notice that the dependence on s on the right can be ignored since the two possible
expressions that come out (for s odd and s even) turn out to be equal. It remains
to check the cases 0 < q < d. For simplicity of notation, we assume that s is a
singleton in σ1, σ2, . . . , σq. As we shall see, the general case can be proved in a
similar way. Then, again by Fell’s absorption principle, we have
‖Fs‖p =
∥∥∥ n∑
i1,...,id=1
λ(giq+1)⊗ · · · ⊗ λ(gid)⊗ fi1···id(s)
∥∥∥
Lp(τd−q⊗τ)
.
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Applying the iteration of Khintchine inequality described in (1), we have
‖Fs‖p ≤ kd max
(α,β)∈Pd−q(2)
∥∥∥ ∑
ν∈[n]d−q
[ ∑
ζ∈[n]q
fζ,ν(s)
]
⊗ epiα(ν),piβ(ν)
∥∥∥
Lp(τ ;Sp)
 .
The sum on the right can be rewritten as follows∑
ν∈[n]d−q
[ ∑
ζ∈[n]q
fζ,ν(s)
]
⊗ epiα(ν),piβ(ν) =
∑
ζ∈[n]q
[ ∑
ν∈[n]d−q
fζ,ν(s)⊗ epiα(ν),piβ(ν)
]
=
∑
ζ∈[n]q
fαβζ (s).
Now we observe that the family fαβζ (s) is p-orthogonal with q indices for any (α, β, s)
as a simple consequence of the p-orthogonality of f . Since q < d, we can apply the
induction hypothesis recalled in Remark 3.3 to obtain∥∥∥ ∑
ζ∈[n]q
fαβζ (s)
∥∥∥
Lp(τ ;Sp)
≤ kd p
q(q+1)
2 max
(ε,δ)∈Pq(2)
∥∥∥ ∑
ζ∈[n]q
fαβζ (s)⊗ epiε(ζ),piδ(ζ)
∥∥∥
p
 .
Putting it all together, the assertion follows by Remark 1.2. 
3.2. Concluding estimates. Now we are ready to prove Theorem 3.1. First we
recall that the p-orthogonality of f can be combined with Lemma 2.2 to drop those
terms for which the indices admit an injective projection. In other words,∥∥∥∑
γ∈Γ
fγ
∥∥∥p
Lp(τ)
=
∑
γ1,...,γp∈Γ
τ
(
f∗γ1fγ2f
∗
γ3fγ4 · · · f
∗
γp−1fγp
)
= (−1)d
∑
σ1>0˙
· · ·
∑
σd>0˙
[ d∏
k=1
µ(0˙, σk)
]
Ψ(σ1, . . . , σd).
On the other hand, let us write
A =
∥∥∥∑
γ∈Γ
fγ
∥∥∥
Lp(τ)
,
B =
∥∥∥ n∑
i1,...,id=1
λ(gi1)⊗ · · · ⊗ λ(gid)⊗ fi1···id
∥∥∥
Lp(τd⊗τ)
,
C = max
(α,β)∈Pd(2)
∥∥∥∑
γ∈Γ
fγ ⊗ epiα(γ),piβ(γ)
∥∥∥
Lp(τ ;Sp)
 .
Let us write δ = (σ1, σ2, . . . , σd) and let r(δ) be the number of common singletons.
That is, r(δ) coincides with the cardinality of Bd. Then, Lemma 3.2 and Ho¨lder’s
inequality provide the following estimate∣∣Ψ(σ1, . . . σd)∣∣ ≤ p∏
s=1
‖Fs‖p
≤ Ar(δ)
d−1∏
q=0
(
kdp
q(q+1)
2 B
)|Bq|
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≤
[ d−1∏
q=0
p
q(q+1)
2 |Bq |
]
A
r(δ)
(
kdC
)p−r(δ)
.
Notice that B ≤ kd C by inequality (1). Now, recalling that
d−1∑
q=0
q(q + 1)
2
|Bq| ≤
d(d− 1)
2
d−1∑
q=0
|Bq| =
d(d− 1)
2
(p− r(δ)),
we obtain the following estimate for Ψ∣∣Ψ(σ1, . . . σd)∣∣ ≤ Ar(δ)(kd p d(d−1)2 C)p−r(δ).
Putting it all together, we get
A
p ≤
∑
σ1>0˙
· · ·
∑
σd>0˙
[ d∏
k=1
|µ(0˙, σk)|
]
A
r(δ)
(
kd p
d(d−1)
2 C
)p−r(δ)
.
Since σk > 0˙ for all k, we have 0 ≤ r(δ) ≤ p− 1. Therefore, we can write
A
p ≤
p−1∑
r=0
ϕr A
r
(
kd p
d(d−1)
2 C
)p−r
,
with ϕr given by
ϕr =
∑
δ0: r(δ0)=r
d∏
k=1
|µ(0˙, σk)|.
The zero subindex in δ is chosen to denote that the sum is taken over the set of
δ0 = (σ1, σ2, . . . , σd) such that σk > 0˙ for all k. Ignoring that restriction and
applying Lemma 2.1, we easily get
ϕr ≤
∑
δ: r(δ)≥r
d∏
k=1
|µ(0˙, σk)| =
(
p
r
) d∏
k=1
∑
σk∈Pp−r
|µ(0˙, σk)| =
(
p
r
)
(p− r)!d.
In particular, we obtain
A
p ≤
p−1∑
r=0
(
p
r
)
(p− r)!dAr
(
kd p
d(d−1)
2 C
)p−r
(8)
≤
p−1∑
r=0
(
p
r
)
(p− r)!ArDp−r,
where D has the form
D = kd
[
sup
0≤r≤p−2
(p− r)!
d−1
p−r
]
p
d(d−1)
2 C ≤ kdp
(d+2)(d−1)
2 C.
The last inequality follows easily from Stirling’s formula. Now, we conclude by
applying the same arguments as in [6]. More concretely, proceeding as in Sublemma
2.3 of [6], we obtain
(9) A ≤ 2pD ≤ kd p
d(d+1)
2 C.
This estimation completes the proof of Theorem 3.1. Although the proof of (9)
follows from (8) and Sublemma 2.3 of [6], we include the proof for completeness. If
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A ≤ pD there is nothing to prove. Hence, assume that A > pD. Let us divide at
both sides of (8) by Ap and let us write z = D/A, so that pz < 1 and
1 ≤
p−1∑
r=0
(
p
r
)
(p− r)!zp−r.
Then, we have
2 ≤
p−1∑
r=0
(
p
r
)∫ ∞
0
(zx)p−re−x dx + 1
=
∫ ∞
0
[
(1 + zx)p − 1
]
e−x dx+ 1
=
∫ ∞
0
(1 + zx)pe−x dx
≤
∫ ∞
0
exp(pzx− x) dx.
Since pz < 1, we conclude 2 ≤ (1− pz)−1 and z−1 ≤ 2p as desired.
Remark 3.5. Let us look for a moment what happens with Theorem 3.1 when the
von Neumann algebraM is commutative, so that we can think of Lp(τ) as Lp(µ) for
some probability measure µ. As was recalled in [6], if we are given a p-orthogonal
family f1, f2, . . . , fn with one index in Lp(µ), then we obtain the natural analog
of Burkholder-Gundy inequality for a martingale difference sequence. Namely, we
have ( ∫
Ω
∣∣∣ n∑
k=1
fk(ω)
∣∣∣pdµ(ω))1/p ≤ 3π
2
p
(∫
Ω
[ n∑
k=1
|fk(ω)|
2
]p/2
dµ(ω)
)1/p
.
In the general case, Theorem 3.1 provides the following inequality(∫
Ω
∣∣∣∑
γ∈Γ
fγ(ω)
∣∣∣pdµ(ω))1/p ≤ kdp d(d+1)2 (∫
Ω
[∑
γ∈Γ
|fγ(ω)|
2
]p/2
dµ(ω)
)1/p
.
4. Two examples
We conclude this paper with two examples of multi-indexed p-orthogonal sums.
The first one came out during the preparation of [5] and was the motivation of this
work. It provides a generalization of the notion of p-dissociate subset of a discrete
group. The second provides an analog of the non-commutative Burkholder-Gundy
inequalities for multi-indexed martingale difference sequences.
4.1. Multi-indexed p-dissociate sets. Let G be a discrete group with identity
element e. A subset Λ =
{
t1, t2, . . . , tn
}
of G is called a p-dissociate set if for any
injective function h : {1, 2, . . . , p} → {1, 2, . . . , n}, the following non-cancellation
property holds
t−1h(1)th(2)t
−1
h(3)th(4) · · · t
−1
h(p−1)th(p) 6= e.
In a similar way, let Γ be as above and let Λ =
{
tγ : γ ∈ Γ
}
be a subset of G indexed
by Γ. Then, we shall say that Λ is a p-dissociate set with d indices if the same non-
cancellation property is satisfied whenever the function h : {1, 2, . . . , p} → Γ has
an injective projection. Let λG be the left regular representation of G and let us
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denote by τG the natural trace on λG(G)
′′. Then, since τG(λ(t)) vanishes unless
the element t is the identity e, it is clear that
f =
{
aγ ⊗ λG(tγ)
∣∣∣ γ ∈ Γ}
is p-orthogonal in Lp(τ ⊗ τG) with d indices for any given function a : Γ → Lp(τ).
As was pointed out in [6], these kind of sets can be used to obtain the classical
Littlewood-Paley inequalities from the case of 1-indexed families in Theorem 3.1.
A remarkable p-dissociate set with d indices is provided by the free group Fn with
n generators g1, g2, . . . , gn. Indeed, let us consider the set
Λ =
{
gi1gi2 · · · gid
∣∣∣ 1 ≤ ik ≤ n}.
By the freeness of the generators, it is not difficult to check that Λ is p-dissociate
with d indices for any even exponent p. In particular, given any collection of
operators A = (aγ)γ∈Γ indexed by Γ, the family
f i1i2···id = ai1i2···id ⊗ λ(gi1gi2 · · · gid)
is p-orthogonal in Lp(τ ⊗ τG) with d indices and Theorem 3.1 gives∥∥∥∑
γ∈Γ
f γ
∥∥∥
Lp(τ⊗τG)
≤ kd p
d(d+1)
2 max
(α,β)∈Pd(2)
∥∥∥∑
γ∈Γ
f γ ⊗ epiα(γ),piβ(γ)
∥∥∥
Lp(τ⊗τG;Sp)
 .
However, the following equivalence of norms
max
(α,β)∈Pd(2)
∥∥∥∑
γ∈Γ
f γ ⊗ epiα(γ),piβ(γ)
∥∥∥
p
 ≃ max0≤k≤d
∥∥∥ ∑
I∈[n]k
∑
J∈[n]d−k
aIJ ⊗ eI,J
∥∥∥
p
 ,
holds for any exponent 2 ≤ p ≤ ∞ and with constants depending only on d. The
reader is referred to [5] for the proof of this fact. Moreover, the main result in [5]
claims that the inequality above holds with constants independent on p and the
same happens for the reverse inequality. In summary, we have∥∥∥∑
γ∈Γ
f γ
∥∥∥
Lp(τ⊗τG)
≃ max
0≤k≤d
∥∥∥ ∑
I∈[n]k
∑
J∈[n]d−k
aIJ ⊗ eI,J
∥∥∥
Lp(τ ;Sp)
 ,
with constants depending only on d. This is the second example we meet in this
paper for which the inequality in Theorem 3.1 for multi-indexed p-orthogonal sums
turns out to be an equivalence of norms, with constants depending only on d. The
first was given in Section 1, see (1) and Remark 1.2. In the next paragraph, we
analyze one more example of this kind.
4.2. Multi-indexed martingale difference sequences. Let us consider a von
Neumann algebra M with a faithful, normal trace τ satisfying τ(1) = 1. For each
1 ≤ k ≤ d, let us consider a filtration M1(k),M2(k), . . . ,Mn(k) of M. A family
f = (f γ)γ∈Γ of random variables in Lp(τ) will be called a martingale difference
sequence with d indices if the following condition holds for all k = 1, 2, . . . , d
f γ = EMik (k)
(
hkγk
)
− EMik−1(k)
(
hkγk
)
.
Here, γk = (i1, . . . , îk, . . . , id) for γ = (i1, . . . , id) with îk meaning deletion of ik
and each hk is a (d − 1)-indexed family in Lp(τ). In other words, we require f to
be a martingale difference sequence when looking at each component πk(γ) = ik
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of the index set Γ. Notice that we allow different filtrations for each component.
Such a construction again leads to a p-orthogonal family with d indices. Namely,
let us assume that the k-th projection of h : {1, 2, . . . , p} → Γ is injective. Then
we consider the largest value mk of πk ◦ h and we take conditional expectation of
index mk − 1 with respect to the filtration M1(k),M2(k), . . . ,Mn(k) so that
τ
(
f ∗h(1)f h(2) · · · f
∗
h(p−1)f h(p)
)
= τ
(
EMmk−1(k)
[
f ∗h(1)f h(2) · · · f
∗
h(p−1)f h(p)
])
= 0.
Here Theorem 3.1 also admits a converse so that we get an equivalence∥∥∥∑
γ∈Γ
f γ
∥∥∥
Lp(τ)
≃ max
(α,β)∈Pd(2)
∥∥∥∑
γ∈Γ
f γ ⊗ epiα(γ),piβ(γ)
∥∥∥
Lp(τ ;Sp)
 .
However, in contrast with the previous paragraph, in this case the constants depend
on d and p. This equivalence can be regarded as the version of Burkholder-Gundy
inequalities for multi-indexed martingale difference sequences. In fact, it can be
proved without the aid of Theorem 3.1. Namely, it follows easily by iterating
the (non-commutative) Khintchine inequality (with Rademacher functions instead
of free generators) and applying repeatedly the UMD property of Lp(τ), which
follows itself by the (non-commutative) Burkholder-Gundy inequalities. The reader
is referred to the papers [6, 8, 9] for more on this.
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