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SMALL BIALGEBRAS WITH A PROJECTION: APPLICATIONS
A. ARDIZZONI AND C. MENINI
Abstract. In this paper we continue the investigation started in [AMStu], dealing with bialge-
bras A with an H-bilinear coalgebra projection over an arbitrary subbialgebra H with antipode.
These bialgebras can be described as deformed bosonizations R#ξH of a pre-bialgebra R by
H with a cocycle ξ. Here we describe the behavior of ξ in the case when R is f.d. and thin
i.e. it is connected with one dimensional space of primitive elements. This is used to analyze
the arithmetic properties of A. Meaningful results are obtained when H is cosemisimple. By
means of Ore extension construction, we provide some examples of atypical situations (e.g. the
multiplication of R is not H-colinear or ξ is non-trivial).
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Introduction
Let A be a bialgebra and assume that the coradical H of A is a subbialgebra of A with antipode
i.e. that A has the so-called dual Chevalley property.
By using the Hochschild cohomology in monoidal categories, it was proved in [AMSte, Theorem
2.35] that the canonical injection of H in A has a retraction π : A → H which is an H-bilinear
coalgebra map. This led to the investigation of the structures of bialgebras A with an H-bilinear
coalgebra projection onto an arbitrary subbialgebra H with antipode. There is a full description
of these structures in terms of pre-bialgebras in HHYD with a cocycle (called dual Yetter-Drinfeld
quadruples in [AMSte, Definition 3.59]) and a bosonization type procedure. Namely (see [AMSte,
Theorem 3.64]) to such an A one associates a 5-tuple (R,m, u, δ, ε) (called pre-bialgebra), where(
R = ACo(H), δ, ε
)
is a coalgebra in the category (HHYD,⊗,K), u : K → R, m : R ⊗ R → R are
K-linear maps satisfying five equalities (see Definition 1.3) which make R a sort of unital bialgebra
in HHYD with the following differences: the multiplication is not necessarily associative neither a
morphism of H-comodules. This particular pre-bialgebra is also endowed with a K-linear map
ξ : R ⊗ R → H (called corresponding cocycle) which fulfills six equalities (see Definition 1.10).
Then A can be reconstructed by these data. In fact the bialgebra A is isomorphic to R#ξH which
is R ⊗H endowed with a suitable bialgebra structure that depends on the pre-bialgebra and the
corresponding cocycle: this structure on R⊗H can be somehow regarded as a deformation of the
usual bosonization structure (see [Rad] and [Maj]) via ξ. In [AMStu], we proposed to describe
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the bialgebra structure of R#ξH . We did a first step by considering the case when the coalgebra
R is N -dimensional and thin i.e. it is connected and the space of its primitive elements is one
dimensional generated by y ∈ R. It turned out that R, which usually carries a non-associative
multiplication, is in fact an associative K-algebra but not a braided bialgebra in HHYD. By
means of this achievement, we proved the main results of [AMStu]. Explicitly we completely
described the bialgebra structure of A whenever H is either f.d. or cosemisimple. This new
description allowed us to construct another projection of A onto H which is normalized in the
sense that it gives rise to a new pre-bialgebra (R,m, u, δ, ε) which is now a braided bialgebra
in the category (HHYD,⊗,K) and in fact a quantum line (but still with a not necessarily trivial
corresponding cocycle).
In this paper (see Section 2) we investigate the properties of ξ for a generic projection. Let
0 ≤ a, b ≤ N − 1. We know that
ξ(ya ⊗ yb) = 0 unless a+ b = 0,
N
2
, N,
3N
2
whenever this makes sense. In Proposition 2.8, we prove that ξ
(
ya ⊗ yb
)
is always constant on
the line a + b = N/2. It is also constant on the line a + b = N (respectively a + b = 3N/2)
whenever [ξ(y⊗yN/2−1)]2 = 0 (respectively ξ(y⊗yN/2−1) = 0). When H is finitely dimensional or
cosemisimple there is a primitive θ-th root of unity q ∈ K, where 2 ≤ θ ≤ N , and g ∈ H,χ ∈ H∗
and λ (N) ∈ K such that ξ(y ⊗ yN−1) = ξ
(
y2 ⊗ yN−2
)
= · · · = ξ(yN−1 ⊗ y) = λ(N)(1H − g
N ).
Moreover (H, g, χ, λ (N)) is a compatible datum for q (see Proposition 2.11) and the cocycle is
completely described whenever ξ(y ⊗ yN/2−1) = 0. In Theorem 2.14, we prove that the following
assertions are equivalent:
(a) m is left H-colinear;
(b) N is odd or ξ(y ⊗ yN/2−1) = 0;
(c) The n-th iterated power y·Rn of y in R and the n-th iterated power y·An of y in A coincides
for every 0 ≤ n ≤ N − 1;
(d) R = Rq (H, g, χ) is a quantum line.
Furthermore we characterize when the bosonization R#ξH is a Radford-Majid bosonization.
In Section 3, we apply the foregoing results in the case when H is a Hopf algebra endowed with
a so-called ad-invariant integral. In particular, in Proposition 3.7, we prove that if ξ 6= ε⊗ ε, then
we have χN = εH and g
N ∈ Z (H) \ {1H} .
When H is cosemisimple (i.e. H is the coradical of A), we show (see Corollary 4.11) that there
exists a unique H-bilinear projection onto H. By the foregoing, this projection must be normalized
so that the associated pre-bialgebra is always a quantum line.
Let A be a finite dimensional bialgebra over a field K. Suppose that the coradical H of A is
a subbialgebra of A with antipode. Then A is a Hopf algebra and, as recalled above, there is
a retraction π : A → H (i.e. πσ = H where σ : H → A denotes the canonical injection) that
is an H-bilinear coalgebra map. Let (R,m, u, δ, ε) be the pre-bialgebra in HHYD associated to
(A, π, σ) with corresponding cocycle ξ. Then in Theorem 4.5, we proved that R is thin if and only
if dimA1 = 2dimH . Part of this result is contained in [AS, Corollary, page 673] where it is proved
that if dimA1 = 2dimH , then A is generated as an algebra by A1.
In order to completely describe a bialgebra A as above, for an arbitrary compatible datum
(H, g, χ, λ (N)) (see Definition 1.6) we construct a Hopf algebra O (H, g, χ, λ (N)) (see Theorem
4.2) which is endowed with a normalized projection onto H . Furthermore, we prove the following
result (see Theorem 4.4). Assume that H is either a f.d. or cosemisimple Hopf algebra over a
field K and A is a bialgebra endowed with an injective morphism of bialgebras σ : H → A having
a retraction π : A → H (i.e. πσ = H) that is an H-bilinear coalgebra map. If the underlying
coalgebra in the pre-bialgebra in HHYD associated to (A, π, σ) is N -dimensional and thin, then
A ≃ O (H, g, χ, λ (N)) as a bialgebra for a suitable a compatible datum (H, g, χ, λ (N)) . Note that
this holds in the particular case when A is a finite dimensional bialgebra with the dual Chevalley
property such that dimA1 = 2dimA0.
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These results will enable us to construct some interesting examples. In particular an example
of a Hopf algebra of dimension 72 with a non normalized projection will be given in Example 6.4.
This can be proved to be of minimal dimension with respect to this property (see Remark 6.3). We
also provide a minimal example where the pre-bialgebra is a quantum line but the bosonization is
not a Radford-Majid bosonization (see Remark Theorem 6.5). An example of this situation where
H is infinite dimensional is given in Example 6.1. In these two last examples H comes out to be
cosemisimple. Thus, by Corollary 4.10, they can not be regarded as Radford-Majid bosonizations
of the Hopf subalgebra H for some other set of compatible data.
We assume for simplicity of the exposition that our ground field K has characteristic 0.
Anyway we point out that many results below are valid under weaker hypotheses.
1. Preliminaries
Let H be a Hopf algebra over the fieldK. Recall that an object V in HHYD is a left H-module and
a left H-comodule satisfying, for any h ∈ H, v ∈ V , one of the following equivalent compatibility
conditions: ∑
(h(1)v)<−1>h(2) ⊗ (h(1)v)<0> =
∑
h(1)v<−1> ⊗ h(2)v<0>,
ρ(hv) =
∑
h(1)v<−1>S(h(3))⊗ h(2)v<0>,
where ρ : V → H⊗V is the coaction of H on V and for the action of H on V we used the notation
hv, for every h ∈ H, v ∈ V. If there is danger of confusion we write hv instead of hv.
The tensor product V ⊗W of two Yetter-Drinfeld modules is an object in HHYD via the diagonal
action and the codiagonal coaction; the unit in HHYD is K regarded as a left H-comodule via the
map x 7→ 1H ⊗ x and as a left H-module via εH . Recall that, for every V,W ∈
H
HYD the braiding
is given by:
(1) cV,W : V ⊗W →W ⊗ V, cV,W (v ⊗ w) =
∑
v〈−1〉w ⊗ v〈0〉.
If H has bijective antipode, then
(
H
HYD, c
)
is a braided category.
1.1. Let R and S be two algebras in the braided categoryHHYD. We can define a new algebra
structure on R⊗S, by using the braiding (1), and not the usual flip morphism. The multiplication
in this case is defined by the formula:
(2) (r ⊗ s) (t⊗ v) =
∑
r(s〈−1〉t)⊗ s〈0〉v.
Let us remark that, for any algebra R inHHYD, the smash product R#H is a particular case of this
construction. Just take S = H endowed with the left adjoint action (i.e. hx =
∑
h(1)xS
(
h(2)
)
,
for every h, x ∈ H) and the usual left H-comodule structure.
1.2. Let R and S be two coalgebras in the braided category HHYD. We can define a new coalgebra
structure on R⊗S, by using the braiding (1), and not the usual flip morphism. The comultiplication
in this case is defined by the formula:
δR⊗S (r ⊗ s) =
∑
r(1) ⊗ r
(2)
〈−1〉s
(1) ⊗ r
(2)
〈0〉 ⊗ s
(2).
Let us remark that, for any coalgebra R in HHYD, the smash coproduct R#H is a particular
case of this construction. Just take S = H endowed with the left adjoint coaction (i.e. ρ (h) =∑
h(1)S
(
h(3)
)
⊗ h(2), for every h ∈ H) and the usual left H-module structure.
Definition 1.3. [AMStu, Definition 2.3] Let H be a Hopf algebra. A pre-bialgebra (R,m, u, δ, ε)
in HHYD consists of
• a coalgebra (R, δ, ε) in the category (HHYD,⊗,K).
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• two K-linear maps
m : R⊗R→ R and u : K → R
such that, for all r, s ∈ R and h ∈ H , the following relations are satisfied:
h · u(1) = εH(h)u(1) and ρRu(1) = 1H ⊗ u(1)(3)
δu(1) = u(1)⊗ u(1) and εu(1) = 1K ;(4)
hmR(r ⊗ s) =
∑
mR(h(1)r ⊗ h(2)s);(5)
δmR = (mR ⊗mR)δR⊗R and εmR = mK(ε⊗ ε);(6)
mR(R⊗ u) = R = mR(u⊗ R);(7)
Note that (3) and (4) mean that u is a coalgebra homomorphism in HHYD, (5) and (6)
mean that mR is left H-linear coalgebra homomorphism while (7) means that u is a unit
for mR. We fix the following notation
δ(r) =
∑
r(1) ⊗ r(2), for every r ∈ R.
A morphism f : (R,m, u, δ, ε)→ (R′,m′, u′, δ′, ε′) of pre-bialgebras in HHYD is a coalgebra
homomorphism f : (R, δ, ε)→ (R′, δ′, ε′) in the category (HHYD,⊗,K) such that
f ◦m = m′ ◦ (f ⊗ f) and f ◦ u = u′
i.e. f is also a homomorphism of non-associative algebras.
Remark 1.4. To explain the meaning of the concept of pre-bialgebra in HHYD, it is useful to
compare it with the concept of a bialgebra in HHYD. A pre-bialgebra is just a unital bialgebra in
H
HYD with the following differences:
a) the multiplication is not necessarily associative;
b) the multiplication is not necessarily a morphism of H-comodules.
Definitions 1.5. Let q be a primitive N -th root of unity. Let H be a Hopf algebra, g ∈ H and
χ ∈ H∗.
Following [CDMM, Definition 2.1], we say that (H, g, χ) is a Yetter-Drinfeld datum for q when-
ever
• g ∈ G (H) ,
• χ ∈ H∗ is a character of H ,
• χ (g) = q,
• the following relation holds true
(8) g
∑
χ(h(1))h(2) =
∑
h(1)χ(h(2))g.
If (H, g, χ) is a Yetter-Drinfeld datum for q, we denote byRq the graded algebraK[X ]/
(
XN
)
.
Let y = X +
(
XN
)
. Then Rq can be endowed with a unique braided bialgebra structure
in (HHYD,⊗,K), where the Yetter-Drinfeld module structure is given by
hy = χ (h) y and ρ (y) = g ⊗ y
and the coalgebra structure is defined by setting
δ (y) = y ⊗ 1 + 1⊗ y.
In this way Rq becomes a braided Hopf algebra that will be denoted by Rq (H, g, χ) and
called a quantum line (see [AS]).
Definition 1.6. Let q be a primitive N -th root of unity. A compatible datum for q is a quadruple
(H, g, χ, λ (N)) , where
• (H, g, χ) is a Yetter-Drinfeld datum for q,
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• λ (N) ∈ K and λ (N) = 0 if
gN = 1H , or χ
N (h)
(
1H − g
N
)
6=
∑
h(1)
(
1H − g
N
)
S
(
h(2)
)
, for some h ∈ H,
while λ (N) is arbitrary otherwise.
A compatible datum is called trivial whenever λ (N) = 0 and it is called non-trivial oth-
erwise.
Definition 1.7. We will say that a K-coalgebra C is a thin coalgebra whenever
dimK C0 = 1 and dimK P (C) = 1,
where C0 denotes the coradical of C and P (C) is the space of primitive elements of C.
Lemma 1.8. [AMStu, Lemma 2.7] Let H be a Hopf algebra and let (R,m, u, δ, ε) be a finite dimen-
sional pre-bialgebra in HHYD. Assume that R is a thin coalgebra where P (R) = Ky. Then there is
a primitive θ-th root of unity q ∈ K, where 2 ≤ θ ≤ dimK (R), and g ∈ H,χ ∈ H
∗ such that
1) (H, g, χ) is a Yetter-Drinfeld datum for q,
2) HρR(y) = g ⊗ y,
3) hy = χ(h)y for every h ∈ H.
Definition 1.9. Let H be a Hopf algebra and let (R,m, u, δ, ε) be a finite dimensional pre-
bialgebra in HHYD. Assume that R is a thin coalgebra and let P (R) = Ky. Consider q and the
Yetter-Drinfeld datum (H, g, χ) for q as in Lemma 1.8. Then (H, g, χ) will be called the Yetter-
Drinfeld datum associated to the pre-bialgebra (R,m, u, δ, ε) in HHYD relative to y or simply the
Yetter-Drinfeld datum associated to y whenever there is no risk of confusion.
Definitions 1.10. [AMStu, Definitions 3.1] Let H be a Hopf algebra. A cocycle for a pre-bialgebra
(R,m, u, δ, ε) in HHYD is a K-linear map
ξ : R⊗R→ H
such that, for all r, s ∈ R and h ∈ H , the following relations are satisfied:∑
ξ(h(1)r ⊗ h(2)s) =
∑
h(1)ξ(r ⊗ s)S
(
h(2)
)
;(9)
∆Hξ = (mH ⊗ ξ)(ξ ⊗ ρR⊗R)δR⊗R and εHξ = mK(ε⊗ ε);(10)
cR,H(m⊗ ξ)δR⊗R = (mH ⊗mR)(ξ ⊗ ρR⊗R)δR⊗R;(11)
mR(R ⊗mR) = mR(R ⊗ µR)[(mR ⊗ ξ)δR⊗R ⊗R];(12)
mH(ξ ⊗H)[R⊗ (mR ⊗ ξ)δR⊗R] = mH(ξ ⊗H)(R ⊗ cH,R)[(mR ⊗ ξ)δR⊗R ⊗R];(13)
ξ(R⊗ u) = ξ(u⊗R) = ε1H .(14)
We will also say that (R,m, u, δ, ε) is a pre-bialgebra in HHYD with cocycle ξ.
A morphism f : ((R,m, u, δ, ε) , ξ) → ((R′,m′, u′, δ′, ε′), ξ′) of pre-bialgebras with a cocycle in
H
HYD, is a morphism f : (R,m, u, δ, ε)→ (R
′,m′, u′, δ′, ε′) of pre-bialgebras in HHYD such that
ξ′ ◦ (f ⊗ f) = ξ.
For a pre-bialgebra (R,m, u, δ, ε) in HHYD with cocycle ξ, we have that (R, u,m, ξ) is a dual Yetter-
Drinfeld quadruple in the sense of [AMSte, Definition 3.59]
To any pre-bialgebra (R,m, u, δ, ε) in HHYD with cocycle ξ we associate (see [AMSte, Theorem
3.62]) a bialgebra B = R#ξH as follows. As a vector space it is R⊗H.
The coalgebra structures are:
∆B (r#h) =
∑
r(1)#r
(2)
〈−1〉h(1) ⊗ r
(2)
〈0〉#h(2), where δ(r) =
∑
r(1) ⊗ r(2),
εB (r#h) = ε (r) εH (h) .
The algebra structures are:
mB[(r#h) ⊗ (s#k)] =
∑
m˜0(r ⊗ h(1)s)⊗ m˜1(r ⊗ h(1)s) h(2)k.
uB(1) = u(1)#1H
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where we use the notation
(15) (m⊗ ξ)δR⊗R(r ⊗ s) = m˜ (r ⊗ s) =
∑
m˜0(r ⊗ s)⊗ m˜1(r ⊗ s)
Note that the canonical injection σ : H →֒ R#ξH is a bialgebra homomorphism. Furthermore the
map
π : R#ξH → H : r#h 7−→ ε (r) h
is an H-bilinear coalgebra retraction of σ.
Definitions 1.11. [AMStu, Definitions 3.2] Let H be a Hopf algebra, let A be a bialgebra and let
σ : H → A be an injective morphism of bialgebras having a retraction π : A → H (i.e. πσ = H)
that is an H-bilinear coalgebra map. Set
R = ACo(H) =
{
a ∈ A |
∑
a(1) ⊗ π
(
a(2)
)
= a⊗ 1H
}
Let τ : A→ R, τ (a) =
∑
a(1)σSπ
(
a(2)
)
(see Proposition 1.13). The map
ω : R⊗H → A, ω(r ⊗ h) = rσ(h)
is an isomorphism of K-vector spaces, the inverse being defined by
ω−1 : A→ R⊗H , ω−1(a) =
∑
a(1)σSHπ
(
a(2)
)
⊗ π
(
a(3)
)
=
∑
τ
(
a(1)
)
⊗ π
(
a(2)
)
.
Clearly A defines, via ω, a bialgebra structure on R⊗H that will depend on the chosen σ and π.
As shown in [Scha, 6.1] and [AMSte, Theorem 3.64], (R,m, u, δ, ε) is a pre-bialgebra in HHYD with
cocycle ξ where
(16) δ(r) =
∑
r(1)σSπ(r(2))⊗ r(3) =
∑
τ
(
r(1)
)
⊗ r(2), ε = εA|R,
the Yetter-Drinfeld module structure of R is given by
hr =
∑
σ
(
h(1)
)
rσSH
(
h(1)
)
, ρ (r) =
∑
π
(
r(1)
)
⊗ r(2),
the maps u : K → R and m : R⊗R→ R, are defined by
u = u
|R
A , m(r ⊗ s) =
∑
r(1)s(1)σSπ(r(2)s(2)) = τ (r ·A s)
and the cocycle ξ : R⊗ R→ H is the map defined by setting
ξ(r ⊗ s) = π(r ·A s).
This pre-bialgebra will be called the pre-bialgebra in HHYD associated to (A, π, σ). Moreover ξ will
be called the cocycle corresponding to (R,m, u, δ, ε).
Then (cf. [Scha, 6.1]) ω : R#ξH → A is a bialgebra isomorphism.
Remark 1.12. Note that, starting from a pre-bialgebra (R,m, u, δ, ε) in HHYD with cocycle ξ, if
we consider the maps
σ : H →֒ R#ξH and π : R#ξH → H
as in Definitions 1.10, then the pre-bialgebra in HHYD associated to (R#ξH, π, σ) is exactly
(R,m, u, δ, ε) and the corresponding cocycle is exactly ξ.
Proposition 1.13. [AMStu, Proposition 3.4]Let H be a Hopf algebra with antipode S, let A be a
bialgebra and let σ : H → A be an injective morphism of bialgebras having a retraction π : A→ H
(i.e. πσ = H) that is an H-bilinear coalgebra map. Let (R,m, u, δ, ε) be the pre-bialgebra in HHYD
associated to (A, π, σ).
Then the map τ of Definitions 1.11 is a surjective coalgebra homomorphism. Moreover
τ [aσ (h)] = τ (a) εH (h) , τ [σ (h) a] =
hτ (a) ,
r ·R s = τ (r ·A s) , τ (a) ·R τ (b) = τ [τ (a) ·A b] ,
where a ∈ A, h ∈ H and r, s ∈ R.
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1.14. Let H be a Hopf algebra and let χ ∈ H∗ be a character. Let (M,ρM ) be a left H-comodule
and (N, ρN ) be a right H-comodule. In the sequel we will use the well known K-linear automor-
phisms ϕM : M →M and ψN : N → N defined by
ϕM (m) = (m↼ χ) =
∑
χ
(
m〈−1〉
)
m〈0〉 and ψN (n) = (χ ⇀ n) =
∑
n〈0〉χ
(
n〈1〉
)
Recall that ϕM and ψN are (co)algebra automorphisms whenever M and N are H-comodule
(co)algebras.
Proposition 1.15. Let H be a Hopf algebra over a field K. Let i = 1, 2. Let Ai be a bialgebra
and let σi : H → Ai be an injective morphism of bialgebras having a retraction πi : Ai → H (i.e.
πiσi = H) that is an H-bilinear coalgebra map. Denote by (Ri,mi, ui, δi, εi) the pre-bialgebra in
H
HYD associated to
(
Ai, πi, σi
)
with corresponding cocycle ξi. Set
τ i : Ai → Ri : τ i (a) = a(1)σ
iSπi
(
a(2)
)
and ωi : Ri#ξiH → A
i, ωi(u ⊗ h) = u ·A2 σ
i(h).
The assignments
Φ 7→ τ2Φ|R1 and φ 7→ ω
2 (φ⊗H)
(
ω1
)−1
define a bijective correspondence between the following data:
(i) (iso)morphisms of bialgebras Φ : A1 → A2 such that Φ ◦ σ1 = σ2 and π2 ◦Φ = π1.
(ii) (iso)morphisms φ : (
(
R1,m1, u1, δ1, ε1
)
, ξ1) →
(
(R2,m2, u2, δ2, ε2), ξ2
)
of pre-bialgebras
with a cocycle in HHYD.
Proof. It is straightforward.

Lemma 1.16. Let H be a Hopf algebra over a field K. Let A be a bialgebra and let σ : H → A
be an injective morphism of bialgebras having a retraction π : A → H (i.e. πσ = IdH) that is an
H-bilinear coalgebra map. Let (R,m, u, δ, ε) be the pre-bialgebra in HHYD associated to (A, π, σ)
and let ξ be the corresponding cocycle. Assume that R is a connected coalgebra.
Then the following assertions are equivalent.
(i) H is the coradical of A.
(ii) H is cosemisimple.
Proof. (i)⇒ (ii) It is trivial.
(ii)⇒ (i) By Definitions 1.11, the morphism ω : R#ξH → A, ω(r ⊗ h) = rσ(h) is a bialgebra
isomorphism. Since R is connected, by [AMStu, Theorem 3.9], we have (R#ξH)0 = K ⊗ H0 =
K ⊗H. Through ω we get A0 = H. 
2. The cocycle
Definition 2.1. Let C be a K-coalgebra, let s ∈ N and let d0, d1, . . . , ds ∈ C. Recall that (di)0≤i≤s
is called a divided power sequence of elements in C whenever
∆ (dn) =
∑n
t=0
dt ⊗ dn−t
for any 0 ≤ n ≤ s.
Notation 2.2. Let H be a Hopf algebra and let (R,m, u, δ, ε) be a N -dimensional pre-bialgebra in
H
HYD with cocycle ξ in the sense of Definitions 1.3 and 1.10. Assume that R is a thin coalgebra
where P (R) = Ky. Let g ∈ H and χ ∈ H∗ be such that (H, g, χ) is the Yetter-Drinfeld datum
associated to y (see Definition 1.9) and let q = χ(g).
From now on, we fix a basis of R consisting of a divided power sequence of non-zero elements
in R
d0 = 1R, d1 = y, . . . , dN−1
8 A. ARDIZZONI AND C. MENINI
such that
gdn = q
ndn, for any 0 ≤ n ≤ N − 1,
ydn−1 = (n)q dn, for any 1 ≤ n ≤ N − 1,
hdn = χ
n (h) dn, for any 0 ≤ n ≤ N − 1.
Such a basis exists in view of [AMStu, Lemmata 2.9 and 2.15]. From now on, we will also use the
following notation
Y := y ⊗ 1H , Γ := 1R ⊗ g,
and we will denote by B (H) a basis for H. For N even we set
x := ξ
(
d1 ⊗ dN/2−1
)
, X := (N/2− 1)q! · (1R ⊗ x) .
For every n ∈ N, we will denote by Y n and Xn the n-th power of Y and X in R#ξH respectively.
We recall from [AMStu] some results that will be needed in the sequel.
Lemma 2.3. Keep the assumptions and notations of 2.2.
i) [AMStu, formula (24) in Lemma 3.10] Let 0 ≤ a, b ≤ N − 1. Then,
(17) χa+b (h) ξ (da ⊗ db) =
∑
h(1)ξ (da ⊗ db)Sh(2), for every h ∈ H.
ii) [AMStu, formula (31) in Theorem 3.11] If 0 ≤ a ≤ N − 1, we have
(18) χc [ξ (d1 ⊗ da)] = 0, for any c ∈ N.
iii) [AMStu, formula (32) in Theorem 3.11] If 0 ≤ a, b ≤ N and b ≤ N − a, we have
ρ (dadb) =
∑
(da)〈−1〉 (db)〈−1〉 ⊗ (da)〈0〉 (db)〈0〉 +(19)
+
∑
0≤i≤a,0≤j≤b
0<i+j<a+b
[
q(b−j)iξ (da−i ⊗ db−j) (di)〈−1〉 (dj)〈−1〉 ⊗ (di)〈0〉 (dj)〈0〉+
−qj(a−i) (didj)〈−1〉 ξ (da−i ⊗ db−j)⊗ (didj)〈0〉
]
.
iv) [AMStu, formula (36)] For every 0 ≤ a, b ≤ N − 1
(20) (mR ⊗ ξ)δR⊗R (da ⊗ db) =
∑
0≤i≤a,0≤j≤b
qj(a−i) (didj)⊗ ξ (da−i ⊗ db−j) .
v) [AMStu, formula (40)] For every 0 ≤ a, b ≤ N − 1, c ≥ 0
ϕcH [ξ(da ⊗ db)] = q
c(a+b)ξ(da ⊗ db)(21)
ψcH [ξ(da ⊗ db)] = ξ(da ⊗ db).(22)
vi) [AMStu, formula (44) in Lemma 3.16] For any a, b ∈ N such that 0 ≤ a, b ≤ N − 1, we
have:
(23) ξ (da ⊗ db) = 0 unless a+ b = 0,
N
2
, N,
3N
2
whenever this makes sense.
Theorem 2.4. [AMStu, Theorem 3.14]Keep the assumptions and notations of 2.2. Then:
1) R is an associative algebra over K spanned by y.
2) o (q) = N .
3) yn = (n)q!dn, for every 0 ≤ n ≤ N − 1 and y
N = 0.
4)
(
yi
)
0≤i≤N−1
is a basis for R.
5) R = Rq (H, g, χ) is a quantum line, whenever m is left H-colinear.
Next aim is to study the behavior of ξ.
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Proposition 2.5. Keep the assumptions and notations of 2.2. Let 0 ≤ a, b, c ≤ N − 1. We have∑
0≤i≤b,0≤j≤c
qj(b−i)ξ (da ⊗ didj) ξ (db−i ⊗ dc−j)(24)
=
∑
0≤i≤a,0≤j≤b
q(j+c)(a−i)+c(b−j)ξ (didj ⊗ dc) ξ(da−i ⊗ db−j).
Moreover we obtain
ξ (da ⊗ d1dc)− ξ (dad1 ⊗ dc)(25)
=
∑
0≤i<a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1)−
∑
0≤j<c
qjξ (da ⊗ dj) ξ (d1 ⊗ dc−j)
Proof. We evaluate the first term of (13) on da ⊗ db ⊗ dc.
mH(ξ ⊗H)[R⊗ (mR ⊗ ξ)δR⊗R](da ⊗ db ⊗ dc)
= mH(ξ ⊗H)[da ⊗ (mR ⊗ ξ)δR⊗R(db ⊗ dc)]
(20)
=
∑
0≤i≤b,0≤j≤c
qj(b−i)ξ (da ⊗ didj) ξ (db−i ⊗ dc−j)
We evaluate the second term of (13) on da ⊗ db ⊗ dc.
mH(ξ ⊗H)(R⊗ cH,R)[(mR ⊗ ξ)δR⊗R ⊗R](da ⊗ db ⊗ dc)
= mH(ξ ⊗H)(R⊗ cH,R)[(mR ⊗ ξ)δR⊗R(da ⊗ db)⊗ dc]
(20)
=
∑
0≤i≤a,0≤j≤b
qj(a−i)mH(ξ ⊗H) {didj ⊗ cH,R [ξ (da−i ⊗ db−j)⊗ dc]}
Since cH,R(h⊗ r) =
∑
h1r ⊗ h2, we have
cH,R(h⊗ dc) =
∑
h1dc ⊗ h2 =
∑
χc (h1) dc ⊗ h2 = dc ⊗ ϕ
c
H (h) ,
that is cH,R(h⊗ dc) = dc ⊗ ϕ
c
H (h) . By (21), we get
(26) cH,R [ξ(da−i ⊗ db−j)⊗ dc] = dc ⊗ ϕ
c
H [ξ(da−i ⊗ db−j)] = q
c[a+b−(i+j)]dc ⊗ ξ(da−i ⊗ db−j).
Therefore we obtain
mH(ξ ⊗H)(R ⊗ cH,R)[(mR ⊗ ξ)δR⊗R ⊗R](da ⊗ db ⊗ dc)
=
∑
0≤i≤a,0≤j≤b
qj(a−i)mH(ξ ⊗H) {didj ⊗ cH,R [ξ (da−i ⊗ db−j)⊗ dc]}
26
=
∑
0≤i≤a,0≤j≤b
q(j+c)(a−i)+c(b−j)ξ (didj ⊗ dc) ξ(da−i ⊗ db−j)
Finally by (13), we have (24). For b = 1 we obtain∑
0≤j≤c
qjξ (da ⊗ dj) ξ (d1 ⊗ dc−j) +
∑
0≤j≤c
ξ (da ⊗ d1dj) ξ (1R ⊗ dc−j)
=
∑
0≤i≤a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1) +
∑
0≤i≤a
q(1+c)(a−i)ξ (did1 ⊗ dc) ξ(da−i ⊗ 1R).
By (14) we get ∑
0≤j≤c
qjξ (da ⊗ dj) ξ (d1 ⊗ dc−j) + ξ (da ⊗ d1dc)
=
∑
0≤i≤a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1) + ξ (dad1 ⊗ dc)
Finally we have that
ξ (da ⊗ d1dc)− ξ (dad1 ⊗ dc)
=
∑
0≤i≤a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1)−
∑
0≤j≤c
qjξ (da ⊗ dj) ξ (d1 ⊗ dc−j)
=
∑
0≤i<a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1)−
∑
0≤j<c
qjξ (da ⊗ dj) ξ (d1 ⊗ dc−j) .

Statement 7) in the following Lemma 2.6 has already been proved in [AMStu, Lemma 3.26].
10 A. ARDIZZONI AND C. MENINI
Lemma 2.6. Keep the assumptions and notations of 2.2. Assume that N is even and let x =
ξ
(
d1 ⊗ dN/2−1
)
. Then we have
1) ∆H (x) = g
N/2 ⊗ x+ x⊗ 1H .
2) χc (x) = 0, for any c ∈ N.
2′) ϕcH (x) = (−1)
c
x and ψcH (x) = x for any c ∈ N.
3) χN/2 (h)x =
∑
h(1)xS
(
h(2)
)
, for any h ∈ H.
4) xg + gx = 0.
5) N/2 = 1 =⇒ x = 0 and N/2 is odd =⇒ x2 = 0.
6) N/2 even and H finite dimensional =⇒ x = 0.
7) H cosemisimple =⇒ x = 0.
Proof. 1) By [AMStu, Lemma 3.25], for any 1 ≤ b ≤ N/2, we have
∆Hξ(d1 ⊗ db) = g
1+b ⊗ ξ (d1 ⊗ db) + ξ (d1 ⊗ db)⊗ 1H .
In particular, if N ≥ 4, we can apply this formula for b = N/2 − 1 and obtain ∆H (x) = g
N/2 ⊗
x + x ⊗ 1H . This equality still holds whenever N = 2 as in this case x = ξ
(
d1 ⊗ dN/2−1
)
=
ξ (d1 ⊗ d0)
(14)
= ε (d1) = 0. Hence we obtained 1) and the first part of 5).
2) Let c ∈ N. By (18), for every 0 ≤ a ≤ N − 1, we have χc [ξ (d1 ⊗ da)] = 0 and hence
χc (x) = 0.
2′) By formula 21 and 22, we have
ϕcH [ξ(da ⊗ db)] = q
c(a+b)ξ(da ⊗ db), ψ
c
H [ξ(da ⊗ db)] = ξ(da ⊗ db)
so that ϕcH (x) =
(
qN/2
)c
x = (−1)
c
x and ψcH (x) = x.
3) By (17), for any 0 ≤ a, b ≤ N − 1 and for any h ∈ H, we have
χa+b (h) ξ(da ⊗ db) =
∑
h(1)ξ(da ⊗ db)S
(
h(2)
)
.
In particular, for (a, b) = (1, N/2− 1) , we get the required formula.
4) If h = g, from 3) we obtain qN/2x = gxg−1 that is xg + gx = 0. In particular
(27) gN/2x = (−1)
N/2
xgN/2.
5) We have
(28) 0
2)
= χN/2 (x)x
3)
=
∑
x(1)xS
(
x(2)
)
.
From 1), we get S (x) = −g−N/2x so that∑
x(1)xS
(
x(2)
) 1)
= gN/2xS (x) + xxS (1H) = g
N/2x
(
−g−N/2x
)
+ x2 =
(27)
= (−1)
N/2
xgN/2
(
−g−N/2x
)
+ x2 =
[
− (−1)
N/2
+ 1
]
x2
Thus from (28), we obtain
[
− (−1)
N/2
+ 1
]
x2 = 0. Now, if N/2 is odd we get 2x2 = 0 and hence
x2 = 0 (char (K) = 0).
6) IfN/2 is even, then, from (27), we infer xgN/2 = gN/2x. Now by 1), ∆H (x) = g
N/2⊗x+x⊗1H .
Since H is finite dimensional there exists λ (x) ∈ K such that x = λ (x)
(
1H − g
N/2
)
(see e.g.
[AMStu, Theorem 0.1]) so that xg = gx. From 4) we also have xg + gx = 0 so that xg = 0 and
hence x = 0.
7) Assume now that H is cosemisimple and let λ ∈ H∗ be a total integral. Then, regardless to
the parity of N/2, by applying H⊗λ to ∆H (x)
1)
= gN/2⊗x+x⊗ 1H we get x = λ (x)
(
1H − g
N/2
)
so that, as above, from xg + gx = 0 we obtain xg = 0 and hence x = 0. 
Proposition 2.7. [AMStu, Proposition 3.21] Take the hypothesis and notations of 2.2. If N is
odd we have
Y a =
{
ya ⊗ 1H for 0 ≤ a ≤ N − 1
1R ⊗ ξ
(
y ⊗ yN−1
)
for a = N.
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If N is even, we have
Y a =

ya ⊗ 1H for 0 ≤ a ≤ N/2− 1(
a
N/2
)
q
Y a−N/2 ·R#ξH X + y
a ⊗ 1H for N/2 ≤ a ≤ N − 1
1R ⊗ ξ
(
y ⊗ yN−1
)
+
(
N−1
N/2
)
q
X2 for a = N
where X = (N/2− 1)q! · (1R ⊗ x) .
Proposition 2.8. Keep the assumptions and notations of 2.2.
1) Assume that N is even and let x = ξ
(
d1 ⊗ dN/2−1
)
. Then, we have:
(29) ξ(y ⊗ yN/2−1) = ξ(y2 ⊗ yN/2−2) = · · · = ξ(yN/2−1 ⊗ y) = (N/2− 1)q!x
2) If x2 = 0, then we have
(30) ξ(y ⊗ yN−1) = ξ
(
y2 ⊗ yN−2
)
= · · · = ξ(yN−1 ⊗ y).
Moreover in R#ξH we have
(31) Y N = 1R ⊗ ξ
(
y ⊗ yN−1
)
3) If x = 0, then we have
(32) ξ(y ⊗ y3N/2−1) = ξ
(
y2 ⊗ y3N/2−2
)
= · · · = ξ(y3N/2−1 ⊗ y) = 0.
Proof. Let 0 ≤ a, b ≤ N − 1. Then, from (23), we infer that
ξ(ya ⊗ yb) = 0 unless a+ b = 0,
N
2
, N,
3N
2
,
whenever they make sense.
By Proposition 2.5 we have (25).
1) Let us consider the case 1 ≤ a, 1 ≤ c and a+ c+ 1 ≤ N/2 + 1
Then for 0 ≤ i ≤ a−1 we have i+c ≤ a−1+c ≤ N/2−1 so that, by (23), we get ξ (di ⊗ dc) = 0.
Analogously for 0 ≤ j ≤ c−1 we have j+a ≤ c−1+a ≤ N/2−1 so that ξ(da⊗dj) = 0. Hence if
1 ≤ a, 1 ≤ c and a+c+1 ≤ N/2+1, by (25), we obtain ξ(da⊗d1dc) = ξ (dad1 ⊗ dc) .Since, in view of
Theorem 2.4, yn = (n)q!dn, for every 0 ≤ n ≤ N −1, we deduce that ξ(y
a⊗y1+c) = ξ
(
ya+1 ⊗ yc
)
.
It is now clear that (29) holds.
2) Assume x2 = 0. Let us prove that for any 1 ≤ a, 1 ≤ c and a + c + 1 = N one has
ξ (da ⊗ d1dc) = ξ (dad1 ⊗ dc) . As above we will apply (25).
ξ (da ⊗ d1dc)− ξ (dad1 ⊗ dc)
=
∑
0≤i<a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1)−
∑
0≤j<c
qjξ (da ⊗ dj) ξ (d1 ⊗ dc−j)
∑
0≤j<c
qjξ (da ⊗ dj) ξ (d1 ⊗ dc−j) = q
c−N/2+1ξ
(
da ⊗ dc−N/2+1
)
ξ
(
d1 ⊗ dN/2−1
)
= qN/2−aξ
(
da ⊗ dN/2−a
)
ξ
(
d1 ⊗ dN/2−1
)
∑
0≤i<a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1) = q
c(N/2−1)+c
[
ξ
(
dN/2−c ⊗ dc
)
ξ(dN/2−1 ⊗ d1)
]
qN/2−a = qc(N/2−1)+c
qc(N/2−1)+c =
(
qN/2
)c
= (−1)c
qN/2−a = −q−a = −qc+1−N
Let us consider the case 1 ≤ a, 1 ≤ c and a+ c+ 1 = N .
Assume N odd. Then for 0 ≤ i ≤ a we have i+c ≤ a+c = N−1 so that, by (23), ξ (di ⊗ dc) = 0
always. Analogously ξ (da ⊗ dj) = 0 for any j such that 0 ≤ j ≤ c. Thus, in the case N is odd, one
has ξ (da ⊗ d1dc) = ξ (dad1 ⊗ dc) .
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Assume N even. Then for 0 ≤ i ≤ a we have i + c ≤ a + c = N − 1 so that ξ (di ⊗ dc) = 0
unless i+ c = N/2. In this case we obtain a− i = a−N/2 + c = N − 1−N/2 = N/2− 1. Since,
by (29), we have
ξ(da ⊗ db) =
1
(a)q! (b)q!
ξ(ya ⊗ yb) =
(N/2− 1)q!
(a)q! (N/2− a)q!
x =
1
(N/2)q
(
N/2
a
)
x
for any 1 ≤ a, 1 ≤ b such that a+ b = N/2, we get∑
0≤i<a
qc(a−i)+cξ (di ⊗ dc) ξ(da−i ⊗ d1) = q
c(N/2−1)+c
[
ξ
(
dN/2−c ⊗ dc
)
ξ(dN/2−1 ⊗ d1)
]
= qcN/2
1
(N/2)q
(
N/2
c
)
q
x
1
(N/2)q
(
N/2
1
)
q
x
= qcN/2
[
1
(N/2)q
]2(
N/2
c
)
q
(
N/2
1
)
q
x2 = 0
In an analogous way we get ∑
0≤j<c
qj · [ξ(da ⊗ dj)ξ(d1 ⊗ dc−j)] = 0
so that for 1 ≤ a, 1 ≤ c and a+c+1 = N , from (25), we deduce that ξ (da ⊗ d1dc) = ξ (dad1 ⊗ dc) .
Therefore for any 1 ≤ a, 1 ≤ c and a + c + 1 = N one has ξ (da ⊗ d1dc) = ξ (dad1 ⊗ dc) both
in the even and in the odd case. Since yn = (n)q!dn, for every 0 ≤ n ≤ N − 1, then we obtain
ξ(ya⊗y1+c) = ξ
(
ya+1 ⊗ yc
)
. Therefore,we have ξ(y⊗yN−1) = ξ
(
y2 ⊗ yN−2
)
= · · · = ξ(yN−1⊗y).
Let us check that Y N = 1R ⊗ ξ
(
y ⊗ yN−1
)
regardless the parity of N .
By Proposition 2.7, we have
Y N =
{
1R ⊗ ξ
(
y ⊗ yN−1
)
if N is odd
1R ⊗ ξ
(
y ⊗ yN−1
)
+
(
N−1
N/2
)
q
X2 if N is even
where, if N is even, by definition X = (N/2− 1)q!1R ⊗ x. Since x
2 = 0, we obtain X2 =[
(N/2− 1)q!
]2
1R ⊗ x
2 = 0 and hence we get (31) regardless to the parity of N.
3) Assume x = 0 and let us prove that
ξ
(
ya ⊗ yb
)
= 0 for a+ b =
3N
2
, 1 ≤ a, b ≤ N − 1.
Let u, v ∈ N be such that 1 ≤ u, v ≤ N − 2, and u + v + 1 = 3N/2. Then for any 0 ≤ i < u we
have 1 ≤ i+ v < u+ v = 3N/2− 1 so that ξ (di ⊗ dν) =
1
(i)q !(ν)q !
ξ
(
yi ⊗ yν
)
= 0 unless i+ v = N .
In this case, since
(i+ v) + (u− i+ 1) = v + u+ 1 = 3N/2
we have u− i+ 1 = 3N/2−N = N/2 and hence ξ(du−i ⊗ d1) =
1
(u−i)q !
ξ
(
yu−i ⊗ y
) (29)
= 0.
In conclusion, for any 1 ≤ u, v ≤ N − 2, such that u+ v + 1 = 3N/2, we have
ξ (di ⊗ dν) ξ(du−i ⊗ d1) = 0, for 0 ≤ i < u.
Similarly, for any 1 ≤ u, v ≤ N − 2, such that u+ v + 1 = 3N/2, we have
ξ (du ⊗ dj) ξ (d1 ⊗ dν−j) = 0, for 0 ≤ j < v.
Therefore, by 25, for any 1 ≤ u, v ≤ N − 2, such that u+ v + 1 = 3N/2, we obtain
ξ (du ⊗ d1dν)− ξ (dud1 ⊗ dν)
=
∑
0≤i<u
qν(u−i)+νξ (di ⊗ dν) ξ(du−i ⊗ d1)−
∑
0≤j<ν
qjξ (du ⊗ dj) ξ (d1 ⊗ dν−j) = 0.
From this we infer that, for any 1 ≤ u, v ≤ N − 2, such that u + v + 1 = 3N/2, we have
ξ
(
yu ⊗ y1+ν
)
= ξ
(
yu+1 ⊗ yν
)
. Thus, since 3N/2− 1 ≥ N, we have y3N/2−1 = 0 and hence we get
0 = ξ(y ⊗ y3N/2−1) = ξ(y2 ⊗ y3N/2−2) = · · · = ξ
(
yN−1 ⊗ yN/2+1
)
.
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
Lemma 2.9. Keep the assumptions and notations of 2.2.
1) If N is odd then ρ (da) = g
a ⊗ da, for any 0 ≤ a ≤ N − 1.
2) If N is even then ρ (da) = g
a ⊗ da, for any 0 ≤ a ≤ N/2.
Moreover we have ρ
(
d1dN/2
)
= g1+N/2⊗ d1dN/2+(xg − qgx)⊗ d1, where x = ξ
(
d1 ⊗ dN/2−1
)
.
Proof. 1) and the first part of 2) follow by [AMStu, Lemma 3.23]. Let t = N/2. Then, for any
0 ≤ i ≤ 1, 0 ≤ j ≤ t such that 0 < i + j < 1 + t, we have 1 ≤ (1 + t) − (i+ j) ≤ 1 + t − 1 =
N/2. Since (1− i) + (t− j) = (1 + t) − (i+ j), by (23) we have that ξ (d1−i ⊗ dt−j) = 0 unless
(1 + t)− (i+ j) = 1 + t− 1 = N/2 that is i+ j = 1, i.e. (i, j) = (0, 1) or (i, j) = (1, 0) . Hence, by
(19), for a = 1, b = t = N/2, we have
ρ
(
d1dN/2
)
=
∑
g
(
dN/2
)
〈−1〉
⊗ d1
(
dN/2
)
〈0〉
+ ξ
(
d1 ⊗ dN/2−1
)
g ⊗ d1 − qgξ
(
d1 ⊗ dN/2−1
)
⊗ d1
= g1+N/2 ⊗ d1dN/2 + ξ
(
d1 ⊗ dN/2−1
)
g ⊗ d1 − qgξ
(
d1 ⊗ dN/2−1
)
⊗ d1.

Lemma 2.10. Keep the assumptions and notations of 2.2. If either N is odd or N is even and
x = 0 (e.g. N/2 is even or H is cosemisimple) then
ρ (da) = g
a ⊗ da,
for any 0 ≤ a ≤ N − 1. Moreover, in this case, R = Rq (H, g, χ) is a quantum line.
Proof. Recall that by Lemma 2.9, we have that
• If N is odd then ρ (da) = g
a ⊗ da, for any 0 ≤ a ≤ N − 1.
• If N is even then ρ (da) = g
a ⊗ da, for any 0 ≤ a ≤ N/2.
Thus assume that N is even and x = 0.
If N/2 + 1 ≤ a + b ≤ N, and 0 < i + j < a + b, since (a− i) + (b− j) = (a+ b) − (i+ j) , we
have 0 < (a− i) + (b− j) < N so that ξ (da−i ⊗ db−j) = 0 unless (a− i) + (b− j) = N/2 in view
of (23). We have
ξ (da−i ⊗ db−j) =
1
(a− i)q! (b− j)q!
ξ
(
ya−i ⊗ yb−j
) (29)
= = (N/2− 1)q!x = 0.
Summing up, we have obtained that
ξ (da−i ⊗ db−j) = 0, if N/2 + 1 ≤ a+ b ≤ N, 0 < i+ j < a+ b.
Therefore, by (19), we have
ρ (dadb) =
∑
(da)〈−1〉 (db)〈−1〉 ⊗ (da)〈0〉 (db)〈0〉 for any N/2 + 1 ≤ a+ b ≤ N.
Since ρ (da) = g
a ⊗ da, for any 0 ≤ a ≤ N/2, and since dadb =
(
a+b
a
)
q
da+b, it is clear that
the displayed relation above holds also for any 0 ≤ a + b ≤ N/2. Thus, by applying [AMStu,
Lemma 3.23], we obtain that ρ (da) = g
a ⊗ da, for any 0 ≤ a ≤ N − 1. From this we infer that
ρ (ya) = ga ⊗ ya, for any 0 ≤ a ≤ N − 1.
This fact entails that the multiplication m of R is left H-colinear and hence, by Theorem 2.4,
R = Rq (H, g, χ) is a quantum line. 
Proposition 2.11. Keep the assumptions and notations of 2.2 and assume that H is either f.d.
or cosemisimple.
1) Then, regardless to the parity of N, there exists λ (N) ∈ K such that
(33) ξ(y ⊗ yN−1) = ξ
(
y2 ⊗ yN−2
)
= · · · = ξ(yN−1 ⊗ y) = λ(N)(1H − g
N).
Moreover (H, g, χ, λ (N)) is a compatible datum for q and Y N = λ (N) (1R#ξH − Γ
N ).
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2) If either N is odd or N is even and x = 0 (e.g. N/2 is even or H is cosemisimple), then,
for any a, b ∈ N, we have
ξ(ya ⊗ yb) =

1 for a+ b = 0
λ(N)(1H − g
N) for a+ b = N, a 6= 0, b 6= 0
0 otherwise
and R = Rq (H, g, χ) is a quantum line.
Proof. 1) By Lemma 2.6, we have x2 = 0. By [AMStu, Corollary 3.22], there exists λ (N) ∈ K
such that
Y N = λ (N)
(
1R#ξH − Γ
N
)
= 1R ⊗ λ (N)
(
1H − g
N
)
where λ (N) = 0 whenever gN = 1H . Thus, by (31), we get ξ
(
y ⊗ yN−1
)
= λ (N)
(
1H − g
N
)
.
By [AMStu, Theorem 3.29], there exists λ (N)
′
such that
(
H, g, χ, λ (N)
′)
is a compatible datum
for q and Y N = λ (N)′
(
1R#ξH − Γ
N
)
. Since λ (N) = 0 whenever gN = 1H , we get λ (N)
′ = λ (N) .
2) First of all, we point out that, in view of Theorem 2.4, yn = 0 for any n ≥ N, so that we can
assume 0 ≤ a, b ≤ N − 1.
Let 0 ≤ a, b ≤ N − 1. Then, from (23), we infer that
ξ(ya ⊗ yb) = 0 unless a+ b = 0,
N
2
, N,
3N
2
,
whenever they make sense.
Now, if N is odd, the first assertion holds true in view of 1).
Assume N is even and x = 0. The first assertion holds true in view of 1),(29) and (32).
The last statement follows in view of Lemma 2.10. 
Lemma 2.12. [AMStu, Lemma 3.8] Let H be a Hopf algebra, let A be a bialgebra and let σ : H → A
be an injective morphism of bialgebras having a retraction π : A → H (i.e. πσ = H) that is an
H-bilinear coalgebra map. Let (R,m, u, δ, ε) be the pre-bialgebra in HHYD associated to (A, π, σ)
with corresponding cocycle ξ. Then, for every r ∈ R and h ∈ H, we have
π (rσ (h)) = ε (r) h.
Moreover the following assertions are equivalent:
(1) ξ = ε⊗ ε.
(2) π : A→ H is a bialgebra homomorphism.
(3) R is a braided bialgebra in HHYD and R#ξH = R#H is the Radford-Majid bosonization of
R.
Corollary 2.13. Keep the assumptions and notations of 2.2 and assume that H is either f.d.
or cosemisimple. Then there exists a λ (N) ∈ K such that (33) holds and (H, g, χ, λ (N)) is a
compatible datum for q.
If either N is odd or N is even and x = 0, then the following assertions are equivalent:
(a) ξ = ε⊗ ε.
(b) The compatible datum (H, g, χ, λ (N)) is trivial.
(c) R is a braided bialgebra (in fact a quantum line) in HHYD and B = R#ξH is the Radford-
Majid bosonization of R.
Proof. By Lemma 2.8, the first assertion holds.
(a)⇔ (b) By Proposition 2.11, we have that ξ = ε⊗ ε if and only if λ(N)(1H − g
N) = 0. This
condition is equivalent to triviality of the compatible datum.
(a) ⇔ (c) It follows by applying Lemma 2.12 to (B, π, σ) where π : B → H, π (r#h) = ε (r) h
and σ : H → B, σ (h) = 1R#h (see also Definition 1.11 and Remark 1.12). 
Theorem 2.14. Let H be a Hopf algebra over a field K. Let A be a bialgebra and let σ : H → A
be an injective morphism of bialgebras having a retraction π : A → H (i.e. πσ = IdH) that is an
H-bilinear coalgebra map. Let (R,m, u, δ, ε) be the pre-bialgebra in HHYD associated to (A, π, σ)
and let ξ be the corresponding cocycle. Then the morphism ω : R#ξH → A, ω(r⊗ h) = rσ(h) is a
bialgebra isomorphism.
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Assume that
• H is either f.d. or cosemisimple;
• R is an N -dimensional thin coalgebra where P (R) = Ky.
Let g ∈ H and χ ∈ H∗ be such that (H, g, χ) is the Yetter-Drinfeld datum associated to y and
let q = χ(g).
Then there exists λ(N) ∈ K such that (H, g, χ, λ(N)) is a compatible datum for q and y·AN =
λ(N)(1H − σ (g)
N
).
Moreover the following assertions are equivalent:
(a) m is left H-colinear.
(b) N is odd or ξ(y ⊗ y·RN/2−1) = 0.
(c) The n-th iterated power y·Rn of y in R and the n-th iterated power y·An of y in A coincides
for every 0 ≤ n ≤ N − 1.
(d) R = Rq (H, g, χ) is a quantum line.
Furthermore, if these conditions are satisfied, for any a, b ∈ N, we have
(34) ξ(ya ⊗ yb) =

1 for a+ b = 0
λ(N)(1H − g
N) for a+ b = N, a 6= 0, b 6= 0
0 otherwise
and the following assertions are equivalent:
(1) ξ = ε⊗ ε.
(2) The compatible datum (H, g, χ, λ (N)) is trivial i.e. λ (N) = 0.
(3) A is the Radford-Majid bosonization of R.
(4) π is a bialgebra homomorphism.
Proof. The first assertion follows by Definitions 1.11.
Assume that H is either f.d. or cosemisimple and that R is an N -dimensional thin coalgebra
where P (R) = Ky.
The second assertion follows by Lemma 2.8 which implies also that ξ(y⊗yN−1) = λ(N)(1H−g
N).
Note that the assumptions of 2.2 are fulfilled so that we can keep also the notations therein.
In particular, we can consider a divided power sequence of non-zero elements in R d0 = 1R, d1 =
y, . . . , dN−1 which satisfies the conditions stated in 2.2. By (29) in Proposition 2.8, we have
ξ(y ⊗ yN/2−1) = (N/2− 1)q!x so that ξ(y ⊗ y
N/2−1) = 0 is equivalent to x = 0.
(d)⇒ (a) is trivial.
(a)⇒ (b) Assume that N is even.
If N = 2, then, by Lemma 2.6, x = 0.
Assume N 6= 2. Then, by Lemma 2.9, we have
ρ
(
dN/2
)
= gN/2 ⊗ dN/2, and ρ
(
d1dN/2
)
= g1+N/2 ⊗ d1dN/2 + (xg − qgx)⊗ d1.
By hypothesis ρ
(
d1dN/2
)
= g1+N/2 ⊗ d1dN/2, so that (xg − qgx) ⊗ d1 = 0 that is xg = qgx. By
Lemma 2.6, we also have xg + gx = 0 whence g (qx) = qgx = xg = −gx. By multiplying on the
left by g−1, we get qx = −x which implies x = 0 since q 6= −1 (otherwise N = o (q) = 2).
(b) ⇒ (c) By Proposition 2.8 , (b) implies N is odd or ξ
(
y ⊗ yN/2−1
)
= 0. By [AMStu, Theorem
3.30], (c) holds true.
(c)⇒ (b) Assume that N is even. By Proposition 2.7 we have that Y N/2 = X + yN/2 ⊗ 1H . Thus
y·AN/2 = ω(Y )·AN/2 = ω(Y N/2) = ω (X) + ω
(
y·RN/2 ⊗ 1H
)
= ω (X) + y·RN/2
so that ω (X) = 0 and hence X = 0. Since X = (N/2− 1)q!σ (x) and o(q) = N we obtain σ (x) = 0
which entails x = 0.
(b)⇒ (d) follows by Proposition 2.11 which also implies that ξ fulfills (34).
(1)⇔ (2) follows by Corollary 2.13.
(1)⇔ (3)⇔ (4) follows by Lemma 2.12. 
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Note that in the following result H is a cosemisimple Hopf algebra and we require the existence
of a retraction π which is an.H-bilinear coalgebra map. In Theorem 3.8 H is assumed to be both
cosemisimple and finite dimensional. In this case such a retraction always exists.
Corollary 2.15. Let H be a cosemisimple Hopf algebra over a field K. Let A be a bialgebra
and let σ : H → A be an injective morphism of bialgebras having a retraction π : A → H (i.e.
πσ = IdH) that is an H-bilinear coalgebra map. Let (R,m, u, δ, ε) be the pre-bialgebra in
H
HYD
associated to (A, π, σ) and let ξ be the corresponding cocycle. Then the morphism ω : R#ξH → A,
ω(r ⊗ h) = rσ(h) is a bialgebra isomorphism.
Assume that R is an N -dimensional thin coalgebra where P (R) = Ky (hence σ (H) = A0).
Let g ∈ H and χ ∈ H∗ be such that (H, g, χ) is the Yetter-Drinfeld datum associated to y and
let q = χ(g).
Then we have that:
a) There exists λ(N) ∈ K such that (H, g, χ, λ(N)) is a compatible datum for q and y·AN =
λ(N)(1H − σ (g)
N
).
b) The n-th iterated power y·Rn of y in R and the n-th iterated power y·An of y in A coincides
for every 0 ≤ n ≤ N − 1.
c) R = Rq (H, g, χ) is a quantum line.
Moreover, for any a, b ∈ N, we have
ξ(ya ⊗ yb) =

1 for a+ b = 0
λ(N)(1H − g
N) for a+ b = N, a 6= 0, b 6= 0
0 otherwise
and the following assertions are equivalent:
(1) ξ = ε⊗ ε.
(2) The compatible datum (H, g, χ, λ (N)) is trivial.
(3) A is the Radford-Majid bosonization of R.
(4) π is a bialgebra homomorphism.
Proof. It follows by 7) in Lemma 2.6 and by Theorem 2.14.
Note that, in view of Lemma 1.16, we have σ (H) = A0. 
3. Ad-invariant integrals
3.1. Recall from [AMSte, Definition 2.7] that an ad-invariant integral for a Hopf algebra H is a
K-linear map γ : H → K such that∑
h(1)γ
(
h(2)
)
= 1Hγ (h) , γ (1H) = 1K ,
∑
γ
[
h(1)xSH
(
h(2)
)]
= εH (h)γ (x) ,
for any h, x ∈ H. From [AMSte, Theorem 2.27], any semisimple and cosemisimple Hopf algebra
(e.g. f.d. cosemisimple and char (K) = 0) has such an integral.
Remark 3.2. The group algebra, which is in general not semisimple, always admits an ad-invariant
integral.
Lemma 3.3. Let χ ∈ H∗ be a character of a Hopf algebra H. Let n ∈ N and let z ∈ H. Then
χn (h) z =
∑
h(1)zS
(
h(2)
)
, for every h ∈ H ⇐⇒ hz = zϕnH (h) , for every h ∈ H
where ϕH is the automorphism of Lemma 1.14.
Proof. Assume χn (h) z =
∑
h(1)zS
(
h(2)
)
. Then
hz =
∑
h(1)zS
(
h(2)
)
h(3) =
∑
χn
(
h(1)
)
zh(2) = z
∑
χn
(
h(1)
)
h(2) = zϕ
n
H (h) .
The converse also holds true, in fact∑
h(1)zS
(
h(2)
)
= zϕnH
(
h(1)
)
S
(
h(2)
)
= z
∑
χn
(
h(1)
)
h(2)S
(
h(3)
)
= zχn (h) .

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Lemma 3.4. Let (H, g, χ) be a Yetter-Drinfeld datum and assume that H has an ad-invariant
integral γ (e.g. H f.d. cosemisimple). If gN 6= 1H, then the following assertions are equivalent:
(a) χN (h)
(
1H − g
N
)
=
∑
h(1)
(
1H − g
N
)
S
(
h(2)
)
, for every h ∈ H.
(b) χN = εH and g
N ∈ Z (H) .
Proof. Assume that gN 6= 1.
(a)⇒ (b) By applying γ to both sides of equality in (a), we get
γ
[
χN (h)
(
1H − g
N
)]
= γ
[∑
h(1)
(
1H − g
N
)
S
(
h(2)
)]
i.e.
χN (h)λ
(
1H − g
N
)
= εH (h)λ
(
1H − g
N
)
.
Since gN ∈ G (H) and gN 6= 1H , we infer γ
(
gN
)
= 0 so that we get χN (h) = εH (h) for any h ∈ H
and hence χN = εH . By equality in (a) and by Lemma 3.3 applied to the case z = 1H − g
N , we
deduce h
(
1H − g
N
)
=
(
1H − g
N
)
ϕNH (h) , for every h ∈ H.
Since ϕNH (h) =
∑
χN
(
h(1)
)
h(2) = h, we get that g
N ∈ Z (H) .
(b)⇒ (a) It is trivial. 
Proposition 3.5. Let H be a Hopf algebra endowed with an ad-invariant integral (e.g. H f.d.
cosemisimple). Then a compatible datum for q is exactly a quadruple (H, g, χ, λ (N)) , where
• (H, g, χ) is a Yetter-Drinfeld datum for q,
• λ (N) ∈ K is arbitrary if
χN = εH , and g
N ∈ Z (H) \ {1H} ,
while λ (N) = 0 otherwise.
Proof. By definition a compatible datum for q is a quadruple (H, g, χ, λ (N)) such that (H, g, χ) is
a Yetter-Drinfeld datum for q, λ (N) ∈ K and λ (N) = 0 if
gN = 1H , or χ
N (h)
(
1H − g
N
)
6=
∑
h(1)
(
1H − g
N
)
Sh(2), for some h ∈ H,
while λ (N) is an arbitrary otherwise. Equivalently λ (N) ∈ K is arbitrary if
gN 6= 1H , and χ
N (h)
(
1H − g
N
)
=
∑
h(1)
(
1H − g
N
)
Sh(2), for every h ∈ H,
while λ (N) = 0 otherwise.
The conclusion follows by observing that, by Lemma 3.4, the displayed conditions are equivalent
to χN = εH and g
N ∈ Z (H) \ {1H} . 
Remark 3.6. In the case when H = KG (H) and G (H) is a finite abelian group, in view of
Proposition 3.5, our definition of a compatible datum agrees with [AS, page 679].
Proposition 3.7. Keep the assumptions and notations of 2.2. If H has an ad-invariant integral
(e.g. H f.d. cosemisimple), then, there exists λ (N) ∈ K such that, for any a, b ∈ N, we have
ξ(ya ⊗ yb) =

1 for a+ b = 0
λ(N)(1H − g
N) for a+ b = N, a 6= 0, b 6= 0
0 otherwise.
and (H, g, χ, λ (N)) is a compatible datum for q. Moreover, in this case, R = Rq (H, g, χ) is a
quantum line and, if ξ 6= ε⊗ ε, we have
χN = εH and g
N ∈ Z (H) \ {1H} .
Proof. Assume that H has an ad-invariant integral. In particular this is a total integral and hence
H is cosemisimple so that, by Proposition 2.11, we get the first statement. Assume ξ 6= ε⊗ ε. By
Corollary 2.13, this means λ(N)(1H − g
N ) 6= 0 so that λ(N) 6= 0 and gN 6= 1H . By Proposition
3.5, we conclude. 
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Theorem 3.8. Let A be a bialgebra over a field K. Suppose that the coradical H of A is a f.d.
subbialgebra of A with antipode. Then A is a Hopf algebra and there is a retraction π : A → H
(i.e. πσ = H where σ : H → A is the canonical injection) that is an H-bilinear coalgebra map.
Let (R,m, u, δ, ε) be the pre-bialgebra in HHYD associated to (A, π, σ) with corresponding cocycle ξ.
Assume that R is an N -dimensional thin coalgebra where P (R) = Ky.
Then there exist
• a primitive N -th root of unit q,
• g ∈ H,χ ∈ H∗, λ (N) ∈ K so that (H, g, χ, λ (N)) is a compatible datum for q
such that
1) R = Rq (H, g, χ) is a quantum line spanned by y.
2) The n-th iterated power of y in R and the n-th iterated power of y in A coincide for every
0 ≤ n ≤ N − 1.
3)
ξ(ya ⊗ yb) =

1 for a+ b = 0
λ(N)(1H − g
N) for a+ b = N, a 6= 0, b 6= 0
0 otherwise.
Moreover A is a Hopf algebra with basis{
yiσ (h) | 0 ≤ i ≤ N − 1, h ∈ B (H)
}
,
algebra structure given by
yN = λ (N)
(
1A − Γ
N
)
,
σ (h) ya = yaσ [ϕaH (h)] for any a ∈ N, and h ∈ H
and coalgebra structure given by
∆A (y) = y ⊗ 1A + Γ⊗ y.
Here ϕH : H → H denotes the algebra automorphism of H defined by ϕH (h) =
∑
χ
(
h(1)
)
h(2)
and Γ = σ (g) .
Furthermore, if yN = λ (N)
(
1A − Γ
N
)
6= 0, then
χN = εH and g
N ∈ Z (H) \ {1H} .
Finally, if Z (H) = {1H} , then π is also an algebra homomorphism and hence A is the Radford-
Majid bosonization of R.
Proof. In view of [AMStu, Theorem 4.5] it remains to prove the last two sentences.
The second last one follows by Proposition 3.7 and Theorem 2.14.
Assume that Z (H) = {1H} . Then, by the foregoing, we get λ (N)
(
1H − g
N
)
= 0 so that the
compatible datum (H, g, χ, λ (N)) is trivial. The conclusion follows in view of Theorem 2.14. 
4. Ore Extensions
Recall that for a K-algebra A, an algebra endomorphism ϕ : A→ A and a linear map δ : A→ A
such that δ (ab) = aδ (b) + δ (a)ϕ (b) , for every a, b ∈ A (namely δ is a ϕ-derivation), the Ore
extension (or Skew Polinomial Ring) A[X,ϕ, δ] is A[X ] as an abelian group, with multiplication
induced by
aX = δ (a) +Xϕ (a) , for every a ∈ A.
The Ore extension A[X,ϕ, δ] fulfills the following universal property.
Lemma 4.1. Let A[X,ϕ, δ] be an Ore extension of A and let i : A → A[X,ϕ, δ] be the canonical
inclusion. Let B be an algebra, let f : A→ B be an algebra homomorphism and let b ∈ B be such
that
f (a) b = f [δ (a)] + bf [ϕ (a)] , for every a ∈ A.
Then, there exists a unique algebra homomorphism f : A[X,ϕ, δ]→ B such that
f (X) = b and f ◦ i = f.
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Theorem 4.2. Let q be a primitive N -th root of unity.
For any compatible datum (H, g, χ, λ (N)) for q, there exist a Hopf algebra
O = O (H, g, χ, λ (N)) ,
an injective Hopf algebra map σO : H → O and an element y ∈ O such that{
yiσO (h) | 0 ≤ i ≤ N − 1, h ∈ B (H)
}
,
is a basis for O, where B (H) is a basis of H; moreover the algebra structure of O is given by
yN = λ (N)
(
1O − Γ
N
)
, where Γ = σO (g)
σO (h) y
a = yaσO [ϕ
a
H (h)] for any a ∈ N, and h ∈ H,
and the coalgebra structure is given by
∆O (y) = y ⊗ 1O + Γ⊗ y.
Here ϕH : H → H denotes the algebra automorphism of H defined by ϕH (h) =
∑
χ
(
h(1)
)
h(2).
i) Let
p : O → H, p [ynσO (h)] = δn,0h, for every 0 ≤ n ≤ N − 1, h ∈ B (H) .
Then p is an H-bilinear coalgebra (not necessarily algebra) retraction (pσO = H) of σ. Moreover
the pre-bialgebra in HHYD associated to (O, p, σO) is (R,m, u, δ, ε) with corresponding cocycle ξ
where
1) R = Rq (H, g, χ) is a braided bialgebra in
H
HYD, in fact a quantum line spanned by y of
dimension N and the N -th power of y in R is zero.
2) for any 0 ≤ n ≤ N − 1, the n-th power of y in R coincides with the n-th power of y in O,
namely yn.
3) for any 0 ≤ a, b ≤ N − 1, we have
ξ(ya ⊗ yb) =

1 for a+ b = 0
λ(N)(1H − g
N ) for a+ b = N
0 otherwise.
Furthermore the map
ω : Rq (H, g, χ)#ξH → O (H, g, χ, λ (N)) , ω(r ⊗ h) = rσO(h)
is a Hopf algebra isomorphism.
ii) Let B be a bialgebra, let f : H → B be a bialgebra homomorphism and b ∈ B be such that
f (h) b = bf [ϕH (h)] , for every h ∈ H,(35)
bN = λ (N)
(
1− f (g)N
)
, ∆B (b) = b⊗ 1B + f (g)⊗ b.(36)
Then there exists a unique bialgebra homomorphism f̂ : O → B such that f̂ ◦σO = f and f̂ (y) = b.
Proof. Let w = λ (N)
(
1− gN
)
.We will endow the Ore extensionO = H [X,ϕH , 0] with a bialgebra
structure and we will quotient it by a suitable ideal. By applying the universal property of Ore
extensions to the case B = O ⊗ O, f = (i⊗ i)∆H and b = X ⊗ 1O + g ⊗X one can prove that
there exists a unique algebra homomorphism ∆O : O → O ⊗O such that
∆O (X) = b = X ⊗ 1O + g ⊗X and ∆O ◦ i = (i⊗ i)∆H .
Let us apply once more the universal property of Ore extensions to obtain a counit. We do it
in the case B = K, f = εH and b = 0. Therefore there exists a unique algebra homomorphism
εO : O → K such that
εO (X) = b = 0 and εO ◦ i = εH .
Obviously (O,∆O, εO) is a coalgebra such that O becomes a bialgebra. Let us prove that O
has an antipode. By the universal property of O, there exists a unique algebra homomorphism
SO : O → O
op such that
SO (X) = b and SO ◦ i = f,
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where f : H → Oop is the algebra homomorphism defined by f = iSH and b = −g
−1X ∈ O. In
conclusion SO is an antipode for O which becomes a Hopf algebra. From ∆O ◦ i = (i⊗ i)∆H
and εO ◦ i = εH , we get that i is a bialgebra and hence a Hopf algebra map. The two-sided ideal
J :=
(
XN − w
)
of O is a Hopf ideal. Therefore we are led to consider the Hopf algebra
O = O (H, g, χ, λ (N)) =
H [X,ϕH , 0]
(XN − w)
.
Let σO : H → O be the canonical map and set y = X + J . It is straightforward to prove that O
fulfills the required properties.
i) It follows by [AMStu, Theorem 4.1] and Definitions 1.11.
ii) By the universal property of Ore extensions, if B is an algebra, f : H → B is an algebra
homomorphism and b ∈ B is such that f (h) b = bf [ϕH (h)] , for every h ∈ H,then, there exists a
unique algebra homomorphism f : H [X,ϕH , 0]→ B such that
f (X) = b and f ◦ i = f.
Since
f
(
XN − w
)
= bN − f
[
λ (N)
(
1− gN
)]
= bN − λ (N)
(
1− f (g)
N
)
= 0
we obtain an algebra homomorphism f̂ : O → B. Clearly f̂ ◦ σO = f and f̂ (y) = b.
Assume that B is a bialgebra. From(
f ⊗ f
)
∆O (X) =
(
f ⊗ f
)
(X ⊗ 1O + g ⊗X) = b⊗ 1B + f (g)⊗ b = ∆B (b) = ∆Bf (X)(
f ⊗ f
)
∆Oi =
(
f ⊗ f
)
(i⊗ i)∆H = (f ⊗ f)∆H = ∆Bf = ∆Bf ◦ i
we get ∆B ◦ f =
(
f ⊗ f
)
◦∆O. From b⊗ 1B + f (g)⊗ b = ∆B (b) we get εB (b) = 0 and hence
εBf (X) = εB (b) = 0 = εO (X) and εBfi = εBf = εO.
Thus εB◦f = εO so that f is a bialgebra homomorphism and hence f̂ is a bialgebra homomorphism.

Remark 4.3. Let (H, g, χ, λ (N)) be a compatible datum for q where H is a cosemisimple Hopf
algebra. Then, in view of Theorem 4.2 and of Lemma 1.16, H is the coradical of O (H, g, χ, λ (N)).
Theorem 4.4. Let H be a Hopf algebra over a field K. Let A be a bialgebra and let σ : H → A
be an injective morphism of bialgebras having a retraction π : A → H (i.e. πσ = H) that is an
H-bilinear coalgebra map. Assume that either H is f.d. or cosemisimple and that the coalgebra in
the pre-bialgebra in HHYD associated to (A, π, σ) is N -dimensional and thin.
Then there exists
• a primitive N -th root of unit q,
• g ∈ H,χ ∈ H∗, λ (N) ∈ K
such that (H, g, χ, λ (N)) is a compatible datum for q and there is a bialgebra isomorphism
σ̂ : O (H, g, χ, λ (N))→ A such that σ̂ ◦ σO = σ.
Proof. By [AMStu, Theorem 4.2], there exists z ∈ A such that A is a Hopf algebra with basis{
ziσ (h) | 0 ≤ i ≤ N − 1, h ∈ B (H)
}
,
algebra structure given by zN = λ (N)
(
1A − Γ
N
)
, σ (h) za = zaσ [ϕaH (h)] for any a ∈ N, and
h ∈ H and coalgebra structure given by ∆A (z) = z ⊗ 1A + Γ⊗ z. Here ϕH : H → H denotes the
algebra automorphism of H defined by ϕH (h) =
∑
χ
(
h(1)
)
h(2) and Γ = σ (g) . By Theorem 4.2
applied to that case (B, f, b) := (A, σ, z) , there exists a unique bialgebra homomorphism
σ̂ : O = O (H, g, χ, λ (N))→ A
such that σ̂ ◦ σO = σ and σ̂ (y) = z. Clearly σ̂ is bijective as it sends bijectively a basis of O to a
basis of A. 
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Theorem 4.5. Let A be a finite dimensional bialgebra over a field K. Suppose that the coradical
H of A is a subbialgebra of A with antipode. Then A is a Hopf algebra and there is a retraction
π : A → H (i.e. πσ = H where σ : H → A denotes the canonical injection) that is an H-
bilinear coalgebra map. Let (R,m, u, δ, ε) be the pre-bialgebra in HHYD associated to (A, π, σ) with
corresponding cocycle ξ. Then the following assertions are equivalent:
(a) dimA1 = 2dimH.
(b) R is thin.
Moreover, if one of these conditions is fulfilled, then there exists a primitive N -th root of unit
q, g ∈ H,χ ∈ H∗, λ (N) ∈ K such that (H, g, χ, λ (N)) is a compatible datum for q and there is a
bialgebra isomorphism σ̂ : O (H, g, χ, λ (N))→ A such that σ̂ ◦ σO = σ.
Proof. The first part follows by Theorem 3.8.
By Definitions 1.11, the morphism ω : R#ξH → A, ω(r ⊗ h) = rh is a bialgebra isomorphism.
By [AMSte, Theorem 3.71], for every n ∈ N, we have that (R#ξH)n = Rn ⊗H, where (Rn)n∈N is
the coradical filtration of R. Through ω we get An = RnH so that
dimH = dimA0 = dimR0 · dimH, dimA1 = dimR1 · dimH.
From the first chain of equalities we get that dimR0 = 1 so that R is connected. Therefore R is
thin if and only if dimR1 = 2 i.e. dimA1 = 2dimH.
The last part of the statement follows by Theorem 4.4. 
Remark 4.6. Part of the foregoing theorem is contained in [AS, Corollary, page 673] where it is
proved that if A fulfills (a) then it is generated as an algebra by A1.
Lemma 4.7. Let q be a primitive N -th root of unity.
Let (H, g, χ, λ (N)) be a compatible datum for q where H is a cosemisimple Hopf algebra. We
use the notations of Theorem 4.2. Let z ∈ O = O (H, g, χ, λ (N)) , be such that
∆O (z) = z ⊗ 1O + γ ⊗ z, γ ∈ σO (H) .
Then γ = Γ and z := yα+ β (1− Γ) for some α, β ∈ K.
Proof. Recall that the map
ω : Rq (H, g, χ)#ξH → O (H, g, χ, λ (N)) , ω(r ⊗ h) = rσO(h)
is a Hopf algebra isomorphism. Since R = Rq (H, g, χ) is connected, in view of Lemma 1.16, we
have O0 = H through ω where we identified σO (H) with H . Now z ∈ O0∧OO0 = O1. By [AMSte,
Theorem 3.71], we have that (R#ξH)1 = R1 ⊗H. Through ω, we get O1 = R1H = P (R)H +H.
Hence
z = yα+ β, for some α, β ∈ H.
From ∆O (z) = z ⊗ 1O + γ ⊗ z, γ ∈ G (H) , we get
∆O (yα+ β) = (yα+ β)⊗ 1O + γ ⊗ (yα+ β) .
Since ∆O (y) = y ⊗ 1O + Γ⊗ y,Γ ∈ G (H) , we obtain∑
yα(1) ⊗ α(2) +
∑
Γα(1) ⊗ yα(2) +∆O (β) = yα⊗ 1O + β ⊗ 1O + γ ⊗ yα+ γ ⊗ β i.e.
∑
yα(1) ⊗ α(2) = yα⊗ 1O∑
Γα(1) ⊗ yα(2) = γ ⊗ yα
∆O (β) = β ⊗ 1O + γ ⊗ β
.
Since, by Proposition 1.13, τ (uh) = uεH (h) for every u ∈ R, h ∈ H , by applying the map
τ : O → R : u 7→ u(1)Sp
(
u(2)
)
and a total integral λ ∈ H∗ (which exists as H is cosemisimple), we
get 
τ (yα1)⊗ α2 = τ (yα)⊗ 1O
Γα1 ⊗ yα2 = γ ⊗ yα
1λ (β) = β + γλ (β) , λ ∈ H∗
i.e.

y ⊗ α = y ⊗ εH (α) 1O
Γα1 ⊗ yα2 = γ ⊗ yα
β = λ (β) (1− γ)
i.e.
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α = εH (α) ∈ K
Γ⊗ yα = γ ⊗ yα
β = λ (β) (1− γ)
.
Now, since z /∈ H we have α 6= 0 so that Γ⊗ yα = γ ⊗ yα is equivalent to Γ⊗ y = γ ⊗ y i.e. to
γ = Γ. Then z := yα+ λ (β) (1− Γ) , α, λ (β) ∈ K. 
Proposition 4.8. Let H be a Hopf algebra over a field K. Let A be a bialgebra and let σ : H → A be
an injective morphism of bialgebras having two retractions π1, π2 : A→ H (i.e. πiσ = IdH , i = 1, 2)
that are H-bilinear coalgebra maps. Denote by Ri the pre-bialgebra in HHYD associated to (A, πi, σ)
for i = 1, 2. For i = 1, 2 set τi : A→ R
i : a 7→ a(1)σSπi
(
a(2)
)
. Then
τ1| : R
2 → R1 and τ2| : R
1 → R2
are mutual inverse coalgebra homomorphisms.
Proof. For every u ∈ R2, since, by Proposition 1.13, τi [vσ (h)] = τi (v) εH (h) for every v ∈ A, h ∈
H, we get
τ2τ1 (u) = τ2
[
u(1)σSHπ1
(
u(2)
)]
= τ2
(
u(1)
)
εHSHπ1
(
u(2)
)
= τ2 (u) = u
so that τ2| ◦ τ1| = IdR2 . Similarly one proves that τ1| ◦ τ2| = IdR1 . Let us check that τ1| is a
coalgebra homomorphism. Let u ∈ R2. We have
(τ1 ⊗ τ1) δ2 (u)
(16)
=
∑
τ1
(
τ2
(
u(1)
))
⊗ τ1
(
u(2)
)
=
∑
τ1
(
u(1)σSπ2
(
u(2)
))
⊗ τ1
(
u(3)
)
=
∑
τ1
(
u(1)
)
⊗ τ1
(
u(2)
)
= δ1τ1 (u)
where the last equality follows as τi : A → R
i is a coalgebra homomorphism and δi denotes the
comultiplication of Ri. Moreover ε1τ1 (u) = εA (u)
(16)
= ε1 (u) . 
Theorem 4.9. Let q be a primitive N -th root of unity. Let (H, g, χ, λ (N)) be a compatible datum
for q where H is a cosemisimple Hopf algebra. We use the notations of Theorem 4.2. Let
π : O (H, g, χ, λ (N))→ H
an H-bilinear coalgebra homomorphism which is a retraction of the canonical injection σO. Then
π = p.
Proof. Set O := O (H, g, χ, λ (N)) and σ := σO. As observed in Definitions 1.11, there is a
bialgebra isomorphism ω : Rpi#ζH → O where R
pi is the pre-bialgebra in HHYD associated to
(O, π, σ) with corresponding cocycle ζ.
Set Rp := R. By Proposition 4.8
τp| : R
pi → Rp : u 7→ u(1)σSp
(
u(2)
)
and τpi| : R
p → Rpi : u 7→ u(1)σSπ
(
u(2)
)
are mutual inverse coalgebra homomorphisms.
Note that Rp is always thin unless N = 1 and in this case σO is an isomorphism so that
π = σ−1O = p. Therefore we may assume that R
p is thin. As a consequence Rpi is thin too. Set
z := τpi (y) .
Clearly P (Rpi) = Kz. Let γ ∈ H and θ ∈ H∗ be such that (H, γ, θ) is the Yetter-Drinfeld datum
associated to z and let qpi = θ(γ). In view of Corollary 2.15, we have that:
a) There exists ν(N) ∈ K such that (H, γ, θ, ν(N)) is a compatible datum for q and z·ON =
ν(N)(1H − σ (γ)
N ).
b) The n-th iterated power of z in Rpi and the n-th iterated power of z in O coincides for every
0 ≤ n ≤ N − 1.
c) Rpi = Rq(H, γ, θ) is a quantum line.
Moreover, O ≃ Rpi#ζH as a bialgebra where, for any a, b ∈ N, we get
ζ(za ⊗ zb) =

1 for a+ b = 0
ν(N)(1H − γ
N) for a+ b = N, a 6= 0, b 6= 0
0 otherwise.
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We have ω (z ⊗ 1H) = z so that ω
−1 (z) = z ⊗ 1H and hence
∆O (z) = ∆O
(
ωω−1 (z)
)
= (ω ⊗ ω)∆Rpi#ζH
(
ω−1 (z)
)
= (ω ⊗ ω)∆Rpi#ζH (z ⊗ 1H)
= (ω ⊗ ω)
(∑
z(1)pi ⊗ z
(2)pi
〈−1〉 ⊗ z
(2)pi
〈0〉 ⊗ 1H
)
z∈P (Rpi)
= (ω ⊗ ω)
(
z ⊗ (1R)〈−1〉 ⊗ (1R)〈0〉 ⊗ 1H + 1R ⊗ z〈−1〉 ⊗ z〈0〉 ⊗ 1H
)
(*)
= (ω ⊗ ω) (z ⊗ 1H ⊗ 1R ⊗ 1H + 1R ⊗ γ ⊗ z ⊗ 1H)
= z ⊗ 1O + σ (γ)⊗ z,
where in (*) we used the colinearity of the unity map of Rpi and the formula z〈−1〉 ⊗ z〈0〉 = γ ⊗ z
which holds as (H, γ, θ) is the Yetter-Drinfeld datum associated to z. By Lemma 4.7, we have that
σ (γ) = Γ = σ (g) (so that γ = g) and z := αy + β (1− Γ) for some α, β ∈ K. Hence
z = τpi (z) = τpi [αy + β (1− Γ)] = ατpi (y) = αz
so that, since z 6= 0, we obtain α = 1.
Let us prove that z = y. Recall that Γy = qyΓ. Set a := β (1− Γ) ∈ K 〈Γ〉 . For every h ∈ K 〈Γ〉
there exists h′ ∈ K 〈Γ〉 such that hy = yh′ so that we can write
ν(N)(1H − Γ
N ) = zN = (y + a)N = yN + aN + yb = λ (N)
(
1O − Γ
N
)
+ aN + yb
where b =
N−2∑
i=0
yibi and bi ∈ K 〈Γ〉 . Since
{
y·Oiσ (h) | 0 ≤ i ≤ N − 1, h ∈ B (H)
}
, is a basis for O,
we get b = 0 and
[ν(N)− λ (N)] (1H − Γ
N ) = aN = βN (1O − Γ)
N
=
N∑
i=0
(
N
i
)
βN (−Γ)
i
.
If Γ has finite order t, then Γt = 1 and hence qt = 1. From this we deduce N = o (q) | t. We have
two cases.
t = N) In this case ΓN = 1 so that
0 = [ν(N)− λ (N)] (1H − Γ
N ) = βN (−1)
N
+
N−1∑
i=0
(
N
i
)
βN (−Γ)
i
.
The coefficient of ΓN−1 is zero. Since N 6= 1 (R is thin) this coefficient is exactly
(
N
N−1
)
βN = NβN
and we obtain β = 0.
t 6= N) In this case t > N and 1,Γ,Γ2, . . . ,ΓN−1,ΓN are linearly independent in K 〈Γ〉 so that
the coefficient of ΓN−1 is zero. Since this coefficient is exactly
(
N
N−1
)
βN = NβN we obtain β = 0.
The same argument works when Γ has infinite order.
In any case we have z = αy + β (1− Γ) = y so that ν(N) = λ (N) .
Finally, for every 0 ≤ i ≤ N − 1, h ∈ B (H) , by Proposition 1.13, we have
π
[
y·Oiσ (h)
]
= π
(
y·Oi
)
h = π
(
z·Oi
)
h
(a)
= π
(
z·Rpi i
)
h = εRpi
(
z·Rpi i
)
h = δi,0h = p
[
y·Oiσ (h)
]
.
Thus π = p. 
Corollary 4.10. Let q be a primitive N -th root of unity. Let (H, g, χ, λ (N)) be a compatible
datum for q where H is a cosemisimple Hopf algebra. We use the notations of Theorem 4.2. Let
Q be a pre-bialgebra in HHYD with cocycle ζ such that there is a bialgebra isomorphism Φ : O =
O (H, g, χ, λ (N))→ Q#ζH where Φ ◦ σO is the canonical injection H →֒ Q#ζH. Then Φ induces
an isomorphism
φ : (Rq (H, g, χ) , ξ)→ (Q, ζ)
of pre-bialgebras with a cocycle in HHYD.
Proof. Let π : Q#ζH → H be the canonical projection. Then in view of Theorem 4.9, we have
π ◦ Φ = p, where p is the map defined in Theorem 4.2. By Proposition 1.15, Φ induces an
isomorphism φ : (Rq (H, g, χ) , ξ)→ (Q, ζ) of pre-bialgebras with a cocycle in
H
HYD. 
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Corollary 4.11. Let H be a cosemisimple Hopf algebra over a field K. Let A be a bialgebra
and let σ : H → A be an injective morphism of bialgebras. Assume that there exists a retraction
π : A → H (i.e. πσ = H) that is an H-bilinear coalgebra map and such that the coalgebra in the
pre-bialgebra in HHYD associated to (A, π, σ) is thin. Let π
′ : A → H be an H-bilinear coalgebra
homomorphism which is a retraction of the canonical injection σ. Then π′ = π.
Proof. Assume there exists a retraction π : A→ H as in the statement.
By Theorem 4.4, there exist a primitive N -th root of unit q, g ∈ H,χ ∈ H∗ and λ (N) ∈ K
such that (H, g, χ, λ (N)) is a compatible datum for q and there is a bialgebra isomorphism σ̂ :
O (H, g, χ, λ (N))→ A such that σ̂ ◦ σO = σ. Assume there is a retraction π
′ as in the statement.
Then
π ◦ σ̂ ◦ σO = π ◦ σ = IdH and π
′ ◦ σ̂ ◦ σO = π
′ ◦ σ = IdH .
In view of Theorem 4.9 we have that π ◦ σ̂ = p = π′ ◦ σ̂ so that π = π′. 
5. Compatible Data
In this section we include some results on compatible data that will be needed in the sequel.
Lemma 5.1. Let q be a primitive N -th root of unity and let (H, g, χ, λ (N)) be a compatible datum
for q. Let E be a Hopf subalgebra of H containing KG (H) . Then
(
E, g, χ|E, λ (N)
)
is a compatible
datum for q.
Proof. It is straightforward. 
Lemma 5.2. Let q be a primitive N -th root of unity, where N 6= 1.
Let (H, g, χ, λ (N)) be a compatible datum for q. We use the notations of Theorem 4.2. Let O =
O (H, g, χ, λ (N)). Then, for every character η ∈ O∗, one has η (y) = 0. Moreover η (Γ)
N
= 1K ,
whenever λ (N) 6= 0.
Proof. We will apply Theorem 4.2. Let us check that η (y) = 0.
From Γy = yϕH (Γ) = qyΓ, by applying η on both sides, we get η (Γy) = qη (yΓ) i.e. η (Γ) η (y) =
qη (Γ) η (y) so that, since q 6= 1 (N 6= 1), one has η (Γ) η (y) = 0. From η (Γ) 6= 0, we get η (y) = 0.
Let us prove that η (Γ)
N
= 1K , whenever λ (N) 6= 0. We have
0 = η (y)
N
= η
(
yN
)
= η
[
λ (N)
(
1A − Γ
N
)]
= λ (N)
(
1− η (Γ)
N
)
Since λ (N) 6= 0, we get η (Γ)
N
= 1K . 
Lemma 5.3. Let q be a primitive N -th root of unity and let (H, g, χ) be a Yetter-Drinfeld datum
for q. Then g ∈ Z (G (H)) and χ ∈ Z (G (H∗)) .
Proof. For any a ∈ G (H) , we have
gχ(a)a = g
∑
χ(a(1))a(2)
(8)
=
∑
a(1)χ(a(2))g = aχ(a)g.
Since a is invertible, we have that χ(a) 6= 0 and hence ga = ag.
Let γ ∈ H∗ be a character of H and apply γ to both sides of (8). We obtain
γ (g)
∑
χ(h(1))γ
(
h(2)
)
=
∑
γ
(
h(1)
)
χ(h(2))γ (g)
that is, since γ (g) 6= 0, that χ ∗ γ = γ ∗ χ. 
Proposition 5.4. Let q1 be a primitive N1-th root of unity, N1 6= 0
Let
(
H1, g1, χ1, λ (N1)
)
be a compatible datum for q1. Using the notations of Theorem 4.2, let
H2 = O
(
H1, g1, χ1, λ (N1)
)
and set
y1 = y, and Γ1 = Γ.
Let q2 be a primitive N2-th root of unity, N2 6= 0.
The following assertions are equivalent for a character χ2 ∈
(
H2
)∗
, a group-like Γ2 ∈ G
(
H2
)
and
an element λ (N2) ∈ K :
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(1)
(
H2,Γ2, χ2, λ (N2)
)
is a compatible datum for q2
(2)
(
H1,Γ2, χ2|H1 , λ (N2)
)
is a compatible datum for q2,
χ2 (y1) = 0, χ2 (Γ1)χ1 (Γ2) = 1K ,
and
y1Γ
N2
2 = Γ
N2
2 y1, whenever λ (N2) 6= 0.
Moreover we have that
(37) y1Γ
N2
2 = Γ
N2
2 y1 iff χ1 (Γ2)
N2 = 1K .
Proof. First of all observe that, by Theorem 4.2, H2 is a Hopf algebra and O
(
H1, g1, χ1, λ (N1)
)
≃
Rq
(
H1, g1, χ1
)
#ξH
1 where R = Rq
(
H1, g1, χ1
)
is a quantum line so that (see e.g. [AMStu,
Theorem 3.9]) Corad
(
R#ξH
1
)
= K ⊗Corad
(
H1
)
which means that Corad
(
H2
)
= Corad
(
H1
)
(here we identify H1 with its image in H2). Thus, since Corad
(
H2
)
⊆ H1, we have G
(
H2
)
⊆ H1.
Consider the algebra homomorphisms
ϕH2 : H
2 → H2, ϕH2 (h) =
∑
χ2(h(1))h(2),
ψH2 : H
2 → H2, ψH2 (h) =
∑
h(1)χ2(h(2)).
Let us prove that
(38) Γ2ϕH2 (y1) = ψH2 (y1) Γ2 ⇐⇒ χ2 (Γ1)χ1 (Γ2) = 1K .
In view of Lemma 5.2, χ2 (y1) = 0 so that we have
ϕH2 (y1) =
∑
χ2
[
(y1)(1)
]
(y1) (2)=χ2 (y1) 1A + χ2 (Γ1) y1 = χ2 (Γ1) y1,
ψH2 (y1) =
∑
(y1)(1) χ2
[
(y1)(2)
]
= y1χ2 (1A) + Γ1χ2 (y1) = y1.
Thus, by the definition of the algebra structure of H2 = O, we have
Γ2ϕH2 (y1) = χ2 (Γ1) Γ2y1 = χ2 (Γ1) y1ϕH1 (Γ2) = χ1 (Γ2)χ2 (Γ1) y1Γ2,
ψH2 (y1) Γ2 = y1Γ2.
Thus
Γ2ϕH2 (y1) = ψH2 (y1) Γ2 ⇐⇒ χ1 (Γ2)χ2 (Γ1) y1Γ2 = y1Γ2 ⇐⇒ χ2 (Γ1)χ1 (Γ2) = 1K .
Let us prove that
(39)
∑
(y1)(1)
(
1H1 − Γ
N2
2
)
S
[
(y1)(2)
]
= 0⇐⇒ y1Γ
N2
2 = Γ
N2
2 y1.
We have ∑
(y1)(1)
(
1H − Γ
N2
2
)
S
[
(y1)(2)
]
= y1
(
1H − Γ
N2
2
)
+ Γ1
(
1H − Γ
N2
2
)
S (y1) = y1
(
1H − Γ
N2
2
)
− Γ1
(
1H − Γ
N2
2
)
Γ−11 y1.
Thus∑
(y1)(1)
(
1H1 − Γ
N2
2
)
S
[
(y1)(2)
]
= 0⇐⇒ y1
(
1H − Γ
N2
2
)
= Γ1
(
1H − Γ
N2
2
)
Γ−11 y1
⇐⇒ y1Γ
N2
2 = Γ1Γ
N2
2 Γ
−1
1 y1 ⇐⇒ y1Γ
N2
2 = Γ
N2
2 y1.
The last equivalence follows from Lemma 5.3 which gives Γ1 ∈ Z
(
G
(
H1
))
and hence Γ1Γ2 = Γ2Γ1.
Let us prove (37). Since Γ2 ∈ H
1, we have
ΓN22 y1 = y1ϕH1
(
ΓN22
)
= χ1
(
ΓN22
)
y1Γ
N2
2 = χ1 (Γ2)
N2 y1Γ
N2
2
so that we get (37).
(1)⇒ (2) . Since
(
H2,Γ2, χ2, λ (N2)
)
is a compatible datum for q2, by Lemma 5.1,
(
H1,Γ2, χ2|H1 , λ (N2)
)
is a compatible datum for q2.
Since χi2 is a character, by Lemma 5.2, χ
i
2 (y1) = 0, for every i ∈ N\ {0} .
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Since
(
H2,Γ2, χ2
)
is a Yetter-Drinfeld datum for q2, one has Γ2ϕH2 (h) = ψH2 (h) Γ2, for every
h ∈ H2. We apply this relation to the case h = y1 : Γ2ϕH2 (y1) = ψH2 (y1) Γ2. By (38), this
condition is equivalent to χ2 (Γ1)χ1 (Γ2) = 1K .
Assume now λ (N2) 6= 0. In this case we have
ΓN22 6= 1H2 , and χ
N2
2 (h)
(
1H2 − Γ
N2
2
)
=
∑
h(1)
(
1H2 − Γ
N2
2
)
Sh(2), for every h ∈ H
2.
For h = y1, we get
0 = χN22 (y1)
(
1H − Γ
N2
2
)
=
∑
(y1)(1)
(
1H − Γ
N2
2
)
S
[
(y1)(2)
]
so that, by (39), y1Γ
N2
2 = Γ
N2
2 y1.
(2)⇒ (1) . Let us prove that
(
H2,Γ2, χ2
)
is a Yetter-Drinfeld datum for q2 that is
Γ2
∑
χ2(h(1))h(2) =
∑
h(1)χ2(h(2))Γ2, for every h ∈ H
2.
Thus we have to prove that Γ2ϕH2 (h) = ψH2 (h) Γ2, for every h ∈ H
2.
Now, recall that
W =
{
ya1σ (h) | 0 ≤ a ≤ N1 − 1, h ∈ B
(
H1
)}
is a basis for H2 so that it is enough to prove that
Γ2ϕH2 (y
a
1h) = ψH2 (y
a
1h) Γ2, for every h ∈ B
(
H1
)
.
Since ϕH2 and ψH2 are algebra homomorphisms, it is enough to check it for a = 1 and h = 1H .
In fact since
(
H1,Γ2, χ2|H1
)
is a Yetter-Drinfeld datum for q2, then we know that Γ2ϕH2 (h) =
ψH2 (h) Γ2, for every h ∈ H
1. Since χ2 (Γ1)χ1 (Γ2) = 1K , by (38), we have Γ2ϕH2 (y1) = ψH2 (y1) Γ2.
Hence
(
H2,Γ2, χ2
)
is a Yetter-Drinfeld datum for q2.
Now, if λ (N2) = 0, then
(
H1,Γ2, χ2, λ (N2)
)
is a compatible datum.
Therefore we can assume λ (N2) 6= 0 which implies
ΓN22 6= 1H1 , and χ
N2
2|H1 (h)
(
1H1 − Γ
N2
2
)
=
∑
h(1)
(
1H1 − Γ
N2
2
)
Sh(2), for every h ∈ H
1.
Since λ (N2) 6= 0 and
(
H1,Γ2, χ2|H1 , λ (N2)
)
is a compatible datum for q2, it remains to prove
that
χN22 (h)
(
1H1 − Γ
N2
2
)
=
∑
h(1)
(
1H1 − Γ
N2
2
)
Sh(2), for every h ∈ H
2\H1,
Assume there is h ∈ H2\H1 such that
χN22 (h)
(
1H1 − Γ
N2
2
)
6=
∑
h(1)
(
1H1 − Γ
N2
2
)
Sh(2).
Since W is a basis for H2, we can assume h ∈W and hence h ∈W\H1 so that there exists a least
a ∈ N\ {0} such that h = yak for a suitable k ∈ B
(
H1
)
. We have∑
h(1)
(
1H1 − Γ
N2
2
)
Sh(2)
=
∑
(ya1k)(1)
(
1H1 − Γ
N2
2
)
S
[
(ya1k)(2)
]
=
∑
(ya1 )(1) k(1)
(
1H1 − Γ
N2
2
)
S
(
k(2)
)
S
[
(ya1 )(2)
]
k∈H1
=
∑
(ya1 )(1) χ
N2
2 (k)
(
1H1 − Γ
N2
2
)
S
[
(ya1 )(2)
]
= χN22 (k)
∑
(ya1 )(1)
(
1H1 − Γ
N2
2
)
S
[
(ya1)(2)
]
= χN22 (k)
∑(
ya−11 y1
)
(1)
(
1H1 − Γ
N2
2
)
S
[(
ya−11 y1
)
(2)
]
= χN22 (k)
∑(
ya−11
)
(1)
(y1)(1)
(
1H1 − Γ
N2
2
)
S
[
(y1)(2)
]
S
[(
ya−11
)
(2)
]
= 0.
In fact, since ΓN22 y1 = y1Γ
N2
2 , by (39), we have∑
(y1)(1)
(
1H1 − Γ
N2
2
)
S
[
(y1)(2)
]
= 0.
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Let us prove that χn2 (y) = 0 for every n ∈ N.
If n = 0 then χn2 (y1) = ε (y1) = 0.
If n = 1 then χn2 (y1) = χ2 (y1) = 0.
Let n ≥ 1 and assume χi2 (y1) = 0 for every 0 ≤ i ≤ n− 1. We have
χn2 (y1) =
(
χn−12 ⊗ χ2
)
∆H2 (y1) = χ
n−1
2 (y1)χ2 (1A) + χ
n−1
2 (Γ1)χ2 (y1) = 0.
Moreover, we have
χN22 (h)
(
1H1 − Γ
N2
2
)
= χN22 (y
ak)
(
1H1 − Γ
N2
2
)
=
[
χN22 (y)
]a
χN22 (k)
(
1H1 − Γ
N2
2
)
= 0.
Hence
χN22 (h)
(
1H1 − Γ
N2
2
)
=
∑
(h1)(1)
(
1H1 − Γ
N2
2
)
S
[
(h1)(2)
]
a contradiction. 
6. Examples
First of all we want to exhibit an example of a bosonization as in Definitions 1.10 which is not
a Radford-Majid bosonization.
Example 6.1. Let N > 1. Assume that the field K is algebraically closed. Let H = K 〈g〉 , where
〈g〉 is the multiplicative group associated to Z. Let q ∈ K be a primitive N -th root of unity. Let
χ ∈ H∗ be the character of H defined by setting χ (g) = q.
Then χN = εH . Let now λ (N) be an arbitrary non-zero element of K.
Then, by Remark 3.2 we can apply Proposition 3.5 and deduce that, (H, g, χ, λ (N)) is a compatible
datum for q. By Theorem 4.2 there exists a bialgebra O = O (H, g, χ, λ (N)) , an injective bialgebra
map σ : H → O and an element y ∈ O such that
{yaΓn | 0 ≤ a ≤ N − 1, n ∈ Z}
is a basis for O. Moreover the algebra structure of O is given by yN = λ (N)
(
1O − Γ
N
)
,Γnya =
qanyaΓn for any a ∈ N, and n ∈ Z, and the coalgebra structure is given by ∆O (y) = y⊗1O+Γ⊗y.
Here Γ = σ (g) . Furthermore
ω : Rq (H, g, χ)#ξH → O (H, g, χ, λ (N)) , ω(r ⊗ h) = rσO(h)
is a Hopf algebra isomorphism where
ξ(ya ⊗ yb) =

1 for a+ b = 0
λ(N)(1H − g
N ) for a+ b = N, a 6= 0, b 6= 0
0 otherwise.
and Rq (H, g, χ) is an N -dimensional quantum line spanned by the powers of y and the N -th
power of y in R is zero. Since the compatible datum is non-trivial, by Theorem 2.14, O is not a
Radford-Majid bosonization.
Remark 6.2. Note that, by Corollary 4.10, there exists essentially a unique pre-bialgebra Q in
H
HYD with cocycle ζ such that there is a bialgebra isomorphism Φ : O = O (H, g, χ, λ (N)) →
Q#ζH where Φ ◦ σO is the canonical injection H →֒ Q#ζH. Thus O can not be regarded as a
Radford-Majid bosonization of its Hopf subalgebra H .
Remark 6.3. Let H be a Hopf algebra over a field K. Let A be a bialgebra and let σ : H → A
be an injective morphism of bialgebras having a retraction π : A → H (i.e. πσ = H) that is an
H-bilinear coalgebra map. Assume that H is f.d. and that the coalgebra in the pre-bialgebra in
H
HYD associated to (A, π, σ) is N -dimensional and thin.
Then, by Theorem 4.4, there exists a primitive N -th root of unit q, g ∈ H,χ ∈ H∗, λ (N) ∈ K
such that (H, g, χ, λ (N)) is a compatible datum for q and there is a bialgebra isomorphism σ̂ :
O (H, g, χ, λ (N))→ A such that σ̂◦σO = σ.We are looking for a minimal example of this situation
such that the coalgebra underlying the pre-bialgebra R in HHYD associated to (A, π, σ) is not a
quantum line. In view of Theorem 2.14, we have that N is even and ξ(y ⊗ y·RN/2−1) 6= 0. Note
that the assumptions of 2.2 are fulfilled so that we can keep also the notations therein. By (29) in
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Proposition 2.8, we have ξ(y ⊗ yN/2−1) = (N/2− 1)q!x so that ξ(y ⊗ y
N/2−1) = 0 is equivalent to
x = 0. Thus we need N even and x 6= 0. In view of Lemma 2.6, from x 6= 0, we obtain N/2 6= 1
odd and H not cosemisimple.
Then the minimal candidate for N/2 is 3 and hence N = 6.
Note that N | dimH . In fact N | o (g) and o (g) | dimKG (H) . If N = dimH then H = K 〈g〉
and hence H is cosemisimple. Since this should not be the case, we need N 6= dimH and hence
the minimal candidate is dimH = 2N = 12. Thus
dimA = dimR · dimH = 6 · 12 = 72.
We now give an example of a 72-dimensional Hopf algebra A with a 12-dimensional Hopf sub-
algebra H and an H-bilinear coalgebra projection π onto H which is a retraction of the canonical
injection σ. The coalgebra underlying the pre-bialgebra R in HHYD associated to (A, π, σ) is a
thin coalgebra but not a quantum line. In fact the multiplication is not left H-colinear (see also
Theorem 2.14). We have that R is generated as an algebra by the powers of y, where P (R) = Ky,
and that the powers of y in A and the powers of y in R are actually different. This example shows
that Corollary 4.11 can fail whenever we drop the assumption of H being a cosemisimple Hopf
algebra. In fact, in view of [AMStu, Theorem 4.2] A admits an H-bilinear projection p : A → H
such pσ = IdH but p 6= π (the pre-bialgebra associated to p is a quantum line).
Example 6.4. Let K be a field containing primitive 6-th root of unity q. Let H1 = KG where
G = 〈γ〉 is the cyclic group of order 6. Let χ1 : G → K be the character of G defined by setting
χ1(γ) = −1 and extend, by linearity, χ1 to a character of H
1. Let
N1 = 2, q1 = −1, H
1 = kG, g1 = γ
3, λ (N1) = 0 ∈ K
Then
(
H1, g1, χ1, λ (N1)
)
is a compatible datum for q1. By applying Theorem 4.2 we obtain a Hopf
algebra A1 = O
(
H1, g1, χ1, λ (N1)
)
, generated as an algebra by a group like element γ of order 6
and a skew primitive element x with the following relations (where we identify H1 with its image
in A1):
γ6 = 1A1 , x
2 = 0, γx+ xγ = 0,
∆A1 (γ) = γ ⊗ γ, εA1 (γ) = 1A1 , ∆A1 (x) = γ
3 ⊗ x+ x⊗ 1A1 , εA1 (x) = 0,
SA1 (γ) = γ
−1, SA1 (x) = −γ
−3x.
This 12-dimensional Hopf algebra is called B0 (see [Na])
Let H2 = A1 = O
(
H1, g1, χ1, λ (N1)
)
and set
Γ1 = γ
3.
Let
N2 = 6, q2 = q = primitive 6-th root of unity
Γ2 = γ, λ (N2) = 0 ∈ K
Let χ2 : H
2 → K be the character defined by χ2 (γ) = q2, and χ2 (x) = 0. By Proposition 5.4, in
order to prove that
(
H2,Γ2, χ2, λ (N2)
)
is a compatible datum for q2, it is enough to check that(
H1,Γ2, χ2|H1 , λ (N2)
)
is a compatible datum for q2 and that
χ2 (x) = 0, χ2 (Γ1)χ1 (Γ2) = 1K .
Since λ (N2) = 0 we have only to prove that
(
H1,Γ2, χ2|H1
)
is a Yetter-Drinfeld datum for q2 and
that χ2 (Γ1)χ1 (Γ2) = 1K . We have
χ2 (Γ1)χ1 (Γ2) = χ2
(
γ3
)
χ1 (γ) = q
3 (−1) = −q3 = 1.
Moreover χ2|H1 (Γ2) = χ2|H1 (γ) = χ2 (γ) = q2. We have to prove that
γ
∑
χ2|H1(h(1))h(2) =
∑
h(1)χ2|H1(h(2))γ, for every h ∈ H
1
SMALL BIALGEBRAS WITH A PROJECTION: APPLICATIONS 29
Consider the morphisms
ϕH1 : H
1 → H1 : h 7−→
∑
χ2|H1
(
h(1)
)
h(2), ψH1 : H
1 → H1 : h 7−→
∑
h(1)χ2|H1(h(2)).
Note that both ϕH1 and ψH1 are algebra homomorphism so that, in order to prove that γϕH1 (h) =
ψH1 (h) γ, for every h ∈ H
1 it is enough to check it for h = γ.
Since ϕH1 (γ) = qγ = ψH1 (γ), we get that
(
H2,Γ2, χ2, λ (N2)
)
is a compatible datum for q2.
We apply Theorem 4.2. Therefore there exists a Hopf algebra A2 = O
(
H2,Γ2, χ2, λ (N2)
)
, an
injective Hopf algebra map σ : H2 → A2 and an element y ∈ A2 such that{
yiσ (h) | 0 ≤ i ≤ N − 1, h ∈ B
(
H2
)}
is a basis for A2 where B
(
H2
)
is a basis of H2. Let
Γ = σ (Γ2) , X = σ (x) and Y = y.
Then the algebra structure of A2 is given by
Y 6 = 0, Γ6 = 1A2 , X
2 = 0,
ΓY = qY Γ, XY = −Y X, ΓX = −XΓ,
and coalgebra structure given by
∆A2 (Y ) = Y ⊗ 1A2 + Γ⊗ Y,
∆A2 (X) = Γ
3 ⊗X +X ⊗ 1A2 , ∆A2 (Γ) = Γ⊗ Γ.
Now we simply write H = H2 and A = A2. Identify H with σ (H) . Define
π : A→ H, π
(
Y ih
)
= δi,0h+ δi,3Xh,
for any 0 ≤ i ≤ 5, h ∈ H. It is straightforward to prove that π is an H-bilinear retraction of σ.
Let us prove that π is a morphism of coalgebras. Since π is H-bilinear, it is enough to check it
on the powers of Y. We have
(Γ⊗ Y ) (Y ⊗ 1A) = ΓY ⊗ Y = qY Γ⊗ Y = q (Y ⊗ 1A) (Γ⊗ Y ) .
By the quantum binomial formula, for any 0 ≤ n ≤ 5, we deduce
∆A (Y
n) =
∑n
i=0
(
n
i
)
q
Y n−iΓi ⊗ Y i
so that
(π ⊗ π)∆A (Y
n) = δn,01H ⊗ 1H + δn,3X ⊗ 1H + δn,3Γ
3 ⊗X = ∆Hπ (Y
n)
εHπ
(
Y ih
)
= εH (δi,0h+ δi,3Xh) = δi,0εH (h) = εA
(
Y ih
)
.
We want to compute
R = ACo(H) =
{
a ∈ A |
∑
a(1) ⊗ π
(
a(2)
)
= a⊗ 1H
}
.
Let 0 ≤ n ≤ 5. Using the quantum binomial formula we obtain∑
(Y n)(1) ⊗ π
[
(Y n)(2)
]
= Y n ⊗ 1H +
(
n
3
)
q
Y n−3Γ3 ⊗X.
Since
(
n
3
)
q
= 0 for 0 ≤ n ≤ 2, we get 1A, Y, Y
2 ∈ R. Recall from Proposition 1.13, that the map
τ : A → R, τ (a) =
∑
a(1)σSHπ
[
a(2)
]
defines a coalgebra homomorphism such that τ (aσ (h)) =
τ (a) εH (h) . We have
τ (Y n) = Y n +
(
n
3
)
q
Y n−3Γ3SH (X) = Y
n −
(
n
3
)
q
Y n−3X.
In particular we get
τ (1) = 1, τ (Y ) = Y, τ
(
Y 2
)
= Y 2, τ
(
Y 3
)
= Y 3 −X,
τ
(
Y 4
)
= Y 4 − (2q − 1)Y X, τ
(
Y 5
)
= Y 5 + Y 2X.
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Since τ (Y n) = Y n −
(
n
3
)
q
Y n−3X and{
Y iσ (h) | 0 ≤ i ≤ N − 1, h ∈ B
(
H2
)}
is a basis for A, we get that {τ (Y n) | 0 ≤ n ≤ 5} is linearly independent overK. Since τ is surjective
and τ (aσ (h)) = τ (a) εH (h) , we deduce that {τ (Y
n) | 0 ≤ n ≤ 5} generates R over K and hence
it is a basis. Let y = τ (Y ) = Y and denote by yn the n-th iterated power of y in R. Since (see
Proposition 1.13) τ (a) ·R τ (b) = τ [τ (a) ·A b] , for every a, b ∈ A, it is easy to prove that
yn = τ (Y n) = Y n −
(
n
3
)
q
Y n−3X, for every 0 ≤ n ≤ 5.
From this, since y = Y , we get that the powers of Y in A and the powers of Y in R are actually
different. Moreover R is generated over K by {yn | 0 ≤ n ≤ 5} .
Note that, in view of Theorem 4.2 A = O (H,Γ2, χ2, λ (N2)) has an H-bilinear projection
p : A → H such that pσ = IdH . Moreover the underlying coalgebra structure Q of the pre-
bialgebra in HHYD associated to (A, p, σ) is a thin coalgebra. In view of Proposition 4.8, R is
isomorphic as a coalgebra to Q so that R is thin too. In particular P (R) = Ky.
By Theorem 2.14, we get that the multiplication of R is not left H-colinear. Let us check this
directly. Since, for every r ∈ R, ρ (r) =
∑
π
(
r(1)
)
⊗ r(2), we obtain
ρA (Y
n) = Γn ⊗ Y n +
(
n
3
)
q
XΓn−3 ⊗ Y n−3 and ρA (Y X) = Γ
4 ⊗ Y X + ΓX ⊗ Y
so that
ρ
(
y4
)
= ρA
(
Y 4 −
(
4
3
)
q
Y X
)
= Γ4 ⊗ y4 + 2
(
4
3
)
q
XΓ⊗ y
Since ρ
(
y2
)
= Γ2 ⊗ y2 we infer that the multiplication of R is not left H-colinear. Finally, since,
for any r, s ∈ R, we have ξ(r⊗ s) = π(r ·A s), we obtain ξ(y⊗ y
2) = π
(
Y ·A Y
2
)
= π
(
Y 3
)
= X so
that ξ is not trivial.
Remark 6.5. Let H be a Hopf algebra over a field K. Let A be a bialgebra and let σ : H → A
be an injective morphism of bialgebras having a retraction π : A → H (i.e. πσ = H) that is an
H-bilinear coalgebra map. Assume that either H is f.d. and that the coalgebra underlying the
pre-bialgebra in HHYD associated to (A, π, σ) is N -dimensional and thin.
Then, by Theorem 4.4, there exists a primitive N -th root of unit q, g ∈ H,χ ∈ H∗, λ (N) ∈
K such that (H, g, χ, λ (N)) is a compatible datum for q and there is a bialgebra isomorphism
σ̂ : O (H, g, χ, λ (N)) → A such that σ̂ ◦ σO = σ. We are looking for a minimal example of this
situation such that R is a quantum line but the bosonization is not a Radford-Majid bosonization.
In view of Theorem 2.14, this means λ (N) 6= 0.
Note that N | dimH . If dimH = p a prime number, then N is either 1 or p. In the first
case ξ = ε ⊗ ε so that the bosonization is trivial. In the second case gN = 1H . By definition of
compatible datum we get λ (N) = 0.
Hence the minimal candidate is dimH = 4. Let H = KC4 where C4 = 〈g〉 is the multiplicative
cyclic group of order 4. Set N = 2. Let χ : H → K be the character defined by setting χ (g) = −1.
Then, (H, g, χ) is a Yetter-Drinfeld datum for the primitive N -th root of the unity q = −1. By
Proposition 3.5, for every λ (N) ∈ K, (H, g, χ, λ (N)) is a compatible datum for q = −1. Thus, for
every λ (N) ∈ K\ {0}, O (H, g, χ, λ (N)) is the example we were looking for.
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