Two Causal Principles for Improving Visual Dialog by Qi, Jiaxin et al.
Two Causal Principles for Improving Visual Dialog:
Visual Dialog Challenge 2019 Winner Report
Jiaxin Qi1 Yulei Niu2 Jianqiang Huang1,3 Hanwang Zhang1
1Nanyang Technological University, 2Renmin University of China,
3Damo Academy, Alibaba Group
jiaxin003@e.ntu.edu.sg, niu@ruc.edu.cn, jianqiang.jqh@gmail.com, hanwangzhang@ntu.edu.sg
Abstract
This paper is a winner report from team MReaL-BDAI
for Visual Dialog Challenge 2019. We present two causal
principles for improving Visual Dialog (VisDial). By “im-
proving”, we mean that they can promote almost every ex-
isting VisDial model to the state-of-the-art performance on
Visual Dialog 2019 Challenge leader-board. Such a ma-
jor improvement is only due to our careful inspection on
the causality behind the model and data, finding that the
community has overlooked two causalities in VisDial. In-
tuitively, Principle 1 suggests: we should remove the di-
rect input of the dialog history to the answer model, other-
wise the harmful shortcut bias will be introduced; Princi-
ple 2 says: there is an unobserved confounder for history,
question, and answer, leading to spurious correlations from
training data. In particular, to remove the confounder sug-
gested in Principle 2, we propose several causal interven-
tion algorithms, which make the training fundamentally dif-
ferent from the traditional likelihood estimation. Note that
the two principles are model-agnostic, so they are applica-
ble in any VisDial model.
1. Introduction
Given an image I , a dialog history of past Q&A pairs:
H = {(Q1, A1), ..., (Qt−1, At−1)}, and the current t-th
round question Q, a Visual Dialog (VisDial) agent [9] is
expected to give a good answer A. Our community has al-
ways considered VQA [4] and VisDial as sister tasks due
to their similar settings: Q&A grounded by I (VQA) and
Q&A grounded by (I,H) (VisDial). Indeed, from a tech-
nical point view — just like the VQA models — a typ-
ical VisDial model first uses encoder to represent I , H ,
and Q as vectors, and then feed them into decoder for an-
swer A. Thanks to the recent advances in encoder-decoder
frameworks for VQA [24, 37], as well as for natural lan-
guage processing [38], the performance (NDCG [1]) of Vis-
Dial in literature is significantly improved from the baseline
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Figure 1. Causal graphs of VisDial models (baseline and ours).
H: dialog history. I: image. Q: question. V : visual knowledge.
A: answer. U : user preference. Shaded U denotes unobserved
confounder. See Section 3.2 for detailed definitions.
51.63% [2] to the state-of-the-art 64.47% [12].
However, in this paper, we want to highlight an impor-
tant fact: VisDial is essentially NOT VQA! And this fact is
so profound that all the common heuristics in the vision-
language community — such as the fusion tricks [37, 44]
and attention variants [24, 26] — cannot appreciate the
difference. Instead, we introduce the use of causal infer-
ence [28, 29]: a graphical framework that stands in the
cause-effect interpretation of the data, but not merely the
statistical association of them. Before we delve into the de-
tails, we would like to present the main contributions: two
causal principles, rooted from the analysis of the difference
between VisDial and VQA, which lead to a performance
leap — a farewell to the 60%-s and an embrace for the 70%-
s — for all the VisDial models1 in literature [9, 23, 39, 27],
promoting them to the state-of-the-art in Visual Dialog 2019
Challenge [2].
Principle 1 (P1): Delete the link H → A.
Principle 2 (P2): Add one new (unobserved) node U and
three new links: U ← H , U → Q, and U → A.
Figure 1 compares the causal graphs of existing VisDial
models and the one applied with the proposed two princi-
ples. Although a formal introduction of them is given in
1Only those with codes&reproducible results due to resource limit.
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𝑸𝟕:Any other vehicles?
GT Answer: No other vehicles
H
𝑸𝟐:Is there any people?
𝑨𝟐:I don′t see any people
𝑸𝟑: 𝐀ny other motorcycles?
𝑨𝟑:No other motorcycles
𝑸𝟒: 𝐈s it night?
𝑨𝟒:It is either morning or near sunset
𝑸𝟓:𝐖hat color of motorcycles?
𝑨𝟓:Dark colored
𝑸𝟔:Is there trees?
𝑨𝟔:There are trees, in the background
𝑯𝟎:A motorcycle parked on the road site 
𝑨𝟏:It is in color
𝑸𝟏:Is the photo in color?
(a) A Typical H → A Bias
H
𝑯𝟎:A person posing in front of a
mountain wearing ski gear
𝑨𝟏:probably a boy
𝑨𝟏:Jeans and T shirt
𝑨𝟏:Yes, he is
𝑼
𝑯 𝑸 𝑨
𝑸 𝑨
𝑼
1.No (1.0)
2.No, there are not 
(0.8)
Questions about "he"
In this context, "he" 
is the topic ...
1.Yes, he is (1.0)
2.Yes (0.6)I expect answers 
about "he"...
In this context, I like 
to ask "Are there ..."
and this question 
type prefers ...
Are there any other 
people?
𝑯
Backdoor: 𝑸 ← 𝑯 → 𝑼 → 𝑨
Backdoor: 𝑸 ← 𝑼 → 𝑨
𝑸𝟏:Is the he wearing sneakers?
𝑸𝟐:What is he wearing?
𝑸𝟏:Is the person a girl or boy?
(b) User Preference
Figure 2. The illustrative motivations of the two causal principles:
(a) P1 and (b) P2.
Section 3.2, now you can simply understand the nodes as
data types and the directed links as data flows. For exam-
ple, V → A and Q→ A indicate that the visual knowledge
V , e.g., the encoded feature from a multi-model encoder,
works with the question Q to “dictate” the answer A.
P1 suggests that we should remove the direct input of
dialog history to the answer model. This principle contra-
dicts most of the prevailing VisDial models [9, 16, 39, 27,
41, 18, 12, 33], which are based on the widely accepted in-
tuition: the more features you input, the more effective the
model is. It is mostly correct, but only with our discretion
of the data generation process. In fact, the annotators of
the VisDial dataset [9] were not allowed to copy from the
previous Q&A, i.e., H 9 A, and were encouraged to ask
consecutive questions that includes co-referenced pronouns
like “it” and “those”, i.e., H → Q, and the answer A should
be based only on questionQ and the reasoned visual knowl-
edge V . Therefore, a good VisDial model is expected to
reason over the context (I,H) with Q but not to memorize
the bias. However, the direct path H → A will contaminate
the expected causality. Figure 2(a) shows a very ridiculous
bias observed in all baselines without P1: the top answers
are those whose lengths are close to the average length in
the history answers! We will offer more justifications for
P1 in Section 4.1.
P2 implies that the model training based only on the as-
sociation among the sample (I,H,Q) and A is spurious.
By “spurious”, we mean that the effect on A caused by
(I,H,Q) — the goal of VisDial — is confounded by an
unobserved variable U , because it appears in every unde-
sired causal path (a.k.a., backdoor [29]), which is an in-
direct causal path from the input (I,H,Q) to output A:
Q ← U → A and Q ← H → U → A. We believe that
such unobserved U should be users as the VisDial dataset
essentially brings humans in the loop. Figure 2(b) illus-
trates how the user’s hidden preference confounds them,
as the VisDial dataset essentially involves humans in the
loop. Therefore, during training, if we focus only on the
conventional likelihood P (A|I,H,Q), the model will in-
evitably be biased towards the spurious causality, e.g., it
may score answer “Yes, he is” higher than “Yes”, merely
because the users prefer to see a “he” appeared in the an-
swer, given the history context of “he”. It is worth noting
that the confounder U is more impactful in VisDial than in
VQA, because the former encourages the user to rank sim-
ilar answers subjectively while the latter is more objective.
A plausible explanation might be: VisDial is interactive in
nature and a not quite correct answer is tolerable in one it-
eration (i.e., dense prediction); while VQA has only one
chance, which demands accuracy (i.e., one-hot prediction).
By applying P1 and P2 to the baseline causal graph, we
have the proposed one (the right one in Figure 1), which
serves as a model-agnostic roadmap for the causal infer-
ence of VisDial. To remove the spurious effect caused by
U , we use the do-calculus [29] P (A|do(I,H,Q)), which
is fundamentally different from the conventional likelihood
P (A|I,H,Q): the former is an active intervention, which
cuts off U → Q and H → Q, and sample (where the name
“calculus” is from) every possible U |H , seeking the true
effect on A only caused by (I,H,Q); while the latter like-
lihood is a passive observation that is affected by the ex-
istence of U . The formal introduction and details will be
given in Section 4.3. In particular, given the fact that once
the dataset is ready, U is no longer observed, we propose a
series of effective approximations in Section 5.
We validate the effectiveness of P1 and P2 on the most
recent Visual Dialog Challenge 2019 dataset. We show
significant performance boosts (absolute NDCG) by ap-
plying them in 4 representative baseline models: LF [9]
(↑16.42%), HCIAE [23] (↑15.01%), CoAtt [39] (↑15.41%),
and RvA [27] (↑16.14%). Impressively, on the official test-
std server, we use an ensemble model of the most simple
baseline LF [9] to beat the 2019 champion by 0.2%, a more
complex ensemble to beat it by 0.9%, and lead all the single-
model baselines to the state-of-the-art performance.
2. Related Work
Visual Dialog. Visual Dialog [9, 11] is more interactive and
challenging than most of the vision-language task, e.g., im-
age captioning [43, 42, 3] and VQA [4, 37, 36]. Specifically,
Das et al. [9] collected a large-scale free-form visual dialog
dataset VisDial [6]. They applied a novel protocol: during
the live chat, the questioner cannot see the picture and asks
open-ended questions, while the answerer gives free-form
answers. Another dataset GuessWhat?! proposed by [11]
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is a goal-driven visual dialog: questioner should locate an
unknown object in a rich image scene by asking a sequence
of closed-ended “yes/no” questions. We apply the first set-
ting in this paper. Thus, the key difference is that the users
played an important role in the data collection process.
All of the existing approaches in the VisDial task are
based on the typical encoder-decoder framework [16, 13,
34, 12, 33, 45]. They can be categorized by the usage of
history. 1) Holistic: they treat history as a whole to feed into
models like HACAN [41], DAN [18] and CorefNMN [20].
2) Hierarchical: they use a hierarchical structure to deal
with history like HRE [9]. 3) Recursive: RvA [27] uses
a recursive method to process history. However, they all
overlook the fact that the history information should not be
directly fed to the answer model (i.e., our proposed Prin-
ciple 1). The baselines we used in this paper are LF [9]:
the earliest model, HCIAE [23]: the first model to use his-
tory hierarchical attention, CoAtt [39]: the first one to a
co-attention mechanism, and RvA [27]: the first one for a
tree-structured attention mechanism.
Causal Inference. Recently, some works [17, 25, 10, 5]
introduced causal inference into machine learning, trying to
endow models the abilities of causal reasoning through the
learning process. In contrast to them, we use the structural
graph causality [29], which is a model-agnostic framework
that reflects the nature of the data.
3. Visual Dialog in Causal Graph
In this section, we formally introduce the visual dialog
task and describe how the popular encoder-decoder frame-
work follows the baseline causal graph shown in Figure 1.
More details of causal graph can be found in [29, 30].
3.1. Visual Dialog Settings
Settings. According to the definition of VisDial task
proposed by Das et al. [9], at each time t, given in-
put image I , current question Qt, dialog history H =
(C, (Q1, A1), . . . , (Qt−1, At−1), whereC is the image cap-
tion, (Qi, Ai) is the i-th round Q&A pair, and a list of 100
candidate answers At = {A(1)t , . . . , A(100)t }, the task of the
dialog agent is to generate a free-form answer or give an
answer by ranking candidate answers At.
Evaluation. Recently, the ranking metric Normalized Dis-
counted Cumulative Gain (NDCG) is adopted by the Vis-
Dial community. It is different from the classification met-
ric (e.g., top-1 accuracy) used in VQA. It is more compat-
ible with the relevance scores of the answer candidates in
VisDial rated by humans. NDCG requires to rank relevant
candidates in higher places, rather than just to select the
ground-truth answer. More details of NDCG can be found
in [1].
3.2. Encoder-Decoder as Causal Graph
We first give the definition of causal graph, then revisit
the encoder-decoder framework in existing methods using
the elements from the baseline graph in Figure 1.
Causal Graph. Causal graph [29], as shown in Figure 1,
describes how variables interact with each other, expressed
by a directed acyclic graph G = {N , E} consisting of nodes
N and directed edges E (i.e., arrows). N denote variables,
and E (arrows) denote the causal relationships between two
nodes, i.e., A→ B denotes that A is the cause and B is the
effect, meaning the outcome of B is caused by A. Causal
graph is a highly general roadmap specifying the causal de-
pendencies among variables.
As we will discuss in the following part, all of the ex-
isting methods can be revisited in the view of the baseline
graph shown in Figure 1.
Feature Representation and Attention in Encoder. Vi-
sual feature is denoted as node I in the baseline graph,
which is usually a fixed feature extracted by Faster-
RCNN [32] based on ResNet backbone [14] pre-trained on
Visual Genome [21]. For language feature, the encoder
firstly embeds sentence into word vectors, followed by pass-
ing the RNN [15, 8] to generate features of question and
history, which are denoted as {Q,H}.
Most of existing methods apply attention mecha-
nism [40] in encoder-decoder to explore the latent weights
for a set of features. A basic attention operation can be
represented as x˜ = Att(X ,K) where X is the set of fea-
tures need to attend, K is the key (i.e., guidance) and x˜ is
the attended feature of X . Details can be found in most
visual dialog methods [23, 39, 41]. In the baseline graph,
the sub-graph {I → V,Q → V,H → Q → V } de-
notes a series of attention operations for visual knowledge
V . Note that these arrows are not necessarily independent,
such as co-attention [39], and the process can be written as
Input : {I,Q,H} ⇒ Output : {V }, where intermediate
variables can be yielded in the graph with respect to dif-
ferent attention strategies such as co-attention [39] and re-
cursive attention [27]. However, without loss of generality,
these variables do not affect the causalities in the graph.
Response Generation in Decoder. After obtaining the fea-
tures from the encoder, existing methods will fuse them and
feed the fused ones into a decoder to generate an answer. In
the baseline graph, node A denotes the answer sentence that
decoder takes the features via {H → A,Q→ A, V → A}
and then transforms them into a vector for decoding the
answer. In particular, the decoder can be generative, i.e.,
to generate an answer sentence by RNN; or discriminative,
i.e., select an answer by discriminating answer candidates.
Next, we will advance to the middle part of Figure 1, to
reveal what is wrong with the baseline graph.
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4. Two Causal Principles
4.1. Principle 1
When should we draw an arrow from one node point-
ing to another? According to the definition in Section 3.2,
the criterion is that if the node is the cause and the other
one is the effect. Intrigued, let’s understand P1 by dis-
cussing the rationale behind the “double-blind” review pol-
icy. Given three variables: “Well-known Researcher” (R),
“High-quality Paper” (P ), and “Accept” (A). From our
community common sense, we know that R → P be-
cause top researchers usually lead high-quality research,
and P → A is even more obvious. Therefore, for the good
of the community, the double-blind prohibits the direct link
R → A by author anonymity, otherwise the bias such as
personal emotions and politics from R may affect the out-
come of A.
The story is similar in VisDial. Without loss of general-
ity, we only analyze the path H →Q→ A. If we inspect
the role of H , we can find that it is to help Q resolve some
co-reference like “it” and “their”. As a result, Q listens to
H . Then, we use Q to obtain A. Here, Q becomes a medi-
ator which cuts off the direct association between H and A
that makes P (A|Q,H) = P (A|Q), like the “High-quality
Paper” that we mentioned in the previous story. However,
if we set an arrow from H to A: H → A, the undesirable
bias of H will be learned for the prediction of A, that ham-
pers the natural process of VisDial, such as the interesting
bias illustrated in Figure 2(a). Another example is discussed
in Figure 4 that A prefers to match the words in H even
though they are literally nonsense about Q if we add the di-
rect link H → A. After we apply P1, these phenomena will
be relieved, such as the blue line illustrated in Figure 2(a),
which is closer to the NDCG ground truth (i.e., candidates
with non-zero relevance score) average answer length rep-
resented as green dash line, and the other qualitative studies
in Section 6.4.
4.2. Principle 2
Before discussing P2, we first introduce an important
concept in causal inference [29]. In causal graph, the fork-
like pattern in Figure 3(a) contains a confounder U , which
is the common cause for Q and A (i.e., Q ← U → A).
The confounder U opens a non-causal path started from Q
which is also called the backdoor, making Q and A spuri-
ously correlated even if there is no direct causality between
them.
In the data generation process of VisDial, we know that
not only both the questioner and answerer can see the dia-
log history which offers them a latent topic, but also the an-
swer annotators can look at the history when annotating the
answer. Their preference can be understood as part of the
human nature or subtleties conditional on a dialog context,
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𝑼
(b) do-operator
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𝑸
𝑨
𝑼
𝑫𝒛
(e) Hidden Dictionary
Figure 3. Example of confounder, do-operator and sketch causal
graphs of our three attempts to de-confounder
and thus it has a causal effect on both Q and A. Moreover,
due to the fact that the preference is nuanced and uncon-
trollable, we consider it as an unobserved confounder for Q
and A.
It is worth noting that the confounder hinders us to find
the true causal effect. Let’s take the graph in Figure 3(a)
as an example, if there is no U , the probability P (A|Q) is
the causal effect that we want to pursue. However, due to
the existence of U , P (A|Q) is no longer the true causality
from Q to A. When we calculate P (A|Q), we take U into
account which can be shown by Bayes rule:
P (A|Q) =
∑
u
P (A|Q, u)P (u|Q). (1)
The distribution of u is conditional on Q (i.e., P (u|Q)).
That means when using the conditional weight (i.e.,
P (u|Q)) to sum every effect (i.e., P (A|Q, u)), the like-
lihood sum (i.e., P (A|Q)) will be biased towards the ef-
fect P (A|Q, u) with larger weights. For better understand-
ing, if we treat Eq (1) as a process of data stratification,
at each layer u, we can obtain the causality conditional on
u, because given u will block the backdoor of Q. Then,
we have to sum these causalities by the natural distribu-
tion of u rather than conditional distribution P (u|Q), which
will remix the data bias. In a nutshell, we cannot calculate
causality from Q to A by P (A|Q) under the confounder U .
To resolve this problem (i.e., de-confounding to find causal
effect), we need more powerful tools.
4.3. Overall Causal Graph
Here, we first introduce two additional tools: do-
operator and do-calculus [29, 30], which can help us to de-
confounder.
do-operator. do-operator is a type of intervention to de-
confounder. Illustrated in Figure 3(c), do-operator (e.g.,
do(Q = q)) is that we set a value q to variable Q, i.e., Q
is caused by itself rather than its parent nodes. Therefore,
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do(Q = q) cut off all the original arrows that come into
Q (i.e., U → Q) because its parents do not cause it any-
more. This operation can prevent any information about
Q from flowing in the non-causal direction (i.e., backdoor
Q ← U → A). As a result, the confounder of Q can be
relieved and the causal effect of Q can be estimated. In the
following parts, we use do(q) to represent do(Q = q) for
concision.
do-calculus. However, it is hard to take a real intervention
on a fixed dataset. We need to use some rules to translate
P (A|do(q)) into P (A|(Q, . . . )), which has no do-operator
and can be calculated by conditional probability. The rules
of do-calculus are given in [29, 30] and here we just in-
troduce the most important one: If a set Z of variables
blocks all backdoor paths from X to Y , then conditional
on Z, do(x) is equivalent to observe(x): P (Y |do(x), Z) =
P (Y |X,Z) where capital letter denotes variable and lower-
case denotes value. Other rules will be given in supplemen-
tary materials.
After obtaining the tools, we can revisit the example
in Section 4.2. If we calculate P (A|do(q)) rather than
P (A|Q), the result will be∑u P (A|Q, u)P (u). In this for-
mula, the distribution of u is the natural prior P (u) instead
of the conditional distribution P (u|Q). Therefore, the sum-
mation of the causal effect by weight (i.e., P (u)) will not
remix the data bias. In other words, P (A|do(q)) is the ideal
causality from Q to A.
In our graph of VisDial shown in Figure 1, we can also
de-confounder U by intervention do(q, h, i) to find causal
effects from {Q,H, I} to A, then perform do-calculus rules
to transform pretended intervention into probability for-
mula:
P (A|do(q, h, i))
=
∑
u
P (A|do(q, h, i), u)P (u|do(q, h, i))
=
∑
u
P (A|do(q), H, I, u)P (u|H)
=
∑
u
P (A|Q,H, I, u)P (u|H).
(2)
The last transformation takes the rule we introduced in do-
calculus because Q’s backdoors are blocked by controlling
U . The rest derivation proofs and the details of other rules
can be found in supplementary materials. As we mentioned,
the result of P (A|do(q, h, i)) is the real causal effect that we
want.
So far, we have given all of the contents about baseline
causal graph, two principles and our causal graph. In the
next section, we will try to calculate the real causal effect
and give some attempts to realize our causal graph to en-
light the future of visual dialog.
5. Improved Visual Dialog Models
It is easy to implement P1 and we will give some exam-
ples as training details in Section 6.3. As for P2, we can
obtain causal effect estimation by Eq (2) which can be writ-
ten as:
P (A|do(q, h, i)) =
∑
u
Pu(A)P (u|H), (3)
where Pu(A) represents the probability of A under the con-
ditions Q,H, I and u. Since the variable U is unobserved,
we just give some examples of attempts to replace U or ap-
proximate it and corresponding sketch graphs will be given
to help understand.
5.1. Question Type
Inspired by data stratification form in Eq (3), we try to
use question type to stratify the data. Specifically, we man-
ually define some question types, count appeared answers
and set preference for every answer in each type of ques-
tion. According to the Eq (3), we can use the preference
generated by question type to train our model with the loss
function:
Lqt =
∑
i
Pi(A) · sqti , (4)
where i is the i-th candidate in answer list, Pi(A) is the
probability of candidate i, sqti is the preference we counted
and the sketch graph is shown in Figure 3(c). The imple-
mentation details will be given in Section 6.3.
5.2. Answer Score Sampling
The official gives a set of dense annotations in training
set which can be treated as a representation of preference
because the annotators score every candidate in the context
H with their preference. As a result, if we regard each can-
didateAi in the decoder as a u, illustrated in Figure 3(d), we
can follow Eq (3) to calculate loss by the following func-
tion:
L = −
∑
i
Pi(A) · si, (5)
where i is the index of answer candidate. Eq (5) can be im-
plemented as different forms. Here we give three examples
(detailed formulas are in supplementary materials):
Weighted Softmax Loss (R1). We extend the log-softmax
loss as a weighted form, where Pi(A) is denoted by
log(Softmax(pi)), pi denotes the logit of candidate Ai, and
si is corresponding relevance score.
Binary Sigmoid Loss (R2). This loss is close to
the binary cross entropy loss, where Pi(A) represents
log(Sigmoid(pi)) or log(Sigmoid(1 − pi)), and si is also
corresponding relevance score.
Generalized Ranking Loss (R3). Note that answer genera-
tion process can be viewed as a ranking problem. Therefore,
we derive a ranking loss that Pi(A) is a ranking probability
log exp(pi)exp(pi)+
∑
j∈G exp(pj)
where G is a group of candidates
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which has a lower relevance score than i and si represents
0 (with no relevance score) or 1 (with positive relevance
score). This loss function is reorganized from ListNet [7] to
become more suitable for this task.
Note that our loss functions are derived from the Eq (3),
not just the regression of dense annotation. The comparison
experiments will be given in Section 6.4.
5.3. Hidden Dictionary Learning
We find that the Eq (3) can be written as:∑
u
Pu(A)P (u|H) = E[u|H] [Pu(A)] . (6)
Although, we cannot determine the exact meaning of U ,
we try to use a vector representation z to approximate an
expression of U . We can approximate E[U |H] [Pu(A)] as
NWGM[Pu(A)] [40, 35] (i.e., normalized weighted geo-
metric mean), and this term can be further calculated by
creating a dictionary Dz of z:
E[u|H] [Pu(A)] ≈ Softmax{gz(Ez [Z])}, (7)
where gz is a fully connected layer, Z represents a variable
and its value z is selected from directory Dz . The details
and proofs of the series of approximations can be found in
supplementary materials. After deriving the last term, we
can use Dz to calculate EZ [Z] shown in Figure 3(e) to
approximate Eq (3). Noting that although when we train
the dictionary, we still need to use answer score sampling,
the hidden dictionary learning is a more proper way to ap-
proximate the unobserved confounder because it explores
the whole space of U rather than the second attempt which
only uses some samples of U .
6. Experiments
6.1. Experimental Setup
Dataset. Our principles are evaluated on the recently re-
leased real-world dataset VisDial v1.02. Specifically, the
training set of VisDial v1.0 contains 123K images from
COCO dataset [22] with 10 rounds of dialog for each im-
age, totally about 1.2M dialog pairs. The validation and test
sets were collected from Flickr, with 2K and 8K COCO-like
images respectively. The test set is further split into test-std
and test-challenge splits, both with the number of 4K im-
ages that are hosted on the blind online evaluation server.
Each image in training and validation sets has a 10-round
dialog, while in test set the number of the dialog is flexible.
Every dialog in VisDial dataset is given with 100 answer
candidates. We evaluated our results on the validation and
test-std set.
2Suggest by the official [1], results should be reported on v1.0 instead
of v0.9
Metric. We used Normalized Discounted Cumulative Gain
(NDCG) to evaluate our models. As introduced in Sec-
tion 3.1, NDCG is adopted as the new metric for visual di-
alog which is appointed by the official and accepted by the
community. Note that 2018 and 2019 Visual Dialog chal-
lenge winners were both picked by NDCG.
6.2. Model Zoo
We report the performance of the following baseline Vis-
Dial models, including LF [9], HCIAE [23], CoAtt [39] and
RvA [27]:
LF [9]. This naive base model has no attention modules.
We expand the model by adding some very basic attention
operations to the naive baseline model, including question-
based history attention and question-history-based visual at-
tention refinement.
HCIAE [23]. The model consists of question-based history
attention and question-history-based visual attention.
CoAtt [39]. The model consists of question-based visual
attention, image-question-based history attention, image-
history-based question attention, and the final question-
history-based visual attention.
RvA [27]. The model consists of question-based visual at-
tention and history-based visual attention refinement.
6.3. Implementation Details
Pre-processing. As for language pre-processing, we fol-
lowed the process introduced by [9]. Firstly, we lowercased
all the letters in sentences, converted digits to words and
removed contractions. After that, we used Python NLTK
toolkit to tokenize sentences into word lists, followed by
padding or truncating captions, questions, and answers to
the length of 40, 20 and 20, respectively. And we built
a vocabulary of the tokens of the size of 11,322 includ-
ing 11,319 words that occur at least 5 times in train v1.0
and 3 instruction tokens. We loaded the pre-trained word
embeddings from GloVe [31] to initialize all word embed-
dings, which were shared in encoder and decoder, and we
applied 2-layers LSTMs to encode word embedding and set
its hidden states dimension to 512. As for the visual fea-
ture, we used bottom-up-attention features [3] given by the
official [1].
Implementation of Principles. For P1, we eliminated the
history feature in the final fused vector representation for all
models, while kept other parts unchanged. For HCIAE [23]
and CoAtt [39], we also blocked the history guidance to the
image. For P2, we trained our models using the preference
score, which was counted from question type or given by
the official (i.e., dense annotation in train v1.0). Specif-
ically, for “question type”, we first defined 55 types and
marked answers occurred over 5 times as preferred answers,
then used the preference to train our model byR2 loss. “An-
swer score sampling” was directly used to train our pre-
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Model baseline QT S D
R0 R1 R2 R3
LF [9] 57.21 58.97 67.82 71.27 72.04 72.36 72.65
LF +P1 61.88 62.87 69.47 72.16 72.85 73.42 73.63
Table 1. Performance (NDCG%) comparison for the experiments
of applying our principles on the validation set of VisDial v1.0.
LF is the enhanced version as we mentioned. QT, S and D de-
note question type, answer score sampling, and hidden dictionary
learning, respectively. R0, R1, R2, R3 denote regressive loss,
weighted softmax loss, binary sigmoid loss ,and generalized rank-
ing loss, respectively.
trained model by the proposed loss function. For “dictio-
nary”, we set a memory with the dimension 100×512 to
realize Dz , then trained it by dense annotations with R3
loss. More details can be found in supplementary materials.
Note that other implementations following P1 and P2 are
also acceptable.
Training. We used softmax cross-entropy loss to train the
model with P1, and used Adam [19] with the learning rate
of 4 × 10−3 which decayed at epoch 5, 7, 9 with the de-
cay rate of 0.4. We trained the model for 15 epochs totally.
Dropout [35] was also applied with ratio of 0.4 for RNN
and 0.25 for fully connected layers. Other settings were set
by default.
6.4. Quantitative Results
Table 1 shows the results with different implementations
in P2, i.e., question type, answer score sampling, and hidden
dictionary learning. Overall, all of the implementations can
improve the performances of base models. Specifically, the
attempts of P2 can further boost performance by 11.75% at
most by hidden dictionary learning. To be more specific,
our designed loss functions based on Eq. (3) outperform
the regressive score (i.e., R0) which is a Euclidean distance
loss, and we also find that our proposed generalized rank-
ing loss (i.e., R3) is the best because it satisfies the ranking
property of VisDial.
To justify that our principles are model-agnostic, Ta-
ble 2 shows the results of our experiments about apply-
ing our principles on four different models (i.e., LF [9],
HCIAE [23], CoAtt [39] and RvA [27]). In general, both
of our principles can improve all the models in any ablative
conditions. We also find that the effectiveness of P1 and
P2 are additive, that is to say, their combination performs
the best. Note that the enhanced LF model is very simple
without complex attention strategies. However, this simple
architecture still does not hinder it to achieve the best per-
formance.
6.5. Qualitative Analysis
The qualitative results illustrated in Figure 4 and Figure 5
show the following advantages of our principles.
Model LF [9] HCIAE [23] CoAtt [39] RvA [27]
baseline 57.21 56.98 56.46 56.74
+P1 61.88 60.12 60.27 61.02
+P2 72.65 71.50 71.41 71.44
+P1+P2 73.63 71.99 71.87 72.88
Table 2. Performance(NDCG%) of ablative studies on different
models on VisDial v1.0 validation set. P2 indicates the most effec-
tive one (i.e., hidden dictionary learning) shown in Table 1. Note
that only applying P2 is implemented by the attempts in Section 5
with the history shortcut.
𝑯𝟎: vintage black steam train stopped 
on tracks in the countryside
H
𝑸𝟏:Is it day time?
𝑨𝟏:Yes
𝑸𝟐:Can you see the sky?
𝑨𝟐:Yes
𝑸𝟑:Are there clouds?
𝑨𝟑:Yes
Q:Is it raining?
GT Answer: No
Ranked A Ranked A
1.no(0.6)
2.yes(0)
3.0(0)
4.n o(0.6)
5.no cloudy(0.2)
1.no(0.6)
2.no but clouds(0.2)
3.it is not raining(0.8)
4.no it isn't(0.6)
5.no it's not(0.6)
Baseline + P1Baseline
NDCG:0.57 NDCG:0.78
Q: Is the cat awake?
GT Answer: Yes
H
𝑸𝟏:Are the cat old?
𝑨𝟏:Could be, it looks like an adult
𝑸𝟐:Are they fat or skinny?
𝑨𝟐:On the heavier side
𝑸𝟑:Is there just 1 or 2?
𝑨𝟑:Only 1
𝑸𝟒:Can you see a tv in the room?
𝑨𝟒:No
𝑸𝟓:Is there a human in the photo?
𝑨𝟓:No
𝑯𝟎:the white cat with yellow eyes, lies 
on the grey tv remote
Ranked A
Baseline
Ranked A
NDCG:0.49 NDCG:0.9
1.yes(1.0)
2.no(0)
3.no, his eyes are open(0)
4.i suppose(0.2)
5.in the image, yes(0.2)
6.no, it's awake(0)
7.no, it's eyes are open(0)
1.yes(1.0)
2.yes, it is(1.0)
3.yes it is(1.0)
4.yes very(0.2)
5.i suppose(0.2)
6.slightly yes(0.2)
7.in the image, yes(0.2)
Baseline + P1
Figure 4. Qualitative results of the baseline and baseline with P1
on the validation set of VisDial v1.0. The numbers in brackets in
rankedA denote relevance scores. Red boxes denote that the base-
line model copies the words from the dialog history, even they are
literally nonsense for answering the current question. The bot-
tom example shows that although baseline can correctly select the
ground truth answer, it is influenced by the unreasonable history
shortcut to answer, and thus it ranks “yes” at a high place, which
degrades its performance (NDCG). As for the baseline with P1, it
does not make such unreasonable choices.
History Bias Elimination. After applying P1, many harm-
ful patterns learned from history are relieved, especially the
answer-length bias shown in Figure 2(a) and word-match
bias shown in Figure 4. After applying P1, the average
length of top-1 answers (i.e., the blue line in Figure 2(a)) is
no longer related to the history answer average length, and
become more close to NDCG ground truth answer average
length (i.e., green dash line). As for the word-match bias in
Figure 4, we can observe that the word “eyes” from history
is literally unrelated to the current question. But in the top
of the ranked answer list of the baseline model, the word
“eyes” can be found in some undesirable candidates (i.e.,
with low relevance score). In general, due to the wrong di-
rect path from history to answer, the baseline model prefers
to match the word in history and ranks matched candidates
in high places. If we count the matching times of mean-
ingful words on the validation set (e.g., word “eyes”) in the
top-10 candidates of the ranked lists, obtained by baseline
with P1 and the baseline, we find that P1 can decrease about
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key rank increase:
NDCG: 0.38 0. 96
"nope"(0.8):25 2
Baseline Baseline + P2
0.6
0
0
0
0
0
0
0
0
1
no, i can't tell
no it doesn't look like that
yes
each photo has a…
no computer is in the…
it looks like a living area
looks like a meeting room
it's like a meeting room
wrestling 1 another
no
relevance score
0.4
0.6
0.6
0.4
0.8
0.6
0.8
1
0.8
1
not in the…
can't tell
i can't tell
i cannot tell
no you…
no, i can't tell
not that i can…
no, i can't
nope
no
relevance score
54 4"not that i can see"(0.8):"no, i can't"(1.0):10 3
key rank increase:
NDCG: 0.46 0. 92
"yes he is"(1.0): 6 2
Baseline Baseline + P2
0
0
0
0
0
1
0.4
1
1
1
maybe
i can't see
          is like that
a toboggan
no
yes,
i think so
yes, he is
yes he is
yes
relevance score
0
1
1
0
1
0
0
0
0
1
no he's not wearing any…
yes,
yes, he is
he is not wearing any gear
yes he is
no but he wearing a…
it's hard to say
a toboggan
no
yes
relevance score
"yes, he is"(1.0):8 3 "yes, "(1.0):9 5
𝑯𝟎:A man stands and watches as a woman with 
a remote channel surfs from a couch
𝑸𝟐:Is there only the man and woman?
𝑨𝟐:no
𝑸𝟑:How many people in total are there?
𝑨𝟑:4
𝑸𝟒:What color is the coach?
𝑨𝟒:plaid
𝑸𝟓:Are all the people  on the same couch?
𝑨𝟓:3 of them are on couch
H
Q:Can your see what they are watching?
GT Answer: No
𝑨𝟏:yes, want know how many people
𝑸𝟏:Does it look like there in a living room?
Q:Is he wearing the skis?
GT Answer: Yes
𝑯𝟎:A person posing in front of a mountain 
wearing ski gear
𝑸𝟐:What is he wearing?
𝑨𝟐:White pants and black jacket
𝑸𝟑:Does he have goggles on?
𝑨𝟑:Yes
𝑸𝟒:Is there snow on the mountain?
𝑨𝟒:Yes
𝑸𝟓:Does he have skis?
𝑨𝟓:Yes
𝑸𝟔:Does he have poles?
𝑨𝟑:Yes, he does
H
𝑨𝟏:Probably a boy
𝑸𝟏:Is the person a girl or boy?
Figure 5. Qualitative examples of the ranked candidates of baseline and baseline with P2. We also give some key rank changes for boosting
NDCG performance by implementing P2. These examples are taken from the validation set of VisDial v1.0.
Model NDCG(%)
Ours
P1+P2 (More Ensemble) 74.91
LF+P1+P2 (Ensemble) 74.19
LF+P1+P2 (single) 71.60
RvA+P1+P2 (single) 71.28
CoAtt+P1+P2 (single) 69.81
HCIAE+P1+P2 (single) 69.66
Leaderboard
MReaL-BDAI∗ 74.02
ReDAN+ (Ensemble) [12] 64.47
square∗ 60.16
VIC-SNU [18]∗ 57.59
UET-VNU∗ 57.40
idansc [33]∗ 57.13
Table 3. Our results and comparisons to the recent 2019 2nd Visual
Dialog Challenge Leaderboard results on the test-std set of VisDial
v1.0. Results are reported by the test server, (∗) is taken from [2].
10% word matching from history (∼ 4800 times compared
with ∼ 5200 times).
The bottom example shown in Figure 4 also illustrates
a type of word matching. In the ranked list of the baseline
model, the rank of “yes” is very high, and “yes” exists in
history for many times. By analyzing the results on valida-
tion, we found that if “yes” or “no” exists in dialog history,
the baseline model will give the two answers a higher rank
than average because of the word matching. After applying
P1, this phenomenon will no longer happen. More details
of these biases can be found in supplementary materials.
More Reasonable Ranking. Figure 5 shows that the base-
line model only focuses on ground truth answer like “no”
or “yes” and does not care about the rank of other answers
with similar semantics like “nope” or “yes, he is”. This
does not conform to human’s intuition because we think the
candidates with similar semantics are still correct answers.
This also leads the baseline model to perform badly under
the NDCG metric. Compared with the model with P2, in
the bottom example, it almost rank all the suitable answers
like “yes, he is”, “yes he is” and “I think so” at top places
together with the ground truth answer “yes”, which greatly
improves the NDCG performance.
6.6. Visual Dialog Challenge 2019
We finally used the blind online test server to justify the
effectiveness of our principles on the test-std split of VisDial
v1.0. Shown in Table 3, the top part contains the results of
the baseline models implemented our principles, where P2
denotes the most effective one (i.e., hidden dictionary learn-
ing). The bottom part is the 2019 Visual Dialog Challenge
leader-board [2]. We used the ensemble of the enhanced
LF [9] to beat our best performance in 2019 Visual Dia-
log Challenge, which also used other implementations of
P1 and P2. Promisingly, by applying our principles, we can
promote all the baseline single models to the top ranks on
the leader-board.
7. Conclusions
In this paper, we proposed two causal principles for im-
proving the VisDial task. They are model-agnostic, and thus
can be applied in almost all the existing methods and bring
major improvement. The principles are drawn from our in-
depth causal analysis of the VisDial nature, which is how-
ever unfortunately overlooked by our community. For tech-
nical contributions, we offered some implementation exam-
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ples on how to apply the principles into baseline models.
We conducted extensive experiments on the official Vis-
Dial dataset and the online evaluation servers. Promising
results demonstrate the effectiveness of the two principles.
As moving forward, we will stick to our causal thinking
to discover other potential causalities hidden in embodied
Q&A and conversational visual dialog tasks.
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Supplementary Material
This supplementary material will give further details for
the main paper, including A. More basic knowledge of
causal graph for a better understanding of our graph, B.
What the confounder brings to us and why we use do, C.
Proofs and details which are omitted in the main paper due
to space limitation, D. More qualitative examples to testify
the effectiveness of our principles, E. The whole tables of
our experiments.
A. Basic Knowledge of Causal Graph
A.1. Causal Graph
The basic definition of causal graph is introduced in the
main paper. Here, it is beneficial for introducing more
details of causal graph. The most naive configuration is
X → Y , which denotes X causes Y , or Y listens to X .
This directed path from X to Y is called causal path, which
denotes X’s causal effect on Y . In the real world, what we
want to know is the causal effect among variables, not just
co-occurrence.
For easy to understand the theories we will introduce lat-
ter, we start from the simple causal graph configurations.
There are three basic configurations in causal graph. 1)
Chain—one arrow directed into and one arrow directed out
of the middle variable—is shown in Figure 1(a). 2) Fork—
two arrows emanating from the middle variable—is shown
in Figure 1(b). 3) Collider—the middle variable receiv-
ing arrows from two other nodes—is like the configuration
X → Z ← Y , which is not shown in the picture because
we will not use it.
A.2. Conditional independence
We introduce the dependency between variables in
causal graph in this section. Using Chain shown in Fig-
ure 1(a) as an example, it is obvious that:
X and Z are dependent
i.e., for some x, z, P (Z = z|X = x) 6= P (Z = z),
Z and Y are dependent
i.e., for some z, y, P (Y = y|Z = z) 6= P (Y = y),
These two points are valid because according to the defi-
nition of causal graph, child node (i.e., Z or Y ) listens to its
parent node (i.e., X or Z) and decides its value in response
to what it hears.
X and Y are likely dependent
i.e., for some x, y, P (Y = y|X = x) 6= P (Y = y),
X and Y are independent, conditional on Z
i.e., for all x, y, z, P (Y = y|Z = z,X =x)=P (Y = y|Z =
z).
Here, we’re only comparing cases where the value of Z
is constant. Since Z does not change, the values of X and
Y do not change in accordance with it. Therefore, any ad-
𝑿 𝒀
𝒁
(a) Chain
𝑿 𝒀
𝒁
(b) Fork
𝑯 𝑸
𝑰 𝑽
𝑨
𝑼
(c) Our Graph
Figure 1. Examples of some causal graph configurations and our
graph of visual dialog
ditional changes in the values of X and Y must be inde-
pendent of each other. For example, we use X , Z, Y to
represent three events “there is fire”, “there is smoke” and
“smoke detector is on” respectively. If Z is always equal
to 1 (e.g., “there is smoke” is always true), we will find
that X will not influence Y , because whether “fire” is on,
the event “smoke detector is on” is always true. Therefore,
X and Y are independent conditional on Z. In the Fork
shown in Figure 1(b), the conditional independence rela-
tionship among X,Y and Z is also satisfied (i.e., X and Y
are independent, conditional on Z).
B. Causal Effect, Confounder and do
In this section, we will give a systematical analysis of
the influence of confounder, why we need do and how to
calculate it. First, we need to give explanation of causal ef-
fect. Note that, in the following parts, capital letter denotes
variable and lowercase denotes value.
B.1. Causal Effect
In the naive causal graph X → Y , with no other nodes
and arrows. The effect of X on Y should be P (Y |X) −
P (Y ), but for the prior P (Y ), it is a constant. For conve-
nience, in this paper, we sometimes use P (Y |X) to repre-
sent the effect of X on Y . Because there is only a causal
path from X to Y , the effect can only pass through the
causal path. So, P (Y |X) is the causal effect that we want
to pursue. However, in the real world, things are not easy
like this.
B.2. Confounder
The definition of confounder is introduced in Section 4
of the main paper. Use the Fork as an example, by the
definition, we know that in Figure 1(b), Z is the confounder
for X and Y . And in this graph, we know that X do not
have causal effect on Y because there is no causal path from
X to Y (i.e., the causal effect of X on Y is 0).
When we calculate the causal effect of X on Y , in this
graph, we find that we cannot use P (Y |X) to represent
causal effect. When we calculate P (Y |X), the result con-
tains a backdoor between them (i.e., X ← Z → Y ), from
where they pass correlation information. So, the result of
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P (Y |X) − P (Y ) cannot be zero. More seriously, we do
not have a mathematical notation to represent the causal ef-
fect, let alone calculating it.
In short, confounder makes us cannot use P (Y |X) to
represent the causal effect, and we need to use new nota-
tions to represent it.
B.3. do
In the book [8], they introduce a new notation
P (Y |do(X = x)), which can be used to represent the
causal effect of X on Y . In this section, we will introduce
why it can represent the causal effect and how to calculate
it. Note that we will use do(x) to represent do(X = x) for
concision in the following sections.
do-operator As we mentioned in the main paper, do is a
type of intervention, which means that we set a value to the
variable instead of that its parent nodes cause it. For exam-
ple, in Figure 1(b), do(x) is that we set the value x to X ig-
noring its caused function (i.e., arrowX ← U ). That means
when we do a variable, we cut off all the arrows ending to
the variable. As a result, when we calculate P (Y |do(x)),
no non-causal path will be calculated, which ensures our
results are all about causal effect. We will give an example
in Section B.4 to testify the statement.
Now, although we have a notation for causal effect, we
cannot calculate it by existing methods. We need to trans-
form the do formula into probability formula. That is do-
calculus.
do-calculus Three rules of do-calculus are given in [8] to
help us finish the transformation of eliminating do-operator.
Rule 1. When we observe a variable X that is irrele-
vant to Y (possibly conditional on other variables Z, like
the example “Chain” in Figure 1(a)), then the probability
distribution of Y will not change:
P (Y |z,X) = P (Y |z). (1)
Rule 2. If a set Z of variables blocks all back-door
paths from X to Y , then conditional on Z, like the example
“Fork” in Figure 1(b), do(x) is equivalent to see(x):
P (Y |do(x), z) = P (Y |X, z). (2)
Rule 3. We can remove do(x) from P (Y |do(x)) in any
case where there are no causal paths from X to Y :
P (Y |do(x)) = P (Y ). (3)
B.4. Revisit the Fork
Now, we have do-operator to represent causal effect and
do-calculus to calculate it. Let us revisit the problem bring
by confounder in Section B.2. In Figure 1(b), P (Y |do(X))
can be further written as:
P (Y |do(x))
=
∑
z
P (Y |do(x), z)P (z|do(x))
=
∑
z
P (Y |z)P (z|do(x))
=
∑
z
P (Y |z)P (z)
= P (Y )
(4)
The first line uses Bayes rules, the second one and third
one use Rule 3. As a result, P (Y |do(x)) − P (Y ) is equal
to 0, which accords with our inference of the causal effect
of X on Y in Section B.2. That also means we can use
P (Y |do(X)) to calculate causal effect.
In conclusion, confounder makes us cannot use P (Y |X)
to calculate the causal effect, and we obtain a new math-
ematical notation P (Y |do(X)) to denote it. For calculat-
ing do formula, we need do-calculus to transform the do
formula into probability formula, which can be further cal-
culated by observational data. That is the whole story of
confounder and do.
C. Proofs and Details
C.1. Proofs of Equation 2
For convenience, we draw our graph in Figure 1(c) and
write down the equation again, and add one intermediate
step for the formula derivation:
P (A|do(q, h, i))
=
∑
u
P (A|do(q, h, i), u)P (u|do(q, h, i))
=
∑
u
P (A|do(q, h, i), u)P (u|do(h))
=
∑
u
P (A|do(q), H, I, u)P (u|H)
=
∑
u
P (A|Q,H, I, u)P (u|H).
(5)
According to the rules of do-calculus introduced in Sec-
tion B.3, we can derive the following proofs: The first step
is according to the Bayes rules. The second one is due to
Q, I do not have a causal path to U and Rule 3. Then, the
third step is because H, I do not have a backdoor to A and
Rule 2. As for the last step, although Q has two backdoors
to A (i.e., Q ← H → U → A and Q ← U → A), accord-
ing to Rule 2, when we control U , all of the backdoors are
blocked. As a result, the last transformation is valid.
C.2. Details of Loss Functions
Following the Equation 5 given in Section 5, we give
three loss functions:
Weighted Softmax Loss(R1).
R1 =
∑
i
log(Softmax(pi)) · si, (6)
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where pi is the logit of candidate Ai, and si is the corre-
sponding relevance score.
Binary Sigmoid Loss(R2).
R2 =
∑
i
[log(σ(pi)) · si + log(σ(1− pi)) · (1− si)] ,
(7)
where σ is the Sigmoid function, pi is the logit of candidate
Ai, and si is the corresponding relevance score.
Generalized Ranking Loss(R3).
R3 =
∑
i
log
exp(pi)
exp(pi) +
∑
j∈G exp(pj)
· si, (8)
where pi is the logit of candidate Ai, G is a group of candi-
dates that has a lower relevance score than Ai. si equal to 1
when the corresponding relevance score greater than 0 and
si equal to 0 when the corresponding relevance score equal
to 0. Note that this function is reorganized from ListNet [2].
C.3. Proofs of Formula 7
According to [11], we can use NWGM[Pu(A)] (i.e.,
normalized weighted geometric mean) to approximate
E[U |H] [Pu(A)]. If the probability of zi (i.e., a value of Z) is
P (zi), and because we do a softmax over the whole answer
candidates, Pu(A) ∝ exp(gz(zi)). We use ni to denote
gz(zi). E[U |H] [Pu(A)] can be written as:
E[U |H] [Pu(A)]
≈ NWGM[Pu(A)]
=
∏
i exp(nk,i)
P (zi)∑
j
∏
i exp(nj,i)
P (zi)
=
exp(Ez[nk,i])∑
j exp(Ez[nj,i])
,
(9)
where k is the index of ground truth answer and j is the
index of all the candidates. If gz(·) is a fully connected
layer, the equation can be further written as:
E[U |H] [Pu(A)] ≈ Softmax{gz(Ez [Z])} (10)
C.4. Details of Principle Implementation
Details of Enhanced LF[3]. After obtaining the vision
and language feature H,Q, I, we did the further opera-
tions (We use the notation Att to denote attention oper-
ation introduced in main paper): 1) History feature re-
fine: h˜ = Att(H, qt), where last term of Q (i.e., qt) is
guidance. 2) Question and caption feature refine: q˜ =
Att(Q, ct), c˜ = Att(C, qt). 3) Vision feature refine:
v˜ = Att(V, {q˜, c˜}). 4) Second step of vision feature refine:
v˜′ = Att(v˜, gv([h˜; q˜])), where gv is a fully connected layer
followed by a Softmax function to generate weights for re-
fining visual attention. 5) Feature fusion: e = gf ([v˜′; q˜]),
where gf is a multi-head fully connected layer. More details
can be found in Table 1.
Details of P2. As to question type of P2, we manually
defined 55 types of questions and then counted the occur-
rence of ground truth answers under these question types.
We set answer candidates with occurrence greater than 5
as preferred answers and annotated their score as 1 under
the corresponding question type. At training time, for ob-
taining a more reasonable preference, we did an approxi-
mation here. We pre-trained model by original methods for
5 epochs, and selected top-20 candidates of its prediction,
and gave these selected candidates the relevance score we
counted from question type for every round of each dia-
log. Then we used the refined QT-relevance score to fur-
ther train our model by R2. For using dense annotation by
our loss function, we pre-trained the model for 5 epochs,
and then further trained the models by these answer score
sampling with our loss functions. As for the dictionary, we
set a 100×512 dimension user dictionary to save the latent
representation of U . We pre-trained the dictionary by one-
hot ground truth answer, and then trained the dictionary by
R3 loss with the dense annotation. Then we fused the pre-
diction of the dictionary and the prediction of pre-trained
models by logiti + w · di, where logiti is the prediction of
original models, di is the prediction of the dictionary, and
w is a manually set weight which we set as 0.1. Then we
further train the whole model by R3.
D. More Qualitative Examples
In this section, we will give more examples of the ad-
vantages of our principles mentioned in Section 6, includ-
ing two types of history bias elimination for P1 shown in
Figure 2(a) to Figure 2(d), and better ranking for P2 shown
in Figure 3(a) and Figure 3(b).
E. The Whole Tables
In this section, we will give the whole tables of our ex-
periments in the main paper, where we omit other metrics
for concision. These metrics are: 1) mean rank of one-
hot ground truth answer (i.e., human response) (Mean), 2)
recall@k (R@k), which is the existence of the human re-
sponse in the ranked top-k candidates, 3) mean reciprocal
rank (MRR) of the human response in the returned ranked
list. Note that these old metrics are not suitable for vi-
sual dialog according to the suggestion of the official. Note
that first and second VisDial challenge winners were both
picked by NDCG.
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Q: Is the cat awake?
GT Answer: Yes
H
𝑸𝟏:Is the pic in color?
𝑨𝟏:Yes
𝑸𝟐:Is this summer time?
𝑨𝟐:I can't tell
𝑸𝟑:Any windows?
𝑨𝟑:No
𝑸𝟒:Any people around?
𝑨𝟒:Yes 3
𝑯𝟎:the room is very dark and empty Ranked A
Baseline
Ranked A
NDCG:0.62 NDCG:0.93
1.no(1.0)
2.no they are inside a 
room(0)
3.0(0.6)
4.no animals(1.0)
5. no just lights(0)
1.no(1.0)
2.no animals(1.0)
3.no animals either(0.8)
4.no animal either(0.4)
5.0(0.6)
Baseline + P1
(a) Matching word “room”
Q: Is there a window by the ledge?
GT Answer: No can see a blue sink 
in background
H
𝑸𝟏:Are the toilets toys?
𝑨𝟏:More like ashtrays
𝑸𝟐:Are they all the same color?
𝑨𝟐:Yes white
𝑸𝟑:Are any of them used?
𝑨𝟑: No
𝑸𝟒: What color is the counter?
𝑨𝟒: Sitting on wood ledge
𝑸𝟓: Is there anything else on the ledge?
𝑨𝟓:No
𝑯𝟎:4 little toilets sit on the counter by 
a sink
Ranked A
Baseline
Ranked A
NDCG:0.44 NDCG:0.66
1.no(0.8)
2.no can see a blue sink 
in background(0)
3.no it look like a wall(0)
4.cannot tell(0)
5.can't tell(0)
6.no just a sink(0.2)
1.i can't see any 
window(0.6)
2.no(0.8)
3.i can't see 1(1.0)
4.not that i can see(0.2)
5.not visible(0.6)
6.i cant see 1(0.4)
Baseline + P1
(b) Matching word “sink”
Q: Are they boarding?
GT Answer: No
H
𝑸𝟏:Is this a passenger train?
𝑨𝟏:Yes
𝑸𝟐:Are they both stop?
𝑨𝟐:Yes
𝑸𝟑:Are they at a station?
𝑨𝟑:Yes
𝑸𝟒:Can you see passengers?
𝑨𝟒:Yes
𝑸𝟓:Are there a lot of them?
𝑨𝟓:Not sure
𝑯𝟎:A train that is parked next to 
another train
Ranked A
Baseline
Ranked A
NDCG:0.53 NDCG:0.7
1.no(1.0)
2.not sure(0.2)
3.yes(0)
4.do not appear to be(0.4)
5.maybe(0.0)
1.no(1.0)
2.nope, just standing(0.2)
3.do not appear to be(0.4)
4.no they are not(1.0)
5.i don't think so(0.2)
Baseline + P1
(c) Matching word “yes”
Q: Do you see any buildings?
GT Answer: No
H
𝑸𝟏:What color is the plane?
𝑨𝟏:White
𝑸𝟐:Do you see the pilot?
𝑨𝟐:No
𝑸𝟑:Do you see any clouds?
𝑨𝟑:Yes
𝑸𝟒:Is this a passenger plane?
𝑨𝟒:Yes
𝑸𝟓:Is there any writing on it?
𝑨𝟓:Yes
𝑯𝟎:A small airplane is flying through 
a clear blue sky
Ranked A
Baseline
Ranked A
NDCG:0.52 NDCG:0.85
1.no(1.0)
2.yes(0)
3.0(0.4)
4.part of 1(0)
5.no, not up close(0)
1.no(1.0)
2.0(0.4)
3.no i do not(1.0)
4.no you do not(0.6)
5.no i don't(0.8)
Baseline + P1
(d) Matching word “yes”
Figure 2. Word Matching
Index Input Operation Output
(1) H (word) (rnd ×40) embed and LSTM H (rnd ×512)
(2) C (word) (1× 20) embed and LSTM C (20 ×512)
(3) Q (word) (1× 20) embed and LSTM Q (20 ×512)
(4) (H, qt) Attention h˜ (1× 512)
(5) (C, qt) Attention c˜ (1× 512)
(6) (Q, ct) Attention q˜ (1× 512)
(7) (I, q˜, c˜) Attention v˜ (2× 2048)
(8) (v˜, [h˜; q˜]) Attention v˜′ (1× 2048)
(9) (v˜, q˜) Concatenate e (1× 2560)
Table 1. The details of Enhanced LF Encoder, where rnd is the
current number round of history, C is image caption, I is the image
feature offered by the official with the dimension 36× 2048 and e
is the output of encoder.
[2] Zhe Cao, Tao Qin, Tie-Yan Liu, Ming-Feng Tsai, and Hang
Li. Learning to rank: from pairwise approach to listwise ap-
P2 NDCG(%) MRR(%) R@1(%) R@5(%) R@10(%) Mean
LF
baseline 57.12 64.33 50.46 81.41 90.15 4.03
QT 58.97 64.42 50.70 81.40 89.93 4.13
S(R0) 67.82 51.82 40.66 63.31 75.86 8.21
S(R1) 71.27 51.40 38.30 65.54 78.78 7.09
S(R2) 72.04 50.84 38.65 63.54 77.76 7.26
S(R3) 72.36 50.38 37.13 64.22 78.09 7.13
D 72.65 50.18 37.11 64.50 78.59 7.08
LF+P1
baseline 61.88 61.46 47.46 78.63 88.12 4.58
QT 62.87 62.09 48.13 79.40 88.79 4.47
S(R0) 69.47 50.54 39.71 61.41 74.55 8.72
S(R1) 72.16 51.20 38.56 64.78 77.96 7.46
S(R2) 72.85 50.93 38.88 63.41 77.66 7.35
S(R3) 73.42 50.53 38.41 63.12 77.54 7.40
D 73.63 50.56 37.99 63.98 77.95 7.26
Table 2. The whole table of comparison for the experiments of ap-
plying our principles on the validation set of VisDial v1.0. LF is
the enhanced version as we mentioned. QT, S and D denote ques-
tion type, answer score sampling, and hidden dictionary learning,
respectively. R0, R1, R2, R3 denote regressive loss, weighted
softmax loss, binary sigmoid loss, and generalized ranking loss,
respectively.
Model P NDCG(%) MRR(%) R@1(%) R@5(%) R@10(%) Mean
LF [3]
baseline 57.12 64.33 50.46 81.41 90.15 4.03
+P1 61.88 61.46 47.46 78.63 88.12 4.58
+P2 72.65 50.18 37.11 64.50 78.59 7.08
+P1+P2 73.63 50.56 37.99 63.98 77.95 7.26
HCIAE [6]
baseline 56.98 64.13 50.31 81.42 90.18 4.09
+P1 60.12 61.00 46.66 78.74 88.34 4.61
+P2 71.50 46.96 32.43 63.47 78.43 7.28
+P1+P2 71.99 46.83 33.20 61.64 76.53 7.67
CoAtt [10]
baseline 56.46 63.81 49.77 81.20 90.19 4.13
+P1 60.27 60.97 46.83 78.29 87.86 4.66
+P2 71.41 47.32 33.35 63.51 77.26 7.56
+P1+P2 71.87 46.41 32.79 61.27 76.37 7.87
RvA [7]
baseline 56.74 64.49 50.67 81.64 90.50 3.98
+P1 61.02 62.00 47.99 79.14 89.04 4.42
+P2 71.44 50.33 36.85 64.94 78.81 7.05
+P1+P2 72.88 49.34 36.62 62.96 77.75 7.44
Table 3. The whole table of ablative studies on different models
on VisDial v1.0 validation set. P2 indicates the most effective one
(i.e., hidden dictionary learning) shown in Table 2. Note that only
applying P2 is implemented by the attempts in Section 5 in main
paper with the history shortcut.
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2017.
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Liu, and Jianfeng Gao. Multi-step reasoning via re-
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key rank increase:
NDCG: 0.28 0. 88
"nope"(0.8):20 2
Baseline Baseline + P2
13 3"not that i can see"(1.0):"I do not see any"(0.8):21 4
𝑯𝟎:Rows of red, yellow and green round fruit is 
linked together in tall, rectangular boxes
𝑸𝟐:Are there any people?
𝑨𝟐:Just 1 person in the back
𝑸𝟑:Are they walking?
𝑨𝟑:No, he looks like he is standing
𝑸𝟒:Does the person work there?
𝑨𝟒:Can't tell
𝑸𝟓:Does he have short sleeve?
𝑨𝟓:Can't tell he's too far away
H
Q:Are there horses?
GT Answer: No
𝑨𝟏:Looks like possibly 2
𝑸𝟏:How many types of fruits?
0
0
0
0.2
0.4
0.4
0.8
1
0.8
0.8
0 1
not really
yes
in the fra background
0
i don't think so
can't see any
i do not see any
not that i can see
nope
no
relevance score
0
0
0
0
0
0
0
0
0
0.8
0 1
far in the background
in the distance
no building
just 2 different tracks
in the far background
no but trees
there's a radio tower
1 buliding in background
yes
no
relevance score
(a) Better ranking for the semantics “no”
key rank increase:
NDCG: 0.57 0. 94
"yes it is"(0.8): 5 2
Baseline Baseline + P2
0
0.8
0.8
0
0
0.8
0
0
0
0.8
blue with some small…
yep
yes, it is
no has table cloth on it
partly
yes it is
the cabinets are white,…
white with yellow
no
yes
relevance score
0
0
0.4
0.4
0.6
0.6
0.8
0.8
0.8
0.8
no
partly
brown
i think so
it appears to be
appears to be
yep
yes, it is
yes it is
yes
relevance score
9 4"yep"(0.8):"yes, it is"(0.8): 8 3
𝑯𝟎:4 toothbrushes -- 2 colored yellow and green, 
2 colored yellow and purple -- stand upright
𝑸𝟐:Where are they located?
𝑨𝟐:It almost looks like they are on a counter
𝑸𝟑:Are there any people around?
𝑨𝟑:No, no 1 is around
𝑸𝟒:Is it well lit in the room?
𝑨𝟒:Yes, there's much sunlight
𝑸𝟓:Can you see any counter space?
𝑨𝟓:Yes, there's some clear wooden counter
H
Q:Is it brown?
GT Answer: Yes
𝑨𝟏: 𝐍o, it doesn't look like it
𝑸𝟏:Are these toothbrushes in a bathroom?
(b) Better ranking for the semantics “yes”
Figure 3. Better Ranking
Model NDCG(%) MRR(%) R@1(%) R@5(%) R@10(%) Mean
Ours
P1+P2 (More Ensemble) 74.91 49.13 36.68 62.96 78.55 7.03
LF+P1+P2 (Ensemble) 74.19 46.69 32.45 62.13 77.10 7.33
LF+P1+P2 (single) 71.60 48.58 35.98 62.08 77.23 7.48
RvA+P1+P2 (single) 71.28 47.71 34.80 61.53 77.10 7.63
CoAtt+P1+P2 (single) 69.81 44.83 30.83 60.65 75.73 8.08
HCIAE+P1+P2 (single) 69.66 44.03 29.85 59.50 75.98 8.10
Leaderboard
MReaL-BDAI∗ 74.02 52.62 40.03 68.85 79.15 6.76
ReDAN+ (Ensemble) [4] 64.47 53.75 42.45 64.68 75.68 6.63
square∗ 60.16 61.62 47.15 78.73 88.48 4.46
VIC-SNU [5]∗ 57.59 63.22 49.60 79.73 89.15 4.31
UET-VNU∗ 57.40 59.50 45.50 76.33 85.82 5.43
idansc [9]∗ 57.13 69.25 55.65 86.73 94.05 3.14
Table 4. Our results and comparisons to the 2019 2nd Visual Dialog Challenge Leaderboard results on the test-std set of VisDial v1.0.
Results are reported by the test server, (∗) is taken from [1].
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