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Abstract
We study the statistical properties of stationary, isotropic and homogeneous turbulence in two-
dimensional (2D) flows, focusing on the direct cascade, that is on wave-numbers large compared
to the integral scale, where both energy and enstrophy are provided to the fluid. Our starting
point is the 2D Navier-Stokes equation in the presence of a stochastic forcing, or more precisely
the associated field theory. We unveil two extended symmetries of the Navier-Stokes (NS) action
which were not identified yet, one related to time-dependent (or time-gauged) shifts of the response
fields and existing in both 2D and 3D, and the other to time-gauged rotations and specific to 2D
flows. We derive the corresponding Ward identities, and exploit them within the non-perturbative
renormalization group formalism, and the large wave-number expansion scheme developed in [Phys.
Fluids 30, 055102 (2018)]. We consider the flow equation for a generalized n-point correlation
function, and calculate its leading order term in the large wave-number expansion. At this order,
the resulting flow equation can be closed exactly. We solve the fixed point equation for the 2-point
function, which yields its explicit time dependence, for both small and large time delays in the
stationary turbulent state. On the other hand, at equal times, the leading order term vanishes, so
we compute the next-to-leading order term. We find that the flow equations for simultaneous n-
point correlation functions are not fully constrained by the set of extended symmetries, and discuss
the consequences.
∗ leonie.canet@grenoble.cnrs.fr
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I. INTRODUCTION
The 2D Navier-Stokes equation is a relevant description for large scale atmospheric and
oceanic flows, rotating fluids, or magnetically forced stratified turbulence [1, 2]. In 2D, not
only the energy, but also the enstrophy (squared vorticity) is conserved, which yields the
existence of a double cascade, spreading on two distinct inertial ranges, as early predicted by
Kraichnan [3], Leith [4] and Batchelor [5]. The energy flows from the integral scale L, where
both energy and enstrophy are injected, towards the large scales where it is dissipated by
some mechanism, such as an Eckman friction at scale L0, while the enstrophy flows towards
the small scales, where it is dissipated by viscosity at the Kolmogorov scale η. In the forced-
dissipative stationary regime, the inverse cascade of energy is characterized by Kolmogorov
scalings with a k−5/3 decay of the energy spectrum. In the direct cascade of enstrophy,
the scalings can also be deduced from Kolmogorov types of arguments, which yield a k−3
decay of the energy spectrum [3, 4]. This scaling was later corrected by Kraichnan himself,
who suggested the presence of logarithmic corrections to the energy spectrum of the form
k−3 ln(Lk)−1/3 to ensure the constancy of the enstrophy flux [6]. Moreover, exact relations
for the equal-time three-point correlations, analogous to the -4/5 law in three-dimensional
(3D) turbulence, can also be derived in 2D, exploiting the conservation of both energy and
enstrophy in their respective inertial ranges [7, 8].
In many respects, the understanding of 2D turbulence appears more advanced than its
3D counterpart. For instance, exact bounds on the exponents of the structure functions are
known [8]. The small-scales statistics of the vorticity in the direct cascade was investigated
by Falkovich and Lebedev [9, 10]. They found that the Kolmogorov-like exponents of the 2n-
point structure functions of the vorticity are not modified by intermittency effects, but that
the power-laws are corrected by logarithms, following 〈ωn(~r1)ω
n(~r2)〉 ∝ ln(L/|~r1 − ~r2|)
2n/3.
This result received support from experimental measurements in electromagnetically forced
conducting fluid layers turbulence [11] and in flowing soap films [12]. These works all indicate
that there is no substancial intermittency in the small-scale statistics of 2D turbulence, at
least in the absence of an Ekman friction. In the presence of such a term, the exponents
of the structure functions are changed by intermittency corrections, which depend on the
friction coefficient [13–15]. Let us also mention that perturbative Renormalisation Group
(RG) techniques have been applied to study 2D turbulence in the presence of a power-law
3
forcing [16–18]. We refer the reader to reviews on 2D turbulence for a more exhaustive
account [1, 2, 8, 19].
However, the complete characterization of the statistical properties of 2D turbulence re-
mains a fundamental quest. In particular, the previous results concentrate on the structure
functions, which are equal-time quantities, but the time dependence of velocity or vorticity
correlations is also of fundamental interest. In this respect, recent theoretical works have
shown that the time dependence of correlation (and response) functions could be calculated
within the Non-Perturbative (also named functional) Renormalisation Group (NPRG) for-
malism [20, 21]. This framework allows one to compute statistical properties of turbulence
from “first principles”, in the sense that it is based on the forced NS equation and does
not require phenomenological inputs [22]. It was exploited in 3D to obtain the exact time
dependence of n-point generalized velocity correlation functions at leading order at large
wave-numbers at non-equal times [21]. The case of equal times is much more involved and
its complete analysis in 3D is still lacking.
The purpose of this paper is to use the NPRG formalism to investigate 2D turbulence.
The outcome is three-fold. We identify two new extended symmetries of the 2D NS action
and derive the associated Ward identities. At leading order in wave-numbers, we show that
the flow equation for a generic n-point correlation function in the stream formulation can be
closed exactly as in the velocity formulation in 3D, and we derive the fixed-point solution
for the 2-point correlation. The corresponding predictions can be tested in experiments
or numerical simulations. Moreover, we present a first step in the analysis of equal-time
correlations in 2D. We compute the next-to-leading order (NLO) term in the large wave-
number expansion, in order to probe the presence of intermittency corrections at equal
times. Interestingly, almost all the terms are controlled by the (extended) symmetries.
These controlled terms turn out to vanish at equal times, which means that, as the leading
terms, they cannot generate intermittency effects for simultaneous correlations. However,
the symmetries do not seem to be sufficient to completly constrain the flow equation at NLO,
and the only remaining term could be non-zero and be responsible for intermittency. Our
analysis suggests that the corresponding effects are anyhow weaker than in 3D, since almost
all the terms are controlled and vanish in 2D because of the specific time-gauged rotation
symmetry, which does not occur in 3D. This is in accordance with standard observations,
which support weak or no intermittency in the direct cascade in 2D turbulence.
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The remainder of the paper is organized as follows. The field theory associated with
the 2D NS equation in the presence of a stochastic forcing is revisited in Sec. II, where
its extended symmetries are analyzed in details. The NPRG formalism to study this field
theory, developed in [21, 23, 24], is briefly presented in Sec. III, and the Ward identities
related to the extended symmetries are derived in this framework. We then consider the
flow equation for a generalized n-point correlation function in the stream formulation, and
explain the principles of the large wave-number expansion. In Sec. IV, the leading order
term in this expansion is calculated exactly, and the corresponding fixed-point solution is
obtained for the two-point function, yielding the general form of its time dependence. The
leading order term vanishes at equal time, as in 3D. In Sec. V, we calculate the NLO term
in the large wave-number expansion, focusing on coinciding times, and discuss the results.
II. FIELD THEORY FOR THE STREAM FUNCTION AND ITS SYMMETRIES
We consider the NS equation in the presence of an external stirring force f injα and of an
energy damping force fdampα , in order to sustain a stationary turbulent regime
∂tvα + vβ∂βvα = ν∂
2vα − ∂αp + f
damp
α + f
inj
α , (1)
where ν is the kinematic viscosity and p is the pressure divided by the density of the fluid,
and where the velocity, pressure and force fields depend on the space-time coordinate (t, ~x).
This equation is supplemented by the incompressibility constraint
∂αvα = 0 . (2)
Since in 2D the energy is transferred towards the large scales, the energy damping force is
necessary to provide a dissipation mechanism at the largest scales. This damping can be
achieved by a linear Ekman friction, ~fdamp = −α~v, which models the friction exerted on the
bulk by the surrounding layers in which the 2D flow is embedded. In this work, we consider
a non-local generalization of this term with a characteristic length scale L0
~fdamp(t, ~x) = −
∫
~x ′
RL-10 (|~x− ~x
′|)~v(t, ~x ′) . (3)
The function RL-10 is chosen such that its Fourier transform vanishes exponentially at large
wave-numbers k ≫ L−10 . This term can be interpreted as an effective friction acting only
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at the boundaries of the fluid, while not affecting the small scales, contrary to the Eckman
friction.
For the derivation of the associated field theory and since universality is expected with
respect to the precise form of the stirring force (as long as its characteristic distance scale
L is L≫ η), one usually chooses a stochastic forcing with Gaussian distribution of variance〈
f injα (t, ~x)f
inj
β (t
′, ~x ′)
〉
= Dαβ(t− t
′, ~x− ~x ′) = 2 δαβ δ(t− t
′)NL-1(|~x− ~x
′|) . (4)
The mapping to a field theory is then achieved using the Martin-Siggia-Rose-Janssen-de Do-
minicis (MSRJD) response-field formalism, developed in [25–27]. Whereas in most deriva-
tions in the context of turbulence, the profile N has to be a power-law [16, 28–31], it can
within the NPRG be shaped as a realistic large distance-scale forcing. The function NL-1 is
hence chosen such that its Fourier transform is smooth, is peaked at the scale L-1, is zero at
vanishing wave-number and decays exponentially at large wave-number [32]. The MSRJD
formalism with the non-local terms (3) and (4) is presented in [21, 23, 24]. It yields the
partition function for the velocity, pressure, response fields, under the form
Z[ ~J, ~¯J,K, K¯] =
∫
D[~v, ~¯v, p, p¯] e−Sv[~v,
~¯v,p,p¯]−∆Sv[~v,~¯v]e
∫
x
{ ~J ·~v+ ~¯J ·~¯v+Kp+K¯p¯} , (5)
with the notation x ≡ (t, ~x) and
∫
x
=
∫
dd~xdt, and similarly in the following p ≡ (ω, ~p) and∫
p
≡
∫
dd~p
(2π)d
dω
2π
. In the MSRJD formalism, the response velocity ~¯v and response pressure p¯ are
introduced as the Lagrange multipliers of the equation of motion and of the incompressibility
constraint respectively, and ~J , ~¯J , K, and K¯ are the sources for the four fields [34]. The NS
action for the velocity is obtained as
Sv[~v, ~¯v, p, p¯] =
∫
x
{
v¯α(x)
[
∂tvα(x)− ν∇
2vα(x) + vβ(x)∂βvα(x) +
1
ρ
∂αp(x)
]
+ p¯(x) ∂αvα(x)
}
∆Sv[~v, ~¯v] =
∫
t,~x,~x ′
{
v¯α(t, ~x)RL-10 (|~x− ~x
′|)vα(t, ~x
′)− v¯α(t, ~x)NL-1(|~x− ~x
′|)v¯α(t, ~x
′)
}
, (6)
where the quadratic non-local part has been separated for latter purposes. These expressions
hold in a generic dimension d. We now specialize to two dimensions, and introduce the stream
function formulation.
A. Action for the stream function
In 2D, the incompressibility constraint allows one to express the velocity as
vα = ǫαβ∂βψ (7)
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where ψ is a pseudo-scalar field, called the stream function, and ǫαβ are the components of
the antisymmetric tensor with two indices and with ǫ12 = 1, which satisfies the 2D identity
ǫαγǫβγ = δαβ . (8)
The stream function is related to the vorticity field through a Laplacian:
ω = ǫαβ∂αvβ = ǫαβǫβγ∂α∂γψ = −∂
2ψ . (9)
From the field theory (5) and (6), setting the sources K and K¯ to zero, integrating over the
pressure fields p and p¯, and using the resulting incompressibility contraints for ~v and ~¯v, the
NS action for the velocity can be expressed as an action for the stream function, as
Sψ[ψ, ψ¯] =
∫
x
∂αψ¯(x)
[
∂t∂αψ(x)− ν∇
2∂αψ(x) + ǫβγ ∂γψ(x) ∂β∂αψ(x)
]
∆Sψ[ψ, ψ¯] =
∫
t,~x,~x′
{
∂αψ¯(t, ~x)RL-10 (|~x− ~x
′|)∂′αψ(t, ~x
′)− ∂αψ¯(t, ~x)NL-1(|~x− ~x
′|)∂′αψ¯(t, ~x
′)
}
,
(10)
where the response stream is related to the response velocity through
v¯α = ǫαβ∂βψ¯ . (11)
One can then introduce a source for the stream function (resp. for the response stream)
J = −ǫαβ∂βJα (resp. J¯ = −ǫαβ∂βJ¯α) in the partition function, to obtain the moments of
ψ (resp. ψ¯) as functional derivatives with respect to J (resp. J¯). Let us point out that
this action is often obtained by taking the curl of the NS equation before casting it into a
functional integral [16, 17]. Here, this operation comes as the consequence of the incom-
pressibility constraint for ~¯v. This shows that in 2D, the velocity field action (6) and the
stream function one (10) are equivalent.
B. Symmetries and extended symmetries
The action (10) possesses several symmetries. In this work, we consider not only the
exact symmetries of this action, but also its extended symmetries. We define an extended
symmetry as a change of variables in the partition function which does not leave the ac-
tion strictly invariant, but which induces a variation of the action linear in the fields. The
7
key point is that one can derive from these extended symmetries Ward identities which
are more general than their non-extended versions. The Ward identities are exact relations
between different correlation (or vertex) functions in specific configurations. Typically, the
extended symmetries considered below are time-dependent generalizations of the original
exact symmetries. As a consequence, the corresponding Ward identities are valid for arbi-
trary frequency instead of holding only at zero frequency. These identities are very useful
in general within a field-theoretical framework, and in particular within the NPRG. Let us
list all the symmetries and extended symmetries of the action (10), denoting generically η
or η¯ their (scalar or vectorial) parameter:
a) δψ = η(t) , a¯) δψ¯ = η¯(t)
b) δψ = 0 , δψ¯ = xαη¯α(t)
c) δψ = 0 , δψ¯ = x
2
2
η¯(t)
d) δψ = ǫαβxαη˙β(t) + ηα(t)∂αψ , δψ¯ = ηα(t)∂αψ¯
e) δψ = −η˙(t)x
2
2
+ η(t)ǫαβxβ∂αψ , δψ¯ = η(t)ǫαβxβ∂αψ¯
(12)
The symmetries a) and a¯) are exact symmetries which just follow from the definitions (7) and
(11). Indeed, the stream function and response stream are defined up to a constant function
of time, and the functional integral does not fix this gauge invariance. The symmetries b)
and d) correspond to known extended symmetries of the velocity action: d) is the time-
gauged (or time-dependent) Galilean symmetry [30, 35–37], and b) is a time-gauged shift
of the response fields, first unveiled in [23]. On the other hand, the symmetries c) and e)
are extended symmetries that were not, to the best of our knowledge, identified yet. The
symmetry d) corresponds to a different time-gauged shift of the response field, which is also
an extended symmetry of the 3D NS action (see below), while the symmetry e) can be
interpreted as a time-gauged rotation, which is only realized in 2D.
Let us expound in more details these extended symmetries, starting with the well-known
time-gauged Galilean symmetry d). Since the action (10) is invariant under global Galilean
transformation, the only non-zero variations stem from the time derivative. One can check
that under this transformation,
δ(Sψ +∆Sψ) =
∫
x
∂αψ¯
[
ǫαβ η¨β(t) + η˙β(t)∂β∂αψ + ǫαβǫβγ η˙γ(t)∂β∂αψ
]
= 0 , (13)
using the identity (8). Interestingly, the time-gauged Galilean symmetry is an exact symme-
try in the stream formulation, whereas it is an extended one for the velocity action, because
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the gauge degree of freedom is fixed in the latter.
Let us now consider the symmetries b) and c). A general space-time shift of the response
field ψ¯(t, ~x)→ ψ¯(t, ~x) + η¯(t, ~x) yields the first order variation of the action
δ(Sψ +∆Sψ) =−
∫
x
η¯(x)
{
∂2(∂t − ν∂
2)ψ + ∂α∂β(ǫβγ∂γψ∂αψ)
+
∫
~x′
[
RL-10 (|~x− ~x
′|)∂′
2
ψ(t, ~x′)− 2NL-1(|~x− ~x
′|)∂′
2
ψ¯(t, ~x′)
]}
. (14)
As in the velocity formulation, the non-linear term of this variation, stemming from the
interaction, may vanish for some particular space dependence of η¯. The choice η¯(x) = η¯(t)
is simply the gauge-invariance a¯) for which δ(Sψ + ∆Sψ) = 0. The choice η¯(x) = xαη¯α(t)
corresponds to the known time-gauged shift of the response fields (velocity and pressure)
in the velocity formulation [23]. For this choice δ(Sψ + ∆Sψ) also vanishes, which means
that the time-gauged shift is an exact symmetry in the stream formulation, while it is an
extended one in the velocity formulation, as for the time-gauged Galilean symmetry.
We here uncover another transformation which leads to the new extended symmetry c):
η¯(t, ~x) = x
2
2
η¯(t). For this choice, the variation stemming from the interaction cancels by
antisymmetry of ǫαβ . Let us emphasize that this symmetry is not specific to 2D, and can
be expressed also in 3D in the velocity formulation, where it corresponds to a shift linear in
space:
δv¯α = ǫαβγxβηγ(t) , δp¯ = vαǫαβγxβηγ(t) , (15)
where the ǫαβγ are the components of the fully antisymmetric tensor with three indices.
One can indeed check, by performing this change of variables in the velocity action (6), and
after some integration by parts and use of the anti-symmetry of ǫαβγ , that the corresponding
variation reads
δ(Sv +∆Sv) =
∫
x
ǫαβγxβηγ(t)
{
∂tvα(x) +
∫
~x′
RL-10 (|~x− ~x
′|)vα(t, ~x
′)− 2NL-1(|~x− ~x
′|)v¯α(t, ~x
′)
}
,
and is linear in the fields. The transformation (15) is thus an extended symmetry of the NS
velocity action in both 2D and 3D. This new symmetry yields Ward identities, given below
in the 2D stream formulation, that could be useful in the study of the 3D NS turbulence
as well. We did not find higher order space dependence of η¯(t, ~x) which induces a linear
variation of the action in the fields.
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Finally, we now consider the extended symmetry e), which is specific to 2D. This new
symmetry can be interpreted as a time-gauged rotation in the same way as extended Galilean
symmetry is a time-gauged translation in space. Using the anti-symmetry of ǫαβ , one can
check that the variation under the transformation e) is indeed linear is the field
δ(Sψ +∆Sψ) = 2
∫
x
η(t)
[
∂2t ψ¯ − ∂tψ¯
∫
~x′
RL-10 (|~x− ~x
′|)
]
. (16)
This symmetry can be expressed in the velocity formulation as well, at the cost of introducing
a non-local shift of the pressure.
These extended symmetries can be translated into Ward identities. As they are exploited
in the present work within the NPRG framework, we derive them in terms of the Effective
Average Action (EAA) Γκ defined in the next section. They essentially coincide with the
Ward identities for the standard effective action Γ usually defined in field theory, but for
the terms associated with the variation of the non-local quadratic parts of the action. These
terms are subtracted in the NPRG formalism (see Appendix A1), but they can be straight-
forwardly included to deduce the Ward identities in terms of Γ [23]. Let us now briefly
introduce the EAA, and then establish these Ward identities.
III. NPRG FORMALISM AND WARD IDENTITIES
A. Formulation of the NPRG
The NPRG is a modern implementation of Wilson’s original idea of the RG [38], con-
ceived to efficiently average over fluctuations, even when they develop at all scales, as in
standard critical phenomena [39–41]. It is a powerful method to compute the properties of
strongly correlated systems, which can reach high precision levels [42, 43] and yield fully
non-perturbative results, at equilibrium [44–46] and also out of equilibrium [47–51], restrict-
ing to a few classical statistical physics applications. The NS field theory was first studied
using NPRG methods in [24, 52, 53], and we here follow the formalism developed in [21, 24].
The core idea of the NPRG is to organize the integration of the fluctuations by adding
to the action a non-local quadratic term, called the regulator and noted ∆Sκ. The role of
the regulator is to freeze the degrees of freedom of the field with wave-number below the
renormalization scale κ to their mean-field value, while not affecting the degrees of freedom
with wave-number above κ, with the additional requirement that the transition between
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these two regimes is sufficiently smooth. By varying κ from the ultraviolet (UV) cutoff of
the theory, where the regulator ensure that mean-field is exact, to its infrared (IR) cutoff,
one smoothly integrates over the fluctuations of the fields. If the starting action is at a
critical point, the resulting flow reaches a fixed point, from which universal properties of the
field theory can be calculated.
It turns out that in the Navier-Stokes action (10), terms which can play the role of regula-
tors are already present for physical reasons. Indeed, the functions NL-1 and RL-10 associated
with forcing and large-scale dissipation satisfy all the requirements to act as regulators of
the theory. Their Fourier transform are smooth functions, which vanish exponentially for
wave-numbers large compared to L-10 or L
-1, and which regularize the fluctuating fields for
small wave-numbers (see [24, 39]). Thus, identifying their typical scale, L−10 and L
−1, with
the RG scale κ yields a regulator ∆Sκ for the NS field theory. Since we are interested in
the direct cascade where wave-numbers are larger than both L−1 and L−10 , we simply set
L−1 = L−10 = κ. To study the inverse cascade, which corresponds to wave-numbers between
L−10 and L
−1, the scale L should be kept fixed while setting L−10 = κ (this is left for future
work).
In the presence of the regulator ∆Sκ, the generating functional Z of the correlation
functions becomes scale dependent
Zκ[J, J¯ ] =
∫
DψDψ¯ e−Sψ−∆Sψe
∫
x
{Jψ+J¯ ψ¯} . (17)
The average of the stream function (and response stream) can be obtained through functional
derivatives of Wκ = lnZκ with respect to the sources as
Ψ(x) = 〈ψ(x)〉 =
δWκ
δJ(x)
, Ψ¯(x) =
〈
ψ¯(x)
〉
=
δWκ
δJ¯(x)
. (18)
When the renormalization scale κ varies, Wκ evolves according to the following exact flow
equation (which is similar to the Polchinski equation [54]):
∂κWκ = −
1
2
∫
x,y
∂κ[Rκ]ij(x− y)
{ δ2Wκ
δji(x)δjj(y)
+
δWκ
δji(x)
δWκ
δjj(y)
}
, (19)
where i, j ∈ {1, 2} with j1 = J and j2 = J¯ . The EAA Γκ (which is the generating functional
of one particle-irreducible (1-PI) correlation functions [55, 56]) is defined as the Legendre
transform of Wκ, up to the regulator term:
Γκ[Ψ, Ψ¯] +Wκ[J, J¯ ] =
∫
x
{
J Ψ+ J¯ Ψ¯
}
−∆Sκ[Ψ, Ψ¯] . (20)
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The flow of Γκ with the RG scale κ is given by the Wetterich equation [57]
∂κΓκ =
1
2
∫
x,y
∂κ[Rκ]ij(|x− y|)
[
Γ(2)κ +Rκ
]−1
ji
(y,x) , (21)
where Γ
(2)
κ is the Hessian of Γκ and the regulator matrix [Rκ] is defined as
[Rκ]ij(x− y) =
δ2∆Sκ
δϕi(x)δϕj(y)
, (22)
with i, j ∈ {1, 2} and ϕ1 = Ψ, ϕ2 = Ψ¯. The RG flow equation (21) is also exact. Its initial
condition corresponds to the ‘microscopic’ model, which is Sψ in (10). The flow is hence
initiated at a very large wave-number Λ at which the continuous description of the fluid
dynamics in terms of NS equation starts to be valid. At this scale, one can show that ΓΛ
identifies with the bare action ΓΛ = Sψ, since no fluctuation is yet incorporated. When
κ→ L-1, the regulator reaches its original value and one obtains the actual properties of the
model, when all fluctuations up to the physical IR cutoff have been integrated over. Eq. (21)
provides the exact interpolation between these two scales.
B. Definition of generalized correlation functions
The functional Wκ is the generating functional of connected correlation functions, which
correspond to the cumulants for a field theory [55, 56]. The n-point generalized connected
correlation functions can be obtained as functional derivatives of Wκ with respect to the
sources
G
(n)
i1...in
[{xℓ}1≤ℓ≤n; j] =
δnWκ
δji1(x1) . . . δjin(xn)
, (23)
where ik = 1, 2 with j1 = J and j2 = J¯ as before. They are called generalized because they
include derivatives with respect to response fields, which are related to correlations with the
forcing [24]. Note that in this definition, G
(n)
i1...in
is still a functional of the sources, which
is materialized by the square brackets and the explicit j dependency. Let us also introduce
the notation G(m,m¯)[x1, . . . ,xm+m¯; j] where the m first derivatives are with respect to J and
the m¯ last with respect to J¯ . We indicate that a correlation function is evaluated at zero
sources using the notation
G
(n)
i1...in
({xℓ}1≤ℓ≤n) ≡ G
(n)
i1...in
[{xℓ}; j = 0] (24)
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(and accordingly for G(m,m¯)). The Fourier transforms of these functions are defined as:
G˜(n)({pℓ}1≤ℓ≤n) =
∫
{xℓ}
G(n)({xℓ}1≤ℓ≤n)e
−i
∑n
k=1(~pk·~xk−ωktk) , (25)
or similarly extracting the delta function of conservation of the total wave-vector and fre-
quency
G˜(n)({pℓ}1≤ℓ≤n) = (2π)
d+1δd(
n∑
k=1
~pk)δ(
n∑
k=1
ωk)G¯
(n)({pℓ}1≤ℓ≤n−1) . (26)
The EAA is the generating functionals of 1-PI correlation functions, also called vertex
functions. This means that any vertex functions can be obtained by taking functional
derivatives of Γκ with respect to the average fields Ψ and Ψ¯. The n-point vertex (1-PI)
functions are defined using the same conventions as for the connected correlation functions:
Γ
(n)
i1...in
[x1, . . . ,xn;ϕ] =
δnΓκ
δϕi1(x1) . . . δϕin(xn)
, (27)
where ik = 1, 2 with ϕ1 = Ψ and ϕ1 = Ψ¯, or alternatively Γ
(m,m¯)[x1, . . . ,xm+m¯;ϕ]. Accord-
ingly, we define Γ
(n)
i1...in
(x1, . . . ,xn) and Γ
(m,m¯)(x1, . . . ,xm+m¯) as the previous vertex functions
evaluated at zero fields. Finally we define the Fourier transforms before and after extract-
ing the delta function of conservation of wave-vector and frequency, Γ˜(n)({pℓ}1≤ℓ≤n) and
Γ¯(n)({pℓ}1≤ℓ≤n−1), respectively. The knowledge of the set of connected correlation functions
or of the set of vertex functions is equivalent. Indeed, they are inter-related: any n-point
connected correlation function G(n) can be constructed as a sum of tree diagrams whose
vertices are the 1-PI functions Γ(k), 2 < k ≤ n and whose edges are the propagators G(2)
[55, 56].
C. Ward identities for the vertex functions in the stream formulation
In Sec. IV and Sec. V, we present calculations within the large wave-number expansion.
As explained in Appendix B 1, a key ingredient in these calculations in the existence of Ward
identities for the vertex functions. We hence give below the Ward identities associated with
the extended symmetries of the NS action in terms of the vertex functions, and within the
NPRG framework. Ward identities for the connected correlation functions can be derived
in the same way.
The list (12) of the extended symmetries in the stream function formulation only con-
tains continuous changes of variables which are at most linear in the field, and so are the
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corresponding variations of the action. In this case, they can be translated readily into Ward
identities that the EAA must verify along the RG flow. These identities simply express that
the EAA possesses the same symmetry as Sψ, except for the non-invariant terms which are
not renormalized. The general derivation was presented in [23] and is summarized in Ap-
pendix A1. It is shown in particular that in the NPRG framework, the regulator terms do
not enter these identities when the change of variable is a shift of the fields or when it leaves
the regulators invariant, which is the case for all the symmetries presented in Sec. II B.
The functional Ward identities for the EAA associated with the extended symmetries
(12) are:
a)
∫
~x
δΓκ
δΨ(x)
= 0, a¯)
∫
~x
δΓκ
δΨ¯(x)
= 0
b)
∫
~x
xα
δΓκ
δΨ¯(x)
= 0
c)
∫
~x
x2
2
δΓκ
δΨ¯(x)
= −2
∫
~x
∂tΨ
d)
∫
~x
{(
− ǫβαxβ∂t + ∂αΨ
) δΓκ
δΨ(x)
+ ∂αΨ¯
δΓκ
δΨ¯(x)
}
= 0
e)
∫
~x
{(x2
2
∂t + ǫαβxβ∂αΨ
) δΓκ
δΨ(x)
+ ǫαβxβ∂αΨ¯
δΓκ
δΨ¯(x)
}
= 2
∫
~x
∂2t Ψ¯ . (28)
From these functional identities, one can derive a hierarchy of identities for the vertex
functions Γ(m,m¯), by taking the corresponding functional derivatives and evaluating them at
zero fields. In the Fourier space, they read:
a), a¯) Γ¯(m,m¯)κ (. . . , ̟, ~q, . . . )
∣∣∣
~q=0
= 0
b)
∂
∂qi
Γ¯(m,m¯+1)κ ({pℓ}1≤ℓ≤m, ̟, ~q, {pℓ}1≤ℓ≤m¯−1)
∣∣∣
~q=0
= 0
c)
∂2
∂q2
Γ¯(m,m¯+1)κ ({pℓ}1≤ℓ≤m, ̟, ~q, {pℓ}1≤ℓ≤m¯−1)
∣∣∣
~q=0
= 0
except
∂2
∂q2
Γ¯(1,1)κ (̟, ~q)
∣∣∣
~q=0
= −4i̟
d)
∂
∂qi
Γ¯(m+1,m¯)κ (̟, ~q, {pℓ}1≤ℓ≤m+m¯−1)
∣∣∣
~q=0
= iǫαβD˜β(̟)Γ¯
(m,m¯)
κ ({pℓ})
e)
∂2
∂q2
Γ¯(m+1,m¯)κ (̟, ~q, {pℓ}1≤ℓ≤m+m¯−1)
∣∣∣
~q=0
= R˜(̟)Γ¯(m,m¯)κ ({pℓ}) , (29)
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where we have introduced the two operators D˜α(̟) and R˜(̟) defined as:
D˜α(̟)F ({pℓ}1≤ℓ≤n) ≡ −
n∑
k=1
pαk
[
F ({pℓ}1≤ℓ≤k−1, ωk +̟, ~pk, {pℓ}k+1≤ℓ≤n)− F ({pℓ})
̟
]
R˜(̟)F ({pℓ}1≤ℓ≤n) ≡ 2iǫαβ
n∑
k=1
pαk
∂
∂pβk
[
F ({pℓ}1≤ℓ≤k−1, ωk +̟, ~pk, {pℓ}k+1≤ℓ≤n)− F ({pℓ})
̟
]
.
(30)
The derivation of the identities d) and e) is reported in Appendix A2 and Appendix A3
respectively.
D. Large wave-number expansion of the flow equations
Let us explain the principles of the large wave-number expansion. The flow equation (21)
is exact, but it is not closed. Indeed, the flow equation for a generic n-point function Γ
(n)
κ
can be deduced by taking the corresponding functional derivatives of (21), and it involves
(n + 1) and (n + 2) vertex functions. As such, one has to consider an infinite hierarchy of
flow equations. For example, the flow equation for the two-point function is given in the
Fourier space by
∂sΓ¯
(2)
mn(p) =
∫
q
∂sRij(q)G¯
(2)
jk (q)
[
−
1
2
Γ¯
(4)
klmn(q,−q,p)
+ Γ¯
(3)
kms(q,p)G¯
(2)
st (q + p)Γ¯
(3)
tnl(q+ p,−p)
]
G¯
(2)
li (q) , (31)
which depends on the 3- and 4-point vertices. The right-hand side (r.h.s.) is represented
diagrammatically in Fig. 1, where the dashed circles are the vertex functions, the thick
lines are propagators and the cross is the derivative of the regulator. The r.h.s. involves
∂κΓ
(2)
κ (p) = −
1
2
×q −q
−pp
+
p
p+ q
×q −q
−p
FIG. 1. Diagrammatic representation of the flow of Γ
(2)
κ .
the integrated, or internal, wave-vector and frequency q circulating in the loops besides the
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external wave-vector and frequency p at which the vertex function on the left-hand side
(l.h.s.) is evaluated.
In most applications, this hierarchy is closed by simply truncating higher-order vertices,
or proposing an ansatz for Γκ [39]. An alternative strategy, pioneered in [43, 58] and called
the BMW approximation scheme, consists in expanding these vertices in the internal wave-
vector ~q. This approximation relies on the two following properties of the regulator: on the
one hand, its insertion in the integration loop on the r.h.s. of (21) cuts off the internal wave-
number |~q| to values |~q| . κ. As a consequence, if the system is probed at a wave-number
scale |~p| much larger than the renormalization scale, p ≫ κ, there is a clear separation of
scales in the flow equations: q/p ≪ 1. On the other hand, the presence of the regulator
ensures that the vertex functions are smooth at any finite scale κ > 0, which allows one to
perform a Taylor expansion in powers of ~q. The underlying idea is that, close to a fixed point,
the vertex functions are expected to depend on the internal wave-number only through ratio
of the type q/p, which means that the expansion at q ≃ 0 is expected to be equivalent to an
expansion at p → ∞. This expansion becomes exact in the limit of infinite wave-numbers,
and the error at finite but large p is small. In fact, this expansion was found to be a reliable
approximation for arbitrary momenta [43, 58].
The BMW strategy has turned out to be very successful in the context of turbulence,
since the expanded flow equations can be closed at zero fields thanks to the Ward identities,
whereas it generically requires to keep a whole dependence in background fields. This was
first noticed in [24] for the two-point function, and generalized in [21] where the exact leading
order term in the large wave-number expansion of the flow equation of an arbitrary n-point
correlation function was obtained in 3D. The striking feature of these flow equations is
that they do not exhibit the decoupling property usually expected for flow equations, e.g.
in standard critical phenomena. The decoupling property ensures that the existence of a
fixed point entails standard scale invariance for κ much smaller than any non-exceptional
wave-number (see [21]). In 3D turbulence, the violation of the decoupling property yields a
breaking of standard scale invariance, which is manifest in the time dependence of generic
correlation functions. This breaking was related in [20, 21], at least for small time delays, to
the sweeping effect. The latter is the random advection of small-scale velocities by large-scale
structures in the turbulent flow, and is well-known phenomenologically [59, 60].
In the following, we calculate the flow equation of a generalized n-point correlation func-
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tion in the stream formulation within the large wave-number expansion. In Sec. IV, we
derive the leading order, and derive the general form of the time dependence of the two-
point function. We show that a similar breaking of standard scale invariance occurs in
2D turbulence, but its explicit expression is different. However, the (leading order) non-
decoupling term of the flow equation turns out to vanish at equal time, as in 3D, such that
standard scale invariance, which means Kolmogorov-Kraichnan scaling, is recovered at this
order for equal-time quantities. Hence, in Sec. V, we calculate the NLO term in the large
wave-number expansion of the flow equation, focusing on equal times, in order to seek for
possible intermittency corrections to simultaneous quantities, such as structure functions.
This calculation is specific to 2D since it exploits the new extended symmetry related to
time-gauged rotations.
IV. TIME DEPENDENCE OF GENERIC CORRELATION FUNCTIONS
In this section, we express the flow equation for a generic generalized n-point correlation
function in the stream formulation, and we compute its exact leading term in the large wave-
number expansion for non-equal time delays. We then derive the corresponding fixed-point
solutions for the two-point function, and show that its time dependence explicitly breaks
scale invariance.
A. Flow equation for generic correlation functions at leading order
The flow equation for a generic connected correlation function of the stream and response
stream functions G
(n)
ψ is obtained by taking n functional derivatives of (19) with respect to
the sources jik , 1 ≤ k ≤ n, which yields
∂κG
(n)
ψ,i1...in
[{xℓ}1≤ℓ≤n; j] = −
1
2
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)
{
G
(n+2)
ψ,iji1...in
[y1,y2, {xℓ}; j]
+
∑
({iℓ}1,{iℓ}2)
#1+#2=n
G
(#1+1)
ψ,i{iℓ}1
[y1, {xℓ}1; j]G
(#2+1)
ψ,j{iℓ}2
[y2, {xℓ}2; j]
}
. (32)
where the indices iℓ ∈ {1, 2} stand for the sources J or J¯ , and ({iℓ}1, {iℓ}2) indicates all
the possible bipartitions of the n indices {iℓ}1≤ℓ≤n, and ({xℓ}1, {xℓ}2) the corresponding
bipartition in coordinates. Finally, #1 and #2 are the cardinals of {iℓ}1 (resp. {iℓ}2).
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We now consider the large wave-number expansion of (32). The calculation of the leading
order term is formally the same as in 3D in the velocity formulation [21]. Nevertheless, the
derivation in the stream formulation is reported in Appendix B 1 for completeness. We first
show that in the limit of large wave-numbers, that is when all the ~pℓ, 1 ≤ ℓ ≤ n are large
compared to κ, as well as all their partial sums, the flow equation (32) reduces to
∂κG˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n) =
1
2
∫
q1,q2
∂˜κG˜
(2)
ψ,ij(−q1,−q2)
[
δ2
δϕi(q1)δϕj(q2)
G˜
(n)
ψ,i1...in
[{pℓ}; j]
]
ϕ=0
,
(33)
up to terms tending to zero faster than any power of the pℓ. In the velocity formulation, the
leading order term is obtained by setting q1, q2 to zero in the equivalent terms in bracket. In
the stream formulation, because of the gauge symmetry a) in (12), there is no information
at this order. Indeed, the symmetry a) implies that the vertex functions are zero if one of
the wave-numbers is set to zero, according to (29), and thus
[
δ2
δϕi(q1)δϕj(q2)
G˜
(n)
ψ,i1...in
[{pℓ}1≤ℓ≤n; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
= 0 . (34)
As a consequence, the first non-zero contribution comes from the second order term
in the q1, q2 expansion (since the odd terms of this expansion vanishes by parity of
∂˜κG˜
(2)
ψ,ij(−q1,−q2)). It reads
∂κG˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n) =
1
2
∫
q1,q2
∂˜κG˜
(2)
ψ,ij(−q1,−q2)
×
qαa q
β
b
2
∂2
∂qαa ∂q
β
b
[
δ2
δϕi(q1)δϕj(q2)
G˜
(n)
ψ,i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
, (35)
where a, b take value in {1, 2}. As in the velocity formulation, one can then show that this
flow equation can be closed using the Ward identities (see Appendix B 1), which yields
∂κG˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n) =
1
2
∫
q1,q2
∂˜κG˜
(2)
vµvν (−q1,−q2)D˜µ(̟1)D˜ν(̟2)G˜
(n)
ψ,i1...in
({pℓ}) . (36)
One can check, using the correspondence
G˜
(n)
v,k1···kn
({ωk, ~pk}) = (i)
n ǫk1ℓ1p
ℓ1
1 · · · ǫknℓnp
ℓn
n G˜
(n)
ψ,i1...in
({ωk, ~pk}) (37)
that the same result as in the velocity formulation, obtained in [21], is recovered.
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B. Fixed-point and conservation of enstrophy in the direct cascade
Our goal is to describe the universal properties of the direct enstrophy cascade in the
forced-dissipative stationary regime. This regime, characterized by some form of scale in-
variance, corresponds to a fixed point in the RG framework (see [21] for details). In order to
study the fixed point, it is convenient to work with dimensionless variables, denoted with a
hat symbol, using the RG scale κ as unit of wave-numbers. We introduce the dimensionless
forcing profile through
Nκ(~q) = Dκ (|~q|/κ)
2nˆ(|~q|/κ) , (38)
where Dκ is a scale dependent forcing amplitude, and nˆ is the specific forcing profile, which
fulfills the requirements stated in Sec. III (smoothness and fast decay at large wave-numbers).
Similarly, the dimensionless effective friction can be defined through
Rκ(~q) = νκ ~q
2rˆ(|~q|/κ) , (39)
with νκ a scale dependent coefficient and rˆ is also a smooth and fastly decaying function.
As the action (10) is dimensionless, one deduces that ψψ¯ is also dimensionless, and that
dimensionless frequencies can be defined according to ω = κ2νκωˆ. One then obtains that
the dimensionless response stream is given by ψ¯ = κ(D−1κ νκ)
1/2 ˆ¯ψ, and the dimensionless
stream function by ψ = κ−1(Dκν
−1
κ )
1/2ψˆ. At the fixed point, the coefficients Dκ and νκ
are generically expected to behave as power-laws Dκ ∼ κ
−η∗
D and νκ ∼ κ
−η∗ν , where the
exponents are the fixed-point values of the functions
ηD(κ) = −κ∂κ lnDκ, , ην(κ) = −κ∂κ ln νκ . (40)
One deduces that the dynamical critical exponent z, which characterizes the scaling between
space and time as ω ∼ |~p|z, is given by z = 2 − η∗ν . The two exponents η
∗
D and η
∗
ν are not
independent. Their relation follows from the Galilean invariance. Let us temporarily intro-
duce a coupling λ in front of the non-linear advection term in the action (10). The Galilean
invariance entails that this coupling is not renormalized, that is ∂κλ = 0, or equivalently, the
flow equation for the dimensionless coupling, defined through λ = kD
−1/2
κ ν
3/2
κ λˆκ, is exactly
κ∂κλˆκ = −
1
2
λˆκ (2 + ηD(κ)− 3ην(κ)) . (41)
This implies that at any non-Gaussian fixed point (λˆ∗ 6= 0), the exponent η
∗
ν is given by
η∗ν = −(2 + η
∗
D)/3. (42)
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In 3D, the value of the exponent η∗D is fixed by requiring that the mean rate of energy
injection (and dissipation) ε is constant [24]. In 2D, this constraint only gives some bounds
on the exponent, and one is led to also analyze the mean rate of enstrophy injection εω (and
dissipation) [24]. The latter can be expressed as [19]
εω =
〈
(~∇× ~f )(t, ~x) · ~ω(t, ~x)
〉
= lim
δt→0+
∫
ω,~q
q4N(~q)G
(1,1)
ψ (ω, ~q)e
−iωδt
= Dκκ
4 lim
δt→0+
∫
ωˆ,~ˆq
qˆ6 nˆ(qˆ) Gˆ
(1,1)
ψ (ωˆ, ~ˆq)e
−iωˆδˆt. (43)
The properties of nˆ ensures that the integral is both UV and IR finite, and we denote Ω−1
the value of this integral, which is non-universal. To obtain a constant (κ independent)
mean enstrophy injection rate thus imposes η∗D = 4. The identity (42) then yields η
∗
ν = 2.
As a consequence, the leading scaling between space and time vanishes, that is z = 0, which
is very peculiar and occurs only in d = 2. This scaling is thus governed by sub-leading
logarithms, as ω ∼ (ln(|~p|/Λ))δ, where Λ is for instance the UV scale, and δ an exponent
to be determined. In order to account for this sub-leading behavior, one is led to include
logarithmic corrections in the scale-dependent coefficients, such that they behave at a fixed
point as
νκ ∼ κ
−η∗ν (ln(κ/Λ))γ
∗
ν , Dκ ∼ κ
−η∗D (ln(κ/Λ))γ
∗
D . (44)
This sub-leading behavior modifies the flow equation (41) as follows
κ∂κλˆκ = −
1
2
λˆκ (2 + ηD − 3ην) +
1
2
(γD − 3γν)(ln(κ/Λ))
−1 λˆκ . (45)
Since the corrections to the fixed point are expected to decay faster than a logarithmic, we
require that γD − 3γν = 0 at a non-Gaussian fixed point, which yields γD = 3γν ≡ 3γ. The
value of γ is a priori not fixed, and should be computed by integrating the flow equations.
In fact, if one assumes that there is no intermittency correction, that is that dimensional
scalings are not modified, then γ can be determined by consistency, following Kraichnan’s
argument. This is done in Sec. VA. In the following, we make no assumptions on the
presence or not of intermittency, and keep an undetermined exponent γ.
In order to define dimensionless correlation functions, let us first express the forcing
amplitude at the integral scale DL−1 as a function of the enstrophy rate using (43) evaluated
at κ = L−1: εω = DL−1L
−4Ω−1. Assuming the log-corrected power-law behavior (44) on the
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whole inertial range, one can relate the coefficient Dκ to its value at the integral scale as
Dκ = DL−1(κL)
−4
( ln(κ/Λ)
ln(L−1/Λ)
)3γ
≃ εω Ωκ
−4
∣∣∣ ln(κ/Λ)
ln(LΛ)
∣∣∣3γ ≡ D0 εω κ−4 s3γ , (46)
where we have introduced the “RG time” s = ln(κ/Λ) and the non-universal constant D0 =
Ω| ln(LΛ)|−3γ. The coefficient νκ can be related in the same way to its value at the dissipative
scale η = (ν3/εω)
1/6 as
νκ = νη−1(κη)
−2
( ln(κ/Λ)
ln(η−1/Λ)
)γ
≃ ε1/3ω κ
−2
∣∣∣ ln(κ/Λ)
ln(ηΛ)
∣∣∣γ ≡ ν0 ε1/3ω κ−2sγ, (47)
where we have identified ν ≃ νη−1 , i.e. neglected its evolution between the microscopic scale
Λ and the dissipative one η−1, and defined ν0 = | ln(ηΛ)|
−γ.
C. Solution at the fixed point for the two-point function
In this section, we derive the expression of the two-point correlation function in the stream
formulation Cψ ≡ G
(2,0)
ψ , obtained as the solution of the leading order flow equation at the
fixed point. The flow equation at leading order for the mixed time-wavevector two-point
correlation function can be deduced from the general flow (36) by performing the inverse
Fourier transform on the frequency. It reads
κ∂κCψ(t, ~p) = −
1
2
p2Cψ(t, ~p)
∫
̟
cos(̟t)− 1
̟2
Jκ(̟) , (48)
where Jκ(̟) can be expressed as
Jκ(̟) = −
∫
~q
∂˜κC¯(̟, ~q) = −2
∫
~q
{
κ∂κNκ(~q) |G¯(̟, ~q)|
2 − κ∂κRκ(~q) C¯(̟, ~q)ℜ
[
G¯(̟, ~q)
]}
,
(49)
with C¯ and G¯ the transverse parts of the two-point correlation and response function of the
velocity, G¯
(2,0)
v,µν (p) = P⊥µν(~p)C¯(p) and G¯
(1,1)
v,µν (p) = P⊥µν(~p)G¯(p). The remarkable feature of this
equation is that κ∂κCψ/Cψ does not vanish at large wave-numbers, which means that there
is no decoupling of the large wave-numbers. As shown in [21, 24], this leads to a violation
of standard scale invariance, which is manifest in the solutions derived below.
This flow equation can be simplified in both the regime of large and small time delays as
[21]
κ∂κCψ(t, ~p) = Cψ(t, ~p)×


I0κ
4
t2 p2 +O(pmax) I
0
κ =
∫
̟
Jκ(̟) t≪ 1
I∞κ
4
|t| p2 +O(pmax) I
∞
κ = Jκ(0) t≫ 1
,
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where the O(pmax) explicitly indicates the contributions beyond the leading order neglected
in this flow equation. In order to study the fixed point, and using the dimensional analysis
of Sec. IVB, we define the dimensionless correlation function
Cψ(t, ~p) =
D0
ν0
ε
2/3
ω
κ6
s2γ Cˆs
(
tˆ = ν0 ε
1/3
ω s
γ t, pˆ = p/κ
)
, (50)
such that one obtains the dimensionless flow equation
[
∂s − 6 +
2γ
s
− pˆ∂pˆ +
γ
s
tˆ∂tˆ
]
Cˆs(tˆ, ~ˆp) = Cˆs(tˆ, ~ˆp)×

 αˆ
0
s pˆ
2 tˆ2 +O(pˆmax) t≪ 1
αˆ∞s pˆ
2 |tˆ|+O(pˆmax) t≫ 1
, (51)
where αˆ0,∞s = D0ν
−3
0 Iˆ
0,∞
s /4, with the dimensionless integrals Iˆ
0
s ≡ D
−1
κ νκI
0
κ and Iˆ
∞
s ≡
κ2D−1κ ν
2
κI
∞
κ . In order to simplify the flow equation, we search for a solution of the form
Cˆs(tˆ, ~ˆp) =
1
pˆ6
ln(pˆ)−2γC˜s(t˜ = ln(pˆ)
−γ tˆ, ~ˆp) , (52)
which satisfies the flow equation[
∂s + 2γ
(1
s
+
1
ln(p/Λ)− s
)
− pˆ∂pˆ + γ
(1
s
+
1
ln(p/Λ)− s
)
t˜∂t˜
]
C˜s(t˜, ~ˆp) =
C˜s(t˜, ~ˆp)×

 αˆ
0
s pˆ
2 t˜2 ln(pˆ)2γ +O(pˆmax)
αˆ∞s pˆ
2 |t˜| ln(pˆ)γ +O(pˆmax)
. (53)
When approaching the fixed point, in the limit s → −∞, the term ln(p/Λ) is negligible
compared to s for any given external wave-number p, such that the terms proportional to γ
vanish. Moreover, the fixed point corresponds by definition to ∂sCˆs = 0, and dimensionless
quantities reaching a constant value αˆ0s → αˆ
0
∗ and α˜
∞
s → αˆ
∞
∗ . The fixed-point solution can
be obtained by integrating the resulting fixed-point equation as
ln(C˜∗(t˜, ~ˆp)) =

 −t˜
2 αˆ0∗
∫ pˆ
0
x ln(x)2γdx + Fˆ0(t˜) +O(pˆmax) t≪ 1
−|t˜| αˆ∞∗
∫ pˆ
0
x ln(x)γdx + Fˆ∞(t˜) +O(pˆmax) t≫ 1
, (54)
where Fˆ0,∞ are universal scaling functions, that can not be computed from the large wave-
number regime alone, but which can be determined by (numerical) integration of the com-
plete flow equation. One then deduces the dimensionful physical two-point correlation func-
tion
Cψ(t, ~p) = C0
ε
2/3
ω
p6
ln(pL)−2γFˆ0,∞
(
ν¯0ε
1/3
ω t ln(pL)
−γ
)
×

 exp(−β
0
L t
2
∫ pL
0
x ln(x)2γdx +O(pmaxL)) t≪ 1
exp(−β∞L |t|
∫ pL
0
x ln(x)γdx +O(pmaxL)) t≫ 1
, (55)
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with C0 = D0ν
−1
0 | ln(LΛ)|
2γ, ν¯0 = ν0| ln(LΛ)|
γ, β0L = ε
2/3
ω L2ν¯20 αˆ
0
∗, β
∞
L = ε
1/3
ω ν¯0L
2αˆ∞∗ , and
Fˆ0,∞ = exp(Fˆ0,∞). The leading order term in the exponential, typically of order p
2, is exact.
It provides the decorrelation time of the two-point function in the two regimes of small and
large time-delays. This term involves an explicit dependence in the integral scale L, and
thus breaks standard scale invariance. In 3D, one obtains a Gaussian dependence in tp for
large p and small t (no logarithms), which is usually interpreted as a consequence of the
sweeping effect [21]. It was early predicted by Kraichnan within the DIA approximation [59],
and later confirmed by RG approaches under some assumptions on the effective viscosity
[61]. It has been observed in many numerical simulations of the NS equation [20, 62–65] as
well as in experiments [66] in 3D. The solution (55) shows that the effect of sweeping takes
a modified form in 2D, where it is corrected by a logarithm. Moreover, it indicates that a
crossover to a |t| dependence occurs at long time delays, as predicted in 3D [21].
The term Fˆ0,∞/p
6 in (55) corresponds to the solution that would be obtained assuming
standard scale invariance (corrected by the sub-leading logarithm in 2D). As clear in Eq. (55),
it is not exact in this calculation, since the contribution O(pmaxL) of the neglected sub-
leading terms in the flow equation could modify this scaling solution, and possibly generate
intermittency corrections. This has to be assessed by computing the NLO term in the flow
equation, which is the purpose of Sec. V. We first briefly discuss the generalization to n-point
correlations.
D. Time-dependence of n-point function at the fixed point
The flow equation (35) for a n-point function at leading order in the large wave-number
expansion can be expressed in a time-wavevector representation as
∂κG
(n)
ψ,i1...in
(t1, ~p1, · · · , tn−1, ~pn−1) =
1
2
G
(n)
ψ,i1...in
(t1, ~p1, · · · , tn−1, ~pn−1)
×
∑
k,ℓ
~pk · ~pℓ
∫
̟
Jκ(̟)
ei̟(tk−tℓ) − ei̟tk − e−i̟tℓ + 1
̟2
. (56)
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This equation can be simplified in both the limits of small and large time delays, as [21]
∂κG
(n)
ψ,i1...in
({ti, ~pi}) = G
(n)
ψ,i1...in
({ti, ~pi})
×


I0κ
4
∣∣∣∑ℓ tℓ pℓ∣∣∣2 +O(pmax) tk ≪ 1
I∞κ
4
∑
k,ℓ ~pk · ~pℓ
(
|tk|+ |tℓ| − |tk − tℓ|
)
+O(pmax) tk ≫ 1
,
(57)
In order to find the fixed point solution, one introduces the dimensionless n-point function,
specifying the number m of ψ and m¯ of ψ¯ fields, as
G
(m,m¯)
ψ,i1...im+m¯
({ti, ~pi}) =
(D0
ν0
)m−m¯
2
ε
m−m¯
3
ω
sγ(m−m¯)
κ4m−2
Gˆ
(m,m¯)
ψ,i1...im+m¯
({
tˆi = ν0ε
1/3
ω s
γti, ~ˆpi = ~pi/κ
})
.
(58)
The dimensionless function hence satisfies the flow equation[
∂s − 4m+ 2 + (m− m¯)
γ
s
−
m+m¯−1∑
k=1
pˆk∂pˆk +
γ
s
m+m¯−1∑
k=1
tˆk∂tˆk
]
Gˆ
(m,m¯)
ψ,i1...in
=
Gˆ
(m,m¯)
ψ,i1...im+m¯
×

 αˆ
0
κ
∣∣∣∑ℓ tˆℓ ~ˆpℓ∣∣∣2 +O(pˆmax) tk ≪ 1
αˆ∞κ
∑
k,ℓ ~ˆpk · ~ˆpℓ
(
|tˆk|+ |tˆℓ| − |tˆk − tˆℓ|
)
+O(pˆmax) tk ≫ 1
, (59)
As for the two-point function, the explicit s dependence can be removed by searching for a
solution of a particular form. The corresponding fixed-point solutions, at un-equal times, will
have a similar behavior as the solutions obtained in 3D in [21], modified by the logarithmic
corrections. We leave for future work their explicit derivation, and rather focus on the
simultaneous functions in the following.
V. N-POINT CORRELATION FUNCTION AT EQUAL TIMES
The NLO term in the large wave-number expansion of the flow equation (35) is calcu-
lated in Sec. VB. Before studying this term, let us assume that it decouples at equal-time,
which means that the O(pmaxL) term in (57) is also zero at equal time, and expound the
consequences for the two-point function.
A. Logarithmic corrections assuming no intermittency
In this section, we hence focus on the two-point function Cψ, and assume decoupling at
equal time, which means that there is no intermittency, and the exponent of the power-law
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in (55) (corresponding to Kolmogorov-Kraichnan scaling) is exact. In this case, as suggested
by Kraichnan [6], logarithmic corrections are needed in order to ensure consistency with
the hypothesis of a constant enstrophy flux in the inertial range. Let us unfold Kraichnan’s
argument within the present formalism, which will fix the value of the exponent γ of the
logarithm. We then give explicitly the logarithmic corrections in the time-dependence of the
two-point function and in the equal-time n-point functions.
For this, we first compute the energy spectrum, assuming that the (connected) equal-time
two-point function Cψ(0, ~x) = 〈ψ(t, ~x)ψ(t, 0)〉c has no intermittency correction. Using the
previous scaling analysis, one deduces that
Cψ(0, ~p) ∼ |~p|
−6 (ln(|~p|L))−2γ . (60)
and obtains for the energy spectrum
E(p) = 2πp3Cψ(0, ~p) ∼ p
−3 (ln(pL))−2γ . (61)
We now establish the expression of the flux of enstrophy. Let T (p) be the rate of energy
transfer owing to the nonlinear interactions in NS equation. The nonlinear transfer of
enstrophy is then given by p2T (p). The flux of enstrophy Z(p) is defined as the nonlinear
transfer accross a scale p as Z(p) =
∫∞
p
p′2T (p′)dp′. In the direct-cascade range of wave-
numbers, the enstrophy flux is estimated to be [2, 6, 19]
Z(p) ∼ ̟pp
3E(p) with ̟2p ∼
∫ p
pmin
dp′ p′2E(p′) (62)
where ̟p is the characteristic frequency of the distortion of eddies at scale 1/p and
pmin ∼ 1/L is the lowest turbulent wave-number. In our framework, one obtains ̟
2
p ∼
(ln(pL))−2γ+1, which then yields Z(p) ∼ (ln(pL))−3γ+
1
2 . Requiring a constant enstrophy
flux Z(p) ≡ εω for wave-numbers in the direct cascade thus fixes γ = 1/6. As expected, this
value corresponds to the log-corrected spectrum predicted by Kraichnan
E(p) ∼ p−3(ln(pL))−1/3 . (63)
Let us emphasize that this reasoning does not prove the existence of the log-corrections,
but simply deduce their form under the assumption of absence of intermittency. With this
value of the exponent, the integral
∫ pL
0
x(ln x)µ0,∞dx, with µ0 ≡ 2γ and µ∞ ≡ γ, in Eq. (55)
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behaves at large p as (pL)2 ln(pL)µ0,∞ , with possible superimposed oscillations. Hence one
obtains in the exponential
Cψ(t, ~p) ∼

 exp(−β¯
0
L t
2p2 ln(pL)−1/3) t≪ 1
exp(−β¯∞L |t|p
2 ln(pL)−1/6) t≫ 1
, (64)
where numerical constants and a factor L2 has been absorbed in the β¯0,∞L . It would be very
interesting to test this prediction in numerical simulations or experiments. If the exponent
of the logarithm in the time dependence can be precisely determined (which is certainly
difficult), this would constitute another test of the existence of intermittency in the 2D
direct cascade.
To make connection with other existing results, let us express the equal-time two-point
correlation function of the vorticity
Cω(0, ~p) = p
4Cψ(0, ~p) ∼ p
−2 ln(pL)−1/3 . (65)
In real space, one obtains
Cω(0, ~r) =
∫ π
0
dθ
∫
dp
1
p
ln(pL)−1/3 exp(i|~p||~r| cos θ) =
∫
dp
1
p
ln(pL)−1/3J0(pr) (66)
where J0 is a Bessel function. The integral on p is cut in the IR by 1/L. In the UV,
the Bessel function is dominated by values p . 1/r since it rapidly oscillates around 0 at
large p, which suppresses the integrand. One thus obtains C
(2,0)
ω (0, ~x) ∼ ln(L/|~x|)2/3, which
corresponds to the Falkovich and Lebedev prediction [9, 10].
Extending this comparison to higher-order simultaneous n-point correlations of the vortic-
ity requires further work. Let us just give the result in the Fourier space. The flow equation
(59) reduces at the fixed point, for equal times tℓ = 0, and expressed for the m = 2n (m¯ = 0)
vorticity correlation as [
− 4n+ 2 +
n
3s
−
2n−1∑
k=1
pˆk∂pˆk
]
Gˆ
(2n,0)
ω,i1...in
= 0 . (67)
One deduces the general solution of this equation as
Gˆ
(2n,0)
ω,i1...i2n
(
0, ~ˆp1, · · · , 0, ~ˆp2n−1
)
=
(
2n−1∏
k=1
pˆ−2k (ln pˆk)
−1/6
)
ln |~ˆp1 + · · ·+ ~ˆp2n−1|
−1/6Fˆ (2n) , (68)
where Fˆ (2n) is a scaling function. The obtained logarithmic corrections have an over-
all behavior compatible with Falkovich-Lebedev prediction in real space 〈ωn(~r1)ω
n(~r2)〉 ∝
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ln(L/|~r1 − ~r2|)
2n/3. However, in order to make the statement precise, one needs to perform
the multi-dimensional inverse Fourier transforms of (68). This requires to take into account
the different integration sectors with great care. We leave the corresponding analysis for
further work.
B. N-point correlation function at equal times
At equal time, the exact leading term at large wave-number of the flow equation for a
generic n-point correlation function, given by the r.h.s. of Eq. (35), vanishes. This can be
read off directly from (32), or equivalently in the frequency space from (36). Indeed, the
equal-time correlation function is obtained by integrating over all the external frequencies
G˜
(n)
ψ,i1...in
({t = 0, ~pℓ}1≤ℓ≤n) =
∫
ω1,...ωn
G˜
(n)
ψ,i1...in
({ωℓ, ~pℓ}1≤ℓ≤n) . (69)
Since the operator D˜(̟) in (36) acts as a finite difference, the integrated r.h.s. vanishes upon
absorbing the related shifts by a change of variable in the external frequencies. At equal
times, the first non-trivial contribution hence comes from the NLO term in the large-wave
number expansion, which is the fourth order term in the q1, q2 expansion
∂κ
∫
{ωℓ}
G˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n) =
1
2
∫
q1,q2
∂˜κG˜
(2)
ψ,ij(−q1,−q2)
×
∫
{ωℓ}
qµaq
ν
b q
ρ
c q
σ
d
4!
∂4
∂qµa∂qνb ∂q
ρ
c∂qσd
[
δ2
δϕi(q1)δϕj(q2)
G˜
(n)
ψ,i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
, (70)
where as before a, b, c, d take value in {1, 2}. The detailed calculation of this term is
reported in Appendix B 2, we summarize below the main steps.
First, one can show that among all the different combinations of ~q1 and ~q2 derivatives, only
the ones with two ~q1 and two ~q2 survive after the integration over the external frequencies.
The terms with four derivatives with respect to ~q1 vanish when evaluating at ~q2 = 0 because
of the identity a) in (29) related to the gauge symmetry, (and similarly for ~q2). The terms
with only one ~q1 derivative (and similarly only one ~q2) vanish as well. The reason is that this
derivative yields an overall D˜ operator as at leading order, and this contribution vanishes
when integrating over the external frequencies (see Appendix B 2). Only the terms with
two derivatives of ~q1 and ~q2 remain, and they can be written, using space translations and
27
rotations invariance of ∂˜κG˜
(2)
ψ , as
∂κ
∫
{ωℓ}
G˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n) =
1
2
∫
̟1,̟2
K˜ij(̟1, ̟2)
×
∫
{ωℓ}
( ∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
+ 2
∂4
∂qµ1 ∂q
µ
2 ∂q
ν
1∂q
ν
2
)[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
ψ,i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
.
(71)
with
K˜ij(̟1, ̟2) ≡
1
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∫
~q
∂˜κG˜
(2)
ψ,ij(−̟1,−̟2, q
2)(q2)2 . (72)
The last two parts of Appendix B 2 are devoted to show that
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
ψ,i1...in
[{pℓ}1≤ℓ≤n; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
= δiψδjψR˜(̟1)R˜(̟2)G˜
(n)
i1...in
({pℓ}) , (73)
which means that the contribution with the uncrossed derivatives is completly controlled by
the extended symmetries and can be closed exactly using the corresponding Ward identities.
It turns out that this term vanishes after integration over frequencies by conservation of
angular momentum.∫
{ωℓ}
R˜(̟1)
2iǫαβ
̟2
n∑
k=1
pak
∂
∂pbk
G˜
(n)
i1...in
(. . . , ωk +̟2, ~pk, . . . )
=
∫
{ωℓ}
R˜(̟1)
2iǫαβ
̟2
n−1∑
k=1
pak
∂
∂pbk
[
G˜
(n)
i1...in
(. . . , ωk +̟2, ~pk, . . . )− G˜
(n)
i1...in
(. . . , ωn +̟2, ~pn)
]
= 0 , (74)
and thus, it gives no contribution at equal times.
To summarize, beyond the technical details, one finds that all the terms which are con-
trolled by the extended symmetries of the NS action vanish after integration over external
frequencies. The only remaining term, which is not controlled by symmetries is the one with
the crossed derivatives
∂κ
∫
{ωℓ}
G˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n)
=
∫
̟1,̟2
K˜ij(̟1, ̟2)
∫
{ωℓ}
∂4
∂qµ1 ∂q
µ
2 ∂q
ν
1∂q
ν
2
[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
ψ,i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
.
(75)
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This term is a priori non zero, and could be a source of intermittency. However, the effect
can be expected to be much weaker than in 3D, since the time-gauged rotation does not
hold in 3D and the corresponding terms do not vanish a priori.
It is possible that the crossed contribution (75) turns out to be proportional to the
uncrossed one (73), and thus vanishes, at least in some specific wave-vector configurations,
but we have not been able to prove it. If this were case, this would imply that there is
no intermittency in the direct cascade of 2D turbulence at equal times. It is instructive
to consider the flow of the two-point function to further comment on this. The function
appearing in square bracket in the r.h.s. of the flow equation (71) for n = 2 is a function of
~p, ~q1, and ~q2, and the corresponding frequencies:[ δ2
δϕi(q1)δϕj(q2)
G˜
(2)
ψ,i1,i2
[p; j]
]
ϕ=0
≡ F (ω, ~p,̟1, ~q1, ̟2, ~q2) . (76)
The wave-vector part of F involves only five independent scalars in 2D, which, considering
the symmetry of exchange ~q1 ←→ ~q2 can be chosen as
F (~p, ~q1, ~q2) = F(p
2, q21 + q
2
2, (q
2
1 + q
2
2)
2, ~q1 · ~q2, ~p · (~q1 + ~q2)) , (77)
omitting the frequencies, which play no rôle for evaluating the q derivatives. One obtains
that
∂4
∂qµ1 ∂q
ν
1∂q
ρ
2∂q
σ
2
F (~p, ~q1, ~q2)
∣∣∣
~q1=~q2=0
= δµνδρσf1(p
2) + (δµρδνσ + δµσδνρ)f2(p
2)
+ pµpνpρpσf3(p
2) + (δµνpρpσ + δρσpµpν)f4(p
2)
+ (δµρpνpσ + δµσpνpρ + δνρpµpσ + δνσpµpρ)f5(p
2) (78)
with f1 = 4F
(0,2,0,0,0) − 8F (0,0,1,0,0), f2 = F
(0,0,0,2,0), f3 = F
(0,0,0,0,4), f4 = 2F
(0,1,0,0,2) and
f5 = F
(0,0,0,1,2). One hence deduces that
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
F (~p, ~q1, ~q2)
∣∣∣
~q1=~q2=0
= 4f1 + 4f2 + p
4f3 + p
2(8f4 + 4f5)
2
∂4
∂qµ1 ∂q
ν
1∂q
µ
2 ∂q
ν
2
F (~p, ~q1, ~q2)
∣∣∣
~q1=~q2=0
= 4f1 + 12f2 + 2p
4f3 + p
2(8f4 + 12f5) (79)
The crossed and uncrossed terms seem not to be proportional in general. They would be so
for instance if the function F depends only on the moduli of the wave-vectors, but not on
their relative angles. For the structure functions, which involve only two space points, it is
not clear which configurations of wave-vectors dominate, and whether this relation could be
fulfilled. The detailed analysis of structure functions is left for future investigations.
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VI. CONCLUSION AND PERSPECTIVES
In this paper, we investigated 2D forced turbulence, using field theoretical techniques.
We unveiled two extended symmetries of the NS field theory that were not identified yet.
One, related to time-gauged shift of the response field, exists in both 3D and 2D, while the
other one, related to time-gauged rotations, is only realized in 2D. These symmetries bring
new exact relations between the correlation functions of the theory through Ward identities,
which can be useful in general.
We then exploited these Ward identities in the framework of the NPRG, within the large-
wave number expansion scheme developed in [21, 24], to compute some properties of the
correlation functions of 2D isotropic and homogeneous turbulence. The leading order term of
this expansion can be closed exactly, and allowed us to obtain the time dependence of the 2-
point correlation function in the stream formulation at both small and large time delays. This
prediction could be tested in numerical simulations or in experiments. The generalization
for n-point function is left for future work. This exact leading order contribution explicitly
breaks standard scale invariance.
At equal times, the leading order term vanishes, and one is left with log-corrected power-
laws. If one assumes that there is no intermittency, then one recovers Kraichnan’s logarithms,
by unrolling a similar argument within the NPRG formalism. To assess the presence or not
of intermittency in equal-time quantities, we calculated the NLO term in the large-wave
number expansion. We found that almost all the terms are controlled by the symmetries,
and that these terms vanish at equal times, and hence cannot generate intermittency. Nev-
ertheless, there remains one contribution, which is not constrained by the symmetries. This
contribution could lead to intermittency correction. However, this correction can be rea-
sonably expected to be much weaker than in 3D, since in 3D many other contributions
remain. Moreover, the unconstrained contribution could turn out to vanish is some specific
wave-vector configurations, as the ones involved in the calculation of structure functions.
Further works are in progress to approximate this contribution and estimate the related in-
termittency correction. Let us also emphasize that the techniques developed in the present
work could be useful to study other hydrodynamical systems, such as passively advected
quantities [67–73], which is underway [74].
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Appendix A: Extended symmetries and Ward identities
In this appendix, we explain the general derivation of Ward identities within the NPRG
framework, and then give details on the derivation of the ones associated to the time-gauged
Galilean and rotation symmetries in the stream formulation.
1. Ward identities in the NPRG framework
Let us illustrate the derivation of a Ward identity on a generic field theory for a field φ
which can possess multiple components. Within the NPRG framework, in the presence of
the infrared regulator ∆Sκ, the associated partition function is
Zκ[j] =
∫
D[φ]e−S[φ]−∆Sκ[φ]+j·φ (A1)
Let us consider a change of variable φ → φ′ in Zκ which leaves the functional measure
invariant. Denoting δX [φ] = X [φ′]− X [φ], where X is a generic functional, one has
Zκ[j] =
∫
D[φ′]e−S[φ
′]−∆Sκ[φ′]+j·φ′
=
∫
D[φ]e−S[φ+δφ]−∆Sκ[φ+δφ]+j·φ+j·δφ
=
∫
D[φ]e−S[φ]−∆Sκ[φ]+j·φe−δ(S+∆Sκ)[φ]+j·δφ
= Zκ[j]
〈
e−δ(S+∆Sκ)[φ]+j·δφ
〉
j
, (A2)
where 〈·〉j is the mean value in presence of the sources. Since φ → φ
′ is just a change of
variables, the partition function is unchanged, which implies the Ward identity
〈
e−δ(S+∆Sκ)[φ]+j·δφ
〉
j
= 1 . (A3)
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We focus on infinitesimal transformations, δφ = δǫφ = O(ǫ), which are at most linear in
the fields
φi(x)→ φ
′
i(x) = φi(x) + δǫφi(x), δǫφi(x) = ǫ
[ ∫
y
Aij(x,y)φj(y) +Bi(x)
]
, (A4)
where A is an operator acting on φ. It follows that 〈δǫφ〉 = δǫΦ, with Φ ≡ 〈φ〉j. At linear
order in ǫ, one obtains from Eq. (A3)
〈δǫS〉j + 〈δǫ∆Sκ〉j + j · δǫΦ = 0 , (A5)
where δǫX is the part of δX linear in ǫ. Defining R
ij
κ (x,y) ≡
δ2∆Sκ
δφi(x)δφj (y)
, one has
δǫ∆Sκ =
∫
x,y
Rijκ (x,y)δǫφi(x)φj(y) , (A6)
since ∆Sκ is quadratic in the fields and
ji(x) =
δΓκ
δφi(x)
+
∫
y
Rijκ (x,y)Φj(y) , (A7)
which follows from the definition of Γκ (20). Using these relations and (A4), one deduces
from (A5) the Ward identity
δǫΓκ[Φ] = 〈δǫS〉j + ǫ
∫
x,y,z
Rijκ (x,y)Aik(x, z)Gjk(y, z) , (A8)
where δǫΓκ[Φ] =
∫
x
δΓκ
δΦi(x)
δǫΦi(x). The second term vanishes if the regulator term is invariant
under the transformation. Let us notice that, because of the definition of the Legendre
transform, the variation of the regulator under the shift part of the change of variable (A4)
never enters the Ward identity in this formalism.
For exact symmetries of the action and of the regulator, Eq. (A8) simply translates into
δǫΓκ[Φ] = 0, which means that Γκ also possesses these symmetries. For extended symmetries,
where the variations of the action and of the regulator are non-zero but linear in the fields,
the mean and the variation commute and the Ward identity reads δǫΓκ[Φ] = δǫS[Φ], which
means that the variation of the EAA Γκ is equal to the mean of the variation of S. This
provides non-renormalisation theorems which fix a sector of Γκ to its bare value. The
transformations considered in this paper are all pure shifts of the fields, except the extended
Galilean symmetry and the extended rotations. However, as the regulator is invariant under
space translations, rotations, and is instantaneous (delta-correlated in time), it is invariant
as well under time-gauged translations and time-gauged rotations, and thus it does not enter
the corresponding Ward identities.
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2. Ward identity for the time-gauged Galilean symmetry
The set of Ward identities related to the time-gauged Galilean symmetry for generic vertex
functions are derived in [21, 24] in the velocity formulation. We present in this appendix
their derivation in the stream formulation. The functional Ward identity for time-gauged
Galilean transformation, Eq. (28) d), reads∫
~x
{(
− ǫγβxγ∂t + ∂βΨ
) δΓκ
δΨ(x)
+ ∂βΨ¯
δΓκ
δΨ¯(x)
}
= 0 . (A9)
To deduce the Ward identity for a generic vertex function Γ
(m,n)
κ , one takes m functional
derivatives of (A9) with respect to the stream function Ψ(xi) and n with respect to response
response stream Ψ¯(xj), and then set the fields to zero, which yields, after multiplying by
ǫαβ , ∫
~x
{
− xα∂tΓ
(m+1,n)
κ (x, {xℓ}1≤ℓ≤m+n)
− ǫαβ
m+n∑
k=1
δ(t− tk)δ
d(~x− ~xk)∂βΓ
(m,n)
κ ({xℓ}1≤ℓ≤k−1, x, {xℓ}k+1≤ℓ≤m+n)
}
= 0 . (A10)
This identity reads in the Fourier space:
∂
∂qα
Γ˜(m+1,n)κ (̟, ~q, {pℓ}1≤ℓ≤m+n)
∣∣∣
~q=0
= −iǫαβ
m+n∑
k=1
pβk
̟
Γ˜(m,n)κ ({pℓ}1≤ℓ≤k−1, ωk +̟, ~pk, {pℓ}k+1≤ℓ≤m+n)
≡ iǫαβD˜β(̟)Γ˜
(m,n)
κ ({pℓ}1≤ℓ≤m+n) . (A11)
The corresponding expression for Γ¯
(m+1,n)
κ , which is defined as in (26) by extracting the delta
functions associated to the conservation of wave-vector and frequency, i.e. the invariance
under global translations, can be deduced from (A11) and reads
∂
∂qα
Γ¯(m+1,n)κ (̟, ~q, {pℓ}1≤ℓ≤m+n−1)
∣∣∣
~q=0
= iǫαβDβ(̟)Γ¯
(m,n)
κ ({pℓ}1≤ℓ≤m+n−1) , (A12)
where the operator Dβ(̟) is now defined by
Dα(̟)F ({pℓ}1≤ℓ≤n)
≡ −
n∑
k=1
pαk
[
F ({pℓ}1≤ℓ≤k−1, ωk +̟, ~pk, {pℓ}k+1≤ℓ≤n)− F ({pℓ})
̟
]
. (A13)
The expression shows explicitly the regularity of the limit ̟ → 0.
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3. Ward identity for the time-gauged rotation symmetries
The functional Ward identity associated with the time-gauged rotation, Eq. (28) e), is
given by ∫
~x
{(x2
2
∂t + ǫαβxβ∂αΨ
) δΓκ
δΨ(x)
+ ǫαβxβ∂αΨ¯
δΓκ
δΨ¯(x)
}
= 2
∫
~x
∂2t Ψ¯ . (A14)
Let us first derive an identity for Γ(1,1). Taking one derivative with respect to Ψ¯(x′), setting
the fields to zero, and noting that ∂αΓ
(0,1)
κ (x) = 0 by translational invariance, one obtains
in the Fourier space
∂2
∂p2
Γ˜(1,1)κ (p,p
′)
∣∣∣
~p=0
= −4iωδd(~p ′)δ(ω + ω′) . (A15)
This result can be interpreted as the non-renormalisation of the kinetic term in the bare
action.
We now derive the identity for a generic vertex function. Taking m functional derivatives
of (A14) with respect to Ψ and n with respect to ψ¯, one obtains∫
~x
{x2
2
∂tΓ
(m+1,n)
κ (x, {xℓ}1≤ℓ≤m+n)
−
m+n∑
k=1
δ(t− tk)δ
d(~x− ~xk)ǫαβxβ∂αΓ
(m,n)
κ ({xℓ}1≤ℓ≤k−1, x, {xℓ}k+1≤ℓ≤m+n)
}
= 0 . (A16)
One then deduces the general identity in the Fourier space:
∂2
∂q2
Γ˜(m+1,n)κ (q, {pℓ}1≤ℓ≤m+n)
∣∣∣
~q=0
=
2iǫαβ
̟
m+n∑
k=1
pαk
∂
∂pβk
Γ˜(m,n)κ ({pℓ}1≤ℓ≤k−1, ωk +̟,pk, {pℓ}k+1≤ℓ≤m+n)
≡ R˜(̟)Γ˜(m,n)κ ({pℓ}1≤ℓ≤m+n) . (A17)
This identity can be expressed in terms of the Γ¯
(m,n)
κ , i.e. extracting the delta of conser-
vation, as
∂2
∂q2
Γ¯(m+1,n)κ (̟, ~q, {pℓ}1≤ℓ≤m+n−1)
∣∣∣
~q=0
= R˜(̟)Γ¯(m,n)κ ({pℓ}1≤ℓ≤m+n−1) , (A18)
where the identities a) and d) of Eq. (29) have been used. In contrast with the case of
Galilean symmetry, this expression does not explicitly show that the limit ̟ → 0 is well-
defined. Indeed, extended Galilean symmetry corresponds to time-gauged space translation
and the zero frequency limit is equivalent to time-independent space translation, which are
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implicitly used when passing from the Γ˜
(m,n)
κ to the Γ¯
(m,n)
κ . For time-gauged rotations, the
zero frequency limit, i.e. time-independent rotations, are needed. The corresponding Ward
identity reads
ǫαβ
m+n−1∑
k=1
pαk
∂
∂pβk
Γ¯(m,n)κ ({pℓ}1≤ℓ≤m+n−1) = 0 . (A19)
Substracting it from (A18), one finally obtains an expression in terms of finite differences as
for the time-gauged Galilean identity:
∂2
∂q2
Γ¯(m+1,n)κ (̟, ~q, {pℓ}1≤ℓ≤m+n−1)
∣∣∣
~q=0
= R(̟)Γ¯(m,n)κ ({pℓ}1≤ℓ≤m+n−1) (A20)
with
R(̟)F ({pℓ}1≤ℓ≤n)
≡ 2iǫαβ
n∑
k=1
pαk
∂
∂pβk
[
F ({pℓ}1≤ℓ≤k−1, ωk +̟, ~pk, {pℓ}k+1≤ℓ≤n)− F ({pℓ}1≤ℓ≤n)
̟
]
,
(A21)
where the regularity of the limit ̟ → 0 is now manifest.
Let us note that similar subtleties arise when passing from the Γ˜
(m,n)
κ to the Γ¯
(m,n)
κ for
the symmetries b) and c) of Eq. (28), but the derivation of the corresponding identities
is straightforward since the r.h.s. is always zero. We finally recapitulate the list of Ward
identities for the vertex function Γ˜(m,n), which are the ones used in Appendix B
a) Γ˜(m,n)κ (. . . , ̟, ~q, . . . )
∣∣∣
~q=0
= 0
b)
∂
∂qi
Γ˜(m,n+1)κ ({pℓ}1≤ℓ≤m, ̟, ~q, {pℓ}1≤ℓ≤n)
∣∣∣
~q=0
= 0
c)
∂2
∂q2
Γ˜(m,n+1)κ ({pℓ}1≤ℓ≤m, ̟, ~q, {pℓ}1≤ℓ≤n)
∣∣∣
~q=0
= 0
except
∂2
∂q2
Γ˜(1,1)κ (̟
′, ~q ′, ̟, ~q)
∣∣∣
~q=0
= 4i̟δd(~q ′)δ(̟ +̟′)
d)
∂
∂qi
Γ˜(m+1,n)κ (̟, ~q, {pℓ}1≤ℓ≤m+n)
∣∣∣
~q=0
= iǫαβD˜β(̟)Γ˜
(m,n)
κ ({pℓ}1≤ℓ≤m+n)
e)
∂2
∂q2
Γ˜(m+1,n)κ (̟, ~q, {pℓ}1≤ℓ≤m+n)
∣∣∣
~q=0
= R˜(̟)Γ˜(m,n)κ ({pℓ}1≤ℓ≤m+n)
except
∂2
∂q2
Γ˜(1,1)κ (̟, ~q,̟
′, ~q ′)
∣∣∣
~q=0
= −4i̟δd(~q ′)δ(̟ +̟′) , (A22)
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with the two following definitions for the operator D˜α(̟) and R˜(̟):
D˜α(̟)F ({pℓ}1≤ℓ≤n) ≡ −
n∑
k=1
pαk
̟
F ({pℓ}1≤ℓ≤k−1, ωk +̟, ~pk, {pℓ}k+1≤ℓ≤n)
R˜(̟)F ({pℓ}1≤ℓ≤n) ≡
2iǫαβ
̟
n∑
k=1
pαk
∂
∂pβk
F ({pℓ}1≤ℓ≤k−1, ωk +̟,pk, {pℓ}k+1≤ℓ≤n) . (A23)
Appendix B: Large wave-number expansion in the stream formulation
Let us derive the expression (33) of the flow equation for a generic generalized n-point
connected correlation function G˜
(n)
ψ in the regime of large wave-numbers. This derivation is
the same as the one given in the velocity formulation in [21], but we repeat it in the stream
formulation for completeness. The flow equation for a generic G
(n)
ψ is obtained by taking n
functional derivatives of (19) with respect to the sources jik , 1 ≤ k ≤ n, which yields
∂κG
(n)
ψ,i1...in
[{xℓ}1≤ℓ≤n; j] = −
1
2
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)
{
G
(n+2)
ψ,iji1...in
[y1,y2, {xℓ}; j]
+
∑
({iℓ}1,{iℓ}2)
#1+#2=n
G
(#1+1)
ψ,i{iℓ}1
[y1, {xℓ}1; j]G
(#2+1)
ψ,j{iℓ}2
[y2, {xℓ}2; j]
}
, (B1)
with the indices iℓ ∈ {1, 2} standing for the source J or J¯ , as in the main text, and
({iℓ}1, {iℓ}2) indicating all the possible bipartitions of the n indices {iℓ}1≤ℓ≤n, and ({xℓ}1, {xℓ}2)
the corresponding bipartition in coordinates. Finally, #1 and #2 are the cardinals of {iℓ}1
(resp. {iℓ}2). Focusing on the first line of (B1), one can write∫
y1,y2
∂κ[Rκ]ij(y1 − y2)G
(n+2)
ψ,iji1...in
[y1,y2, {xℓ}; j] =
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)
×
[∫
z1,z2
G
(2)
ψ,ki[z1,y1; j]G
(2)
ψ,ℓj[z2,y2; j]
δ2
δϕk(z1)δϕℓ(z2)
+
∫
z
G
(3)
ψ,ℓij[z,y1,y2; j]
δ
δϕℓ(z)
]
G
(n)
ψ,i1...in
[{xℓ}; j] . (B2)
The derivatives of G(n) with respect to ϕ must be understood as acting on G(n) expressed as
a diagram constructed from Γκ vertices. More precisely, G
(n) is the sum of all tree diagrams
with vertices the Γ(k), k ≤ n and with edges the propagator G(2), the latter satisfying
G
(2)
ψ,kℓ[x,y; j] =
δϕk(x)
δjℓ(y)
=
(
δj
δϕ
)−1
kℓ
(x,y) = [Γ(2) +Rκ]
−1
kℓ [x,y;ϕ] . (B3)
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Furthermore, introducing the differential operator
∂˜κ ≡ ∂κRκ
δ
δRκ
+ ∂κNκ
δ
δNκ
, (B4)
and using the expression (B3), one has
∂˜κG
(2)
ψ,kℓ[z1, z2; j] = −
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)G
(2)
ψ,ki[z1,y1; j]G
(2)
ψ,ℓj[z2,y2; j] , (B5)
which appears in the first term of the r.h.s. of (B2). The second term in the r.h.s. of (B2)
vanishes when the sources are set to zero, since it is proportional to the flow of the average
stream function or the average response stream function. Indeed, the functions G
(1)
ψ,i(x) are
the expectation values of the stream function and response stream function. The expression
of their flow can be deduced by taking one derivative of (19) with respect to a source and
setting the sources to zero, which yields
∂κG
(1)
ψ,ℓ(z) = −
1
2
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)G
(3)
ψ,ℓij(z,y1,y2) , (B6)
omitting additional contribution proportional to G(1). As the average fields G
(1)
ψ,ℓ(z) are
constant in space coordinates when the sources are set to zero, one can work in the comoving
frame where they are identically zero, and so is their flow ∂κG
(1)
ψ,ℓ(z). By identification, one
concludes that the second term in the r.h.s. of Eq. (B2) vanishes when evaluated at zero
fields. Gathering the previous expressions and setting the fields to zero, the flow equation
for G(n) can be rewritten as
∂κG
(n)
ψ,i1...in
({xℓ}1≤ℓ≤n) =
1
2
∫
y1,y2
{
∂˜κG
(2)
ψ,kl(y1,y2)
[ δ2
δϕk(y1)δϕℓ(y2)
G
(n)
ψ,i1...in
[{xℓ}1≤ℓ≤n; j]
]
ϕ=0
−
∑
({iℓ}1,{iℓ}2)
#1+#2=n
G
(#1+1)
ψ,i{iℓ}1
(y1, {xℓ}1) ∂κ[Rκ]ij(y1 − y2)G
(#2+1)
ψ,j{iℓ}2
(y2, {xℓ}2)
}
.
(B7)
This yields in the Fourier space
∂κG˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n) =
1
2
∫
q1,q2
{
∂˜κG˜
(2)
ψ,kl(−q1,−q2)
[ δ2
δϕk(q1)δϕℓ(q2)
G˜
(n)
ψ,i1...in
[{pℓ}; j]
]
ϕ=0
−
∑
({iℓ}1,{iℓ}2)
#1+#2=n
G˜
(#1+1)
ψ,i{iℓ}1
(q1, {pℓ}1)∂κ[Rκ]ij(−q1,−q2)G˜
(#2+1)
ψ,j{iℓ}2
(q2, {pℓ}2)
}
,
(B8)
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where in the first line the Fourier transform is meant after the functional derivatives
[ δ2
δϕk(q1)δϕℓ(q2)
G˜
(n)
ψ,i1...in
[{pℓ}; j]
]
ϕ=0
≡ FT
(
δ2
δϕk(z1)δϕℓ(z2)
G
(n)
ψ,i1...in
[{xℓ}; j]
∣∣∣
ϕ=0
)
(q1,q2, {pℓ})
(B9)
with FT(. . . ) denoting the Fourier transform.
We focus on the flow equation (B8), and now consider the limit of large wave-numbers,
which we define as all external wave-numbers being large compared to the RG scale |~pℓ| ≫ κ
for 1 ≤ ℓ ≤ n, as well as all possible partial sums being large
∣∣∑
ℓ∈I ~pℓ| ≫ κ, for I a subset
of {1, . . . n}, which means that we exclude exceptional configurations where a partial sum
vanishes. The following proof relies on the presence of the derivative of the regulator term
∂κ[Rκ] in the flow equation (B8). The key properties of this term are that, on the one hand,
it rapidly tends to zero for wave-numbers greater that the RG scale, and on the other hand,
it ensures the analyticity of all vertex functions at any finite κ. Let us examine the second
terms of the r.h.s. of (B8) in this limit. Using invariance under space-time translation, it
can be rewritten as∫
q1,q2
∑
({iℓ}1,{iℓ}2)
#1+#2=n
G
(#1+1)
ψ,i{iℓ}1
(q1, {pℓ}1)∂κ[Rκ]ij(−q1,−q2)G
(#2+1)
ψ,j{iℓ}2
(q2, , {pℓ}2)
= (2π)3δ(
n∑
k=1
ωk)δ
2(
n∑
k=1
~pk)
∫
q
∑
({iℓ}1,{iℓ}2)
#1+#2=n
G¯
(#1+1)
ψ,{iℓ}1i
({pℓ}1)∂κ[Rκ]ij(
∑
{~pk}1)G¯
(#2+1)
ψ,j{iℓ}2
({pℓ}2) ,
(B10)
where
∑
{~pk}1 is the sum of all the wave-numbers in {~pk}1. Thus this term is proportional
to the derivative of the regulator evaluated at a sum of external wave-numbers which is
large
∑
{~pk}1 ≫ κ. Hence it is suppressed at least exponentially in the limit of large wave-
numbers and can be neglected safely. Finally, only the first term of (B8) survives in this
limit and one obtains Eq. (33) of the main text.
1. Flow equation at leading order at unequal times
Let us now calculate the leading order term (at unequal times) of the flow equation of
a generic correlation function G(n) in the large wave-number expansion, and show that the
result obtained in the velocity formulation [21] is recovered. This calculation is again anal-
ogous to the one in the velocity formulation, but we propose here a slightly more condensed
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derivation. As we work exclusively in the stream formulation in this appendix, we drop the
ψ index on the correlation function G
(n)
ψ,{iℓ}
. The ψ index is used instead to explicitly indi-
cate a iℓ = 1 index, i.e. a ψ leg. We first perform the explicit calculation for the two-point
function, and then establish the general expression for a n-point function.
a. Two-point function
As explained in the main text, the first term of the large wave-number expansion is zero
and the leading order term involves two q derivatives and reads for the two-point function
∂κG˜
(2)
ψψ(p1,p2)
∣∣∣
leading
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ij (−q1,−q2)
×
qαa q
β
b
2
∂2
∂qαa ∂q
β
b
∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
[
− Γ˜
(4)
ijmn(q1,q2,k1,k2)
+
∫
k3,k4
Γ˜
(3)
ims(q1,k1,k3)G˜
(2)
st (−k3,−k4)Γ˜
(3)
jnt(q2,k2,k4) + (i,q1)↔ (j,q2)
]
~q1=~q2=0
(B11)
where the double arrow means the permutation of the preceeding term. We focus on the
stream-stream correlation, but the following derivation holds for generic indices. The deriva-
tives acting on Γ˜(4) can be expressed as
qαa q
β
b
2
∂2
∂qαa ∂q
β
b
Γ˜
(4)
ijmn(q1,q2,k1,k2)
∣∣∣
~q1=~q2=0
=
qα1 q
β
1
2
∂2
∂qα1 ∂q
β
1
Γ˜
(4)
ijmn(q1, ω2,~0,k1,k2)
∣∣∣
~q1=0
+ qα1 q
β
2
∂2
∂qα1 ∂q
β
2
Γ˜
(4)
ijmn(q1,q2,k1,k2)
∣∣∣
~q1=~q2=0
+
qα2 q
β
2
2
∂2
∂qα2 ∂q
β
2
Γ˜
(4)
ijmn(ω1,~0,q2,k1,k2)
∣∣∣
~q2=0
= qα1 q
β
2
∂2
∂qα1 ∂q
β
2
Γ˜
(4)
ijmn(q1,q2,k1,k2)
∣∣∣
~q1=~q2=0
= δψkδψℓ i
2qα1 q
β
2 ǫαµǫβνD˜µ(ω1)D˜ν(ω2)Γ˜
(2)
mn(k1,k2) , (B12)
where in the second equality, Eq. (A22) a) –which states that the vertex functions are pro-
portional to the product of their wave-numbers– is used, and in the third equality, Eq. (A22)
b) and d) are used. Thus, among the different combinations of ~q1 and ~q2, only one survives
due to the space-independent gauge invariance.
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The derivatives acting on the one particle-reducible (1-PR) term read
qαa q
β
b
2
∂2
∂qαa ∂q
β
b
[
Γ˜
(3)
kms(q1,k1,k3)G˜
(2)
st (−k3,−k4)Γ˜
(3)
ℓnt(q2,k2,k4)
]
~q1=~q2=0
=
qα1 q
β
1
2
∂2
∂qα1 ∂q
β
1
Γ˜
(3)
kms(q1,k1,k3)
∣∣∣
~q1=0
G˜
(2)
st (−k3,−k4)Γ˜
(3)
ℓnt(ω2,~0,k2,k4)
+ qα1 q
β
2
∂
∂qα1
Γ˜
(3)
kms(q1,k1,k3)
∣∣∣
~q1=0
G˜
(2)
st (−k3,−k4)
∂
∂qβ2
Γ˜
(3)
ℓnt(q2,k2,k4)
∣∣∣
~q2=0
+
qα2 q
β
2
2
Γ˜
(3)
kms(ω1,~0,k1,k3)G˜
(2)
st (−k3,−k4)
∂2
∂qα2 ∂q
β
2
Γ˜
(3)
ℓnt(q2,k2,k4)
∣∣∣
~q2=0
= qα1 q
β
2
∂
∂qα1
Γ˜
(3)
kms(q1,k1,k3)
∣∣∣
~q1=0
G˜
(2)
st (−k3,−k4)
∂
∂qβ2
Γ˜
(3)
ℓnt(q2,k2,k4)
∣∣∣
~q2=0
= δψkδψℓ i
2qα1 q
β
2 ǫαµǫβνD˜µ(ω1)Γ˜
(2)
ms(k1,k3)G˜
(2)
st (−k3,−k4)D˜ν(ω2)Γ˜
(2)
nt (k2,k4) . (B13)
Inserting both expressions in (B11) leads to
∂κG˜
(2)
ψψ(p1,p2)
∣∣∣
leading
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ψψ(−q1,−q2) i
2qα1 q
β
2 ǫαµǫβν∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
[
− D˜µ(̟1)D˜ν(̟2)Γ˜
(2)
mn(k1,k2)
+
∫
k3,k4
D˜µ(̟1)Γ˜
(2)
ms(k1,k3)G˜
(2)
st (−k3,−k4)D˜ν(̟2)Γ˜
(2)
nt (k2,k4) + (µ, ω1)↔ (ν, ω2)
]
.
(B14)
To further simplify the second term, on can insert the following relation
G˜
(2)
st (−k3,−k4) =
∫
k5,k6
G˜(2)su (−k3,−k5)Γ˜
(2)
uv (k5,k6)G˜
(2)
vt (−k6,−k4) , (B15)
such that each D˜(̟)Γ˜(2) is enclosed between two G˜(2). This combination can then be
rewritten, making explicit the operator D˜, as∫
k1,k3
G˜
(2)
ψm(p1,−k1)D˜µ(̟1)Γ˜
(2)
ms(k1,k3)G˜
(2)
su (−k3,−k5)
= −
∫
k1,k3
G˜
(2)
ψm(p1,−k1)
[ kµ1
̟1
Γ˜(2)ms(ν1 +̟1,
~k1,k3) +
kµ3
̟1
Γ˜(2)ms(k1, ν3 +̟1,
~k3)
]
G˜(2)su (−k3,−k5)
= −
∫
k1
kµ1
̟
G˜
(2)
ψm(p1,−k1)δmuδ(̟1 + ν1 − ν5)δ
2(~k1 − ~k5)
+
∫
k3
kµ3
̟
δψsδ(ω1 +̟ + ν3)δ
2(~p1 + ~k3)G˜
(2)
su (−k3,−k5)
= −
kµ5
̟1
G˜
(2)
ψu(p1,−ν5 +̟1,−
~k5) +
pµ1
̟1
G˜
(2)
ψu(ω1 +̟1, ~p1,−
~k5)
= −D˜µ(̟1)G˜
(2)
ψu(p1,−k5) , (B16)
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where the second equality is simplified using that G˜(2) and Γ˜(2) are the inverse of each other∫
p2
G˜ij(p1,−p2)Γ˜jk(p2,−p3) = δikδ(ν1 − ν3)δ
d(~p1 − ~p3) . (B17)
In fact, this calculation proves the general property
∂
∂qα
δ
δϕk(q)
G˜
(2)
ij [p1,p2; j]ϕ=0
∣∣∣
~q=0
= −
∫
k1,k2
G˜
(2)
im(p1,−k1)
∂
∂qα
Γ˜
3)
kmn(q,k1,k2)
∣∣∣
~q=0
G˜
(2)
nj (−k2,p2)
= −
∫
k1,k2
G˜
(2)
im(p1,−k1)iǫαµD˜µ(̟)Γ˜
(2)
mn(k1,k2)G˜
(2)
nj (−k2,p2)
= iǫαµD˜µ(̟)G˜
(2)
ij (p1,p2) , (B18)
which will be useful in the general case. For the flow of the two point function, this allows
one to write – relabelling the integration and summation variables for convenience–
∂κG˜
(2)
ψψ(p1,p2)
∣∣∣
leading
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ψψ(−q1,−q2) i
2qα1 q
β
2 ǫαµǫβν∫
k1,k2
[
− G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)D˜µ(̟1)D˜ν(̟2)Γ˜
(2)
mn(k1,k2)
+ D˜µ(̟1)G˜
(2)
ψm(p1,−k1)Γ
(2)
mn(k1,k2)D˜ν(̟2)G˜
(2)
ψn(p2,−k2) + (µ, ω1)↔ (ν, ω2)
]
. (B19)
This expression can be further simplified by making explicit the D˜ operator, since some
terms cancel out between the two terms in brackets. Indeed, the first one reads∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)D˜µ(̟1)D˜ν(̟2)Γ˜
(2)
mn(k1,k2)
=
∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
[ kµ1kν1
̟1̟2
Γ˜(2)mn(ν1 +̟1 +̟2,
~k1,k2)
+
kµ1k
ν
2
̟1̟2
Γ˜(2)mn(ν1 +̟1,
~k1, ν2 +̟2, ~k2) + (µ,̟1)↔ (ν,̟2) +
kµ2k
ν
2
̟1̟2
Γ˜(2)mn(k1, ν2 +̟1 +̟2,
~k2)
]
=
∫
k1
kµ1k
ν
1
̟1̟2
G˜
(2)
ψm(p1,−k1)δψmδ(ω2 + ν1 +̟1 +̟2)δ
2(~p2 + ~k1)
+
∫
k2
kµ2k
ν
2
̟1̟2
G˜
(2)
ψn(p2,−k2)δψnδ(ω1 + ν2 +̟1 +̟2)δ
2(~p1 + ~k2)
+
∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
kµ1k
ν
2
̟1̟2
Γ˜(2)mn(ν1 +̟1,
~k1, ν2 +̟2, ~k2) + (µ,̟1)↔ (ν,̟2)
=
pµ2p
ν
2
̟1̟2
G˜
(2)
ψψ(p1, ω2 + ν1 +̟1 +̟2,
~k2) +
pµ1p
ν
1
̟1̟2
G˜
(2)
ψψ(ω1 + ν1 +̟1 +̟2,
~k1,p2)
+
∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
kµ1k
ν
2
̟1̟2
Γ˜(2)mn(ν1 +̟1,
~k1, ν2 +̟2, ~k2) + (µ,̟1)↔ (ν,̟2) ,
(B20)
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and the second term is∫
k1,k2
D˜µ(̟1)G˜
(2)
ψm(p1,−k1)Γ
(2)
mn(k1,k2)D˜ν(̟2)G˜
(2)
ψn(p2,−k2)
=
∫
k1,k2
[ pµ1
̟1
G˜
(2)
ψm(ω1 +̟1, ~p1,−k1)−
kµ1
̟1
G˜
(2)
ψm(p1,−ν1 +̟1,−
~k1)
]
× Γ(2)mn(k1,k2)
[ pν2
̟2
G˜
(2)
ψn(ω2 +̟2, ~p2,−k2)−
kν2
̟2
G˜
(2)
ψn(p2,−ν2 +̟2,−
~k2)
]
=
pµ1p
ν
2
̟1̟2
G˜
(2)
ψψ(ω1 +̟1, ~p1, ω2 +̟2, ~p2)
+
pµ2p
ν
2
̟1̟2
G˜
(2)
ψψ(p1, ω2 + ν1 +̟1 +̟2,
~k2) +
pµ1p
ν
1
̟1̟2
G˜
(2)
ψψ(ω1 + ν1 +̟1 +̟2,
~k1,p2)
+
∫
k1,k2
G˜
(2)
ψm(p1,−ν1 +̟1,−
~k1)G˜
(2)
ψn(p2,−ν2 +̟2,−
~k2)
kµ1k
ν
2
̟1̟2
Γ˜(2)mn(k1,k2) . (B21)
The last lines cancel out by shifting the frequencies ν1 and ν2 and one is left with
∂κG˜
(2)
ψψ(p1,p2)
∣∣∣
leading
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ψψ(−q1,−q2) i
2qα1 q
β
2 ǫαµǫβν
×
[ pµ2pν2
̟1̟2
G˜
(2)
ψψ(p1, ω2 + ν1 +̟1 +̟2,
~k2) +
pµ1p
ν
1
̟1̟2
G˜
(2)
ψψ(ω1 + ν1 +̟1 +̟2,
~k1,p2)
+
pµ2p
ν
2
̟1̟2
G˜
(2)
ψψ(p1, ω2 + ν1 +̟1 +̟2,
~k2) +
pµ1p
ν
1
̟1̟2
G˜
(2)
ψψ(ω1 + ν1 +̟1 +̟2,
~k1,p2)
]
=
1
2
∫
q1,q2
∂˜κG˜
(2)
vµvν (−q1,−q2)Dµ(ω1)Dν(ω2)G˜
(2)
ψψ(p1,p2) , (B22)
where the definition of the stream function in Fourier space: v˜µ(q) = iǫµαqα has been used in
the last equality. This concludes the proof, and shows that the leading order result obtained
in the velocity formulation is recovered in the stream function one for the two-point function.
b. n-point function
Let us now consider a generic n-point correlation function. The leading order term of its
flow equation reads
∂κG˜
(n)
i1...in
(p1, . . . ,pn)
∣∣∣
leading
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ij (−q1,−q2)
×
qαa q
β
b
2
∂2
∂qαa ∂q
β
b
[
δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[p1, . . . ,pn; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
.
(B23)
The generalized correlation functions G˜
(n)
i1...in
({pℓ}) can be expressed as the sum over all trees
whose edges are the propagators G˜(2), whose vertices are the vertex functions Γ˜(k) and with
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external legs carrying momenta (i.e. wave-vectors and frequencies) and indices matching
the indices of the correlation function: {(iℓ,pℓ)}. Symbolically,
G˜
(n)
i1...in
[{pℓ}1≤ℓ≤n; j] =
∑
trees
αT T˜
(n)
i1···in
[{pℓ}]
T˜
(n)
i1···in
[{pℓ}] =
∫
ki
m∏
i=1
ETi [{pℓ}i, {kℓ}i] , (B24)
where αT is a combinatorial factor, the E
T
i are the vertex functions and propagators entering
the composition of the tree T˜ and the integration is done over all the internal momenta of
the diagram. The {pℓ}i which are not empty form a partition of the external momenta
{pℓ}1≤ℓ≤n, and the internal momenta {kℓ}i are chosen such that when a propagator is
attached to a vertex function, the sum of the momenta of the propagator and of the vertex
function at the link is zero. Finally, the internal indices of the theory – here iℓ ∈ {ψ, ψ¯}
– have been omitted on ETi to alleviate notations but follow straightforwardly from the
partition of momenta. The term in square bracket in the flow equation (B23) is a sum of
tree diagrams where the two functional derivatives have been distributed
δ2
δϕk(q1)δϕℓ(q2)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~q1=~q2=0
=
{∫
kintern
∑
i,j
i6=j
( ∏
m6=i,j
ETm({pℓ}m, {kℓ}m)
)
×
δ
δϕk(q1)
ETi [{pℓ}i, {kℓ}i]
∣∣∣
ϕ=0
δ
δϕℓ(q2)
ETj [{pℓ}j, {kℓ}j]
∣∣∣
ϕ=0
+
∫
kintern
∑
i
(∏
j 6=i
ETj ({pℓ}j, {kℓ}j)
) δ2
δϕk(q1)δϕℓ(q2)
ETi [{pℓ}i, {kℓ}i]
∣∣∣
ϕ=0
}∣∣∣
~q1=~q2=0
. (B25)
When acting with a field functional derivative, either the derivative hits on a vertex function,
giving
δ
δϕi(qa)
Γ˜
(k)
i1...ik
[{pℓ}1≤ℓ≤k;ϕ]ϕ=0 = Γ˜
(k+1)
ii1...ik
(qa, {pℓ}1≤ℓ≤k) (B26)
or the derivative hits on a propagator, giving
δ
δϕi(qa)
G(2)mn[p1,p2; j]ϕ=0 = −
∫
k1,k2
G(2)mu(p1,−k1)Γ˜
(3)
iuv(qa,k1,k2)G
(2)
vn (−k2,p2) , (B27)
with a ∈ {1, 2}. Distributing the two ~q-derivatives in the flow equation (B23), the terms
with a = b, which correspond to two ~q-derivatives acting on the same leg of the diagram,
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are zero, because a vertex function with a wave-number set to zero vanishes. Thus one is
left with one derivative hitting on each leg:
∂κG˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
leading
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ij (−q1,−q2)
× qα1 q
β
2
∂2
∂qα1 ∂q
β
2
[
δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
.
(B28)
Next, we need to prove the following property
∂2
∂qα1 ∂q
β
2
[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[{pℓ}1≤ℓ≤n; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
= δiψδjψi
2ǫαµǫβνD˜µ(̟1)D˜ν(̟2)G˜
(n)
i1...in
({pℓ}) . (B29)
For this, let us examine the case of only one functional derivative and subsequent wave-
number derivative applied to a generic tree T˜ (n), which reads
∂
∂qαa
δ
δϕi(qa)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~qa=0
=
∫
kintern
m∑
i=1
(
m∏
j=1
j 6=i
ETj ({pℓ}j, {kℓ}j)
)
∂
∂qαa
δ
δϕi(qa)
ETi [{pℓ}i, {kℓ}i] , (B30)
giving either
∂
∂qαa
δ
δϕi(qa)
Γ˜
(k)
i1...ik
[{pℓ}1≤ℓ≤k;ϕ]ϕ=0
∣∣∣
~qa=0
= δiψiǫαµD˜µ(̟a)Γ˜
(k)
i1...ik
({pℓ}) , (B31)
if ETi is a vertex function, or
∂
∂qαa
δ
δϕi(qa)
G(2)mn[p1,p2; j]ϕ=0
∣∣∣
~qa=0
= δiψiǫαµD˜µ(̟a)G˜
(2)
mn(p1,p2) , (B32)
if it is a propagator, using the property (B18). This shows that
∂
∂qαa
δ
δϕi(qa)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~qa=0
= δiψiǫαµ
∫
kintern
m∑
i=1
(
m∏
j=1
j 6=i
ETj ({pℓ}j, {kℓ}j)
)
D˜µ(̟a)E
T
i ({pℓ}i, {kℓ}i) , (B33)
which means that the operator D˜µ(̟a) is distributed on the elements of the tree according to
the Leibniz rule. Furthermore, because of conservation of momenta, the r.h.s. is equivalent
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to the operator D˜µ acting on the tree T˜
(n), that is only on the external legs {pℓ}, i.e.
D˜µ(̟a)
∫
k
ET1 ({kℓ}1,−k)E
T
2 (k, {kℓ}2) =
∫
k
[
D˜µ(̟a)E
T
1 ({kℓ}1,−k)E
T
2 (k, {kℓ}2)
+ ET1 ({kℓ}1,−k)D˜µ(̟a)E
T
2 (k, {kℓ}2)
]
. (B34)
This relation can be simply established by expanding the r.h.s.,∫
k
[
D˜µ(̟a)E
T
i ({kℓ}ℓ∈I ,−k)E
T
j (k, {kℓ}ℓ∈J) + E
T
i ({kℓ}ℓ∈I ,−k)D˜µ(̟a)E
T
j (k, {kℓ}ℓ∈J)
]
= −
∫
k
[∑
i∈I
kµi
̟a
ETi (̟i + ωa,
~ki, {kℓ}ℓ∈I\i,−k)E
T
j (k, {kℓ}ℓ∈J)
+
∑
j∈J
kµj
̟a
ETi ({kℓ}ℓ∈I ,−k)E
T
j (k, ̟j + ωa,
~kj, {kℓ}ℓ∈J\j)
+
kµ
̟a
ETi ({kℓ}ℓ∈I ,−̟ + ωa,−
~k)ETj (k, {kℓ}ℓ∈J)
− ETi ({kℓ}ℓ∈I ,−k)
kµ
̟a
ETj (̟ + ωa,
~k, {kℓ}ℓ∈J)
]
, (B35)
and shifting the appropriate frequency to show that the two last terms cancel out, which
proves (B34). One hence obtains
∂
∂qαa
δ
δϕi(qa)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~qa=0
= δiψiǫαµD˜µ(̟a)
∫
kintern
m∏
i=1
ETi ({pℓ}i, {kℓ}i)
= δiψiǫαµD˜µ(̟a)T˜
(n)
i1···in
({pℓ}) . (B36)
To prove (B29), one still needs to check that the same property holds for two functional
derivatives and their subsequent wave-number derivatives. Let us examine this contribution
∂2
∂qα1 ∂q
β
2
δ2
δϕi(q1)δϕj(q2)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~q1=~q2=0
=
∂2
∂qα1 ∂q
β
2
{∫
kintern
∑
k,k′
k 6=k′
( ∏
m6=k,k′
ETm({pℓ}m, {kℓ}m)
)
×
δ
δϕi(q1)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
δ
δϕj(q2)
ETk′ [{pℓ}k′, {kℓ}k′]
∣∣∣
ϕ=0
+
∫
kintern
∑
k
( ∏
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
) δ2
δϕi(q1)δϕj(q2)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
}∣∣∣
~q1=~q2=0
.
(B37)
First applying one of the wave-number derivative – say ~q2 –, the ϕj(q2) functional derivatives
can be replaced by δjψiǫβνD˜ν(̟2). This is possible for the second term in curly brackets
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as well because the object to which the derivative is applied, δ
δϕi(q1)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
is
a tree with the ~q1 leg amputated, for which the derivative property of D˜µ(̟a) (B34) holds.
Thus, one obtains
∂2
∂qα1 ∂q
β
2
δ2
δϕi(q1)δϕj(q2)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~q1=~q2=0
= δjψiǫβν
∂
∂qα1
{∫
kintern
∑
k,k′
k 6=k′
( ∏
m6=k,k′
ETm({pℓ}m, {kℓ}m)
)
×
δ
δϕi(q1)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
D˜ν(̟2)E
T
k′ ({pℓ}k′, {kℓ}k′)
+
∫
kintern
∑
k
( ∏
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
)
D˜ν(̟2)
[ δ
δϕi(q1)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
]}∣∣∣∣∣
~q1=0
= δjψiǫβν
∂
∂qα1
{
D˜ν(̟2)
[ ∫
kintern
∑
k
( ∏
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
) δ
δϕi(q1)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
]}∣∣∣∣∣
~q1=0
.
(B38)
Making explicit the operator D˜ν(̟2) yields
∂2
∂qα1 ∂q
β
2
δ2
δϕi(q1)δϕj(q2)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~q1=~q2=0
= −δjψiǫβµ
∂
∂qα1
{
qν1
̟2
[ ∫
kintern
∑
k
( ∏
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
) δ
δϕi(̟1 +̟2, ~q1)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
]
+
n∑
k=1
pνk
̟2
[ ∫
kintern
∑
m
( ∏
m′ 6=m
ETm′({pℓ}m′\k+, {kℓ}m′)
) δ
δϕi(q1)
ETm[{pℓ}m\k+, {kℓ}m]
∣∣∣
ϕ=0
]}∣∣∣∣∣
~q1=0
,
(B39)
with the shorthand notation {pℓ}m\k+ = {νk + ω2, ~pk,pℓ 6=k}m if pk ∈ {pℓ}m and else
{pℓ}m\k+ = {pℓ}m. Distributing the ~q1 derivative gives
∂2
∂qα1 ∂q
β
2
δ2
δϕk(q1)δϕℓ(q2)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~q1=~q2=0
= −δjψiǫβν
{
δαν
̟2
[ ∫
kintern
∑
k
( ∏
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
) δ
δϕi(̟1 +̟2,~0)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
]
~q1=0
+ δiψiǫαµ
n∑
k=1
pνk
̟2
[ ∫
kintern
∑
m
( ∏
m′ 6=m
ETm′({pℓ}m′\k+, {kℓ}m′)
)
D˜µ(̟1)E
T
m({pℓ}m\k+, {kℓ}m)
]}
= −δiψδjψi
2ǫαµǫβν
n∑
k=1
pνk
̟2
[
D˜µ(̟1)
∫
kintern
∏
m
ETm({pℓ}m\k+, {kℓ}m)
]
= δiψδjψi
2ǫαµǫβνD˜ν(̟2)D˜µ(̟1)T˜
(n)
i1···in
({pℓ}) , (B40)
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which proves the property (B29). The flow equation (B23) for the two-point function at
leading order is finally given by
∂κG˜
(n)
ψ,i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
leading
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ψψ(−q1,−q2)i
2qα1 q
β
2 ǫαµǫβνD˜µ(ω1)D˜ν(ω2)G˜
(n)
ψ,i1...in
({pℓ})
=
1
2
∫
q1,q2
∂˜κG˜
(2)
vµvν (−q1,−q2)D˜µ(ω1)D˜ν(ω2)G˜
(n)
ψ,i1...in
({pℓ}) ,
(B41)
which is closed, i.e. it does not involve higher-order correlation functions. This closure has
been achieved without any approximation apart from the large wave-number limit.
2. Flow equation at NLO at equal times
As presented in the main text, the leading order term in the flow equation vanishes when
all times are equal (i.e. when integrated over all the external frequencies). In this appendix,
we hence calculate the NLO term, focusing on equal-times correlations, and show that all
the terms which are controlled by the extended symmetries vanish.
The NLO term of the flow equation for the generalized correlation function reads
∂κ
∫
{ωℓ}
G˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
NLO
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ij (−q1,−q2)
×
∫
{ωℓ}
qµa q
ν
b q
ρ
c q
σ
d
4!
∂4
∂qµa∂qνb ∂q
ρ
c∂qσd
[
δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
, (B42)
where as before a, b, c, d take value in {1, 2}. As in the previous calculation Appendix B 1,
the four wave-number derivatives can be classified according to the respective number of ~q1
and ~q2 derivatives. Using the same argument as in Sec. VB, if the four derivatives are ~q1
(resp. four ~q2), this contribution is zero because the vertex function with the wave-number ~q2
(resp. ~q1) vanishes when this wave-number is set to zero. Thus we consider below separately
the two remaining cases: three ~q1 and one ~q2 (and equivalently one ~q1 and three ~q2), and
finally two ~q1 and two ~q2.
a. Contributions 1-3 and 3-1
Although no Ward identity exists for the third wave-number derivative of a vertex func-
tion, the time-gauged Galilean Ward identity can still be used on the leg with one q derivative
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and the proof of Appendix B 1 for one ψ derivative can be carried through to show that one
obtains an operator D˜ acting on the external legs of the whole diagram
∂κ
∫
{ωℓ}
G˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
NLO ,1−3
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ψj (−q1,−q2)
×
∫
{ωℓ}
qµ1 q
ν
2q
ρ
2q
σ
2
3!
∂3
∂qν2∂q
ρ
2∂q
σ
2
{
iǫµαD˜α(̟1)
[ δ
δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
}
~q2=0
. (B43)
Distributing the ~q2 derivatives, one obtains two types of terms: either all ~q2 derivatives act
on the term in square bracket or one of them acts on the operator D˜
∫
{ωℓ}
qµ1 q
ν
2q
ρ
2q
σ
2
3!
∂3
∂qν2∂q
ρ
2∂q
σ
2
{
iǫµαD˜α(̟1)
[ δ
δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
}
~q2=0
=
∫
{ωℓ}
qµ1 q
ν
2q
ρ
2q
σ
2
3!
iǫµαD˜α(ω1)
∣∣∣
~q2=0
∂3
∂qν2∂q
ρ
2∂q
σ
2
[ δ
δϕj(q2)
G˜
(n)
i1...in
[p1, . . . ,pn; j]
]
ϕ=0
∣∣∣
~q2=0
+
∫
{ωℓ}
qµ1 q
ν
2q
ρ
2q
σ
2
2
iǫµα
∂
∂qν2
D˜α(ω1)
∣∣∣
~q2=0
∂2
∂qρ2∂q
σ
2
[ δ
δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣
~q2=0
=
∫
{ωℓ}
qµ1 q
ν
2q
ρ
2q
σ
2
2
iǫµαδνα
1
ω1
∂2
∂qρ2∂q
σ
2
[ δ
δϕj(̟2 +̟1, ~q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣
~q2=0
. (B44)
In the first term of the first equality, D˜
∣∣
~q2=0
shifts only the frequencies associated to ~p1 and
~p2, thus this term is zero due to the conservation of wave-number of the object in square
bracket and the integration in frequency. The ~q2 derivative on D˜ selects the frequency shift
on the q2 leg, which does not vanishes. However, this term is proportional to ǫµνq
µ
1 q
ν
2 . Hence,
within Eq. (B43), the conservation of wave-number of G
(2)
ij (−q1,−q2) gives ~q1+ ~q2 = 0, and
thus ǫµνq
µ
1 q
ν
2 = −ǫµνq
µ
2 q
ν
1 = 0, and this term gives no contribution either to the flow equation.
Hence, all the contributions with three q1 derivatives and one q2, or three q2 derivatives and
one q1 vanish
∂κ
∫
{ωℓ}
G˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
NLO,1−3
= 0 . (B45)
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b. Contributions 2-2
The only remaining contribution in the NLO term of the flow equation involves an equal
number of q1 and q2 derivatives
∂κ
∫
{ωℓ}
G˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
NLO
= ∂κ
∫
{ωℓ}
G˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
NLO,2−2
=
1
2
∫
q1,q2
∂˜κG˜
(2)
ij (−q1,−q2)
×
∫
{ωℓ}
qµ1 q
ν
1q
ρ
2q
σ
2
4
∂4
∂qµ1 ∂q
ν
1∂q
ρ
2∂q
σ
2
[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
. (B46)
Using the invariance under space translation and rotation in the ~q1, ~q2 integrals, one can
write
∫
~q1,~q2
∂˜κG˜
(2)
ij (−q1,−q2)
qµ1 q
ν
1q
ρ
2q
σ
2
4
=
1
4
∫
~q
∂˜κ
¯˜G
(2)
ij (−ω1,−ω2, q
2)qµqνqρqσ
= (δµνδρσ + δµρδνσ + δµσδνρ)K˜ij(ω1, ω2) , (B47)
with
K˜ij(ω1, ω2) ≡
1
32
∫
~q
∂˜κ
¯˜G
(2)
ij (−ω1,−ω2, q
2)(q2)2 , (B48)
where the notation ¯˜G indicates that the delta of conservation has been extracted for the
wave-numbers only, and not for the frequencies. The expression (B46) hence comprises two
contributions
∂κ
∫
{ωℓ}
G˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
NLO
=
1
2
∫
̟1,̟2
K˜ij(̟1, ̟2)
×
∫
{ωℓ}
( ∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
+ 2
∂4
∂qµ1 ∂q
µ
2 ∂q
ν
1∂q
ν
2
)[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
,
(B49)
referred to as the uncrossed and the crossed ones, according to whether the ~q1 derivative is
contracted with the other ~q1 derivative or with the ~q2 derivative.
We show in the next sections, first on the example of the two-point function, and then
for a generic n-point function, that the uncrossed contribution can be closed exactly using
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the Ward identities associated with the new symmetries
∂κG˜
(n)
i1...in
({pℓ}1≤ℓ≤n)
∣∣∣
uncrossed
=
1
2
∫
̟1,̟2
K˜ij(̟1, ̟2)
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[{pℓ}; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
=
1
2
∫
̟1,̟2
K˜ψψ(̟1, ̟2)R˜(̟1)R˜(̟2)G˜
(n)
i1...in
({pℓ}) , (B50)
where R˜ is defined in Eq. (A23). It follows that this contribution also vanishes when inte-
grated over the external frequencies. However, the crossed contribution is not controlled by
these Ward identities, and we have not been able to further constrain this last remaining
term.
c. Uncrossed derivatives contribution for the flow of the two-point function
In this section, we show that the uncrossed contribution to the flow of G
(2)
ψψ(p1,p2) can
be closed exactly. Distributing the ~q-derivatives, this contribution reads
∂κ
∫
ω1,ω2
G˜
(2)
ψψ(p1,p2)
∣∣∣
uncrossed
=
1
2
∫
̟1,̟2
K˜ij(̟1, ̟2)
∫
ω1,ω2
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
[
− Γ˜
(4)
ijmn(q1,q2,k1,k2)
+
∫
k3,k4
Γ˜
(3)
ims(q1,k1,k3)G˜
(2)
st (−k3,−k4)Γ˜
(3)
jnt(q2,k2,k4) + (i,q1)↔ (j,q2)
]
~q1=~q2=0
=
1
2
∫
̟1,̟2
K˜ij(̟1, ̟2)
∫
ω1,ω2∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
[
−
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
Γ˜
(4)
ijmn(q1,q2,k1,k2)
+
∫
k3,k4
∂2
∂qµ1 ∂q
µ
1
Γ˜
(3)
ims(q1,k1,k3)G˜
(2)
st (−k3,−k4)
∂2
∂qν2∂q
ν
2
Γ˜
(3)
jnt(q2,k2,k4) + (i,q1)↔ (j,q2)
]
~q1=~q2=0
=
1
2
∫
̟1,̟2
K˜ψψ(̟1, ̟2)
∫
ω1,ω2∫
k1,k2
G˜
(2)
ψm(p1,−k1)G˜
(2)
ψn(p2,−k2)
[
− R˜(̟1)R˜(̟2)Γ˜
(2)
mn(k1,k2)
+
∫
k3,k4
R˜(̟1)Γ˜
(2)
ms(k1,k3)G˜
(2)
st (−k3,−k4)R˜(̟2)Γ˜
(2)
nt (k2,k4) + (̟1)↔ (̟2)
]
.
(B51)
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Following the same lines as for the operator D˜, one can show that the terms in square bracket
can be expressed as the operator R˜ acting on the external legs of the original diagram. Using
that G˜(2) and Γ˜(2) are inverse of each other, the second term of (B51) can be rewritten as
two combinations of G˜(2)R˜(̟a)Γ˜
(2)G˜(2) attached by a Γ˜(2). For each of them, one has
∫
k1,k3
G˜
(2)
ψm(p1,−k1)R˜(̟1)Γ˜
(2)
ms(k1,k3)G˜
(2)
su (−k3,−k5)
=
2iǫαβ
̟1
∫
k1,k3
G˜
(2)
ψm(p1,−k1)
[
kα1
∂
∂kβ1
Γ˜(2)ms(ν1 +̟1,
~k1,k3)
+ kα3
∂
∂kβ3
Γ˜(2)ms(k1, ν3 +̟1,
~k3)
]
G˜(2)su (−k3,−k5)
=
2iǫαβ
̟1
[ ∫
k1
G˜
(2)
ψm(p1,−k1)k
α
1
∂
∂kβ1
δmuδ(̟1 + ν1 − ν5)δ
2(~k1 − ~k5)
+
∫
k3
G˜(2)su (−k3,−k5)k
α
3
∂
∂kβ3
δψsδ(ω1 +̟ + ν3)δ
2(~p1 + ~k3)
]
= −kα5
∂
∂kβ5
G˜
(2)
ψu(p1,−ν5 +̟1,−
~k5)− p
α
1
∂
∂pβ1
G˜
(2)
ψu(ω1 +̟1, ~p1,−
~k5)
= −R˜(̟1)G˜
(2)
ψu(p1,−k5) , (B52)
where in the second equality, G˜(2) and Γ˜(2) have been contracted, and in the third, an
integration by part is performed. We have thereby established the equivalent property
(B18) of D˜ for R˜:
∂2
∂qµ∂qµ
δ
δϕk(q)
G˜
(2)
ij [p1,p2; j]ϕ=0
∣∣∣
~q=0
= R˜(̟)G˜
(2)
ij (p1,p2) . (B53)
Inserting this result in the last line of (B51) yields
∂κ
∫
ω1,ω2
G˜
(2)
ψψ(p1,p2)
∣∣∣
uncrossed
=
1
2
∫
̟1,̟2
K˜ψψ(̟1, ̟2)
∫
ω1,ω2
∫
k1,k2[
−G
(2)
ψu(p1,−k1)G
(2)
ψv (p2,−k2)R˜(̟1)R˜(̟2)Γ˜
(2)
uv (k1,k2)
+ R˜(̟1)G
(2)
ψu(p1,−k1)Γ
(2)
uv (k1,k2)R˜(̟2)G
(2)
ψv (p2,−k2) + (̟1)↔ (̟2)
]
.
(B54)
In fact, this structure is the same as the one appearing with the operator D˜ for the leading
order at unequal times. It generalizes as well for any correlation functions, as shown in the
next section. Let us examine separately the two terms in square brackets. The first term
51
reads
∫
k1,k2
G
(2)
ψu(p1,−k1)G
(2)
ψv (p2,−k2)R˜(̟1)R˜(̟2)Γ˜
(2)
uv (k1,k2)
=
2iǫαβ
̟2
∫
k1,k2
G
(2)
ψu(p1,−k1)G
(2)
ψv (p2,−k2)
× R˜(̟1)
[
kα1
∂
∂kβ1
Γ˜(2)uv (ν1 +̟2,
~k1,k2) + k
α
2
∂
∂kβ2
Γ˜(2)uv (k1, ν2 +̟2,
~k2)
]
= −
4ǫαβǫρσ
̟1̟2
∫
k1,k2
G
(2)
ψu(p1,−k1)G
(2)
ψv (p2,−k2)
×
{
kρ1
∂
∂kσ1
[
kα1
∂
∂kβ1
Γ˜(2)uv (ν1 +̟1 +̟2,
~k1,k2) + k
α
2
∂
∂kβ2
Γ˜(2)uv (ν1 +̟1,
~k1, ν2 +̟2, ~k2)
]
+ kρ2
∂
∂kσ2
[
kα1
∂
∂kβ1
Γ˜(2)uv (ν1 +̟2,
~k1, ν2 +̟1, ~k2) + k
α
2
∂
∂kβ2
Γ˜(2)uv (k1, ν2 +̟1 +̟2,
~k2)
]}
= −
4ǫαβǫρσ
̟1̟2
{∫
~k1
G
(2)
ψψ(p1, ω2 +̟1 +̟2,−
~k1)k
ρ
1
∂
∂kσ1
[
kα1
∂
∂kβ1
δ2(~p2 + ~k1)
]
+
∫
~k2
G
(2)
ψψ(ω1 +̟1 +̟2,−
~k2,p2)k
ρ
2
∂
∂kσ2
[
kα2
∂
∂kβ2
δ2(~p1 + ~k2)
]
+
∫
k1,k2
G
(2)
ψu(p1,−k1)G
(2)
ψv (p2,−k2)k
α
1 k
ρ
2
∂2
∂kβ1 ∂k
σ
2
Γ˜(2)uv (ν1 +̟2,
~k1, ν2 +̟1, ~k2) + (̟1)↔ (̟2)
}
= −
4ǫαβǫρσ
̟1̟2
{
pα2
∂
∂pβ2
[
pρ2
∂
∂pσ2
G
(2)
ψψ(p1, ω2 +̟1 +̟2, ~p2)
]
+ pα1
∂
∂pβ1
[
pρ1
∂
∂pσ1
G
(2)
ψψ(ω1 +̟1 +̟2, ~p1,p2)
]
+
∫
k1,k2
G
(2)
ψu(p1,−k1)G
(2)
ψv (p2,−k2)k
α
1 k
ρ
2
∂2
∂kβ1 ∂k
σ
2
Γ˜(2)uv (ν1 +̟2,
~k1, ν2 +̟1, ~k2) + (̟1)↔ (̟2)
}
,
(B55)
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using integration by part twice for the first two terms in the last equality. For the second
term, one has∫
k1,k2
R˜(̟1)G
(2)
ψu(p1,−k1)Γ
(2)
uv (k1,k2)R˜(̟2)G
(2)
ψv (p2,−k2)
= −
4ǫαβǫρσ
̟1̟2
∫
k1,k2
[
kα1
∂
∂kβ1
G
(2)
ψu(p1,−ν1 +̟1,−
~k1) + p
α
1
∂
∂pβ1
G
(2)
ψu(~p1, ω1 +̟1,−k1)
]
Γ˜(2)uv (k1,k2)
×
[
kρ2
∂
∂kσ2
G
(2)
ψv (p2,−ν2 +̟2,−
~k2) + p
ρ
2
∂
∂pσ2
G
(2)
ψv (ω2 +̟2, ~p2,−k2)
]
= −
4ǫαβǫρσ
̟1̟2
{∫
k1,k1
kα1
∂
∂kβ1
G
(2)
ψu(p1,−̟1 +̟1,−
~k1)Γ˜
(2)
uv (k1,k2)k
ρ
2
∂
∂kσ2
G
(2)
ψv (p2,−̟2 +̟2,−
~k2)
+
∫
~k1
pρ2
∂
∂pσ2
δσ(~p2 + ~k1)k
α
1
∂
∂kβ1
G
(2)
ψψ(p1, ω2 +̟1 +̟2,−
~k1)
+
∫
~k2
pα1
∂
∂pβ1
δσ(~p1 + ~k2)
[
kρ2
∂
∂kσ2
G
(2)
ψψ(ω1 +̟1 +̟2,−
~k2,p2) + p
ρ
2
∂
∂pσ2
G
(2)
ψψ(ω2 +̟2, ~p2, ω1 +̟1,−
~k2)
]}
.
(B56)
Integrating by part and shifting the frequencies in the first term in the curly bracket and
exchanging the ~k1 (resp. ~k2) integral with the ~p2 (resp. ~p1) derivative in the two last terms,
one obtains∫
k1,k2
R˜(̟1)G
(2)
ψu(p1,−k1)Γ
(2)
uv (k1,k2)R˜(̟2)G
(2)
ψv (p2,−k2)
= −
4ǫαβǫρσ
̟1̟2
{∫
k1,k1
G
(2)
ψu(p1,−k1)k
α
1 k
ρ
2
∂2
∂kβ1 ∂k
σ
2
Γ˜(2)uv (̟1 +̟1,
~k1, ̟2 +̟2, ~k2)G
(2)
ψv (p2,−k2)
+ pρ2
∂
∂pσ2
[
pα2
∂
∂pβ2
G
(2)
ψψ(p1, ω2 +̟1 +̟2, ~p2)
]
+ pα1
∂
∂pβ1
[
pρ1
∂
∂pσ1
G
(2)
ψψ(ω1 +̟1 +̟2, ~p1,p2)
]
+ pα1p
ρ
2
∂2
∂pβ1∂p
σ
2
G
(2)
ψψ(ω1 +̟2, ~p1, ω2 +̟1, ~p2)
}
.
(B57)
Inserting the expressions (B55) and (B57) into (B54) finally leads to the expected result
∂κG˜
(2)
ψψ(p1,p2)
∣∣∣
uncrossed
=
1
2
∫
̟1,̟2
K˜ψψ(̟1, ̟2)
−
4ǫαβǫρσ
̟1̟2
[
pα1
∂
∂pβ1
[
pρ1
∂
∂pσ1
G
(2)
ψψ(ω1 +̟1 +̟2, ~p1,p2)
]
+ pρ2
∂
∂pσ2
[
pα2
∂
∂pβ2
G
(2)
ψψ(p1, ω2 +̟1 +̟2, ~p2)
]
+ pα1 p
ρ
2
∂2
∂pβ1∂p
σ
2
G
(2)
ψψ(ω1 +̟2, ~p1, ω2 +̟1, ~p2) + (̟1)↔ (̟2)
]
=
1
2
∫
̟1,̟2
Kψψ(̟1, ̟2)R˜(̟1)R˜(̟2)G
(2)
ψψ(p1,p2) . (B58)
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d. Uncrossed derivatives contribution for the flow of a generic n-point function
Let us show that the result of the previous section for G˜
(2)
ψψ(p1,p2) can be generalized for
any generic correlation function, i.e. that
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
[ δ2
δϕi(q1)δϕj(q2)
G˜
(n)
i1...in
[{pℓ}1≤ℓ≤n; j]
]
ϕ=0
∣∣∣∣∣
~q1=~q2=0
= δiψδjψR˜(̟1)R˜(̟2)G˜
(n)
i1...in
({pℓ}) . (B59)
Following the same procedure as for the leading order at unequal times, let us first examine
the action of only one functional derivative and subsequent two wave-number derivatives
applied to a tree T˜ (n) composing G˜
(n)
i1...in
({pℓ}). Using the property (B53) demonstrated in
the previous section, one readily obtains
∂2
∂qµa∂q
µ
a
δ
δϕi(qa)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~qa=0
= δiψ
∫
kintern
m∑
k=1
(
m∏
k′=1
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
)
R˜(̟a)E
T
k ({pℓ}k, {kℓ}k) . (B60)
Thus, one only needs to show that the operator R˜(̟a) verifies as well the Leibniz rule.
R˜(̟a)
∫
k
ET1 ({kℓ}1,−k)E
T
2 (k, {kℓ}2) =
∫
k
[
R˜(̟a)E
T
1 ({kℓ}1,−k)E
T
2 (k, {kℓ}2)
+ ET1 ({kℓ}1,−k)R˜(̟a)E
T
2 (k, {kℓ}2)
]
. (B61)
This can be checked by inspection of the r.h.s., which reads∫
k
[
R˜(̟a)E
T
i ({kℓ}ℓ∈I ,−k)E
T
j (k, {kℓ}ℓ∈J) + E
T
i ({kℓ}ℓ∈I ,−k)R˜(̟a)E
T
j (k, {kℓ}ℓ∈J)
]
=
2iǫab
̟a
∫
k
[∑
i∈I
kai
∂
∂kbi
ETi (νi +̟a,
~ki, {kℓ}ℓ∈I\i,−k)E
T
j (k, {kℓ}ℓ∈J)
+
∑
j∈J
kaj
∂
∂kbj
ETi ({kℓ}ℓ∈I ,−k)E
T
j (k, νj +̟a,
~kj, {kℓ}ℓ∈J\j)
+ ka
∂
∂kb
ETi ({kℓ}ℓ∈I ,−ν +̟a,−
~k)ETj (k, {kℓ}ℓ∈J)
+ ETi ({kℓ}ℓ∈I ,−k)k
a ∂
∂kb
ETj (ν +̟a,
~k, {kℓ}ℓ∈J)
]
. (B62)
Integrating by part in ~k and shifting the associated frequency, the two last terms cancel out,
proving (B61). One concludes that
∂2
∂qµa∂q
µ
a
δ
δϕi(qa)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~qa=0
= R˜(ωa)T˜
(n)
i1···in
({pℓ}) . (B63)
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The remaining task to prove (B59) is to show that the same property holds for two
functional derivatives and their subsequent wave-number derivatives. As for the leading
order at unequal time, distributing the two ~q2 derivatives and setting ~q2 to zero, one then
applies the property (B61) to show that the resulting R˜(̟2) can be pulled out of the
remaining diagram
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
δ2
δϕi(q1)δϕj(q2)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~q1=~q2=0
= δjψ
∂2
∂qµ1 ∂q
µ
1
{
R˜(̟2)
[ ∫
kintern
∑
k
( ∏
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
) δ
δϕi(q1)
ETk [{pℓ}k, {kℓ}k]
∣∣∣
ϕ=0
]}∣∣∣∣∣
~q1=0
.
(B64)
Expressing R˜(̟2) explicitly and distributing the ~q1 derivative gives
∂4
∂qµ1 ∂q
µ
1 ∂q
ν
2∂q
ν
2
δ2
δϕi(q1)δϕj(q2)
T˜
(n)
i1···in
[{pℓ}]ϕ=0
∣∣∣
~q1=~q2=0
= δjψ
2iǫρσ
̟2
∂2
∂qµ1 ∂q
µ
1
{
qρ1
∂
∂qσ1
[ ∫
kintern
∑
k
( ∏
k′ 6=k
ETk′ ({pℓ}k′, {kℓ}k′)
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where the first term in the second equality vanishes by antisymmetry of ǫρσ. This proves
the property (B59), and yields (B50).
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