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Abstract. We classify fusion categories which are Morita equivalent to
even parts of subfactors with index 3 +
√
5, and module categories over
these fusion categories. For the fusion category C which is the even part of
the self-dual 3Z/2Z×Z/2Z subfactor, we show that there are 30 simple mod-
ule categories over C; there are no other fusion categories in the Morita
equivalence class; and the order of the Brauer-Picard group is 360. The
proof proceeds indirectly by first describing the Brauer-Picard groupoid of
a Z/3Z-equivariantization CZ/3Z (which is the even part of the 4442 sub-
factor). We show that that there are exactly three other fusion categories
in the Morita equivalence class of CZ/3Z, which are all Z/3Z-graded ex-
tensions of C. Each of these fusion categories admits 20 simple module
categories, and their Brauer-Picard group is S3. We also show that there
are exactly five fusion categories in the Morita equivalence class of the even
parts of the 3Z/4Z subfactor; each admits 7 simple module categories; and
the Brauer-Picard group is Z/2Z.
1. Introduction
The classification of small-index subfactors has revealed a number of inter-
esting examples of tensor categories which have not appeared in the represen-
tation theory of groups or quantum groups. In recent years there has been
considerable attention focused on subfactors with index 3 +
√
5, which is the
first admissible composite index value above 4. Classification of (the standard
invariants of) subfactors with index 3 +
√
5 and which have an intermediate
subfactor was achieved in [Liu15]. The complete classification of subfactors
with index 3 +
√
5 was achieved in [AMP15], where it is shown that there are
exactly seven finite depth subfactor planar algebras at index 3 +
√
5, up to
duality. These subfactors had been previously constructed by several authors
[MP15b, Izu16].
In this paper we study the fusion categories which are the even parts of these
subfactors. The principal even partN of a finite depth subfactor N ⊆M is the
fusion category of N -N bimodules which is tensor generated by the bimodule
NMN . The object A = NMN has the structure of an algebra inside N . The
fusion category M of A-A bimodules in N is called the dual even part of the
subfactor, and is said to be Morita equivalent to N .
Given a finite depth subfactor, we then have a pair of fusion categories
and a Morita equivalence between them. It is natural to ask: what are all
of the fusion categories in the Morita equivalence class, and what are all of
the Morita equivalences between them? This information is contained in the
1
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Brauer-Picard groupoid, introduced in [ENO10]. Answering these questions
can be helpful for understanding the structure of the known subfactor, and
may also reveal interesting related subfactors. For example, an analysis of the
Brauer-Picard groupoid of the Asaeda-Haagerup subfactor led to the discovery
of a new quadratic fusion category associated to the group Z/4Z× Z/2Z. An
alternative construction of the Asaeda-Haagerup subfactor starting from this
quadratic fusion category allowed for the computation of its Drinfeld center
as well as the resolution of other open problems [GIS15].
The finite depth subfactors with index 3 +
√
5 have even parts which fall
into six Morita equivalence classes. For two of these Morita equivalence classes
the Brauer-Picard groupoids are easy to work out. Another two correspond
to the unique Haagerup-Izumi subfactors (also called 3G subfactors) for the
two groups of order four. The final two are related to the Haagerup-Izumi
subfactors for order four groups through equivariantization, as described in
[Izu16].
We first consider the even part C of the self-dual 3Z/2Z×Z/2Z subfactor. The
category C contains VecZ/2Z×Z/2Z (the category of Z/2Z×Z/2Z-graded vector
spaces) as a tensor subcategory. The simple objects are labeled by αg and
αgρ, where the αg represent the simple objects in VecZ/2Z×Z/2Z and ρ is a
noninvertible simple object. There are algebra structures for the objects 1 +
αgρ for each g; the subfactor corresponding to each of these algebras is the
3Z/2Z×Z/2Z subfactor.
The modular data of the Drinfeld center of C was computed in [GI15]. The
center factors as a tensor product of a rank 4 and a rank 10 modular tensor
category. A construction of C coming from a conformal inclusion was obtained
in [Xu16]. This construction provides an alternate description of the Drinfeld
center.
It was shown in [Izu16] that there is a Z/3Z-action on C which cyclically
permutes the nontrivial simple objects in VecZ/2Z×Z/2Z. The equivariantization
CZ/3Z with respect to this action contains as a subcategory RepA4 (the category
of finite dimensional representations of the alternating group on four letters).
The category CZ/3Z is the even part of the 4442 subfactor, first constructed in
[MP15b].
Because C has many module categories and a large degree of symmetry, it is
difficult to analyze its Brauer-Picard groupoid directly. Instead, we first look
at the Brauer-Picard groupoid of the equivariantization CZ/3Z. The category
CZ/3Z is Morita equivalent to the crossed-product category C⋊Z/3Z, which is
a quasi-trivial Z/3Z-graded extension of C.
We show that there are exactly two other fusion categories in the Morita
equivalence class of CZ/3Z, which are both also Z/3Z-graded extensions of C,
although not quasi-trivial. One of these is the category of bimodules for a
2-dimensional algebra A = 1 + αg in VecZ/2Z×Z/2Z ⊂ VecA4 ⊂ C ⋊ Z/3Z, for
0 6= g ∈ Z/2Z × Z/2Z; this category contains as a subcategory the category
of A-A bimodules in VecA4 , which is not equivalent to either VecA4 or RepA4 .
The fourth fusion category in the Morita equivalence class is more subtle
to distinguish. It can be realized as the category of A-A bimodules for the
FUSION CATEGORIES ASSOCIATED TO SUBFACTORS WITH INDEX 3 +
√
5 3
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1 + αgρ (g 6= 0)
C3 C4
CZ/3Z
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∑
g∈Z/2Z
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∑
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1 + ρ
Figure 1. “Generators” for the Brauer-Picard groupoid of CZ/3Z
algebra A = 1 + αgρ in C ⋊ Z/3Z, where 0 6= g ∈ Z/2Z × Z/2Z. While the
category of A-A-bimodules in C is equivalent to C for all A = 1+αgρ, it turns
out that in the larger category C ⋊ Z/3Z, only the algebra A = 1 + ρ gives a
Morita autoequivalence while the algebras 1 + αgρ for g 6= 0 do not.
The Brauer-Picard group of Morita autoequivalences of C ⋊ Z/3Z is gener-
ated by the autoequivalence coming from 1 + ρ (which has order 2) and an
autoequivalence coming from an algebra structure for
∑
g∈Z/2Z×Z/2Z
αg (there are
two different algebra structures for this object, corresponding to elements of
the Schur multiplier of Z/2Z×Z/2Z , which each give Morita autoequivalences
of order 3).
Putting all this together, we obtain our first main result.
Theorem 1.1. There are exactly four fusion categories in the Morita equiva-
lence class of CZ/3Z. The Brauer-Picard group is S3.
Once we have described the Brauer-Picard groupoid of CZ/3Z, we can exploit
its combinatorial structure to deduce a lot of information about module cate-
gories over C, since C is realized as the trivial component of three of the fusion
categories in the groupoid with respect to their Z/3Z-gradings. In particular,
we immediately see that the dual category of every simple C-module category
is again equivalent to C. The outer automorphism group of C has order 12,
which means that each simple module category corresponds to 12 different
bimodule categories. This leads to the following result.
Theorem 1.2. There are exactly 30 simple module categories over C. The
order of the Brauer-Picard group of C is 360.
The size of the Brauer-Picard group here is striking, and reflects the remark-
able degree of symmetry of the Haagerup-Izumi subfactor for Z/2Z × Z/2Z.
The situation should be contrasted with the case of cyclic groups. For the
even parts of the 3Z/3Z and 3Z/4Z subfactors, the orders of the Brauer-Picard
groups are just 1 ([GS12]) and 2 (see below), respectively.
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2D2
Figure 2. Schematic diagram of some small index subfactors
in the Brauer-Picard groupoid of 3Z/4Z
It is difficult to work out multiplicative relations in the Brauer-Picard group
directly from the list of module categories and automorphisms. In forthcoming
joint work with Feng Xu, we will determine the group structure by considering
the alternative description of the Brauer-Picard group as the group of braided
tensor autoequivalences of the Drinfeld center [ENO10] and its connections to
conformal field theory.
We next consider the even parts of the 3Z/4Z subfactor. Unlike in the Z/2Z×
Z/2Z case, here the two even parts are not equivalent. It is shown in [IMP13]
that the dual even part is one of the even parts of the third “fish” subfactor.
There is therefore a third fusion category in the Morita equivalence class (the
other even part of the third fish). It is shown in [Izu16] that the 2D2 subfactor
is a Z/2Z de-equivariantization of the principal even part of the 3Z/4Z subfactor,
so there is also a corresponding Z/2Z-crossed product of the principal even
part of the 2D2 subfactor, which gives a fourth Morita equivalent category.
Finally, a fifth Morita equivalent category can be obtained as the category of
bimodules over the group algebra A =
∑
g∈Z/4Z
αg. We work out the way these
categories fit together into invertible bimodules to obtain the following result.
Theorem 1.3. There are exactly five fusion categories in the Morita equiva-
lence class of the even parts of the 3Z/4Z subfactor. The Brauer-Picard group
is Z/2Z.
Three of the five fusion categories in the Morita equivalence class admit
outer automorphisms, and the other two do not. Therefore there are exactly
seven simple module categories over each of these fusion categories.
We use the combinatorial techniques developed in [GS16] to analyze the
groupoid structure of invertible bimodule categories over fusion categories. A
key new feature here is the graded structure of the three other fusion categories
in the Morita equivalence class of CZ/3Z. The Z/3Z-grading allows us to relate
many module categories to algebras in the 0-graded component C, and in turn
allows us to deduce corresponding information about module categories over
C.
We use a computer to perform the combinatorial search for fusion modules
over the Grothendieck rings of certain fusion categories, as in [GS16]. However,
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the only properties of the fusion modules that we use are the collections of
algebra objects that are associated to realizations of these fusion modules by
module categories. The lists of such algebra objects for the fusion modules
over various rings are summarized in tables in this article (Figures 6, 9, and
11 below), so the full structure data of the fusion modules are not necessary
to follow any of the arguments. However for the interested reader we include
the full module data (which are represented as lists of non-negative integer
matrices) in accompanying text files with filenames Modules_*. These text
files are available in the arxiv source. We also use a computer to find the
Grothendieck ring of the dual category of a certain module category in the
proof of Lemma 3.5, which is again a straightforward combinatorial calculation.
When fitting the different fusion modules and bimodules together into a
groupoid structure, we do all the multiplicative compatibility checks by hand,
both to illustrate the ideas of the argument and to avoid referring to compli-
cated computer-generated tables; however some of these calculations can be
automated as well as in [GS16].
The paper is organized as follows.
In Section 2, we review necessary material on subfactors and fusion cate-
gories, and develop some properties of graded module categories over graded
fusion categories.
In Section 3, we describe the Brauer-Picard groupoid of the Z/3Z-equivariantization
of the even part C of the 3Z/2Z×Z/2Z subfactor and use this to classify module
categories over C.
In Section 4, we describe the Brauer-Picard groupoid of the 3Z/4Z subfactor.
Section 5 is a brief comment on the other subfactors with index 3 +
√
5,
included for completeness.
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2. Preliminaries
2.1. Fusion categories, module categories, and algebras.
Definition 2.1. [ENO05] A fusion category over an algebraically closed field
k is a k-linear semisimple rigid monoidal category with finitely many simple
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objects and finite-dimensional morphism spaces, such that the identity object
is simple.
In this paper we will always assume that k isC, the field of complex numbers.
A unitary fusion category is a fusion category equipped with an contravariant
antilinear involutive endofunctor, denoted by ∗, which fixes objects, commutes
with the tensor product on morphisms, and satisfies
f ∗ ◦ f = 0 iff f = 0
for all morphisms f . Module categories over a fusion category C and bimodule
categories between a pair of fusion categories C and D are defined in a natural
way [Ost03]. In this paper all module categories are assumed to be semisimple.
A module category is said to be simple if it is indecomposable.
One can take a relative tensor product of two bimodule categories CMD
and DLE over D to obtain a new bimodule category CM ⊠D LE [ENO10]. A
bimodule category CMD is said to be invertible if
CM⊠DMopC ∼= CCC and DMop ⊠C MD ∼= DDD.
An invertible bimodule category is also called a Morita equivalence, and C and
D are said to be Morita equivalent.
The dual category D = (CM)∗ of a left module category CM over a fusion
category C is the category of module endofunctors; the category M is a right
module category over D. If CM is a simple module category, the bimodule
category CMD is invertible. Conversely, if CMD is any invertible bimodule
category, then D is equivalent to (CM)∗. Thus two fusion categories are Morita
equivalent if and only if each is equivalent to the dual category of a simple
module category over the other.
The outer autmorphism group Out(C) of a fusion category C is the quotient
of the group of tensor autoequivalences of C (considered modulo monoidal
natural isomorphism) by the subgroup of inner autoequivalences (conjugation
by invertible objects). If CM is a module category and D = (CM)∗, then
the invertible C-D bimodule categories which extend CM are parametrized by
Out(D) (see [GP14]).
Example 2.2. Let G be a finite group, and consider VecG, the fusion category
of G-graded finite dimensional vector spaces. Then Out(VecG) ∼= H2(G,C∗)⋊
Out(G), where Out(G) is the outer automorphism group of G.
Another way to understand module categories is through the notion of an
algebra in a tensor category.
Definition 2.3. An algebra in a tensor category C is an object A together
with a unit morphism 1 → A and a multiplication morphism A ⊗ A → A
satisfying the usual unit and associativity relations.
One can define a module over an algebra in a tensor category in an obvious
way. If A is an algebra in a fusion category C, the category of (right) A-
modules in C is a (left) module category over C, although not necessarily
semisimple. An algebra is called simple if its category of modules is semisimple
and indecomposable as a C-module category.
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Definition 2.4. A division algebra A in a fusion category is a simple algebra
A such that A is simple as a left A-module.
A division algebra (in a fusion category over a field with characteristic 0)
has a canonical Frobenius algebra structure [GS16].
For a simple module category CM, there is an internal hom bifunctor from
M×M to C,
(M1,M2) 7→ Hom(M1,M2).
We refer to End(M) = Hom(M,M) as the internal end of the object M . An
object in an invertible bimodule category has both a left and a right internal
end.
Theorem 2.5. [Ost03] Let M be a simple object in a simple module category
CM over a fusion category C. Then End(M) is a division algebra, and CM is
equivalent to the category mod-End(M) of (right) End(M)-modules in C.
Thus any simple C-module category is equivalent to mod-A for some division
algebra A ∈ C; the dual category is then equivalent to A-mod-A, the category
of A-A bimodules in C.
Example 2.6. For a finite group G, algebras in VecG correspond to pairs
(H,ω), where H is a subgroup of G and ω is an element of H2(H,C∗). Module
categories over VecG are parametrized by such pairs modulo conjugation by
elements of G (since algebras coming from conjugate pairs give equivalent
module categories). If A is the algebra corresponding to H = G with the
trivial cocycle, then the category of A-A bimodules in VecG is equivalent to
RepG, the category of finite-dimensional representations of G.
2.2. Composition of bimodule categories and the Brauer-Picard groupoid.
Definition 2.7. [ENO10] The Brauer-Picard groupoid of a fusion category C
is a 3-groupoid whose objects are fusion categories in the Morita equivalence
class of C; whose 1-morphisms are invertible bimodule categories; whose 2-
morphisms are equivalences of bimodule categories; and whose 3-morphisms
are isomorphisms between such equivalences.
The Brauer-Picard group of C is the group of Morita autoequivalences of
C (considered up to equivalence). It is a finite group which contains as a
subgroup Out(C), whose elements can be thought of as twists of the trivial
bimodule category on one side. The Brauer-Picard group of C is isomorphic
to the group of braided tensor autoequivalences of the Drinfeld center Z(C)
[ENO10].
A basic problem is: given a fusion category C, describe its Brauer-Picard
groupoid. (In this paper we will only consider the objects and 1-morphisms.)
This problem is closely related to the problems of finding all division algebras
in C and finding all simple module categories over C.
A useful tool is the bicategorical structure of bimodules over division alge-
bras in C [Yam04].
Proposition 2.8. Let C be a fusion category (over a field of characteristic
0). There is a rigid bicategory whose objects are division algebras in C, whose
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1-morphisms are bimodules between division algebras, and whose 2-morphisms
are bimodule morphisms.
The composition of 1-morphisms is given by the relative tensor product over
the common algebra. If A and B are division algebras in C, the dual of an A-B
bimoduleM is the dual objectM∗ which has the structure of a B-A bimodule.
The left internal hom of M is then M ⊗B M∗, which is an A-A bimodule.
As a consequence of the bicategorical structure, we have Frobenius reci-
procity: if A, B, and C are division algebras in C, and AKB, BLC , and AMC
are bimodules, then Hom(K⊗B L,M) ∼= Hom(K,M ⊗C L∗), and similarly for
other permutations of K, L, and M .
The relationship of the bicategory of bimodules over division algebras with
the Brauer-Picard groupoid is as follows. Given fusion categories A, B, and C
and invertible bimodule categories AKB and BLC, there are division algebras
A, C in B, and tensor equivalences from X to the category of X-X bimodules
in C for X ∈ {A,C}, such that:
(1) K is equivalent to the category of left A-modules in B (as a right B-
module category);
(2) L is equivalent to the category of right C-modules in B (as a left B-
module category);
(3) K⊠BL is equivalent to the category of A-C bimodules in B (as an A-C
bimodule category).
Thus from this translation we also have a form of Frobenius reciprocity for
objects in bimodule categories in the Brauer-Picard groupoid (although there
is no canonical choice for the division algebras A and C).
2.3. Decategorification and combinatorics. The Grothendieck ring of a
fusion category C is the based ring with basis indexed by the simple objects of
C and multiplicative structure constants given by the tensor product decom-
position rules of C. The type of based ring which occurs is called a fusion ring.
In a similar way, every simple module category over a fusion category gives a
fusion module, and every invertible bimodule category gives a fusion bimodule
(see [GS16] for definitions).
There is a unique homomorphism from the Grothendieck ring of C to the real
numbers which is positive on basis elements, called the Frobenius-Perron di-
mension. The Frobenius-Perron dimension can be uniquely extended to fusion
modules and bimodules in a way compatble with the fusion module structure
and (decategorified) internal hom. The Frobenius-Perron dimension of ob-
jects in invertible bimodule categories is multiplicative with respect to tensor
product maps coming from relative tensor products of bimodule categories.
Remark 2.9. There ia also a notion of quantum dimension in a spherical
fusion category. However for unitary fusion categories, which include all ex-
amples in this paper, the quantum dimension coincides with the Frobenius-
Perron dimension. We will use the word dimension to mean Frobenius-Perron
dimension, since it will not always be obvious a priori that all fusion categories
in the Morita equivalence class are unitary.
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To classify module categories over a fusion category, one strategy is to first
compute the fusion modules over the Grothendieck ring, and then classify the
module categories which realize each fusion module. If the Grothendieck ring
is “small”, the list of all fusion modules can sometimes be found through a
combinatorial search with a computer.
To classify the module categories realizing a given fusion module R, one can
try to classify the algebras whose categories of modules realize R. From the
data of a given fusion module R, one can read off the list of objects in the
fusion category C which must be the internal ends of the simple objects in any
module category realizing R. One can then look for the smallest or simplest
such object, and sometimes the algebra structures on these objects are known
or can be classified.
In many cases even the smallest candidate algebra object corresponding to a
fusion module will be mysterious. Therefore for a given fusion ring, even if we
can write down the full list of fusion modules, we may only be able to directly
classify categorifications of a few fusion modules through known information
about algebra structures. The next step is to exploit the combinatorial struc-
ture of the Brauer-Picard groupoid by looking at multiplicative compatibility
of fusion modules and bimodules.
The idea is that we try to simultaneously classify module categories over all
the fusion categories in the Morita equivalence class, and all invertible bimod-
ule categories between them. Any two invertible bimodule categories sharing a
common fusion category can be composed in the Brauer-Picard groupoid, and
Frobenius reciprocity and the Frobenius-Perron dimension give strong com-
binatorial constraints on the fusion bimodules involved. By starting with a
few known small algebras, we can sometimes deduce the entire Brauer-Picard
groupoid structure by considering compositions and exploiting the combina-
torial constraints coming from multiplicative compatibility of fusion modules
and bimodules. This program was carried out for the Haagerup and Asaeda-
Haagerup fusion categories in [GS12, GS16, GIS15].
We mention a simple example of multiplicative compatibility, which is a
direct consequence of Frobenius reciprocity and the multiplicative property of
Frobenius-Perron dimension.
Definition 2.10. If X is an object in a fusion category C and K is a fusion
module over the Grothendieck ring of C, we say that K corresponds to an
algebra structure on X if a module category over C which realizes K has a
simple object whose internal end is X.
Proposition 2.11. Let AKB and BLC be invertible bimodule categories. Sup-
pose KB corresponds to an algebra X in B and BL corresponds to an alge-
bra Y in B. If dim(Hom(X, Y )) = 1 (as objects in B), then A(K ⊠B L)C
corresponds to algebras ZA and ZC in A and C, respectively, with dimension
dim(ZA) = dim(ZC) = dim(X)dim(Y ).
More generally, if dim(Hom(X, Y )) = n, then A(K⊠BL)C contains an object
M with dim(M)2 = dim(X)dim(Y ) and dim(Hom(M,M)) = n.
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This very weak constraint is sometimes enough to determine the relative ten-
sor product of two bimodule categories, since there may only be one invertible
A-C-bimodule category whose objects have compatible dimensions. In fact,
this is the only form of multiplicative compatibility we will use in this paper,
and we always check this by hand (in contrast to the arguments in [GS16],
which used more extensive computer calculations to check for multiplicative
compatibility of fusion modules and bimodules).
Another useful tool is to look for subalgebras of known algebras. Let C0 be
a tensor subcategory of a fusion category C, and let A be a division algebra in
C. Then A has a subalgebra A0 given by the maximal subobject of A which
belongs to C0. We can then “divide” the module category over A by a bimodule
category corresponding to A0 as follows.
Proposition 2.12. [GIS15, Lemma 3.8] Let AKB be an invertible bimodule
category corresponding to a division algebra A in A, and let A0 be a subalgebra
of A. Let C be the dual category of A0-mod, with corresponding bimodule
category CLA. Then C(L ⊠A K)B corresponds to a division algebra C with
dimension dim(C) =
dim(A)
dim(A0)
.
If A in Lemma 2.12 is unitary and A is a Q-system, then C, which is the
category of A-A bimodules in A, inherits a unitary structure, and then C can
be taken to be a Q-system as well.
Finally, in the proof of Lemma 3.5 we will need to find the dual fusion ring
of a fusion module over a fusion ring; we use the method of [GIS15, Section
3.1].
2.4. Graded fusion categories.
Definition 2.13. [ENO10] Let G be a finite group. A (faithful) G-grading on
a fusion catgory C is a direct sum decomposition
C =
⊕
g∈G
Cg,
where the Cg are nonzero full Abelian subcategories and the tensor product
maps Cg×Ch to Cgh for all g, h ∈ G. A G-extension of C is a faithful G-graded
fusion category whose trivial component is equivalent to C.
Each homogeneous component of a G-extension of C is an invertible C-C
bimodule category [ENO10]. The extension is said to be quasi-trivial if each
homogenous component contains an invertible object. This condition is the
same as requiring that each homogenous component be equivalent to the trivial
left/right C-module category (though not necessarily trivial as a C-C bimodule
category).
Let C be a G-graded extension of C0. If A is a division algebra in C0, then
the (right) C-module category A-mod and its dual category A-mod-A inherit
a G-grading from C. Moreover, the homogeneous components of A-mod are
module categories over C0.
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Proposition 2.14. Let C be a G-graded extension of C0, and let A be a division
algebra in C0, with corresponding graded module category A-mod. Then the
homogeneous components (A-mod)g and (A-mod)h are equivalent as C0-module
categories iff (A-mod-A)g−1h contains an invertible object.
Proof. First note that the internal end of any simple object in A-mod is in
C0. Moreover, the internal end of a simple object in (A-mod)g ⊂ A-mod is
the same whether thought of as an object in the C0-module category (A-mod)g
or in the larger C-module category A-mod. Two simple module categories
are equivalent iff they each contain a simple object with the same internal
end. Two simple objects X and Y in a simple module category have the same
internal end iff there is an invertible object Z in the dual category such that
X⊗Z ∼= Y . Therefore (A-mod)g is equivalent to (A-mod)h iff there are simple
objects X ∈ (A-mod)g and Y ∈ (A-mod)h, and an invertible object Z in A-
mod-A (necessarily in (A-mod-A)g−1h) such that X⊗Z = Y . But this occurrs
iff (A-mod-A)g−1h contains an invertible object. 
In particular, if A-mod-A is a quasi-trivial extension of its trivial component,
then all of the homogenous components of A-mod are equivalent as C0-module
categories.
Proposition 2.15. Let C be a quasi-trivial G-graded extension of C0, and let
A be a division algebra in C0. Let B be another division algebra in C. Then
A-mod and B-mod are equivalent as C-module categories iff B ∈ C0 and there
is an invertible object Z ∈ C such that the trivial components of (Z⊗B⊗Z−1)-
mod and A-mod are equivalent as C0-module categories.
Proof. If there is an invertible object Z ∈ C such that the trivial components
of (Z−1 ⊗ B ⊗ Z)-mod and A-mod are equivalent as C0-module categories,
then (Z−1 ⊗ B ⊗ Z)-mod and A-mod must correspond to a common algebra
in C0, so (Z−1 ⊗ B ⊗ Z)-mod and A-mod are equivalent as C-module cate-
gories. Therefore B-mod is also equivalent to A-mod as a C-module category
(this direction does not require quasi-triviality). For the converse, since the
extension is quasi-trivial, every simple object X ∈ (A-mod)g can be written
as X = Y ⊗ Z, where Z is an invertible object in Cg and Y is in (A-mod)0.
Therefore End(X) = End(Y ⊗ Z) = Z−1 ⊗ End(Y )⊗ Z. This shows that the
internal end of any simple object in A-mod is a conjugate of the internal end of
a simple object in (A-mod)0. In particluar, if B-mod is equivalent to A-mod,
then B must be of the form B ∼= Z−1⊗End(Y )⊗Z, for some invertible object
Z and simple Y in (A-mod)0. Then (Z ⊗ B ⊗ Z−1)-mod = End(Y )-mod and
A-mod are equivalent as C0-module categories. 
Proposition 2.16. Let C be a G-graded extension of C0, and suppose that C0 is
the only tensor subcategory for which C is a G-graded extension. Suppose fur-
ther that the Brauer-Picard group of C is generated by invertible C-C-bimodule
categories which each contain a simple object whose (right or left) internal end
is in C0. Then the right and left internal ends of every simple object in every
invertible C-C-bimodule category are also in C0.
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Proof. Let M be a simple (right) C-module category, let M ∈ M be a simple
object, and let A = End(M). Then MC is equivalent to A-mod. If A ∈ C0,
then the dual category A-mod-A inherits a G-grading from C, and the left
internal end of A is A ⊗ A, which is in the trivial component of A-mod-A
with respect to this grading. An invertible C-C-bimodule category extending
MC corresponds to a tensor equivalence φ : C → A-mod-A. Since C0 is the
only tensor subcategory for which C is a G-graded extension, we must have
φ−1(A ⊗ A) ∈ C0 for any such φ. It follows that for any simple object in an
invertible C-C-bimodule category, the left internal end is in C0 iff the right
internal end is in C0. Moreover, by Proposition 2.15, if an invertible C-C-
bimodule category contains a simple object whose internal end is in C0, then
the same is true for all simple objects.
So it suffices to show that the relative tensor product of two invertible C-
C-bimodule categories which each contain a simple object whose internal ends
are in C0 again satisfies this property. Suppose we have two such C-C-bimodule
categories K and L. Then there are division algebras A and B in C0 and tensor
equivalences φ : C → A-mod-A and ψ : C → B-mod-B such that K ∼= A-mod,
L ∼= mod-B, and K ⊗C L ∼= A-mod-B (with the left and right actions of C on
A-mod-B given by φ and ψ). Then the internal end of A ⊗ B ∈ K ⊗C L in
A-mod-A is (A⊗B)⊗B (B⊗A) ∼= A⊗B⊗A. Since A and B are both in C0,
the bimodule A⊗B⊗A is in the trivial component of A-mod-A with respect to
the G-grading inherited from C. Since C0 is the unique subcategory for which
C is a G-graded extension, this implies that φ−1(A⊗ B ⊗ A) ∈ C0. Therefore
the internal ends of the simple summands of A⊗ B are also in C0. 
Corollary 2.17. Let C satisfy the assumptions of the proposition, let A be
a division algebra in C0, and let C′ = A-mod-A. Then every simple (right)
C-module category whose dual category is equivalent to C′ is equivalent to B-
mod for a division algebra B in C0. Moreover, the left and right internal ends
of every simple object in every Morita autoequivalence of C′ are in the trivial
component of C′ with respect to the grading inherited from C.
Proof. Every invertible C′-C-bimodule category is a relative tensor product
of A-mod with a Morita autoequivalence of C, and is therefore equivalent to
A-mod-C for some division algebra C ∈ C0 (with the right action of C given by
a tensor equivalence C ∼= C-mod-C). Then as in the proof of the proposition,
the internal end of A ⊗ C in C-mod-C ∼= C is in the trivial component C0.
So we may take B to be the internal end of a simple summand of A ⊗ C.
Similarly, every invertible C′-C′-bimodule category is equivalent to A-mod-C
for some division algebra C ∈ C0 (again with the right action of C′ given by a
tensor equivalence C′ ∼= C-mod-C), so the internal end of A⊗ C in A-mod-A
is in the trivial component. 
2.5. Equivariantization. Let G be a finite group acting on a fusion category
C by tensor autoequivalences, with φg the autoequivalence corresponding to
the group element g. This means that there are natural isomorphisms Fg,h :
φg ◦ φh → φgh satisfying certain coherence relations. The equivariantization
CG is a fusion category whose objects are pairs (X, {fg}g∈G), where X is an
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object in C and fg : φg(X)→ X are isomorphisms such that
fg ◦ φg(fh) = fgh ◦ Fg,h, ∀g, h ∈ G.
Morphisms and tensor products are defined in a natural way. The equivari-
antization should be thought of as the category of “fixed points” of the action
of G on C, and it is Morita equivalent to the crossed product category C ⋊G,
which is a quasi-trivial G-graded extension of C [Tam01]. The Morita equiva-
lence corresponds to the group algebra of G in VecG ⊆ C ⋊ G (the sum of all
of the simple objects), and CG therefore contains a copy of RepG.
There is an inverse construction called de-equivariantization, which recovers
C from CG; see [DGNO10] for details.
2.6. Subfactors. A subfactor in a unital inclusion N ⊆M of II1 factors. The
subfactor has finite index if the commutant N ′ in the standard representation
of N ⊆ M on L2(M) is also a II1 factor. The principal even part N of a
finite-index subfactor is the category of N -N bimodules tensor-generated by
the bimodule NMN . The category N is a C-linear semisimple rigid monoidal
category, and the object NMN is an algebra in N . The subfactor has finite
depth if N has finitely many simple objects, in which case N is a fusion
category.
The principal graph of a finite-depth subfactor is the induction-restriction
graph of the object NMM in the module category of N -M bimodules it gen-
erates over N ; the dual graph is the induction-restriction graph of NMM with
respect to the dual category, which is the category of M-M bimodules tensor-
generated by (MMN )⊗N (NMM ).
A fusion category arising as the even part of a subfactor has a unitary
structure, coming from the inner product given by the trace of the II1 factor.
Definition 2.18. [Lon94] A Q-system in a unitary fusion category is an alge-
bra such that the multiplication map is a co-isometry.
A Q-system is in particular a division algebra. If N ⊆ M is a finite depth
subfactor, then NMN has a Q-system structure in N . Conversely, any sim-
ple Q-system in a unitary fusion category arises in this way from a subfactor.
(The relationship between subfactors and Q-systems holds more generally for
finite-index subfactors and countably generated rigid C∗-tensor categories; see
[Lon94, LR97].) Every finite-index subfactor has a dual subfactor, which cor-
responds to the Q-system (MMN )⊗N (NMM ) in the dual category.
The standard invariant of a subfactor is a shaded planar algebra whose
underlying vector spaces are the endomorphism spaces of alternating relative
tensor products of NMM and MMN ; see [Jon]. For finite depth subfactors
of the hyperfinite II1 factor, the standard invariant is a complete invariant
[Pop90].
The index and standard invariant can also be defined for properly infinite
factors. Let M be the hyperfinite Type III1 factor, and consider the category
End0(M) of finite index endomorphisms of M , where morphisms are given by
intertwiners:
Hom(ρ, σ) = {t ∈M : tρ(x) = σ(x)t, ∀x ∈M}.
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Figure 3. The 3G principal graph for |G| = 4.
This is a rigid C∗-tensor category, with tensor product given by composition:
ρ⊗ σ = ρ ◦ σ.
Every unitary fusion category can be realized as a full tensor subcategory of
End0(M) for the hyperfinite Type III1 factor M . Following common practice,
we often suppress the tensor product symbol and write ρσ for ρ ⊗ σ when
thinking of a fusion category as embedded inside End0(M). Also, we often
suppress “Hom” and write (ρ, σ) for the intertwiner space.
The direct sum of objects in End0(M) is defined up to isomorphism. We
will often represent the direct sum of objects using an ordinary “+” symbol.
2.7. Haagerup-Izumi subfactors. Let G be a finite Abelian group. Let C
be a unitary fusion category which contains VecG as a full tensor subcategory
and which is tensor generated by a simple object ρ satisfying
ρ⊗ ρ ∼= 1⊕
∑
g∈G
αg ⊗ ρ and αg ⊗ ρ ∼= ρ⊗ αg−1
(where {αg}g∈G are the simple objects of VecG.)
Suppose 1⊕ρ admits a Q-system, Then the corresponding subfactor is called
an Haagerup-Izumi subfactor for G. Such subfactors are also sometimes called
3G subfactors, since their principal graphs consist of a |G|-valent vertex, along
with |G| “legs” of length 3 emanating from that vertex. The index of a 3G
subfactor is 1 + d, where d2 = 1 + |G| · d.
Izumi classified 3G subfactors in terms of solutions to certain polynomial
equations in [Izu16]. The unique 3G subfactor for G = Z/3Z is the Haagerup
subfactor [AH99], and it is shown in [Izu16] that there is a unique 3G subfactor
for each of the two order 4 groups. (For further discussion of 3G subfactors for
G of odd order, see [EG11].)
Izumi’s construction of a 3G subfactor from a solution to his polynomial
equations realizes the principal even part of the subfactor explicitly as a sub-
category of End0(M) for a Type III factor M . The von Neumann algebra M
is the closure of a Cuntz algebra whose generators corresponding to simple
summands of ρ2. The automorphisms αg act as certain signed permutations
of the generators and the solutions to the polynomial equations give structure
constants for the definition of the endomorphism ρ on the Cuntz algebra. In
this realization, the relations αgαh = αgh and αgρ = ραg−1 hold exactly (not
just up to isomorphism). This is useful for performing many calculations,
such as constructing (de-)equivariantizations, describing dual categories and
calculating automorphism groups.
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We briefly recall the orbifold constructions from [Izu16] for the specific cases
which we will need.
Let C be the principal even part of the 3Z/2Z×Z/2Z subfactor, realized in
End0(M) as above. There is an order three automorphism γ of M which
commutes with ρ and such that γαg = αθ(g)γ, where θ is a cyclic permutation
of the nontrivial elements of Z/2Z × Z/2Z. Conjugation by γ gives a tensor
autoequivalence of C of order 3, and hence determines an action of Z/3Z on
C.
The fusion rules for the equivariantization of C by this Z/3Z-action were
computed in [Izu16]. The simple objects are labeled 1, α, α2, β, ξ, αξ, α2ξ,
and βξ.
The objects α and β satisfy the fusion rules
α3 ∼= 1, β2 ∼= 1 + α + α2 + 2β, αβ ∼= βα ∼= β
and the tensor subcategory they generate is equivalent to RepA4 .
The other fusion rules are
ξα ∼= αξ, ξβ ∼= βξ, ξ2 ∼= 1 + ξ + βξ.
Now let D be the even part of the 3Z/4Z subfactor, again realized in End0(M).
Let P = M ⋊α2 Z/2Z, which is a von Neumann algebra generated by M and
a self-adjoint unitary λ satisfying λxλ = α2(x) for all x ∈M . Then we extend
αg to an automorphism α˜g of P by setting α˜g(λ) = (−1)gλ, and ρ to an
endomorphism ρ˜ of P by setting ρ˜(λ) = λ.
Then we still have α˜gα˜h = α˜gh and α˜gρ˜ = ρ˜α˜g−1 , but now λ ∈ (1 = α0, α2),
so there are only four distinct simple objects in the category, and we have the
fusion rule
ρ˜2 ∼= 1 + 2ρ˜+ 2α˜1ρ˜.
2.8. Subfactors at index 3 +
√
5. There are exactly seven finite depth sub-
factors with index 3+
√
5, up to isomorphism of the planar algebra and up to
duality [AMP15].
Three of these seven have intermediate subfactors, and are known as the
first three “fish” subfactors, after the shape of their principal graphs. The
principal even part of the nth fish subfactor is generated by objects α and ρ
satisfying the fusion rules α2 ∼= 1, ρ2 ∼= 1 + ρ, and (αρ)n ∼= (ρα)n.
The other four examples come from Haagerup-Izumi subfactors for order
4 groups and their orbifolds. The 3G subfactors with |G| = 4 have index
3 +
√
5. The 3Z/2Z×Z/2Z subfactor is self-dual and the 3Z/4Z subfactor is not.
These subfactors have also been constructed using planar algebra methods
[MP15b, PP15].
The 4442 subfactor, first constructed using planar algebra methods in [MP15b],
has the principal graph given in Figure 4. It is self-dual, and its even part is the
Z/3Z-equivariantization of the even part of the 3Z/2Z×Z/2Z subfactor described
in the previous subsection.
The 2D2 subfactor has principal graph given in Figure 5. Its even part is the
Z/2Z de-equivariantization of the principal even part of the 3Z/4Z subfactor
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Figure 4. Principal graph of the 4442 subfactor
.
Figure 5. Principal graph of the 2D2 subfactor
described in the previous subsection; it was also constructed using planar
algebra methods in [MP15a].
Throughout this paper, d will denote the number 2 +
√
5, which is the
dimension of the noninvertible simple objects in the principal even parts of
the 3G subfactors for order four groups.
3. The 3Z/2Z×Z/2Z and 4442 subfactors
3.1. A first look at 3Z/2Z×Z/2Z. Let G = Z/2Z × Z/2Z. Let C be the even
part of the 3G subfactor, realized in End0(M) by automorphisms αg, g ∈ G,
and an endomorphism ρ, as above. We also have the order three automorphism
γ of M , giving an automorphism of C by conjugation.
There are (unique) Q-systems for 1 + αgρ for each g ∈ G, which all corre-
spond to the 3G subfactor. Since the 3G subfactor for Z/2Z×Z/2Z is unique,
Aut(C) must act transtively on these Q-systems, which are all fixed by Ad γ
and Inn(C). Therefore Out(C) has order at least 12. It is shown in [Izu16] that
Out(C) ∼= A4, generated by Ad γ together with an automorphism which fixes
the invertible objects but switches ρ with another object.
We would like to classify the simple module categories over C. We enumerate
the fusion modules over the Grothendiek ring of C using the techniques of
[GS16] and a computer. There are 50 (right) fusion modules, and their full
data is contained in the accompanying text file Modules_3ˆ{Z2xZ2}. Here we
just list in Figure 6 the algebra objects that are associated to realizations of
these modules by module categories, which is all we will need for our analysis.
The category C contains VecG, so there are six module categories corre-
sponding to the five subgroups of G = Z/2Z×Z/2Z (with two different mod-
ule categories corresponding to the full subgroup G, since H2(G,C∗) ∼= Z/2Z).
These six module categories provide realizations of the 5 fusion modules 1, 3g,
and 7 in Figure 6; these are all uniquely realized except for Module 1, which
has two different realizations. Also, the unique Q-system for 1 + αgρ for each
g ∈ G gives a unique realization of each of the four fusion modules 5g.
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1 Γ Γ(1 + 4ρ)
2 Γ(1 + ρ) Γ(1 + 3ρ)
3g(g 6= 0) 1 + αg (×2) 1 + αg + 2Γρ (×2)
4g,h,k,l(g, h 6= 0) (1 + αg)(1 + αkρ) (×2) (1 + αh)(1 + αlρ) + Γ (×2)
5g 1 + αgρ (×4) Γ(1 + 3ρ)
6g 1 + (Γ− αg)ρ (×4) Γ(1 + ρ)
7 1 (×4) 1 + Γρ (×4)
Figure 6. Algebra objects associated to realizations of the 50
fusion modules over the Grothendieck ring of C.
Here Γ =
∑
g∈∈G
αg and Γ− αk =
∑
g∈∈G, g 6=k
αg.
The symbol “×n” next to an object indicates the number
of simple objects in the module category whose internal end is
that object (the n algebra structures may or may not be the
same).
For 4g,h,k,l, all that matters is whether k ∈ {0, g} and
whether l ∈ {0, h}, so there are 3 · 2 · 3 · 2 = 36 fusion modules
of this type.
Thus we have already identified ten different module categories over C, and
we can get even more by composing the module categories corresponding to
algebras which are sums of invertible objects with Morita autoequivalences
coming from the algebras 1 + αgρ.
Lemma 3.1. There are module categories over C realizing each of the four
fusion modules 6g.
Proof. Consider a Morita autoequivalence CKC realizing the fusion module 40
(corresponding to the algebras 1 + ρ and Γ(1 + 3ρ)). Then by Proposition
2.12 we can divide by the 4-dimensional subalgebra Γ of Γ(1 + 3ρ) to obtain
invertible bimodule categories CLD and DMC which compose to K, and such
that M corresponds to a 4-dimensional algebra in C, and L corresponds to
a (3d + 1)-dimensional algebra in C. Therefore Lop must realize one of the
fusion modules 6g. Since Aut(C) acts transitively on the non-invertible simple
objects, all 4 fusion modules in 6g must be realized.

We will see later that there are also module categories realizing Module 2.
In addition, some of the fusion modules 4g,h,k,l, which correspond to algebras
of dimension 2 + 2d, are realized as well. This can be seen by composing
module categories corresponding to simple algebras of dimension 2 with Morita
autoequivalences corresponding to algebras of dimension d+ 1.
We now have a rather large list of module categories over C. However,
with the exception of those coming from the Q-systems for 1 + αgρ, which
are known to be self-dual, it is not obvious what the dual categories of these
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RepA4 ⊂ C1 = CZ/3Z C2 = C ⋊ Z/3Z ⊃
⊃
VecA4
VecZ/2Z×Z/2Z
∪ ∪
C
Z/3Z
Figure 7. The categories C1 and C2
module categories are. We shall see later that in fact these module categories
all have dual categories equivalent to C.
However, because C has a great deal of symmetry, it is difficult to work
out the bimodule category structure directly. It is easier to make sense of the
landscape by first studying the Z/3Z-equivariantization of C.
3.2. The 4442 subfactor. We now consider the equivariantization CZ/3Z of C
coming from Ad(γ), which we call C1.
Recall that the simple objects are labelled 1, α, α2, β, ρ, αρ, α2ξ, and
βξ, where the tensor subcategory generated by the dimension 3 object β is
equivalent to RepA4 .
We also have the crossed-product category C⋊Z/3Z generated by C and γ,
which we call C2. The subcategory D2 of invertible objects of C2 is equivalent
to VecA4 .
The categories C1 and C2 are Morita equivalent, with the Morita equivalence
corresponding to the unique 3-dimensional simple algebra in each of these
categories.
We would like to find all fusion categories in the Morita equivalence class,
and to classify simple module categories over these categories and invertible
bimodule categories between them.
One way to construct module categories over C1 and C2 is to consider
categories of modules over algebras in their group theoretical subcategories
D1 ∼= RepA4 and D2 ∼= VecA4 , as well as in the (non-group-theoretical) sub-
category C of C2.
We first consider algebras and module categories associated to A4. The
group A4 has five conjugacy classes of subgroups: the trivial group, Z/2Z,
Z/3Z, Z/2Z × Z/2Z, and A4 itself. The Schur multipliers of the first three
are trivial, and of the last two are each Z/2Z. Therefore there are seven sim-
ple module categories each over RepA4 and VecA4 . The two 12-dimensional
simple algebras and the unique 3-dimensional simple algebra in each category
correspond to Morita equivalences between RepA4 and VecA4 , and the two
4-dimensional simple algebras in each category correspond to Morita auto-
quivalences. The outer automorphism group of each of these categories has
order 4, which is the order of the outer autmorphism group of A4 multiplied
by the order of the Schur multiplier of A4. The Brauer-Picard group therefore
has order 12, and was shown to be the dihedral group D12 in [NR14].
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VecA4
D3
RepA4
Z/3Z, A4(×2)
Z/2Z
{e}, Z/2Z× Z/2Z(×2)
Figure 8. Module categories over VecA4 and their dual categories
There is a third category D3 in the Morita equivalence class, which can be
realized as the category of bimodules over any of the 2-dimensional simple al-
gebras in VecA4 , or as the category of bimodules over the unique 6-dimensional
simple algebra in RepA4 . Like D2, the category D3 is a Z/3Z-graded exten-
sion of VecZ/2Z×Z/2Z, with a single simple object of dimension 2 in each of the
nontrivial homogeneous components. The outer automorphism group of D3
is necessarily isomorphic to the Brauer-Picard group D12. The list of mod-
ule categories over VecA4 can be summarized schematically by the picture in
Figure 8.
We now return to the categories C1 and C2.
Lemma 3.2. The group Out(C1) is trivial.
Proof. The algebra in C1 correponding to the 4442 subfactor is 1 + ξ. The
algebra structure on this object is unique by 4-supertransitivity (which means
that the principal graph begins as a sequence of 4 consecutive edges before the
first branch point), and there is no other self-dual simple object with the same
dimension. Therefore the algebra is invariant under any automorphism of C1.
Let p be the minimal central idempotent at depth 5 in the planar algebra
of the 4442 subfactor corresponding to the leg of length two emanating from
the quadruple point of the principal graph in Figure 4. Then p generates the
planar algebra, since there is a unique subfactor planar algebra with index
3 +
√
5 which is 4-supertransitive but not 5-supertransitive. Moreover, p is
necessarily fixed by any planar algebra automorphism. Therefore the planar
algebra of the 4442 subfactor has no nontrivial automorphisms.
Since the algebra 1 + ξ tensor generates C1, is fixed by any automorphism
of C1, and there are no non-trivial automorphisms of the corresponding planar
algebra, C1 does not have any nontrivial automorphisms either. 
There are 19 (right) fusion modules over the Grothedieck ring of C1, which
we again enumerate with a computer. The full data for these is contained
in the accompanying text file Modules_4442. The chart in Figure 9 lists the
algebra objects associated to realizations of each of these fusion modules.
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1 Λ + 3β (Λ + 3β)(1 + 4ξ)
2 (Λ + 3β)(1 + ξ) (Λ + 3β)(1 + 3ξ)
3 Λ + β (×2) Λ(1 + 2ξ) + β(1 + 6ξ) (×2)
4 (Λ + β)(1 + ξ) (×2) Λ(1 + 2ξ) + β(1 + 4ξ) (×2)
5 (Λ + β)(1 + ξ) (×2) Λ(1 + ξ) + β(1 + 5ξ) (×2)
6 Λ + β + 2βξ (×2) Λ(1 + 2ξ) + β(1 + 4ξ) (×2)
7 Λ + β + 2βξ (×2) Λ(1 + ξ) + β(1 + 5ξ) (×2)
8 Λ(1 + ξ) (×4) (Λ + 3β)(1 + 3ξ)
9 Λ(1 + ξ) (×2) Λ + βξ (×2) (Λ + 3β)(1 + 3ξ)
10 Λ + βξ (×4) (Λ + 3β)(1 + 3ξ)
11 Λ(1 + ξ) + 2βξ (×4) (Λ + 3β)(1 + ξ)
12 Λ(1 + ξ) + 2βξ (×2) Λ + 3βξ (Λ + 3β)(1 + ξ)
13 Λ + 3βξ (×4) (Λ + 3β)(1 + ξ)
14 1 + β (×3) 1 + (1 + Λ)ξ + β(1 + 4ξ) (×3)
15 (1 + β)(1 + ξ) (×3) 1 + Λξ + β(1 + 3ξ) (×3)
16 1 + ξ (×3) (Λ + 2β)(1 + ξ) 1 + Λξ + β(1 + 3ξ) (×3)
17 1 + βξ (×3) (1 + β)(1 + ξ) (×3) Λ(1 + 2ξ) + β(2 + 7ξ)
18 1 (×3) 1 + ξ + βξ (×3) Λ(1 + 3ξ) + β(2 + 9ξ) Λ + 2β
19 Λ (×4) Λ(1 + ξ) + 3βξ (×4)
Figure 9. Algebra objects associated to realizations of fusion
modules over the Grothendieck ring of C1. Here Λ = 1+ α+ α2
We will now determine which of these fusion modules are realized by module
categories, and what the dual categories are in each case.
First we consider the seven simple algebras of D1 ∼= RepA4 : one algebra
structure each for the objects 1, Λ, and Λ + β, and two each for 1 + β and
Λ + 3β. Modules 3, 18, and 19 are realized uniquely by the categories of
modules over the algebras Λ+ β, 1, and Λ, respectively.
Lemma 3.3. Modules 1 and 14 are each realized by two distinct module cate-
gories.
Proof. From the table in Figure 9 we see that a realization of Module 1 has
only one simple object with internal end Λ+3β, so the two algebra structures
on Λ+ 3β must give two different module categories. A realization of Module
14 has three distinct simple objects with internal end 1 + β. The category of
modules over an algebra structure for 1 + β in RepA4 also has three distinct
simple objects with internal end 1 + β. The group of invertible objects in the
dual category (which is also equivalent to RepA4) acts transitively on these
three objects, so all three objects correspond to the same algebra structure on
1+β. Therefore the group of invertible objects in the dual category of the full
category of (1 + β)-modules in C1 also acts transitively on the set of simple
objects whose internal end is 1 + β, and therefore these objects correspond to
a single algebra structure on 1 + β. The two different algebra structures on
1 + β thus correspond to two different module categories over C1. 
Lemma 3.4. Module 16 is realized uniquely, and the dual category is again
equivalent to C1.
Proof. The unique algebra structure on 1 + ξ corresponds to the 4442 sub-
factor. Since the 4442 subfactor is self-dual, 1 + ξ corresponds to a Morita
autoequivalence of C1. 
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Lemma 3.5. Module 17 is realized by the category of modules over a Q-system;
the dual category of any realization of Module 17 coming from a Q-system is
again C1.
Proof. Since 1 + ξ has a Q-system structure, so does the internal end of every
simple object in the realization of Module 16. The Q-system 1+Λξ+β(1+3ξ)
has dimension 4 + 12d and a subalgebra of dimension 4. Since Module 16
gives a Morita autoequivalence, by Proposition 2.12 there is a Q-system in
C1 with dimension 1 + 3d, and that is only possible if Module 17 is realized.
We compute the dual fusion ring of Module 17 using the methods of [GIS15,
Section 3.1] and find that it must be the same as the Grothendieck ring of
C1. In particular there is a corresponding object ξ′ in the dual category C′
satisfying ξ′2 = 1 + ξ′ + β ′ξ′. By [GS16, Theorem 3.4], 1 + ξ′ admits a Q-
system structure, and by the uniqueness of the 4442 subfactor, C′ must be
equivalent to C1. 
Corollary 3.6. There are Morita autoequivalences K1 and K2 realizing Module
14 and a Morita autoequivalences L realizing Module 17 such that K1 ⊠C1 L
and L⊠C1 K2 each realize Module 16.
Proof. Let L be a Morita autoequivalence realizing Module 17, which we have
just shown exists. Then L corresponds to an algebra structure for (1+β)(1+ξ)
in the copy of C1 acting on the left, which necessarily has a subalgebra 1 + β.
Therefore by Proposition 2.12, L decomposes as K⊠FR, where K corresponds
to an algebra of dimension dim(1 + β) = 4 in C1, R corresponds to an algebra
of dimension dim(1+ ξ) = 1+d in C1, and F is the dual category with respect
to either of these two algebras. Since there is a unique (d + 1)-dimensional
algebra in C1 and it gives a Morita autoequivalence realizing Module 16, we
have that F ∼= C1 and R ∼= Kop ⊠C1 L realizes Module 16. Similarly, one can
consider the right action of C1 on L to obtain a factorization of R in the reverse
order.

Lemma 3.7. Any Morita autoequivalence realizing Module 16 or Module 17
has order 2 in the Brauer-Picard group.
Proof. Let K be a Morita autoequivalence realizing Module 16. Let κ be
an object in K whose left internal end is the algebra 1 + ξ. Then the right
internal end of κ must be 1 + ξ as well. Since (1 + ξ, 1 + ξ) = 2, by Frobenius
reciprocity the object κκ in K⊠C1 K has two simple summands and dimension
d+ 1. Looking through the list of fusion modules in Figure 9, we see that the
only compatible possibility is Module 18, the trivial module. Since C1 does not
admit nontrivial outer automorphisms, K⊠C1 K must be the trivial bimodule
category. A similar argument works for Module 17, using the algebra 1 + βξ.

Corollary 3.8. Module 17 is realized uniquely.
Proof. We already know that Module 17 is realized by a Morita autoequiva-
lence K. Let L be another invertible bimodule category realizing Module 17.
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Then as in the proof of the Lemma, L⊠C1K must realize be the trivial bimod-
ule category. Since K has order 2 in the Braue-Picard group, this means that
L ∼= K. 
Remark 3.9. At this point we know that there are two different module
categories realizing Module 14, and that there are Morita autoequivalences K1
and K2 realizing Module 14 such that
K1 ⊠C1 L ∼= L⊠C1 K2 ∼=M,
where L and M are the unique Morita autoequivalences realizing Modules 17
and 16, respectively, and K1 is the inverse of K2 in the Brauer-Picard group.
However we have not yet established whether K1 is equivalent to K2, and if
so, whether the other module category realizing Module 14 is also a Morita
autoequivalence.
Lemma 3.10. Module 15 is realized.
Proof. Let M be the Morita autoequivalence realizing Module 16, and let K1
and K2 be distinct invertible bimodule categories realizing Module 14. Then
each Ki has a simple object whose (right) internal end in C1 is the algebra
1 + β, and M has a simple object whose left internal end in C1 is the algebra
1 + ξ.
Then Ki ⊠C1 M must correspond to an algebra with dimension 4(1 + d) for
each i, which is only possible if it realizes Module 17 or Module 15. Since
Module 17 is realized by a unique module category, Ki ⊠C1 M cannot realize
Module 17 for both values of i. Therefore Module 15 must also be realized. 
Lemma 3.11. Both realizations of Module 14, and any realization of Module
15, are Morita autoequivalences.
Proof. Let C′KC1 be an invertible bimodule category realizing Module 14, and
let M be the Morita autoequivalence realizing Module 16. Then as in the
proof of Lemma 3.10, K⊠C1M contains a simple object whose internal end has
dimension 4(1+d). From the fusion rules of C1 we see that the internal end in C1
necessarily has a subalgebra of dimension 4. Then since all 4-dimensional and
(d+1)-dimensional algebras in C1 are isomorphic to Q-systems, by Proposition
2.12 there must be a Q-system in C′ with dimension d+ 1, giving a subfactor
with index 3 +
√
5. Moreover, since C′ is the category of γ-γ bimodules with
respect to a 4-dimensional algebra in RepA4 ⊂ C1, it contains as a tensor
subcategory the category of γ-γ-bimodules in RepA4 , which is again equivalent
to RepA4 . From the classification of subfactors with index 3+
√
5 in [AMP15],
this implies that C′ is equivalent to C1, as C1 is the only even part of a subfactor
with index 3 +
√
5 which contains RepA4 .
Finally, any realization of Module 15 can be factored as a relative ten-
sor product of invertible bimodule categories realizing Modules 14 and 16, as
above, and so is also a Morita autoequivalence.

Lemma 3.12. Together with the trivial bimodule category, the two Morita
autoequivalences realizing Module 14 form a subgroup of the Brauer-Picard
group isomorphic to Z/3Z.
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Proof. Let K and L be the two realizations of Module 14. Then each contains a
simple object of dimension 2. By Proposition 2.11, there are objects in each of
K⊠C1K, K⊠C1L, L⊠C1K, and L⊠C1L with 2 simple summands and dimension
4. From the list of fusion modules we see that the only possibilities for the
fusion modules of these tensor products are Modules 14 and 18. Module 14 is
only realized by the two Morita autoequivalences K and L, and Module 18 is
only realized by the trivial autoequivalence. Therefore the set consisting of K,
L, and the trivial bimodule category is closed under relative tensor product,
and forms a subgroup of the Brauer-Picard group. 
For ease of notation we will now switch to lower case letters for elements
of the Brauer-Picard group. Let g be one of the Morita autoequivalences
corresponding to Module 14, let m be the autoequivalence corresponding to
Module 16, and let l be the autoequivalence corresponding to Module 17. Then
we have already determined that g3 = m2 = l2 = 1, and by replacing g with g2
if necessary, we may assume that mg is an autoequivalence realizing Module
15, which we call n.
Lemma 3.13. The Morita autoequivalence n is the unique realization of Mod-
ule 15, and we have lg2 = n and n2 = 1. The bimodule categories g and m
generate a subgroup isomorphic to the symmetric group S3 inside the Brauer-
Picard group.
Proof. From Figure 9 we see that any autoequivalence N realizing Module
15 corresponds to algebras of dimensions 4 + 4d and 4 + 12d, which all have
4-dimensional subalgebras. Therefore there are autoequivalences K1 and K2
corresponding to 4-dimensional algebras such that N ⊠C1 K1 and N ⊠C1 K2
realize Modules 16 and 17 respectively. Since m and l are the unique autoe-
quivalences realizing Modules 16 and 17, and g and g2 are the only autoequiv-
alnces realizing Module 14, and we have mg = n, we must have lg2 = n. If n′
is another autoequivalence realizing Module 15, then by the same argument
we must have either n′ = mg = n, or n′ = mg2 = ng = l, which is impossible.
Therefore n is the unique autoequivalence realizing Module 15. Finally, since
n−1 is the opposite bimodule category of n, its simple objects have the same
dimensions as those of n. Therefore by uniqueness of the realization of Mod-
ule 15, n−1 = n. It is then easy to see that {1, g, g2, l, m, n} is closed under
multiplication, and forms a subgroup of the Brauer-Picard group isomorphic
to S3. 
We have classified realizations of Modules 14, 15, 16, 17, and 18, which all
are realized by Morita autoequivalences, uniquely except in the case of Module
14. We now turn to the rest of the list in Figure 9.
Recall that Module 19 is realized by a unique module category, correspond-
ing to the unique algebra structure on Λ. The dual category of the realization
of Module 19 is C2, by construction.
Lemma 3.14. The outer automorphism group Out(C2) is trivial.
Proof. By looking at the dimensions of simple objects in C2 we see that every
simple 3-dimensional algebra in C2 is necessarily in the subcategory VecA4 .
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Since A4 has a unique conjugacy class of order 3 subgroups, there is a unique
simple module category over C2 corresponding to an algebra of dimension 3.
Since Out(C1) is trivial, this means there is a unique invertible C1-C2 bimodule
category corresponding to a 3-dimensional algebra. On the other hand, the
outer automorphism group Out(C2) acts faithfully on the set of invertible C1-
C2 bimodule categories corresponding to algebras of dimension 3. Therefore
Out(C2) must be trivial.

Lemma 3.15. There are exactly two module categories realizing Module 1,
whose dual categories are each equivalent to C2.
Proof. We can compose the invertible C2-C1 bimodule category realizing Mod-
ule 19 with the Morita autoequivalences g and g2 of C1 to obtain bimodule
categories corresponding to 12-dimensional simple algebras. This gives two
invertible bimodule categories realizing Module 1, which must also be distinct
as C1-module categories since Out(C2) is trivial. Conversely, any bimodule
category realizing Module 1 corresponds to a 12-dimensional simple algebra
with a 4-dimensional subalgebra and must decompose as a tensor product of
the unique bimodule category realizing Module 19 with either g or g2. 
Lemma 3.16. There is exactly one module category realizing Module 8, exactly
one module category realizing Module 13, and at least one module category
realizing Module 2. The dual categories of these three module categories are
each equivalent to C2. Modules 9 and 12 are not realized.
Proof. Consider the invertible C2-C1-bimodule category a realizing Module 19
(and corresponding to an algebra of dimension 3). Let b1 = ag and b2 = ag
2,
which realize Module 1 (and correspond to algebras of dimension 12).
Composing a with the autoequivalence m (corresponding to the (d + 1)-
dimensional algebra 1 + ξ), we get a bimodule category am corresponding
to an algebra of dimension 3 + 3d. The possibilities for a compatible fusion
module are Modules 8, 9, and 10.
We have am · m = a. Modules 9 and 10 each correspond to an algebra
structure for Λ + βξ. Since (Λ + βξ, 1 + ξ) = 1, if am realized Module 9 or
Module 10, a would have to correspond to an algebra with dimension (3 +
3d)(1 + d). But from the data for Module 19 in Figure 9 we see that this is
not the case. So am realizes Module 8.
Suppose r is another module category realizing Module 8, which corresponds
to an algebra structure for Λ(1+ξ). Then since (Λ(1+ξ), 1+ξ) = 2, by Propo-
sition 2.11 rm must contain two simple objects the sum of whose dimensions
is
√
3(1 + d). From Figure 9 we see that this is only possible if rm realizes
Module 19. Since Module 19 is realized uniquely by a, it follows that r = am.
Finally, if r is any realization of Module 9, then r corresponds to algebra
structures for both Λ(1+ ξ) and Λ+ βξ, so rm must contain both two simple
objects whose dimensions sum to
√
3(1 + d) and a single simple object with
dimension
√
3(1+ d). From Figure 9 we see that this is impossible, so Module
19 is not realized.
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A similar argument shows that Module 13 is realized uniquely by the bi-
module al and Module 12 is not realized.
The bimodule an corresponds to algebras of dimensions 12+12d and 12+36d,
and therefore realizes Module 2.
In each of the three cases we have constructed a C1-module category by com-
posing the invertible C2-C1-bimodule category a with a Morita autoequivalence
of C1, so the dual category is equivalent to C2 in each case.

Remark 3.17. We have shown that there is a realization of Module 2 whose
dual category is C2. We will see later that there is also another realization of
Module 2 with a different dual category.
There is a unique algebra structure for the object Λ+β in RepA4 ⊂ C1. LetC3 be the dual category of C1 with respect to the algebra Λ+ β. Since C1 and
C2 are dual to each other with repect to the 12-dimensional simple algebras in
RepA4 and VecA4 , the category C3 is also the dual category of C2 with respect
to any of the 2-dimensional simple algebras in C2.
Since C2 is a Z/3Z-graded extension of C, and the 2-dimensional algebras in
C2 are contained in C, the category C3 is also Z/3Z-graded.
In some of the following proofs, we will omit details of multiplicative com-
patibility checks and just sketch the outline, as they are similar to previous
arguments.
Lemma 3.18. There is a exactly one module category realizing Module 3 and
exactly one module category realizing Module 5. The dual categories of these
module categories are each equivalent to C3.
Proof. Since Λ+β has a unique algebra structure, there is a unique module cat-
egory e realizing Module 3, whose dual category is C3 by definition. Composing
e with either of the Morita autoequivalences g or g2 (which correspond to alge-
bra structures for 1+β) gives a module category which has two simple objects
the sum of whose dimensions is 2
√
6. The only compatible fusion module is
Module 3, so we must have e = eg = eg2. Since the Morita autoequivalence
m corresponds to the algebra 1+ ξ, the module category em corresponds to a
6(1 + d)-dimensional algebra, so it realizes one of Modules 4, 5, 6, or 7. From
the relation e = em2 we can rule Modules 6 and 7, which correspond to algebra
structures for Λ+β+2βξ, using a similar argument as in the proof of Lemma
3.16. From the relation e = eg2 = eg2m2 = emgm = eml, we can rule out
Module 4, which corresponds to an algebra structure for Λ(1+ ξ) + β(1+ 4ξ),
again using a multiplicative compatibility constraint. Therefore em realizes
Module 5. Finally, if r is any module category realizing Module 5, we can
again show by multiplicative compatibility that rm = e and therefore r = em.

Corollary 3.19. We have Out(C3) ∼= Z/3Z.
Proof. There is a unique module category e realizing Module 3. On the other
hand, if we extend e to a C3-C1-bimodule category, then e, eg, and eg2 are three
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different C3-C1-bimodule categories which all realize Module 3. Therefore the
group Out(C3) must be three times as big as the trivial group Out(C1). 
Note that there are also three different C3-C1 bimodule categories realizing
Module 5.
So far we have identified an order 6 subgroup of the Brauer-Picard group and
identified the (right) fusion modules associated to six invertible Ci-C1 bimodule
categories for i = 1, 2, 3. We have also classified C1-module categories which
realize Modules 1, 3, 5, 8, 9, 12, 13, 14, 15, 16, 17, 18, and 19.
Lemma 3.20. Modules 2, 4, 6, 7, 10, and 11 are not realized by any Morita
autoequivalences.
Proof. Each of these fusion modules corresponds to an algebra of dimension
3 + 3d, 6 + 6d, or 12 + 12d, which have subalgebras of dimension 3, 6, or 12,
respectively. Suppose there is a Morita autoequivalence corresponding to an
algebra of dimension 3+3d. Then since the dual category of C1 with respect to
the unique 3-dimensional simple algebra is C2, by Proposition 2.12 there is an
invertible C2-C1 bimodule category corresponding to an algebra of dimension
d + 1. However, the only division algebra of dimension d + 1 in C1 is 1 + ξ,
whose dual category is again C1, so this is impossible. The 6+6d and 12+12d
cases are similar.

Theorem 3.21. The Brauer-Picard group of the Ci is S3.
Proof. We have classified all Morita autoequivalences of C1 and their compo-
sitions. 
We still have not classified realizations of Modules 2, 4, 6, 7, 10, and 11, but
we will temporarily turn to module categories over C2 and finish the classifi-
cation of C1-module categories later.
Lemma 3.22. There are Morita autoequivalences of C2 and C3 corresponding
to (d+ 1)-dimensional algebras.
Proof. Module 8 is realized by a C2-C1-bimodule category, and corresponds to
a (3+3d)-dimensional algebra Λ+βξ, which has a 3-dimensional subalgebra Λ.
Since the dual category of C1 with respect to the algebra Λ is C2, by Proposition
2.12 there must be a (d + 1)-dimensional algebra in C2 which gives a Morita
autoequivalence. A similar argument using the (6 + 6d)-dimensional algebra
corresponding to Module 5 works for C3. 
Corollary 3.23. The category C3 is a Z/3Z-graded extension of C, and neither
of its nontrivial homogeneous components contains an invertible object.
Proof. The (d + 1)-dimensional algebra in C3 corresponds to an invertible C3-
C1 bimodule category which is a composition of the C3-C1 bimodule category
corresponding to the Q-system Λ + β in C1 with the autoequivalence of C1
corresponding to the Q-system 1 + ξ. Therefore this (d + 1)-dimensional al-
gebra is a Q-system with respect to the unitary structure that C3 inherits
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from C1. From the classification of subfactors with index 3 +
√
5, this (d+ 1)-
dimensional Q-system must correspond to the unique 3Z/2Z×Z/2Z subfactor,
so the trivial component of C3 with respect to the Z/3Z-grading inherited
from C2 must be equivalent to C. Since there is an invertible C3-C2-bimodule
category corresponding to the simple 2-dimensional algebras 1 + αg for all
0 6= g ∈ Z/2Z × Z/2Z, and since (1 + αg, 1 + αh) = 1 for g 6= h, the non-
trivial homogenous components of C3 each have an object of dimension 2, and
therefore correspond as C-module categories to the fusion Module 1 in Figure
6. So neither of the nontrivial homogeneous components has any invertible
objects. 
Lemma 3.24. There are two Morita autoequivalences of C2 which correspond
to 4-dimensional algebras. These autoequivalences also correspond to algebras
of dimension 4+16d, and they generate a subgroup isomorphic to Z/3Z in the
Brauer-Picard group.
Proof. There are two different invertible C2 − C1-bimodule categories realizing
Module 1, corresponding to the two algebra structures for Λ+ 3β in C1. Since
the 3-dimensional algebra Λ is a subalgebra with respect to both algebra struc-
tures, and the dual category of C1 with respect to Λ is C2, by Proposition 2.12
there must be two different Morita autoequivalences of C2 corresponding to
4-dimensional algebras. By looking at the corresponding fusion module over
the Grothendieck ring of C in Figure 6, we see that each such autoequiva-
lence also corresponds to an algebra of dimension 4 + 16d. We will call these
autoequivalences h1 and h2.
There are exactly two 4-dimensional simple algebras in C2, which are both
given by algebra structures on the sum of the invertible objects in VecZ/2Z×Z/2Z ⊂
C ⊂ C2. In particular, if we denote the algebras by γ and γ′, then (γ, γ′) =
(γ, γ) = (γ′, γ′) = 4. Therefore, by Frobenius reciprocity, hihj must contain
an object σ with dim(σ) = 4 and (σ, σ) = 4, for any i, j. It follows that σ
decomposes as either four distinct 1-dimensional objects, or as two copies of a
2-dimensional simple object. If the former holds, then hihj has 1-dimensional
objects, which means it is the trivial autoequivalence. In the latter case, hihj
is again a Morita autoequivalence corresponding to a 4-dimensional algebra.
Since there are only two 4-dimensional simple algebras in C2 and Out(C2) is
trivial, this means that hihj is either h1 or h2. Therefore, h1, h2 and the trivial
autoequivalence form a subgroup of the Brauer-Picard group. 
The Morita autoequivalence of C2 corresponding to a (d + 1)-dimensional
algebra (Lemma 3.22) and the Morita autoequivalences corresponding to the
4-dimensional algebras (Lemma 3.24) generate the Brauer-Picard group. Since
all of the (d + 1)-dimensional algebras and 4-dimensional algebras in C2 are
contained in the trivial component C, by Proposition 2.16 all of the Morita
autoequivalences of C2 correspond to algebras in C.
Lemma 3.25. There is a Morita autoequivalence of C2 which corresponds to
algebras in C of dimensions 1+ d and 4+ 12d; another one which corresponds
to algebras of dimensions 1+3d and 4+4d; and another one which corresponds
to algebras of dimensions 4 + 4d and 4 + 12d.
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Proof. By Lemma 3.22 there is a Morita autoequivalence p corresponding to
a (d + 1)-dimensional algebra. By looking at the associated fusion module
over the Grothendieck ring of C in Figure 6 we see that p also has corresponds
to a (4 + 12d)-dimensional algebra. Since the (4 + 12d)-dimensional algebra
has a subalgebra of dimension 4, which gives a Morita autoequivalence, we
can write p = qh, where q and h are Morita autoequivalences corresponding
to algebras of dimension 1 + 3d and 4, respectively. Looking at the fusion
modules corresponding to (3d + 1)-dimensional algebras in C, we see that q
must also correspond to an algebra of dimension 4 + 4d. By Lemma 3.24, h2
also corresponds to an algebra of dimension 4, so qh2 = ph must correspond
to algebras of dimensions 4(1 + d) and 4(1 + 3d). 
Since the Brauer-Picard group is S3, it must be that the three Morita au-
toequivalences of Lemma 3.25 all have order 2.
As we have seen previously, the algebras 1 + αgρ, g ∈ Z/2Z × Z/2Z, give
four different module categories over C. However, since Ad(γ) acts transitively
{αgρ}g 6=0, the algebras 1 + αgρ for g 6= 0 all give the same module category
over C2.
Lemma 3.26. The dual category of C2 with respect to the algebra 1 + ρ is
again C2. The dual category of C2 with respect to the algebra 1 + αgρ, g 6= 0 is
not C2.
Proof. Let r be the invertible bimodule category corresponding to the algebra
1 + αgρ, g 6= 0 in C2. Then r also corresponds to an algebra 1 + αhρ where
h 6= g, h 6= 0. Since (1 + αgρ, 1 + αhρ) = 1, this implies that there must be
a simple object of dimension d + 1 in the trivial autoequivalence of the dual
category of C2. But C2 does not have any simple objects with dimension d+1.
Therefore the dual category cannot be C2.
On the other hand, we know from Lemma 3.22 that there is a (d + 1)-
dimensional algebra which gives a Morita autoequivalence of C2. The only
possibility for such an algebra is 1 + ρ. 
Corollary 3.27. The (3d + 1)-dimensional division algebra which gives a
Morita autoequivalence of C2 is 1 +
∑
g∈Z/2Z×Z/2Z, g 6=0
αgρ, which has a unique
division algebra structure.
Proof. Let γ be the (3d+1)-dimensional division algebra which gives a Morita
autoequivalence of C2. Suppose (γ, ρ) = 1. Then (1 + ρ, γ) = 2, so there is a
Morita autoequivalence which contains two simple objects the sum of whose
dimensions is
√
(1 + d)(1 + 3d). But we have already determined the dimen-
sions of all of the algebras corresponding to all of the Morita autoequivalneces
of C2 in Lemmas 3.24 and 3.25, and there is no such Morita autoequivalence.
Therefore we must have (γ, ρ) = 0 and γ = 1 +
∑
g∈Z/2Z×Z/2Z,g 6=0
αgρ. 
Since the Brauer-Picard group is S3 and the outer automorphism group of
C3 is Z/3Z, there are two C2 module categories whose dual categories are C3.
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Lemma 3.28. One of the C2-module categories whose dual categories are C3
corresponds to algebras of dimensions 2 and 2+ 8d, and the other corresponds
to algebras of dimensions 2 + 2d and 2 + 6d. There module categories do not
correspond to algebras of any other dimensions.
Proof. We have already seen that C3 is the dual category with respect to alge-
bras of dimension 2 in C2. By looking at the corresponding fusion module (one
of the modules 3g in Figure 6) over C ⊂ C2, we see that the module category
over a 2-dimensional algebra in C2 also corresponds to algebras of dimension
2+8d. Moreover, since 2 and 2+8d are the only dimensions of division algebras
in C corresponding to this fusion module, by Proposition 2.15, the dimension
of every algebra corresponding to the module category over C2 must be one of
these numbers as well.
Composing this module category with the Morita autoequivalence of C2
corresponding to a (d+1)-dimensional algebra gives a module category corre-
sponding to an algebra of dimension 2 + 2d. Again looking at the associated
fusion module over C (one of the modules 4g,h,k,l in Figure 6), we see that such
a module category also corresponds to algebras of dimension 2 + 6d, and that
2 + 2d and 2 + 6d are the only numbers that appear. 
Corollary 3.29. The dual category of C2 with respect to the algebra 1 + αgρ,
g 6= 0, is not C3.
Let C4 be the dual category of C2 with respect to the algebra 1+αgρ, g 6= 0.
Lemma 3.30. The fusion category C4 is not equivalent to C1, C2, or C3.
Proof. The category C4 is not equivalent to C2 by Lemma 3.26, and it is not
equivalent to C3 by Corollary 3.29. The only algebra of dimension 1 + d in C1
is 1+ ξ, which gives a Morita autoequivalence of C1, so C4 is not equivalent to
C1 either. 
Lemma 3.31. The category C4 is a Z/3Z-graded extension of C, and neither
of its nontrivial components contain an invertible object.
Proof. The proof is similar to that of Corollary 3.23. The category C4 inherits
a Z/3Z-grading from C2, and by the uniqueness of the 3Z/2Z subfactor, the
trivial component is equivalent to C. The nontrivial homogeneous components
each contain simple objects of dimension d + 1. Looking at the list of fusion
modules over the Grothendieck ring of C in Figure 6, we find that this means
that each of these nontrivial homogeneous components must realize one of the
modules 4g,h,k,l, and in particular has no invertible objects.

By looking at Module 5g in Figure 6, we see that the C2-module category
corresponding to 1+αgρ also corresponds to an algebra of dimension 4+ 12d,
which has a subalgebra of dimension 4. Since both simple algebras of dimension
4 give Morita autoequivalences of C2, this implies that there is a C2-module
category corresponding to an algebra of dimension 1+3d whose dual category
is C4.
We now return to the classification of module categories over C1, referring
again to the list of fusion modules in Figure 9.
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Lemma 3.32. There are invertible C4-C1-bimodule categories realizing Modules
10 and 11. Module 10 is realized uniquely.
Proof. Composing the invertible C2-C1-bimodule category corresponding to the
3-dimensional algebra Λ ∈ C1 with an invertible C4-C2-bimodule category cor-
responding to the (d+1)-dimensional algebra 1+αgρ ∈ C2 gives an invertible
C4-C1-bimodule category corresponding to an algebra of dimension 3 + 3d.
This C1-module category must realize one of Modules 8-10, and realizations
of Modules 8 and 9 have already been classified in Lemma 3.16. Therefore
Module 10 is realized. On the other hand, any invertible bimodule category
realizing Module 10 corresponds to an algebra of dimension 3+3d which has a
3-dimensional subalgebra, so it must be a composition of the unique invertible
C2-C1-bimodule category corresponding to the algebra Λ with a X -C2-bimodule
corresponding to a (d+ 1)-dimensional algebra. The only possibilities for the
X -C2 bimodule category are the Morita autoequivalence of C2 corresponding
to 1+ ρ or a C4-C2 bimodule category corresponding to 1+αgρ. Since there is
no C2-C1-bimodule category realizing Module 10, it must be the latter.
In a similar way, composing the invertible C2-C1-bimodule category corre-
sponding to Λ with an invertible C4-C2-bimodule category corresponding to a
(3d+ 1)-dimensional algebra, we find that Module 11 is realized. 
Let e and f be invertible C4-C1-bimodule categories realizing Modules 10
and 11, which correspond to algebra structures for Λ+βξ and Λ(1+ ξ)+ 2βξ,
respectively. We continue to use the letters g, m, and l as above to refer to
Morita autoequivalences of C1 which correspond to algebras with dimensions
4, 1 + d, and 1 + 3d, respectively.
Lemma 3.33. Modules 2, 4, 6, and 7 are realized by invertible C4-C1-bimodule
categories. Modules 4, 6, 7, and 11 are realized uniquely, and Module 2 is
realized by exactly two module categories.
Proof. We use multiplicative comptability, omitting the details of the calcula-
tions, as they are similar to previous arguments. Using the fact that Module
10 is realized uniquely and that em2 = e, we find that em realizes Module 6;
and that Module 6 is realized uniquely. Similarly, using el2 = e, we find that
el realizes Module 7; and that Module 7 is realized uniquely. Using the fact
that all realizations of Modules 8, 9, and 10 have already been classified, we
find that elm must realize Module 2.
From fl2 = f , we see that fl realizes Module 6. Since Module 6 is realized
uniquely, this implies that Module 11 is realized uniquely as well. Then using
fm2 = f , we find that fm realizes Module 4; and Module 4 is realized uniquely.
Finally, we have already found two realizations of Module 2, one with dual
category C2 and one with dual category C4. For any realization of Module 2,
composition with m must give a realization of one of Modules 1, 4, 5, 6, or 7.
But we have already classified realizations of all of these fusion modules, as
well as their compositions with m.

Corollary 3.34. The group Out(C4) is trivial.
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Proof. We have identified six different fusion modules which are realized by
C1-module categories whose dual catergories are C4. Since the order of the
Brauer-Picard group is six, these C1-module categories exhaust the invertible
C4-C1 bimodule categories. Since an outer automorphism of C4 cannot fix any
invertible C4-C1 bimodule category, and since the six such bimodule categories
include a category realizing Module 2, which has a different dimension vector
than the other five, there cannot be any outer automorphism of C4. 
This completes the classification of realizations of the fusion modules over
the Grothendieck ring of C1, and hence, of the simple module categories over
C1.
Theorem 3.35. There are exactly 20 simple module categories over each of
the Ci.
Proof. Of the 19 fusion modules over the Grothendieck of C1, described in
Figure 9, we have seen that Modules 9 and 12 are not realized, Modules 1, 2,
and 14 are each realized by exactly two module categories, and all of the other
modules are realized by unique module categories. 
Theorem 3.36. There are exactly four fusion categories in the Morita equiv-
alence class of C1, up to equivalence.
Proof. We have classified all of the module categories over C1, and all of the
dual categories belong to {C1, C2, C3, C4}. 
We would now like to describe the module categories over C2−4, which are all
Z/3Z-graded extensions of C; and ultimately describe the module categories
over C.
Lemma 3.37. All C2−4-module categories whose dual categories are among
C2−4 correspond to algebras in C ⊂ Ci.
• If the dual category is C2, then the three homogeneous components of
the module category with respect to the Z/3Z-grading are equivalent as
C-module categories.
• If the dual category is C3 or C4, then the three homogeneous components
are mutually inequivalent as C-module categories.
Proof. The Brauer-Picard group of C2 is generated by Morita autoequivalences
corresponding to algebras in C, so by Proposition 2.16 all invertible C2-C2
bimodule categories correspond to algebras in C. Since C3 is the category
of (1 + αg)-(1 + αg) bimodules in C2 (for any g 6= 0) and 1 + αg ∈ C, by
Corollary 2.16, all invertible C2-C3 bimodule categories correspond to algebras
in C. Similary, C3 is the category of (1+αgρ)-(1+αgρ) bimodules in C2 (again
for any g 6= 0) and 1 + αg ∈ C. The corresponding statements about module
categories over C3 and C4 then follow in a similar way from Proposition 2.16
and Corollary 2.17. The statements about equivalence of the homogeneous
components follow from Proposition 2.14, using the fact that the category C2
is a quasi-trivial graded extension of C, while the categories C3 and C4 do not
have any invertible objects except in their trivial components. 
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3.3. Module categories over the even part of the 3Z/2Z×Z/2Z subfac-
tor. We can now use our knowledge of the Brauer-Picard groupoid of the
4442 subfactor to classify the module categories over C, the even part of the
Haagerup-Izumi subfactor for Z/2Z× Z/2Z.
Theorem 3.38. There are exactly 30 simple module categories over the even
part C of the 3Z/2Z×Z/2Z subfactor. The dual category of each of these module
categories is again C.
Proof. The six C2-module categories whose dual categories are C1 do not cor-
respond to algebras in C, since C1 is not Z/3Z-graded. There are six module
C2-module categories whose dual categories are C2, another six whose dual cat-
egories are C4, and two whose dual categories are C3 (since Out(C3) ∼= Z/3Z).
All of these C2-module categories are also module categories over C, and by
Lemma 3.37, they correspond to algebras in C. Again by Lemma 3.37, the
graded components of these module categories belong to 6 ·1+6 ·3+2 ·3 = 30
different equivalence classes. Conversely, any module category over C corre-
sponds to an algebra in C and is therefore realized as a homogeneous com-
ponent of a Z/3Z-graded module category over C2. Finally, since the trivial
components of C2−4 are all equivalent to C, all of the dual categories of the
C-module categories are equivalent to C as well. 
Corollary 3.39. There are no other fusion categories in the Morita equiva-
lence class of C.
We would like to describe the 30 simple module categories over C. We refer
to the list of fusion modules over the Grothendieck ring of C in Figure 6.
Lemma 3.40. The 30 simple module categories over C include:
• Two module categories realizing Module 1;
• Four module categories realizing Module 2;
• Unique module categories realizing Modules 3g, for 0 6= g ∈ Z/2Z ×
Z/2Z;
• Unique module categories realizing Modules 5g and 6g for all g ∈ Z/2Z×
Z/2Z;
• A unique module category realizing Module 7;
• Twelve module categories realizing modules of the form Module 4g,h,k,l.
Proof. We have already seen the Morita autoequivalences of C2 in Lemmas
3.24 and 3.25, which by Lemma 3.37 all give Z/3Z-graded module categories
whose homogeneous components are mutually equivalent as C-module cate-
gories. These Morita autoequivalences include module categories correspond-
ing to the trivial algebra (realizing Module 7), the two algebras of dimension 4
(each realizing Module 1), and the algebra 1+ρ (realizing Module 50). One of
the other two Morita autoequivalences has homogeneous components realizing
Modules 60. The last one has homogeneous components realizing Module 2.
One of the C2-module categories whose dual category is equivalent to C3
corresponds to the algebras 1+αg for g 6= 0. The homogeneous components are
C-module categories realizing Module 3g for each g 6= 0. The other C2-module
category whose dual category is equivalent to C3 corresponds to algebras of
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dimensions 2 + 2d and 2 + 6d. The homogeneous components are C-module
categories realizing some of the Modules 4g,h,k,l (possibly for different values
of g, h, k, l).
There is a C2-module category whose dual category is C4 corresponding to
the algebras 1 + αgρ for g 6= 0; the homogeneous components realize Modules
5g, g 6= 0. Since the dual categories with respect to the algebras 1 +
∑
k 6=g
αkρ
for g 6= 0 are not among C1−3, there must be another C2-module category with
dual category C4 whose homogeneous components realize Modules 6g, g 6= 0.
Then using similar multiplicative compatibility arguments as above, we find
that there is C2-module category whose dual category is C4 whose homogeneous
components all realize Module 2, and another three module categories whose
homogeneous components realize a subset of Modules 4g,h,k,l.

Thus to determine the fusion modules of all the module categories over C,
it remains to determine the subset of Modules 4g,h,k,l which are realized by
twelve C-module categories.
Recall that each Module 4g,h,k,l corresponds to algebra structures for (1 +
αg)(1+αkρ) and (1+αh)(1+αlρ)+Γ, where 0 /∈ {g, h}; and that there are 36
such fusion modules, determined by whether k ∈ {0, g} and whether l ∈ {0, h}.
The group Out(C) acts on the Grothendieck ring of C, and this determines
an action on the set {Module 4g,h,k,l}. The group Out(C) is generated by
the automorphism Ad(γ), which cyclically permutes the nontrivial invertible
objects and fixes ρ, and an automorphism which fixes the invertible objects
and transposes ρ with one of the other noninvertible simple objects. So the
action of Out(C) on {Module 4g,h,k,l} has four orbits: two 6-element orbits
for g = h (one orbit consisting of {Module 4g,g,k,k} and the other consisting
of {Module 4g,g,k,l} where exactly one of {k, l} belongs to {0, g}) , and two
12-element orbits for g 6= h (one generated by Module 4g,h,0,0 and the other by
Module 4h,g,0,0 for a given g 6= h) .
Lemma 3.41. For a C-module category realizing Module 4g,h,k,l, we have g 6=
h.
Proof. Suppose there is a C-module category realizing Module 4g,h,k,l with g =
h. Then the corresponding algebras (1+αg)(1+αkρ) (with dimension 2+2d)
and (1+αh)(1+αlρ)+Γ (with dimension 2+6d) have a common 2-dimensional
subalgebra 1+αg. Since the dual category of every C-module category is again
C, this means is a C-module category corresponding to algebras of dimensions
1 + d and 1 + 3d. But there is no such module category. 
Corollary 3.42. The twelve C-module categories corresponding to algebras of
dimension 2 + 2d realize twelve different fusion modules from among Modules
4g,h,k,l, which form a single orbit under the action of Out(C).
Remark 3.43. We do not determine here which of the two 12-element orbits
is realized. Since these two orbits are transposed by an automorphism of
the Grothendieck ring of C, to distinguish them it is necessary to label the
invertible objects of C and fix a solution of Izumi’s equations, as in [Izu16,
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Section 9.4]. It is then an interesting problem to calculate which orbit is
realized.
This can also be thought of as a question about Morita equivalence of alge-
bras. For each g 6= 0, there is a unique h 6= 0, g such that any division algebra
of the form (1 + αg)(1 + αkρ) has the same category of modules as a certain
division algebra of the form (1+αh)(1+αlρ)+Γ for some l. Then the question
is, for a given g, which of the other two noninvertible objects is h?
The twelve C-module categories realizing Modules 4g,h,k,l are realized as ho-
mogenous components of four different C2-module categories, with respect to
their Z/3Z-gradings. The automorphism Ad(γ) of C2 acts on the set of pairs
of objects of the form (1+αg)(1+αkρ) and (1+αh)(1+αlρ)+Γ. This action
preserves the properties k ∈ {0, g} and l ∈ {0, h}. Since each of the 12-element
orbits of {Module 4g,h,k,l} under the action of Out(C) contains elements with
each of the four possibilties for whether k ∈ {0, g} and whether l ∈ {0, h}, this
means that each of the four C2-module categories corresponding to (2 + 2d)-
dimensional algebras realizes a different one of these four possibilities.
Lemma 3.44. (1) For the C2-module category corresponding to algebras
of dimension 2 + 2d whose dual category is C3, the fusion modules
4g,h,k,l realized by its homogeneous components satisfy k ∈ {0, g} and
l /∈ {0, h}.
(2) For one of the three categories C2-module categories corresponding to
algebras of dimension 2 + 2d whose dual category is C4, the fusion
modules 4g,h,k,l realized by its homogeneous components satify k /∈ {0, g}
and l ∈ {0, h}; for another one k /∈ {0, g} and l /∈ {0, h}; and for the
third one k ∈ {0, g} and l ∈ {0, h}.
Proof. Let γ = (1 + αg)(1 + αkρ) be a division algebra in C2 whose dual
category is C3. Suppose k /∈ {0, g}. Then since the algebra 1+ρ gives a Morita
autoequivalence of C2 and (γ, 1 + ρ) = 1, there is also a division algebra of
dimension (1+d)(2+2d) whose dual category is C3. But by Lemma 3.28, there
is no such algebra. Therefore k ∈ {0, g}. Similarly, let δ = (1+αh)(1+αlρ)+Γ
be a division algebra in C2 whose dual category is C3. Suppose l ∈ {0, h}. Then
(δ, 1 + ρ) = 3, so there is an object in an invertible C2 − C3 bimodule category
with 3 simple summands and dimension
√
(2 + 6d)(1 + d). But by Lemma
3.28 there is no such object. Therefore l /∈ {0, h}. This proves the first part.
Since the four C2-module categories corresponding to algebras of dimension
2 + 2d must realize the four possibilities for whether k ∈ {0, g} and whether
l ∈ {0, h}, the second part follows. 
We can now list all the division algebras in C.
Theorem 3.45. There are exactly 60 division algebras in C up to isomorphism.
They are given as follows:
• Unique algebra structures for the objects 1 and 1 + (Γ− αg)ρ;
• For each g 6= 0, unique algebra structures for the objects 1 + αg and
1 + αg + 2Γρ;
• For each g, unique algebra structures for 1 + αgρ and 1 + (Γ− αg)ρ;
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• Two algebra structures each for Γ and Γ(1 + 4ρ);
• For each g 6= 0 and each k, two algebra structures each for (1+αg)(1+
αkρ) and (1 + αg)(1 + αkρ) + Γ;
• Eight algebra structures each for Γ(1 + ρ) and Γ(1 + 3ρ).
Proof. All division algebras occur as internal ends of simple objects in module
categories, with two objects having the same internal end if they are in the
same orbit under the action of the invertible objects in the dual category. Since
in our case the dual category is always C which has four invertible objects, the
number of simple objects in a module category having a given division algebra
γ as its internal end is exactly 4 divided by the number of invertible subobjects
of γ. The data can then be read off our classification of module categories over
C and their associated fusion modules. 
Theorem 3.46. The Brauer-Picard group of C has order 360.
Proof. There are 30 simple module categories over C, the dual category of each
of them is again C, and |Out(C)| = 12. 
It is difficult to directly compute multiplication in this group from the list
of module categories and automorphisms. In joint work with F. Xu we will
determine the structure of the Brauer-Picard group by analyzing its action on
the Drinfeld center Z(C) and using constructions from conformal field theory.
3.4. The categories C3 and C4. We have seen how the homogeneous com-
ponents with respect to the Z/3Z-grading of the simple C2-module categories
whose dual categories are among C2−4 correspond to C-module categories. In
particular, there are 15 such C2-module categories whose 45 graded compo-
nents realize the 30 simple C-module categories. By Lemma 3.37, a similar
story can be told for the categories C3 and C4.
Lemma 3.47. The group Out(C3) acts transitively on the non-trivial invertible
objects of C.
Proof. There is a unique simple C2-module category corresponding to 2-dimensional
algebras, whose dual category is C3. Since |Out(C2)| = 1 and |Out(C3)| = 3,
this means that there are three different C3-module categories in a single orbit
of the action of Out(C3) which correspond to 2-dimensional algebras. There-
fore Out(C3) acts transitively on the three 2-dimensional algebras 1+αg in C3,
and in particular acts transitively on the set of objects {αg}g 6=0. 
Lemma 3.48. There is an algebra of dimension d+1 which is fixed by Out(C3)
and whose dual category is again C3.
Proof. By Lemma 3.28, there is an invertible C3-C2-bimodule category corre-
sponding to algebras of dimension 2+2d. The algebra of dimension 2+2d in C2
necessarily has a subalgebra of dimension 2, and since C3 is the dual category
of C2 with respect to all of its 2-dimensional simple algebras, by Proposition
2.12 there must be a Morita autoequivalence of C3 corresponding to an algebra
γ of dimension d+ 1, which is necessarily in C ⊂ C3.
The category γ-mod in C3 inherits the Z/3Z-grading of C3. Recall that each
of the nontrivial homogeneous components of C3 contains a simple object of
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dimension 2. Since dim(γ) = d+1 and (γ, σ) = 1 for each of the 4-dimensional
algebras σ ∈ C, it must be that one of the homogeneous components of γ-mod
contains a simple object of dimension
√
1 + d and the other two homoege-
neous components each contain a simple object of dimension 2
√
1 + d, and
correspond to algebras of dimension 4 + 4d. This means that one of the com-
ponents realizes a fusion module of the form 5g from Figure 6 and the other
components each realize a module of the form 2 or 6h for some h. In particular,
γ-mod only corresponds to one (d+ 1)-dimensional algebra.
Since |Out(C3)| = 3 and the order of the Brauer-Picard group is 6, there are
exactly two C3-module categories whose dual categories are equivalent to C3,
including the trivial module category. Therefore the algebra γ must be fixed
by Out(C3). 
Corollary 3.49. There are three C3-module categories corresponding to (d+1)-
dimensional algebras whose dual categories are equivalent to C4.
Proof. The category C ⊂ C3 has four different algebras of dimension d + 1,
and we have just seen that for exactly one of these the dual category is again
C3. We have also already described the dual categories of all of the (d + 1)-
dimensional algebras in C1 and C2. Therefore the dual categories with respect
to each of the other three (d+1)-dimensional algebras in C3 must be equivalent
to C4. Finally, as in the proof of the lemma the three algebras give mutually
inequivalent module categories. 
Lemma 3.50. Let γ be the (d + 1)-dimensional algebra in C3 whose dual
category is C3. Then there is a g such that the homogeneous components of
γ-mod, thought of as module categories over C ⊂ C3, realize Modules 5g, 6g,
and 2 (from Figure 6).
Proof. We have seen in the proof of Lemma 3.48 that one of the homogeneous
components of γ-mod realizes a module of the form 5g and the other com-
ponents realize a module of the form 2 or 6h for some h. Since Module 5g
corresponds to an algebra of dimension 4(1 + 3d), and since both algebras
of dimension 4 in C3 correspond to the trivial module category, γ-mod corre-
sponds to an algebra of dimension 1+3d. By Lemmas 3.47 and 3.48, the group
Out(C3) fixes αgρ and acts transitively on {αhρ}h 6=g. Therefore the dual cate-
gories of the three algebras 1+ (Γ−αh)ρ, h 6= g, must be the same. Therefore
it must be that one of the homogeneous components of γ-mod realizes Module
6g, and the last one must then realize Module 2. 
We now turn to C4. Recall that the dimensions of the simple objects in the
nontrivial homogeneous components of C4 are all d+ 1 or d− 1.
Lemma 3.51. The six simple algebras in VecZ/2Z×Z/2Z ⊂ C ⊂ C4 give mutually
inequivalent module categories whose dual categories are all equivalent to C4.
Proof. We have already determined the dual categories of all algebras of in-
teger dimension in C1−3, none of which are equivalent to C4. Therefore the
dual categories of the simple algebras with integer dimension in C4 must all
be equivalent to C4. These six algebras give mutually inequivalent C-module
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categories. If γ is an n-dimensional algebra in C ⊂ C4, then as in the proof of
Lemma 3.48, two of the homogeneous components of γ-mod must have objects
of dimension
√
n(d − 1). From the list of fusion modules in Figure 6, we see
that this implies that there cannot be two different homogeneous components
of γ-mod corresponding to algebras of integer dimension. Therefore the six
module categories are mutually inequivalent. 
We have seen earlier that there is an invertible C2-C4-bimodule category
and three C3-C4-bimodule categories which correspond to (d+ 1)-dimensional
algebras. As C ⊂ C4 has four different (d+ 1)-dimensional algebras, we would
like to decide how their dual categories split up.
Lemma 3.52. For three of the (d + 1)-dimensional algebras in C ⊂ C4, the
dual category is C2; for the other one it is C3.
Proof. Suppose there are two different (d+ 1)-dimensional algebras in C ⊂ C4
whose dual category is Ci. Since (1+αgρ, 1+αhρ) = 1, this implies that there
is a simple object in a Morita autoequivalence of Ci with dimension d + 1.
But C3 does not have a simple object with dimension d + 1, and by Lemma
3.50, neither does the nontrivial module category whose dual category is C3.
Therefore Ci must be C2, and there is a unique (d+ 1)-dimensional algebra in
C4 whose dual category is C3. 
Putting all this together, we can compare the way the various low-dimensional
algebras in C behave inside C2−4; this is summarized in Figure 10.
dim # of algebras # of C2-modules duals # of C3-modules duals # of C4-modules duals
2 3 1 C3 3 C2; C2; C2 3 C4; C4; C4
4 2 2 C2; C2 1 C3 2 C4; C4
d+ 1 4 2 (3/1) C4; C2 4 C4; C4; C4; C3 2 (3/1) C2; C3
Figure 10. For algebras of small dimension in C ⊂ C2−4, this
table shows the number of corresponding module categories for
each Ci, as well as the dual categories of these module categories.
The “(3/1)” in the last row indicates that three of the
(d + 1)-dimensional algebras correspond to one of the module
categories and the fourth algebra corresponds to the other
module category.
4. The 3Z/4Z and 2D2 subfactors
As we shall see, the repesentation theoretic structure of the 3Z/4Z subfactor
is very different than that of the 3Z/2Z×Z/2Z subfactor.
4.1. The 3Z/4Z subfactor and its de-equivariantization. Let P1 be the
principal even part of the 3Z/4Z subfactor. Then there are eight simple objects
in P1, labelled by αg and αgρ, for g ∈ Z/4Z, and satisfying the Haagerup-Izumi
fusion rules.
We recall some details from the de-equivariantization construction in [Izu16].
Consider the Cuntz algebraO5, generated by S and Tg, g ∈ Z/4Z. Then αg and
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ρ are defined by the formulas on [Izu16, page 29], using the structure constants
from the solution on [Izu16, page 58]. Extended to the von Neumann algebra
closure M with respect to a certain state, this gives a realization of P1, with
S ∈ (1, ρ2) and Tg ∈ (αgρ, ρ2) for each g. Recall that the de-equivariantization
is constructed on P = M ⋊α2 Z/2Z by extending αg and ρ to P , setting
α˜g(λ) = (−1)gλ and ρ˜(λ) = λ. Let Q1 be the fusion category generated by ρ˜.
Lemma 4.1. There are exactly two different Q-systems each for 1 + ρ˜ and
1 + α˜1ρ˜, which are transposed by the inner automorphism of Q1 given by con-
jugation by α˜1.
Proof. Equivalence classes of Q-systems for 1 + ρ˜ are given by isometries in
(ρ˜, ρ˜2) satisfying the equations in [GI08, Lemma 3.5], modulo sign. The space
(ρ˜, ρ˜2) is spanned by T0 and T2λ, which each give Q-systems. A straightforward
calculation shows that there there are no others. The Q-system for 1+ ρ˜ given
by T0 ∈ (ρ˜, ρ˜2) is isomorphic to the Q-system for 1 + α˜2ρ˜ given by T0λ in
(α˜2ρ˜, (α˜2ρ˜)
2 = ρ˜2). The automorphism of Q1 coming from conjugation by α˜1
sends ρ˜ to α˜2ρ˜ and sends T0 to T2. Therefore this automorphism transposes the
two equivalence classes of Q-systems for 1+ ρ˜. The case 1+ α˜1ρ˜ is similar. 
Let φ be the automorphism of P defined by φ(x) = x for x ∈ M and
φ(λ) = −λ. Then φ commutes with α˜g for all g as well as with ρ˜, so conjugation
by φ gives a tensor autoequivalence Ad(φ) of the category Q1.
Lemma 4.2. The automorphism Ad(φ) is outer.
Proof. Since Ad(φ) fixes both Q-systems for 1 + ρ˜, it is not isomorphic to
conjugation by α˜1. Therefore it suffices to show that it is not isomorphic to
the identity. Suppose τ : Id → Ad(φ) is a monoidal natural isomorphism.
Then τ detemines a nonzero scalar τg ∈ (α˜g, α˜g) for each g and a nonzero
scalar τρ ∈ (ρ˜, ρ˜). Since λ ∈ (α˜1, α˜3) and φ(λ) = −1, by naturality we must
have τ1 = −τ3. However since α˜1ρ˜ = ρ˜α˜3, by the monoidal property, we must
have τ1τρ = τρτ3, which is a contradiction. 
Lemma 4.3. The category P1 is the equivariantization of Q1 by the Z/2Z-
action coming from Ad(φ).
Proof. Each α˜g has two different equivariant structures for Ad(φ), correspond-
ing to the scalars ±1 in (Ad(φ)(α˜g), α˜g) = (α˜g, α˜g). Denote these two equi-
variant structures by α˜±g . As an equivariant morphism, λ ∈ (α˜+0 , α˜−2 ), but
λ /∈ (α˜+0 , α˜+2 ). The equivariantization is therefore generated by the α˜+g along
with ρ˜ (with trivial equivariant structure), and it is easy to see that this is the
same as the original category P1. 
Let Q2 be the dual category of Q1 with respect to a Q-system for 1 + ρ˜.
The Grothendieck ring of Q2 is determined by the dual graph of the 2D2
subfactor, which was computed in [MP15a]. There are six simple objects in
Q2, with dimensions 1, d− 1
2
,
d− 1
2
,
d+ 1
2
,
d+ 1
2
, and d. The two objects
with dimension
d+ 1
2
are dual to each other.
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1 Π Π(1 + 4ρ)
2 Π(1 + ρ) Π(1 + 3ρ)
3 Φ (×2) Φ + 2Πρ (×2)
4 Φ(1 + ρ) (×2) Φ(1 + ρ) + Πρ (×2)
5 Φ(1 + ρ) (×2) Φ(1 + α1ρ) + Πρ (×2)
6 Φ(1 + α1ρ) (×2) Φ(1 + ρ) + Πρ (×2)
7 Φ(1 + α1ρ) (×2) Φ(1 + α1ρ) + Πρ (×2)
8 1 + α1ρ (×2) 1 + α3ρ (×2) Π(1 + 3ρ)
9 1 + ρ (×2) 1 + α2ρ (×2) Π(1 + 3ρ)
10 1 + ρ+ Φα1ρ (×2) 1 + α2ρ+ Φα1ρ (×2) Π(1 + ρ)
11 1 + α1ρ+ Φρ (×2) 1 + α3ρ+ Φρ (×2) Π(1 + ρ)
12 1 (×4) 1 + Πρ (×4)
Figure 11. Algebras associated to realizations of fusion mod-
ules over the Grothendieck ring of P1. Here Π =
∑
g∈Z4
αg and
Φ = 1 + α2.
We can write down the fusion modules over the Grothendieck ring of Q2.
In addition to the trivial module and the module realized by the (dual) 2D2
subfactor, there is one other fusion module, which has two simple objects with
dimensions d − 1 and d + 1. The full data is in the accompanying text file
Modules_2D2_dual.
This implies the following fact which we will need later.
Lemma 4.4. Let R be a Z/2Z-graded extension of Q2 which contains a di-
vision algebra γ of dimension 2 + 2d whose underlying object is a direct sum
of four mutually non-isomorphic self-dual simple objects. Then R is a quasi-
trivial extension and γ has a subalgebra of dimension 2.
Proof. Looking at the dimensions of the simple objects in the three fusion mod-
ules over the Grothendieck ring of Q2, we find that the only possibility is that
the nontrivial homogeneous component ofR is the trivial Q2-module category,
and γ is the sum of two invertible objects and two objects of dimension d. The
sum of the two invertible objects is then a 2-dimensional subalgebra. 
4.2. The Brauer-Picard groupoid of P1. There are twelve fusion modules
over the Grothendieck ring of P1. As before we give the list of associated
division algebras in Figure 11; the full data is contained in the accompanying
text file Modules_3ˆ{Z4}.
Lemma 4.5. The outer automorphsim group Out(P1) ∼= Z/2Z.
Proof. Since there is a Q-system for 1 + αgρ for each g, by the uniqueness of
the 3Z/4Z subfactor, there must be an outer automorphism of P1 taking ρ to
α1ρ, so Out(P1) is nontrivial.
On the other hand, by [Izu16, Theorem 5.10], Out(P1) is the stabilizer
subgroup of the action on the gauge equivalence classes of solutions to Izumi’s
equations of (H2(G,C∗)×G/2G)⋊Aut(G), for G = Z/4Z, which is isomorphic
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to Z/2Z × Z/2Z. Since Aut(G) does not fix the solution for Z/4Z given in
[Izu16, Section 9], Out(P1) is not all of Z/2Z× Z/2Z. 
Lemma 4.6. Modules 1, 3, 8, 9, and 12 are each realized uniquely.
Proof. For each of these fusion modules there is a corresponding algebra ob-
ject with a unique algebra structure (namely, Π, Φ, 1 + ρ, 1 + α1ρ, and 1,
respectively). 
Let P2 be the dual category of P1 with respect to the (d + 1)-dimensional
algebra 1 + ρ; let P3 be the dual category of P1 with respect to the 2-
dimensional algebra Φ; and let P4 be the dual category of P1 with respect
to the 4-dimensional algebra Π.
The fusion rules for P2 were computed in [IMP13]. The category P2 contains
two invertible objects, two objects with dimension d, and one object each with
dimensions d+ 1 and d− 1.
It is shown in [IMP13] that P2 is the dual even part of the third fish sub-
factor. Let P5 be the principal even part of the third fish subfactor.
Since P1 is the Z/2Z-equivariantization of Q1 by the action of Ad(φ), the
category P3 is the Z/2Z-graded extension of Q1 generated by φ.
Lemma 4.7. The Grothendieck ring of P4 is isomorphic to that of P1.
Proof. The Π-Π-bimodules in Inv(P1) generate a tensor subcategory of P4
which is isomorphic to VecZ/4Z. Let κ be a right Π-module such that κκ¯ =
Π. Then by Frobenius reciprocity, (κ¯ρκ, κ¯ρκ) = (ρκκ¯, ρκκ¯) = 4. Since
dim(κ¯ρκ) = 4d and the global dimension is dim(P4) = dim(P1) = 4(1 + d2),
this implies that either P4 contains a single noninvertible simple object of di-
mension 2d, or exactly four noninvertible simple objects, each with dimension
d. Since Module 8 is realized, P1 has a Q-system with dimension 4(1 + 3d)
containing Π as a subalgebra, so P4 has a (3d + 1)-dimensional algebra, and
the latter holds. Let γ be the (3d + 1)-dimensional algebra in P4. Then the
dual category with respect to γ is P2. By lookinig at the dimensions of the
simple objects in P2, we see that dimension of the endomorphism space of any
object of dimension 1+3d must be either 4, 5, or 7. By Frobenius reciprocity,
the dimension of the endomorphism space of γ in P4 must be the same, so
the only possibility is 4 and γ has 4 distinct simple summands. Since all of
the objects in P2 are self-dual, by [MS12, Lemma 3.6], all of the summands of
γ are self-dual. This implies that all four noninvertible simple objects of P4
are self-dual. Then the principal graph for γ can be computed by a similar
argument as in [GS12, Lemma 3.21], and that determines the Grothendieck
ring.

Lemma 4.8. There is no division algebra of dimension d+1 in P4; similarly
there is no division algebra of dimension 3d+ 1 in P1.
Proof. This follows from a similar argument as in the proof of [GS12, Lemma
3.15], using the fact that there is no fusion module over the Grothendieck ring
of P2 corresponding to a division algebra of dimension (1 + d)(1 + 3d). (The
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list of fusion modules for the Grothendieck ring of P2 is in the accompanying
text file Modules_3ˆ{Z4}_dual). 
Corollary 4.9. Module 2 is not realized by any module category over either
P1 or P4.
Proof. A P1-module category which realizes Module 2 would correspond to
division algebras of dimension 4+4d and 4+12d in P1, and therefore division
algebras of dimension 1+d and 1+3d in P4, which is impossible; and similarly
for P4-module categories. 
Lemma 4.10. The fusion categories P1−5 are mutually inequivalent.
Proof. All of these can be distinguished by their Grothendieck rings, except
for P1 and P4, which can be distinguished by Lemma 4.8. 
Lemma 4.11. The fusion categories P2 and P5 are dual to each other with
respect to the unique 2-dimensional simple algebras in each of them.
Proof. The principal graph of the third fish subfactor contains an odd vertex
with Frobenius-Perron weight equal to
√
2. Therefore the corresponding P2-
P5 bimodule category can be realized as (right) modules over a 2-dimensional
algebra in P2 or as (left) modules over a 2-dimensional algebra in P5. 
Lemma 4.12. The dual category over any P1-module category realizing one
of the fusion modules 4,5,6, or 7, is P5.
Proof. Let K be a P1-module category realizing one of the fusion modules
4,5,6, or 7. Then K is equivalent to the category of modules over a (2 + 2d)-
dimensional algebra in P1. Such a (2 + 2d)-dimensional algebra necessarily
has four mutually non-isomorphic self-dual simple summands. Therefore the
dual algebra γ in the dual category (KP1)∗ also has dimension 2 + 2d and
four mutually non-isomorphic self-dual simple summands. Since the algebras
Φ(1+αgρ) all have the 2-dimensional algebra Φ as a subalgebra, and P2 is the
dual category of P1 with respect to Φ, the category (KP1)∗ is the dual category
of P2 with respect to a (d+1)-dimensional algebra. Since P2 is a Z/2Z-graded
extensionn of Q1 and the only (d + 1)-dimensional algebras in P2 are in Q1,
with dual category Q2, the category (KP1)∗ must be a Z/2Z-graded extension
of Q2. Therefore, by Lemma 4.4, γ has a 2-dimensional subalgebra. The dual
category of this subalgebra must have a (d + 1)-dimensional division algebra
whose dual category is P1. This means that the dual category of (KP1)∗ over
the 2-dimensional subalgebra of γ is P2, so by Lemma 4.11, it must be that
(KP1)∗ ∼= P5. 
Theorem 4.13. There are exactly five fusion categories in the Brauer-Picard
groupoid of the Pi, up to equivalence, and the Brauer-Picard group is Z/2Z.
Proof. The previous results show that the dual category of any module cate-
gory over P1 which realizes any of the 12 fusion modules in Figure 11 must be
among P1−5. Also, the only module category whose dual category is again P1
is the trivial module category. Therefore the Brauer-Picard group is given by
Out(P1) ∼= Z/2Z. 
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Corollary 4.14. The outer automorphism groups are Out(P1) ∼= Out(P3) ∼=
Out(P4) ∼= Z/2Z, while Out(P2) and Out(P5) are trivial.
Proof. We already know that Out(P1) ∼= Z/2Z. Therefore both invertible P1-
P3 bimodule categories are equivalent as P1-module categories to the category
of modules over the unique 2-dimensional simple algebra Φ in P1. Therefore
Out(P3) must act transitively on this pair of bimodule categories, and hence is
non-trivial. A similar argument holds for P4, using the unique 4-dimensional
simple algebra Π in P1. The category P2 is the dual category of P1 with respect
to a module category realizing Module 9. Since there is an automorphism of
P1 which sends ρ to α1ρ, there is also a P1-module category realizing Module
8, whose dual category is also P2. Therefore the two invertible P1-P2 module
categories are inequivalent as P1-modules, so Out(P2) must be trivial. A
similar argument holds for P5, using the fact that Modules 4, 5, 6, 7 each
correspond to a division algebra whose simple summands include some but
not all of the αgρ. 
Lemma 4.15. There are unique P1-module categories realizing Modules 4 and
7, and none realizing Modules 5 or 6.
Proof. Let K be an invertible P5-P1 bimodule category realizing Module 5.
Then there are objects κ and λ in K such that κ¯κ = (1+α2)(1+ ρ) and λ¯λ =
(1+α2)(1+α1ρ)+Πρ. Then by Frobenius reciprocity, (λκ¯, λκ¯) = (κ¯κ, λ¯λ) = 4.
Since dim(λκ¯) =
√
(2 + 2d)(2 + 6d), there must either be a simple object in
K⊠P2Kop ∼= P5 of dimension 12
√
(2 + 2d)(2 + 6d) or there must be four distinct
simple objects in P5 whose dimensions sum to
√
(2 + 2d)(2 + 6d). But neither
of these possibilities hold. A similar argument rules out Module 6. Therefore
any invertible P5-P2 bimodule category must realize either Module 4 or Module
7, and since these are transformed to each other by the outer automorphism
of P1, both fusion modules are realized unqiuely. 
Remark 4.16. It is shown in [Izu16] that the solution to Izumi’s polynomial
equations which give the category P1 has an “accompanying solution” which
gives another fusion category with the same fusion rules. This accompanying
solution is the unique Haagerup-Izumi category for Z/4Z which does not have
a Q-system for 1+ρ, so it must be the same as our P4. From [Izu16, Theroem
5.10], we see that P4 also has an automorphism which sends ρ to α1ρ.
We can then summarize the comparison between the representation theory
of P1 and P4 as follows. They have the same Grothendieck ring and each
admits seven simple module categories. Each has a unique module category
realizing each of Modules 1, 3, and 12 (corresponding to the subgroups of Z/4Z;
the dual category with respect to the 2-dimensional algebra is P3 in each case)
and a unique module category realizing each of Modules 4 and 7 (whose dual
categories are P5). In addition, P1 has module categories realzing Modules
8 and 9 (corresponding to (d + 1)-dimensional algebras) and P4 has module
categories realizing Modules 10 and 11 (corresponding to (3d+1)-dimensional
algebras); the duals to these module categories are P2 in each case.
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Remark 4.17. Since P2 and P5 have trivial outer automorphism groups, they
must each admit a nontrivial module category which gives a Morita autoequiv-
alence. It can be shown that in both cases, the nontrivial Morita autoequiv-
alence has four simple objects, two each with dimension d + 1 and d − 1.
In the case of P5, this can be seen by a similar argument as in the proof of
Lemma 4.12, as follows. In Lemma 4.12 we identified P5 using the property
that it has six distinct simple objects whose dimensions sum to 4d, allowing a
composition of bimodule categories realizing Modules 4 and 7 with their oppo-
sites. On the other hand, the nontrivial P5-P5 bimodule category must admit
a composition of a bimodule category realizing Module 4 with the opposite of
a bimodule realizing Module 7, so it must have four distinct simple objects
whose dimensions sum to 4d.
We can now determine the module categories over the even parts Q1 and
Q2 of the 2D2 subfactor.
We can write down the fusion modules over the Grothendieck ring of Q1, of
which there are seven. We do not need the details here, except to note that a
fusion module which corresponds to a Q-system for 1 + ρ˜ does not also corre-
spond to a Q-system for 1+ α˜1ρ˜, so 1+ ρ˜ and 1+ α˜1ρ˜ give inequivalent module
categories over Q1. The full data of the seven fusion modules is contained in
the accompanying text file Modules_2D2.
Theorem 4.18. There are exactly three simple module categories over each
of the Qi.
Proof. Since Q1 the trivial component of P3 with respect to a Z/2Z-grading,
every division algebra in Q1 gives a Z/2Z-graded module category over P3.
Therefore every Q1-module category arises as a homogeneous component of a
Z/2Z-graded module category over P3. There are three module categories over
P3 which correspond to algebras in the trivial component: the trivial module
category and the two module categories whose dual category is P5, which
correspond to Q-systems for 1 + α˜gρ˜. Since P5 is a quasi-trivial extension
of Q2, by Proposition 2.14 the two homogeneous components of each these
module categories are equivalent at Q1-module categories. Therefore there are
exactly three simple Q1-module categories, and hence three simple Q2-module
categories as well.

Theorem 4.19. There are exactly two fusion categories in the Morita equiv-
alence class of the Qi. The Brauer-Picard group of the Qi is isomorphic to
Out(Q1), which has order 4.
Proof. Since the three module categories over Q1 include a unique module
category whose dual category is again Q1 and two module categories whose
dual categories are Q2, it must be that the Brauer-Picard group is isomorphic
to Out(Q1) and there are no other fusion categories in the Morita equivalence
class besides Q2.
By the uniqueness of the 2D2 subfactor, the automorphism group of Q1
acts transitively on the four Q-systems of dimension d+1. The planar algebra
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of the 2D2 subfactor is generated by the two minimal central idempotents
corresponding to the two vertices past the first branch point of the principal
graph (Figure 5), and any planar algebra automorphism must leave the set of
these idempotents invariant. Therefore there is at most one nontrivial planar
algebra automorphism, and hence at most one nontrivial automorphism of
Q1 which fixes a given Q-system of dimension d + 1. Since φ is an outer
automorphism which fixes all Q-systems of dimension d + 1, there is exactly
one such automorphism. Therefore Aut(Q1) has order 8. Since Ad(α˜1) acts
non-trivially, Out(Q1) has order 4. 
Corollary 4.20. There is a unique Q-system with dimension d+1 in Q2 and
Out(Q2) ∼= Z/2Z.
Proof. Since Q1 has a unique module category whose dual category is again
Q1, there is a also a unique module category over Q2 whose dual category is
Q1. From the 2D2 principal graph, we see that there are exactly two objects
in this module category with dimension
√
d+ 1. These two objects are in
the same orbit under the action of Inv(Q1), so they correspond to the same
Q-system in Q2. Finally, since there are two Q1-module categories whose dual
category is Q2 and the Brauer-Picard group has order four, it must be that
Out(Q2) as order two. 
It would be interesting to determine the multiplicative structure of the
Brauer-Picard group. One can attempt to do so by explicitly describing the
automorphisms of Q1 using the frameork of [Izu16], but we will not address
this here.
The nontrivial Morita autoequivalence of Q2 has two simple objects with
dimensions d− 1 and d+ 1.
5. Other subfactors with index 3 +
√
5
For the other subfactors with index 3 +
√
5, the Brauer-Picard groupoid is
easy to describe.
(1) It is observed in [Xu16] that the dual even part F of the second fish
subfactor is the even part of the self-dual subfactor with principal graph
A9. Then F has a nontrivial Morita autoequivalence coming from the
Q-system for the A9 subfactor. There is also a module category cor-
responding to the simple 2-dimensional algebra in F , which does not
give a Morita autoequivalence (this module category also corresponds
to the second fish subfactor). There is a fourth module category over F
coming from composition of this module category with the nontrivial
Morita autoequivalence. There are no other module categories. There
is a unique Q-system in F which corresponds to the A9 subfactor, and
the planar algebra of the A9 subfactor is the Temperley-Lieb planar
algebra, which has no nontrivial automorphisms; so F has no outer
automorphisms either. Therefore there are exactly two fusion cate-
gories in the Morita equivalence class and the Brauer-Picard group is
Z/2Z.
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(2) The even part G of the first fish subfactor is the tensor product of
VecZ/2Z with the even part of the subfactor with principal graph A4
(the latter is also known as the Fibonacci category). Then it is easy
to see that G does not admit any outer automorphisms, and G has
a unique nontrivial module category which gives a Morita autoequva-
lence. Therefore the Brauer-Picard group is Z/2Z.
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