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CORRELATIONS IN THE MULTISPECIES TASEP AND A
CONJECTURE BY LAM
ARVIND AYYER AND SVANTE LINUSSON
Abstract. We study correlations in the multispecies TASEP on a ring.
Results on correlation of two adjacent points prove two conjectures by
Thomas Lam on
(a) the limiting direction of a reduced random walk in A˜n−1 and
(b) the asymptotic shape of a random integer partition with no hooks
of length n, a so called n-core.
We further investigate two-point correlations far apart and three-
point nearest neighbour correlations and prove explicit formulas in al-
most all cases. These results can be seen as a finite strengthening of
correlations in the TASEP speed process by Amir, Angel and Valko´.
We also give conjectures for certain higher order nearest neighbour cor-
relations. We find an unexplained independence property (provably for
two points, conjecturally for more points) between points that are closer
in position than in value that deserves more study.
1. Introduction
Probabilistic processes on combinatorial structures are of much current
interest. Thomas Lam initiated the study of infinite random reduced words
in affine Weyl groups in [9]. This can equivalently be formulated as a ran-
dom walk on the affine Coxeter arrangement conditioned never to cross the
same hyperplane twice. He first states a remarkable formula for the limit-
ing direction of the random walk on the Weyl alcoves in terms of a certain
finite Markov chain on the underlying finite Weyl group, see Theorem 2.7
below. He further specializes to the affine Weyl group A˜n−1 and conjectures
a closed formula for the limiting direction. Via known bijections (see, for
example [10]) between affine Grassmannians and so-called n-cores, a special
class of integer partitions, he also conjectures a limit shape for the natural
growth process of these partitions, see Theorem 3.2. This limit shape is a
natural finite version of the famous limit shape by Rost, [14, 8]. The first
purpose of this paper is to prove these two conjectures.
Lam states his conjectures in terms of a certain Markov chain on the
set of permutations. This chain turns out to be equivalent, see [4], to a
Markov chain, which is a multispecies variant of the Totally Asymmetric
Simple Exclusion Process (or TASEP) on a ring. Unknown to Lam, that
Markov chain was already studied by probabilists and statistical physicists
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and the stationary distribution was given an explicit interpretation in terms
of queueing theory by Ferrari and Martin [6, 7].
We will prove Lam’s conjectures by studying certain two-point correla-
tions in the multispecies TASEP on a ring. In another direction, it turns out
that Amir, Angel and Valko´ [3] have studied the correlations in an infinite
volume limit of the multispecies TASEP, called the TASEP speed process.
Motivated by the study of correlations in the three-species exclusion process
on Z [13, 5] they gave exact formulas for various marginals in the TASEP
speed process. In particular, they studied two-point and three-point nearest-
neighbour correlations in great detail as well as two-point correlations a
distance apart.
This naturally leads us to the second purpose of this paper, namely to
further explore correlations in the multispecies TASEP. Apart from the two-
point correlations above, we find a closed formula, Theorem 5.1 for the cor-
relation of two points further apart. In important special cases, the formula
simplifies to extremely simple expressions. We also give closed formulas
for correlation of three adjacent particles in five of the six possible cases.
The correlation formulas shows a remarkable independence property, prov-
ably for two particles and conjecturally for more particles, see Remark 4.3,
Corollary 5.2 and the discussion in Section 8. Our proofs are of a somewhat
intricate combinatorial nature relying on the multiline queues of Ferrari-
Martin. We would be very interested to see a more conceptual proof that
could give some understanding and hopefully prove some of our conjectures.
In a certain sense, several of the formulas by Amir, Angel and Valko´ [3] are
limits of our formulas on correlations, which thus are finite strengthenings
of theirs.
The structure of the paper is as follows. Section 2 contains background
information: Section 2.1 defines the multispecies TASEP and the multiline
process, Section 2.2 defines infinite reduced words in A˜n and Section 2.3
defines n-cores. In Section 3 we present the conjectures by Lam about
the limiting objects, first the limiting direction of the random walk in Sec-
tion 3.1 and the limiting shape of n-cores in Section 3.2. We also prove
there that Lam’s conjectures follows from our computations about the near-
est neighbour two-point correlations in Section 4, where we also explain the
connection to the TASEP speed process. We continue our study of two-point
correlations far apart in Section 5. Proofs of the formulas there will require
enumerative formulas for certain constrained semistandard Young tableaux
with two columns, which we relegate to Section 6. We finally study nearest
neighbour three-point correlations in Section 7. We end with some conjec-
tures and open problems in Section 8 deserving of future study.
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2. Background
2.1. Multispecies TASEP and Multiline queues. In this section we
describe the multispecies TASEP and the multiline queue process defined
by Ferrari-Martin [6] that we will use. We will borrow notation from [4],
but we will describe the homogeneous model that we are interested in rather
than the more general inhomogeneous model. The interested reader should
consult [4] for more details.
The multispecies version of the totally asymmetric simple exclusion pro-
cess (or TASEP for short) is a stochastic process which can be defined on an
arbitrary directed graph, but we will only define it on directed path graphs
of length N . The physical model is as follows. There are N locations ar-
ranged in the shape of a ring, and each location is occupied by a particle.
There are n species of particles, labelled 1 through n and mi particles of
species i. A multispecies TASEP model is thus determined by the n-tuple
m ≡ (m1, . . . ,mn) such thatm1+· · ·+mn = N . The space of configurations
will be denoted Ωm. It is easy to see that |Ωm| =
(
N
m1, · · · ,mn
)
, and can
be described naturally by multipermutations Sm, with mi repetitions of i,
for i ∈ [n]. If each mi = 1, then the state space becomes that of ordinary
permutations Sn.
Each particle carries an independent exponential clock which rings with
rate 1. Whenever the clock for particle j rings, it tries to exchange positions
with the particle k to its immediate left. The exchange is only successful if
k > j and fails otherwise. This Markov process is completely described by its
generator, which is an |Ωm|×|Ωm|matrixMm labelled by multipermutations
whose off-diagonal (σ, τ)-entry describe the transition rate from τ → σ,
Mm(σ, τ) = 1, if σi = τi+1 > τi = σi+1 and σj = τj for j 6= i, i + 1,
for σ 6= τ and whose diagonal entries are negatives of the total incoming
transitions,
Mm(σ, σ) = −#{ρ ∈ Sm, ρ 6= σ :Mm(ρ, σ) = 1}.
Let Pm(σ) denote the stationary probability of the multipermutation σ of
type m. The following facts about the stationary probability distribution of
the multispecies TASEP are well-known.
Proposition 2.1. (i) Let σ′ = (σ2, . . . , σN , σ1) denote the rotated ver-
sion of σ. Then Pm(σ
′) = Pm(σ).
(ii) Letmrev = (mn,mn−1, . . . ,m1) and σrev = (n+1−σN , . . . , n+1−σ1).
Then σrev ∈ Smrev and Pmrev(σrev) = Pm(σ).
4 ARVIND AYYER AND SVANTE LINUSSON
(iii) The stationary probability that the first site is occupied by species i
is given by Pm(w1 = i) = mi/N .
The first property in Proposition 2.1 is called rotational symmetry, and fol-
lows simply because the Markovian dynamics is independent of the position.
The second is a generalized version of what is sometimes called particle-hole
symmetry although notice that the direction has also been switched. The
last property follows from the first.
The following amazing result about the stationary probability distribution
was proved by Ferrari and Martin.
Theorem 2.2 (P. Ferrari and J. Martin, [7], Theorem 5.1). The stationary
probability of multipermutations in Sm are integer multiples of(
n∏
i=1
(
N
m1 + · · ·+mi
))−1
with the integer being 1 for the reverse permutation
n · · ·n︸ ︷︷ ︸
mn
(n− 1) · · · (n − 1)︸ ︷︷ ︸
mn−1
. . . 1 · · · 1︸ ︷︷ ︸
m1
.
Theorem 2.2 was proved by Ferrari and Martin by considering a larger
Markov chain and projecting to the multispecies TASEP Markov chain by
the procedure known as lumping. We now describe this larger model, which
is called a multiline queue. Just as the multispecies TASEP is defined on a
ring of circumference N , the multiline queue is defined on a discrete cylinder
of circumference N and height n − 1, which can be thought of as a stack
of n− 1 such rings containing a total of (n − 1)N sites. Each site contains
exactly one of two symbols; ◦ and • called vacant and occupied. Given an
n-tuple m ≡ (m1, . . . ,mn) of positive integers summing to N , the set of
multiline queues of type m, denoted ΩFMm , includes all configurations of ◦’s
and •’s such that the number of •’s at row i, enumerated from the top, is
Mi =
i∑
j=1
mj . Since the positions of •’s at each row are independent of one
another, the total number of configurations is
|ΩFMm | =
n−1∏
i=1
(
N
Mi
)
,
which is the same as the denominator in Theorem 2.2 since MN = N .
Ferrari-Martin [7], defined transitions between multiline queues that turned
ΩFMm into a Markov chain which was called the (inhomogeneous) Ferrari-
Martin multiline process [4].
Theorem 2.3 (P. Ferrari and J. Martin, [7], Theorem 3.1). The stationary
distribution of the Ferrari-Martin multiline process is uniform on ΩFMm .
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We do not need the precise definition of the transitions in the Ferrari-
Martin multiline queues. The interested reader is referred to [6]. See [4]
for illustrative examples of both the multispecies TASEP and the multiline
queueing Markov chains. Several different set of transitions rules that also
give uniform stationary distribution on ΩFMm are given in [12].
The connection between the multiline queues and the TASEP is expressed
through the procedure formally known as lumping of Markov chains [11,
Lemma 2.5]. We will now describe the procedure called bully path projection
which relates the stationary distribution of the multispecies TASEP to the
uniform distribution on multiline queues. As expected from a projection
procedure, this will be a surjective map B : ΩFMm → Ωm.
Let C ∈ ΩFMm . The projection is defined recursively by bully paths. A
bully path is a path going through the multiline queue which always moves
rightwards or downwards and which contains exactly one • from each row.
Moreover, it moves downwards from a given row j if and only if it has
encountered a • in row j that has not already been part of another bully
path.
We start by defining bully paths starting at locations (1, i) (where we are
using matrix notation for positions in multiline queues) such that C1,i = •.
The order in which we run these paths among these •’s turns out not to
matter. We mark by a 1 all the m1 columns where the bully paths end at
the bottom row. Next, we start bully paths at locations (2, j) such that
C2,j = • and moreover which were not part of the bully paths from the first
row. By the definition of multiline queues and the nature of the bully paths,
there will be exactly m2 of these. We then mark all the m2 columns in the
bottom row that these paths reach by a 2 at row n. We continue in this way
for all the •’s in all the rows. There will be exactly mj bully paths starting
in row j leading to a j on row n for j ∈ [n−1]. Finally, we mark the symbol
n on row n below all k’s such that the Cn−1,k = ◦.
At the end, the configuration on row n of entries from {1, . . . , n} is pre-
cisely a multipermutation in Sm. This is the required configuration in Ωm.
We call this projection B. We remark that B is well-defined in the sense
that the order of the bully paths starting at a given row do not matter. See
Figure 1 for an example. The following theorem essentially states that the
bully path projection is a lumping of Markov chains.
Theorem 2.4 (P. Ferrari and J. Martin [7], Theorem 4.1). The nth line of
the multiline queue process on ΩFMm constructed by the bully path projection
is exactly the multispecies TASEP on Ωm.
Therefore one way to understand correlations in the multispecies TASEP
is by a combinatorial understanding of the multiline queues which give rise to
those multipermutations which contribute to the correlations. In particular,
the stationary probability of a multipermutation is given as follows.
Corollary 2.5. The stationary probability of a multipermutation π in the
TASEP is equal to
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◦ ◦ •1 ◦ ◦ ◦ •1 ◦ ◦
◦ ◦ ◦ ◦ ◦ •1 •1 •2 ◦
•2 •3 ◦ •3 ◦ •1 ◦ ◦ •1
•1 •2 ◦ •3 •3 •1 •4 •4 ◦
•1 •2 •5 •3 •3 •1 •4 •4 •5
Figure 1. A multiline queue for N = 9,m = (2, 1, 2, 2, 2),
with the bully-path projection to a multipermutation.
#{q ∈ ΩFMm : B(q) = π}∏n−1
i=1
(N
Mi
) .
2.2. Infinite reduced words in A˜n−1. An infinite reduced word in the
affine Weyl group A˜n−1 is a word . . . si5si4si3si2si1 , where sij ’s, 0 ≤ ij ≤ n
are generators and such that the word is infinite to the left and all finite
initial sequences siksik−1 . . . si2si1 are reduced words of the affineWeyl group.
This can be seen as a walk on the alcoves of the arrangement corresponding
to A˜n−1, i.e. {xi − xj = d : 1 ≤ i < j ≤ n, d ∈ Z} such that it never crosses
the same hyperplane twice (starting in the fundamental alcove xn + 1 >
x1 > x2 > · · · > xn). Such a walk is called reduced and we are interested
in random reduced walks, i.e. at each step choosing uniformly one of the
legal hyperplanes to cross. See Figure 2 for an example of a walk that stays
in the fundamental Weyl chamber. From general Coxeter theory, it is not
difficult to see that a reduced random walk is a Markov process, i.e. it only
matters where the walk is stationed currently.
The study of reduced words of affine Weyl groups is part of a larger goal
to try to lift results from the finite groups to the affine situation. In [9]
Thomas Lam proves that a reduced random walk will with probability one
’get trapped’ in one of the chambers of the underlying finite Weyl group
An−1 (which is the symmetric group) after a finite time. He also proves that
in each chamber w ∈ An−1 there exists a vector ψw such that the walk will
almost surely go in the direction of ψw. To be more precise:
Theorem 2.6 (Lam [9]). Let (X0,X1, . . .) be a reduced random walk in
A˜n−1. There exists a unit vector ψ so that almost surely we have
lim
N→∞
v(Xi) ∈ An−1 · ψ (1)
where v(Xi) denotes the unit vector pointing towards the central point of the
alcove Xi.
Lam also proves, and this is the deepest theorem in the paper, that the
Markov chain can be projected down to a certain Markov Chain Ω on An−1,
with the following properties. If we let ζ(w) be the stationary distribution
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01 2
01 2
12 00
21 0 12 0
21 0 12 0
21 0 12 0
21 0 12 0
ψ
Figure 2. A reduced random walk on the alcoves of
the A˜2 arrangement. The shown walk has reduced word
· · · s0s2s0s1s0s2s1s0. The thick lines divide into Weyl cham-
bers. A random walk staying in the fundamental cham-
ber will almost surely be asymptotically parallel to the red
dashed line.
for w ∈ An−1 for Ω, then ζ(w) is also the probability that the reduced
random walk ends up in chamber w−1w0. The chain Ω is equivalent to
the TASEP we discussed in this papper. Furthermore he proved that the
distribution ζ also determines the direction of the vector ψ.
Theorem 2.7 (Lam [9]). The vector ψ of Theorem 2.6 is given by
ψ =
1
Z
∑
w∈An−1 : rθw>w
ζ(w)w−1(θ∨).
where θ is the highest root of An−1 and Z is a normalization factor. Fur-
thermore,
P(X ∈ Cw) = ζ(w−1w0).
He also stated the following conjecture which we prove he offered the
following conjectures, where ρ is the sum of all positive roots.
Conjecture 2.8 (Lam [9, Conjecture 2]). For A˜n−1, ψ = αρ for some
α > 0.
We will prove this conjecture in Section 3.
2.3. n-cores. The n-cores are special Young diagrams which come up in the
study of the affine Grassmanian in algebraic combinatorics, see e.g. [10], and
can be defined in several equivalent ways. We will define these in terms of
the hook length, but one can also define them in terms of ribbons.
Recall that a partition λ = (λ1, . . . , λr), whose entries are positive and
weakly decreasing, can be represented as an array of left-justified boxes
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(called cells) such there are λ1 cells at row 1, λ2 cells at row 2, and so
on. Such a representation is called a Young diagram, also denoted λ. We
will take the convention that the rows are arranged from top to bottom in
increasing order. The hook of a cell c in a Young diagram is the set of cells
directly to its right and directly below it, as well as c itself. The hook length
of c is the number of elements in its hook. An n-core then, is a partition
that contains no cell whose hook length is divisible by n. Figure 3 shows an
example of a 4-core.
1
1
12
2
2
356
5
9 0 1 2 3 0 1 2
3 0 1 2 3 0
2 3 0 1 2
1 2 3 0
0 1 2
Figure 3. Two copies of the same 4-core. To the left is the
hook length stated in each box. To the right is the content
modulo 4.
The growth model of a random n-core is the following. Each position
(i, j) (matrix indexing) in the quarter plane is marked by its content j − i
(mod n). A growth corner of a Young diagram is a square just outside the
diagram were a box could be added and it would still be a diagram. At each
time step an integer t in [0, n−1] is choosen uniformly at random. For every
position that is a growth corner and with content t (mod n) we then add
a box to the diagram. If, for example, n = 4 and the random sequence of
integers 0, 2, 3, 1, 2, 3, 0, 1 we would get the diagram in Figure 3. Note that
the first time the integer 2 appears in the sequence no box is added. There is
a well known bijection between n-cores and affine Grassmanian elements of
A˜n−1. The sequence in the growth model correspond to left-multiplication
by the simple generators. For more information on this model of growing
n-cores and the relation to algebraic combinatorics, see [10].
Note that this is the natural generalization of the growth model studied
by Rost [14] and Johansson [8]. As we will see in Section 3.2 the limit shape
matches also the limit shape in that situation.
3. Limit Theorems
In this section we will prove Conjecture 2.8, that is we will determine the
limiting direction of reduced random walks in the affine weyl groups A˜n−1.
This also implies the exact limiting shape of partitions with no hooks of
length n, see Section 3.2.
3.1. Reduced random walks in A˜n−1. Let ei denote the unit vector in
the ith coordinate direction. The highest root in Theorem 2.7 is θ = e1−en.
In our setting Theorem 2.7 means summing over all permutations with wn >
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w1, where w
−1(θ∨) = ew1 − ewn and ζ(w) is the stationary distribution for
w in the TASEP over permutations on a ring.
The important quantity is thus P(w1 = i, wn = j) =
∑
w:w1=i,wn=j
ζ(w).
By rotational symmetry, namely Proposition 2.1(i), we can switch to the
first and second position of w. For j > i, let Ej,i(n) = P(w1 = j, w2 = i)
and Ei,j(n) = P(w1 = i, w2 = j) in the TASEP Ωn. We rewrite Lam’s
formula in Theorem 2.7 as
ψ =
1
Z
n∑
j=2
j−1∑
i=1
Ej,i(ei − ej). (2)
Using this, we will be able to prove Conjecture 2.8.
Theorem 3.1. The unit vector ψ = ψid for the limiting direction of a
reduced random walk constrained to the fundamental chamber is
ψ =
1√
2
(n+1
3
) n∑
k=1
(n+ 1− 2k)ek.
Proof. Given Theorem 4.2 the coefficient of ek in (2) is
1
n
(n
2
) ((n+ 1− k
2
)
−
(
k
2
))
=
n+ 1− 2k(n
2
) .

Note that this can also be stated (as Lam did) as ψ is the sum of all
positive roots, i.e. ψ = α
∑
1≤i<j≤n ei − ej , for some constant α.
An intuitive way to understand (2) is that when particle i jumps over
particle j this corresponds to a step in the walk (constrained to the funda-
mental chamber) crossing a hyperplane of the type xi − xj = d, for some
integer d.
3.2. Limit shape of random n-core. Thanks to the work of Lam we de-
duce as a direct consequence of Theorem 3.1 the limit shape for a random n-
core. Let Cn be the piecewise linear curve with vertices vi = γ(
(i
2
)
,
(n−i+1
2
)
),
for i = 1..n, where γ = 2
√
6
n
√
n2−1 is a scaling constant to make the area 1
between the curve and the axes, see Figure 4.
Figure 4. The limiting piecewise-linear curve C4 for ran-
dom 4-cores.
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Let DKn be the boundary of a random n-core after K time steps scaled
so the area of the n-core is 1. Now, the theorem is that the curve Cn is the
limit shape of a random n-core.
Theorem 3.2. For each ǫ, δ > 0 there is an L, such that for all K > L we
have
P(|DKn − Cn| > δ) < ǫ,
where the distance between the curves is the supremum of the distances mea-
sured along the diagonals y = −x+ c for all c.
The proof of this theorem follows from Proposition 2 in [9, Section 5] and
Theorem 3.1.
Remark 3.3. The classical limit shape for partitions, first proved by Rost
[14] in studies of first passage percolation, is
√
x +
√−y = 61/4, scaled so
the area is 1. Note that the vertices of Cn converge to being on that shape,
so the limit of Cn as n→∞ is the classical shape.
Remark 3.4. The slopes of the curve DKn are deterministically i/(n − i),
i.e. it will have a pattern of n − i steps to the left and then i steps down
for a long time until it changes to n− i− 1 steps to the left and i+ 1 steps
down. The position of this change correspond to the vertex vn−i of the limit
shape. The positions where the slope changes are random and converge to
the vis.
4. Correlation of two adjacent particles
For a particle i in the TASEP Ωn all the particles of a higher class look
the same and all the particles of a lower class look the same. If we want to
study the correlation of the particle of class j and class i, i < j in Ωn we
can study the correlation of 2 and 4 in the five species TASEP Ωm, where
m = (i − 1, 1, j − i − i, 1, n − j). We call this the projection principle
and it will be used repeatedly in this and the coming sections. Even though
five species systems are easier to study than arbitrary n, they are often still
too complicated to make precise calculations. We will go one step further
and project to many three species systems. In this section we will use
ms,t = (s, t, n − s − t) to denote a system with s 1’s, t 2’s and remaining
3’s. We will focus on all possible projections where i > s and j > s + t so
that the particle of class i (resp. j) will become a 2 (resp. 3). Studying
the correlation between 2 and 3 in these systems will give us the correlation
between particle i and j.
Let Ts,t = P(w1 = 3, w2 = 2) in Ωms,t . For i < j, recall that Ej,i(n) =
P(w1 = j, w2 = i) and Ei,j(n) = P(w1 = i, w2 = j) in the TASEP Ωn. The
following lemma is a consequence of the projection principle.
Lemma 4.1. For all 0 ≤ s, t < n with s+ t ≤ n,
Ts,t =
n∑
j=t+s+1
s+t∑
i=s+1
Ej,i(n).
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By a standard inclusion-exclusion argument, we have
Ej,i(n) = Ti−1,j−i − Ti,j−i−1 − (Ti−1,j−i+1 + Ti,j−i) ,
and hence it is enough to compute Ts,t to know Ej,i. Computing the Ej,i(n)
for small values of n reveals a clear pattern. See Table 1 for the values of
n
(n
2
)
Ej,i, when n = 5. The pattern in the lower left triangle of this table is
easy to spot and for larger n also the pattern in the upper right triangle.
w1 \w2 1 2 3 4 5
1 0 4 2 2 2
2 1 0 5 2 2
3 2 1 0 5 2
4 3 2 1 0 4
5 4 3 2 1 0
Table 1. Values of n
(
n
2
)
Ew1,w2 for n = 5.
Theorem 4.2. For any 1 ≤ i < j ≤ n, we have
Ej,i =
j − i
n
(n
2
) ,
Ei,j =


1
n2
+
j(n − j)
n2(n− 1) , if i = j − 1,
1
n2
, if i < j − 1.
(3)
Remark 4.3. Note that the probability that j is followed by i is the same
for all j < i − 1, is there an easy explanation for this? The probabilities
P(w1 = j) = P(w2 = i) =
1
n , hence the probability 1/n
2 could plausibly be
interpreted as independence.
Before we go on to the proof, we recall some standard combinatorial defini-
tions. A semistandard Young Tableau (SSYT) [15] of shape λ is a partition of
shape λ with positive integers in the boxes that are strictly increasing along
columns and weakly increasing along rows. Set SSYTr,k(m) to be the num-
ber of semistandard Young tableaux on a shape of two columns of lengths
r ≥ l with no number exceeding m. An application of the hook-content for-
mula from standard combinatorial theory (see [15, Corollary 7.21.4]) leads
to
SSYTr,k(m) =
{
r−k+1
r+1
(
m
r
)(
m+1
k
)
, if m ≥ r ≥ k ≥ 0
0 , otherwise
(4)
Proof of Theorem 4.2. We will start with the case Ej,i. As described above
we will use the projection principle and study the three species system Ωms,t ,
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where ms,t = (s, t, n − s− t). Since an easy calculation leads to
n∑
j=t+s+1
s+t∑
i=s+1
(j − i) = t(n− s)(n− t− s)/2,
it suffices to prove that
n
(
n
2
)
Ts,t = t(n− s)(n− t− s)/2. (5)
We will compute Ts,t using the theory of multiline queues by Ferrari and
Martin explained in Section 2.1. In the chain ΩFMms,t we have s particles
(occupied sites) on the first row and s + t particles on the second row.
Note that if s + t = n, then there are no 3’s so the formula (5) is trivially
satisfied. Assume therefore that s+ t < n and s, t ≥ 1. Any multiline queue
that projects to a word starting with a 3 and a 2 in second place must look
necessarily have the following structure.
◦ ◦ . . . . . .
◦ • . . . . . .
3 2 . . . . . .
. (6)
That is, no first class particle can be standing in queue to use the particle
in the second position of the second row. This happens exactly if
3 ≤ z1,3 < . . . < z1,t+2 < · · · < z1,n−s−1 < z1,n−s ≤ n
≤ . . . ≤ ≤
3 ≤ z2,2 < . . . < z2,n−s−t−1 < z2,n−s−t,
where za,b is the position of the b’th vacant position in row a. To count these
configurations, we use the connection with semistandard Young tableaux
explained above.
The change of variables λ1,b = n + 1 − z1,n−s+1−b and λ2,b = n + 1 −
z2,n−s−t+1−b shows that the number of multiline queues as in (6) is equivalent
to SSYTn−s−2,n−s−t−1(n− 2) given in (4).
Since |ΩFMms,t | =
(
n
s
)(
n
s+t
)
, we get(
n
s
)(
n
s+ t
)
Ts,t =
t
n− s− 1
(
n− 2
n− s− 2
)(
n− 1
n− s− t− 1
)
=
(
n
s
)(
n
s+ t
)
t(n− s)(n− s− 1)(n − s− t)
(n− s− 1)n(n− 1)n .
This simplifies to
Ts,t =
t(n− s)(n− s− t)
n2(n− 1)
as wanted. There are two possibilities left. If t = 0, there are no 2’s and
(5) is again trivially true. If s = 0 we have no 1’s, t 2’s and n − t 3’s. The
first row is thus only vacant positions and of all the
(n
t
)
ways of placing t
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occupied positions on row 2, there are
(n−2
t−1
)
which gives a word starting
with a 3 and then a 2 as in (6). Thus
T0,t =
(n−2
t−1
)(n
t
) = t(n− t)
n(n− 1) ,
again satisfying (5).
The cases j < i are derived analogously, which we describe briefly. We
use the projection principle to the same markov chain Ωms,t as before. In
this case we can sum up the Ej,i to get
n∑
j=t+s+1
s+t∑
i=s+1
Ej,i(n) =
(n− s− t)(s+ tn)
n2(n− 1) .
We must thus prove that
(
n
s
)(
n
s+t
)
Ts,t, which is the number of multiline
queues of the form
◦ . . . . . . .
• ◦ . . . . . .
2 3 . . . . . .
, (7)
is equal to
(n
s
)( n
s+t
) (n−s−t)(s+tn)
n2(n−1) . This splits into two cases:
(i) There’s no first class particle in queue above the 3,
◦ ◦ . . . . . .
• ◦ . . . . . .
2 3 . . . . . .
This is identical to the previous case and is enumerated by
SSYTn−s−2,n−s−t−1(n− 2) = t
n− s− 1
(
n− 2
n− s− 2
)(
n− 1
n− s− t− 1
)
.
(ii) There is a first class particle in queue above the 3,
◦ • . . . . . .
• ◦ . . . . . .
2 3 . . . . . .
.
Here we have one more vacant position to decide in the first row,
which is the same as the first column of the SSYT being one longer.
This case is therefore enumerated by
SSYTn−s−1,n−s−t−1(n− 2) = t+ 1
n− s
(
n− 2
n− s− 1
)(
n− 1
n− s− t− 1
)
.
Adding the result of these two cases gives the desired result
(
n
s
)(
n
s+t
)
Ts,t as
wanted. 
Using Theorem 4.2, we can obtain as a corollary, the joint distribution of
the speeds of particles 0 and 1 in the TASEP speed Process [3, Theorem 1.7].
A brief explanation of how our results are related is as follows. The relevant
model from [3] is a TASEP on Z with classes uniformly taken in [−1, 1]. The
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largest difference is that the TASEP studied here, Ωm withm = (1, . . . , 1), is
on a finite ring. Letting this ring grow to infinity the stationary distribution
would converge to that of the line, see [7], and thus also the correlations.
In their situation there are some obvious independences that one does not
expect to find in the finite case but still mysteriously seem to be present;
see discussion in Section 8.
Corollary 4.4. [Amir-Angel-Valko´ [3]]
In the limit as n→∞, the probability mass function Ew1,w2 converges to
the density function f(x, y) + 1{x=y}g(x), where g(x) = 1−x
2
8 and
f(x, y) =
{
1
4 x > y,
y−x
4 x < y
Proof. We want to take the limit w1, w2, n→∞ at the same rate and rescale
the resulting square so that it becomes [−1, 1]2. Following the convention in
Theorem 4.2, we will let i (resp. j) be the smaller (resp. larger) of w1 and
w2. We thus have to take the limit so that
i
n
→ x+ 1
2
and
j
n
→ y + 1
2
as n→∞.
A natural way of converting the probability mass function in (3) into a
probability density function in [−1, 1]2 is to divide the latter into n2 smaller
squares of area 4/n2 so that the (w1, w2)’th square contributes Ew1,w2 ac-
cording to (3). This is naturally done by multiplying the values by n2/4 and
taking the limit n→∞.
When w1 = i < j − 1 = w2− 1, n2Ei,j/4 directly gives 1/4. On the other
hand,
n2
4
Ej,i =
j − i
2(n − 1) −→n→∞
y − x
4
,
again as desired. However, this procedure does not work for Ej−1,j because
that line carries a nontrivial fraction of the mass. (Notice that the scaling
of Ej−1,j in (3) goes like 1/n for j, n large.) The resulting continuous mea-
sure on [−1, 1]2 is thus not absolutely continuous with respect to Lebesgue
measure.
The correct way to take the limit is after multiplying by n2 instead leading
to
n
2
Ej−1,j =
n− 1 + j(n − j)
2n(n− 1) −→n→∞
1− y2
8
,
which becomes the singular continuous part of the density on the diagonal,
completing the proof. 
Summing over all j and i we obtain exact corrections to the relative speeds
between adjacent particles in the TASEP speed Process.
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Corollary 4.5. Let as before w1, w2 be the first two letters in the cyclic
permutation in Ωn. Then probability at stationarity is exactly
P[w1 > w2] =
1
3
+
1
3n
P[w1 = w2 − 1] = 1
6
+
7n − 6
6n2
P[w1 < w2 − 1] = 1
2
− 3n − 2
2n2
,
leading to the asymptotic result in [3, Theorem 1.7].
5. Two-point correlations further apart
In this section we will study the correlation between two positions of the
TASEP that are a fixed distance apart. Consistent with the previous section,
let us denote
Ej,i(1, a) := P[w1 = j, wa = i],
namely the probability that first letter is j and the a’th letter is i at sta-
tionarity in the multispecies TASEP. Although the notation is somewhat
redundant, it avoids possible confusion between positions and labels. With-
out loss of generality, we can take j > i because if j < i, the theorem
gives a formula by the rotational symmetry in Proposition 2.1(i), namely
Ej,i(1, a) = Ei,j(1, n − a + 2). Our main result here is an explicit formula
for Ej,i(1, a) in Theorem 5.1.
An important ingredient in the proofs is the following object, whose study
we will undertake in Section 6.
Y βr,l(m) := number of SSYTs on two columns r ≥ l with no entry exceeding
m such that the number β appears somewhere in the second column.
Theorem 5.1. For j > i,
Ej,i(1, a) =
Y a−1n−i,n−j+1(n− 1)(
n
i−1
)(
n
j−1
) − Y a−1n−i,n−j(n− 1)( n
i−1
)(
n
j
)
− Y
a−1
n−i−1,n−j+1(n− 1)(n
i
)( n
j−1
) + Y a−1n−i−1,n−j(n− 1)(n
i
)(n
j
) .
We postpone the proof of Theorem 5.1 for later, but study some of its
consequences for now. In the following situation, we get what is possibly
the most striking result of this section.
Corollary 5.2. For 1 ≤ i < j ≤ n and a ≤ j − i we have
Ei,j(1, a) =
1
n2
.
Remark 5.3. Note that P[w1 = j] = P[wa = i] =
1
n , so this could be
interpreted as an independence when the difference in value is larger than
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We can follow the ideas of Corollary 4.4 and derive the probability density
when i, j, n → ∞ for a fixed position a. This directly leads to the proof of
[3, Theorem 6.1(i)].
Corollary 5.4 (Theorem 6.1(i), [3]). The joint probability density function
f(x, y) for the two-point correlation P(w1, wa) when a is fixed, w1 < wa and
w1, wa, n→∞ is 1/4 and consequently, P(w1 < wa) = 1/2 in the limit.
Corollary 5.5. For 2 ≤ a ≤ n and 1 ≤ i ≤ n− 1,
En,i(1, a) =
1
n2
+
(n− i)( i−1a−2)− (i−1a−1)
an
(n
a
) .
Remark 5.6. There are two simplification of Corollary 5.5.
(i) If a > i+ 1, En,i(1, a) =
1
n2
.
(ii) If i = n− 1, En,n−1(1, a) = a− 1
n
(
n
2
) .
We will assume that j > i and follow similar arguments as in Section 4.
This time we will project down to the three-species system with sector
mx,y = (n − x − y, x, y) (note the slight difference with ms,t in Section 4).
We will think of j as one of the 3’s and i as one of the 2’s. Let Dy,x(1, a)
be the probability that there is a 3 in the first position and a 2 in position
a in this three species system. Then by the projection principle we have
Dy,x(1, a) :=
n−y∑
i=n−x−y+1
n∑
j=n−y+1
Ej,i(1, a).
We can recover the Ej,i(1, a)’s from the Dy,x(1, a)’s by
Ej,i(1, a) = Dn−j+1,j−i(1, a)−Dn−j,j−i+1(1, a)−Dn−j+1,j−i−1(1, a)+Dn−j,j−i(1, a).
(8)
We now claim the following.
Lemma 5.7. If x+ y ≤ n, then
Dy,x(1, a) =
Y a−1y+x−1,y(n− 1)(
n
y+x
)(
n
y
) .
In the special case x+ y = n, Dy,x(1, a) becomes independent of a,
Dy,x(1, a) =
y(n− y)
n(n− 1)
Proof. The total number of multiline queues with sector my,x is
(
n
y+x
)(
n
y
)
since we can choose as vacant positions any x+ y positions in the first row
and any y positions in the second row. Hence
( n
y+x
)(n
y
) · Dy,x(1, a) is the
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number of multiline queues on two rows that projects to a 3 in the first
position and a 2 in position a. They must look like
. . . . ◦ . . . . .
◦ . . . • . . . . .
3 . . . 2 . . . . .
,
where the 2 is in position a. Because of translation invariance of the multiline
queue process, we can renumber positions so the 2 is in column n instead.
As in the proof of Theorem 4.2 we let zc,d be the position of the c’th vacant
position in row d. Then we have the following situation
1 ≤ z1,1 < . . . < z1,x < · · · < z1,x+y−2 < z1,x+y−1 ≤ n− 1
≤ . . . ≤ ≤
1 ≤ z2,1 < . . . < z2,y−1 < z2,y,
where z2,d = n − a + 1 for some d. Using the change of variables λ1,b =
n − z1,x+y−b and λ2,b = n − z2,y+1−b gives a bijection to SSYT counted by
Y a−1x+y−1,y(n − 1).
Although the first formula in Lemma 5.7 specializes to the second one
when x+ y = n, the proof does not follow the same way. In fact, the proof
is easier since we have projected to a two-species system (x, n − x). The
corresponding one line multiqueue has one specified occupied position and
one specified vacant position. The other x − 1 occupied positions can be
chosen arbitrarily, so
(n
x
)
Dy,x(1, a) =
(n−2
x−1
)
. 
Proof of Theorem 5.1. Using Lemma 5.7 and (8), we obtain the required
formula for Ej,i(k) whenever j > i. 
Proof of Corollary 5.2. As noted above Ei,j(1, a) = Ej,i(1, n + 2 − a), so
we could rephrase the corollary as Ej,i(1, a) =
1
n2 when a ≥ i+2+n− j for
j > i. It is this statement that we will prove.
By particle-hole symmetry Proposition 2.1(ii), Ej,i(1, a) = En−i+1,n−j+1(1, a).
The equation in Theorem 5.1 can thus be rewritten as
Ej,i(1, a) =
Y a−1j−1,i(n− 1)(n
j
)(n
i
) −Y a−1j−1,i−1(n − 1)(n
j
)( n
i−1
) −Y a−1j−2,i(n− 1)( n
j−1
)(n
i
) +Y a−1j−2,i−1(n− 1)( n
j−1
)( n
i−1
) .
(9)
Define
gj,i(a) :=
Y a−1j−1,i(n − 1)(n
i
)(n
j
) − Y a−1j−2,i(n − 1)(n
i
)( n
j−1
) .
Corollary 6.5 below states that both Y a−1j−1,i(n − 1) and Y a−1j−2,i(n − 1) are
independent of a if i + 2 + n − j ≤ a. This is precisely the condition that
a satisfies. Therefore we can replace a in both by n − 1. Therefore, using
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Proposition 6.3 below,
gj,i(a)=
j Y n−1j−1,i(n− 1)− (n+ 1− j) Y n−1j−2,i(n− 1)
n
(n−1
j−1
)(n
i
)
=
j
[(n−1
i−1
)(n−1
j−1
)− (n−2i−2)(nj)]− (n+ 1− j) [(n−1i−1)(n−1j−2)− (n−2i−2)( nj−1)]
n
(
n−1
j−1
)(
n
i
)
=
(n−1
i−1
)(n−1
j−1
)
n
(n−1
j−1
)(n
i
)
=
i
n2
.
Then Ej,i(1, a) = gj,i(a)− gj,i−1(a) implies the result. 
Proof of Corollary 5.5. We use Theorem 5.1 in the case j = n. Notice that
the second and fourth terms are zero because they correspond to SSYT with
only one column. Therefore, we have
En,i(1, a) =
Y a−1n−i,1(n− 1)
n
( n
i−1
) − Y a−1n−i−1,1(n− 1)
n
(n
i
) .
Let us look at the first term. The second term is similar. We have to count
SSYT with two columns whose column lengths are n − i and 1, maximum
entry n − 1 and where a − 1 sits in the second column. Among all (n−1n−i)
choices for the entries in the first column, we can’t accept the ones where
the minimal entry is greater than a− 1. Thus,
Y a−1n−i,1(n− 1) =
(
n− 1
n− i
)
−
(
n− a
n− i
)
,
which leads to
En,i(1, a) =
(n−1
n−i
)− (n−an−i)
n
( n
i−1
) − ( n−1n−i−1)− ( n−an−i−1)
n
(n
i
) .
After a few manipulations, this leads to
En,i(1, a) =
1
n2
+
1
na
(
n
a
) [(n− i)( i
a− 1
)
− (n+ 1− i)
(
i− 1
a− 1
)]
,
which is equivalent to what we wanted to prove. 
6. Constrained Semistandard Young Tableaux
In this section we compute the number of semistandard Young tableaux
with two columns of lengths r ≥ l, with maximum entry m and such that
a fixed β lies in the second column. We denoted this Y βr,l(m) in Section 5.
To that end, we introduce the following quantities. Let Xα,βr be the number
of SSYTs of shape r, r, with entries (α, β) in the last row. Similarly, let
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Zα,βr,l (m) be the number of SSYTs of shape r, l, with no entry exceeding m
such that the first row is (α, β). We first give enumerative results for both
these quantities.
Lemma 6.1. For all r ≤ α ≤ β we have Xα,βr =
( β
r−1
)(α−1
r−1
)− (β−1r−2)(αr).
Proof. Clearly true for r = 1 since Xα,β1 = 1, as usual we define
( n
−1
)
= 0.
The lemma then follows by induction over r using the recursion Xα,βr+1 =∑α−1
a=r
∑β−1
b=a X
a,b
r . 
Lemma 6.2. For all β ≤ m, l ≤ r ≤ m we have
Z1,βr,l (m) =
∑
1≤i≤j≤β
(−1)i+1
(
j − 2
i− 2
)(
β − j + i− 1
i− 1
)
SSYTr−i,l−i(m− j).
Proof. We will keep r, l,m fixed through out the proof and introduce the
shorter notation SSi(j) := SSYTr−i,l−i(m − j). First we have the obvious
identity Zα,βr,l (m) = Z
1,β−α+1
r,l (m− α+ 1). Second we will use the recursion
Z1,βr,l (m) = SS1(1)−
β∑
a=2
β∑
b=a
Za,br−1,l−1(m), (10)
which comes from studying which pairs of numbers a ≤ b that cannot be
the entries in the second row and subtract off those cases.
Now, let us use the ansatz
Z1,βr,l (m) =
∑
1≤i≤j≤β
gβi,j · SSi(j), (11)
for some coefficients gβi,j . Plugging the ansatz (11) into the recursion (10)
translates, after a few steps, to∑
1≤i≤j≤β
gβi,j ·SSi(j) = SS1(1)−
∑
2≤a≤b≤β
∑
1≤i≤j≤b−a+1
gb−a+1i,j ·SSi+1(j+a− 1).
This forces gβ1,1 = 1 and gives the recursion
gβs,t = −
t−1∑
r=s−1
r+β−t∑
u=r
gus−1,r.
Induction over s now easily proves
gβs,t = (−1)s+1
(
t− 2
s− 2
)(
β − t+ s− 1
s− 1
)
,
which is the desired coefficient. 
We now consider special values of β, where the formula for Y βr,l(m) is
simple.
Proposition 6.3. (i) Y 1r,l(m) = SSYTr−1,l−1(m− 1).
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(ii)
Y mr,l (m) =
(
m
l − 1
)(
m
r
)
−
(
m− 1
l − 2
)(
m+ 1
r + 1
)
.
Proof. (i) The first row has to be (1, 1), and hence the minimum entry
is two in the remainder of the SSYT.
(ii) β = m can only be present in the second column in the last row. Let
us sum over all possible entries in the first column at the same row.
Using the definition of Xα,βr and Z
α,β
r,l (m), we get
Y mr,l (m) =
m∑
y=1
Xy,ml Z
y,m
r−l+1,1(m).
Since Zα,mr,1 (m) is just the binomial coefficient
(
m−y
r−l
)
, we get
Y mr,l (m) =
m∑
y=1
(
m− y
r − l
)((
m
l − 1
)(
y − 1
l − 1
)
−
(
m− 1
l − 2
)(
y
l
))
,
=
(
m
l − 1
) m∑
y=1
(
m− y
r − l
)(
y − 1
l − 1
)
−
(
m− 1
l − 2
) m∑
y=1
(
m− y
r − l
)(
y
l
)
,
=
(
m
l − 1
)(
m
r
)
−
(
m− 1
l − 2
)(
m+ 1
r + 1
)
.

Theorem 6.4. For m ≥ r ≥ l ≥ 1 and 1 ≤ β < m we have
Y βr,l(m) =
∑
1≤f≤e≤β
Ne−1,f−1 · SSYTr−f,l−f (m− e),
where
Ne,f =
1
e
(
e
f + 1
)(
e
f
)
are the Narayana numbers.
Proof. Summing over in which row x of the last column that contains β
and which number y is in row x of the first column, we get the following
recursion.
Y βr,l(m) =
l∑
x=1
β∑
y=1
Xy,βx Z
y,β
r−x+1,l−x+1(m),
=
l∑
x=1
β∑
y=1
Xy,βx Z
1,β−y+1
r−x+1,l−x+1(m− y + 1),
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where we have used Lemma 6.2 in the second line. This leads to
Y βr,l(m) =
l∑
x=1
β∑
y=1
[(
β
x− 1
)(
y − 1
x− 1
)
−
(
β − 1
x− 2
)(
y
x
)]
×
∑
1≤i≤j≤β−y+1
(−1)i+1
(
j − 2
i− 2
)(
β − y − j + i
i− 1
)
SSx+i−1(y + j − 1),
where we have reused the notation SSi(j) from Lemma 6.2 and fixed r, l,m
Note that all except the y-sum are natural in the sense that we can replace
the limits by Z. The terms outside of the specified limits will then be zero
by definition of the binomial coefficient.
As a first step, replace i by f = x+ i− 1 and j by e = y + j − 1 to get
Y βr,l(m) =
∑
x
β∑
y=1
[(
β
x− 1
)(
y − 1
x− 1
)
−
(
β − 1
x− 2
)(
y
x
)]
×
∑
f
∑
e
(−1)f+x
(
e− y − 1
f − x− 1
)(
β − e+ f − x
f − x
)
SSf (e).
We are now going to move the x, y sums inside the e, f sums
Y βr,l(m) =
∑
f
∑
e
∑
x
β∑
y=1
(−1)f+x
[(
β
x− 1
)(
y − 1
x− 1
)
−
(
β − 1
x− 2
)(
y
x
)]
×
(
e− y − 1
f − x− 1
)(
β − e+ f − x
f − x
)
SSf (e).
Now the last binomial coefficient is zero unless β ≥ e + x− f , and the one
before that is zero unless e−y ≥ f −x. Therefore, we can replace the upper
limit of the y-sum by e+ x− f . Now we are in a position to do the y-sums.
We use the identity
n∑
m=0
(
m
j
)(
n−m
k − j
)
=
(
n+ 1
k + 1
)
, if 0 ≤ j ≤ k ≤ n,
to obtain
e+x−f∑
y=1
(
e− y − 1
f − x− 1
)(
y − 1
x− 1
)
=
(
e− 1
f − 1
)
,
e+x−f∑
y=1
(
e− y − 1
f − x− 1
)(
y
x
)
=
(
e
f
)
.
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Note that it does not matter if the sum runs to e + x − f or e. Thereafter
we are left with
Y βr,l(m) =
∑
f
∑
e
SSf (e)
×
∑
x
(−1)f+x
(
β − e+ f − x
f − x
)[(
β
x− 1
)(
e− 1
f − 1
)
−
(
β − 1
x− 2
)(
e
f
)]
.
Now the x-sum can be done by first using
(
n
k
)
= (−1)k(k−n−1k ) and then
variants of the Chu-Vandermonde identity,
f∑
x=1
(−1)x
(
β − e+ f − x
f − x
)(
β
x− 1
)
= (−1)f
(
e− 1
f − 1
)
,
f∑
x=2
(−1)x+1
(
β − e+ f − x
f − x
)(
β − 1
x− 2
)
= (−1)f+1
(
e− 2
f − 2
)
.
Noting that (
e− 1
f − 1
)2
−
(
e
f
)(
e− 2
f − 2
)
= Ne−1,f−1,
the Narayana number, completes the proof. 
Corollary 6.5. For l ≤ r and l +m − r ≤ β ≤ m, Y βr,l(m) is independent
of β.
Proof. We use the formula for Y βr,l(m) in Theorem 6.4. For clarity, we rewrite
the formula and explicitly include the binomial coefficients.
Y βr,l(m)=
∑
1≤f≤e≤β
r − l + 1
(e− 1)(r − f + 1)
(
e− 1
f
)(
e− 1
f − 1
)(
m− e
r − f
)(
m− e+ 1
l − f
)
,
First of all, f ≤ l by the last binomial coefficient. More importantly, e ≤
m− r + f , by the penultimate one. Using the constraint on β, we get that
m+ f − r ≤ m+ l − r ≤ β.
Therefore we can replace the upper limit of e by m+ l−r in the summation.

Remark 6.6. There is a nice combinatorial way of proving Corollary 6.5
directly. Given l +m − r < β ≤ m we can define a bijection from Y βr,l(m)
to Y β−1r,l (m) as follows. Assume λ ∈ Y βr,l(m) with λ2,b = β for some row
b ≤ l. There are two cases. If λ2,b−1 = β − 1 then λ is mapped to itself. If
λ2,b−1 < β − 1 then we map λ to the partition λ′ ∈ Y β−1r,l (m) which differs
from λ only by λ′2,b = β − 1. This can always be done since λ1,b ≤ λ1,l ≤
l +m− r < β by assumption. The inverse of the bijection is defined in the
same way.
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7. Three point correlations
In line with [3], we also present results for three point correlations. Just as
in [3, Section 7.4], we will only prove results for three consecutive particles.
Without loss of generality, we calculate the probability of particles of three
different species being at sites 1, 2 and 3. What differentiates these cases is
the relative order of species. For convenience we will denote the lowest of
these species by i, the next by j, and the highest by k. It is then clear that
there are 3! different possibilities, the permutations of the letters i, j, k. Let
π be any such permutation. We fix n and denote Epi to be the probability in
the stationary distribution of the TASEP to have the πi’th particle at site i
for i = 1, 2, 3.
The proofs will sum over the number of SSYT with three columns of
lengths a ≥ b ≥ c. We will repeatedly use the following formula that is easy
to deduce from the hook-content formula (see [15, Corollary 7.21.4])
SSYTa,b,c(m) =


(a−b+1)(a−c+2)(b−c+1)
(a+1)(a+2)(b+1)
×(ma )(m+1b )(m+2c ), if m ≥ a ≥ b ≥ c ≥ 0
0, otherwise.
(12)
We will also use the convention that SSYT0,0,0(m) = 1 for all m ≥ 0.
The proofs in this section will follow the same lines as the proof of The-
orem 4.2. Here we will project to the four species system Ωmr,s,t , where
m = (r, s, t, n − r − s − t). That is, to a system with r 1s, s 2s, t 3s and
n− r − s− t particles of class 4. The case with the most uniform answer is
the decreasing case, corresponding to the permutation 321.
Theorem 7.1. For i < j < k,
Ek,j,i =
6(j − i)(k − i)(k − j)
n3(n− 1)2(n − 2) .
Proof. Let Tr,s,t = P(w1 = 4, w2 = 3, w3 = 2) be the probability at station-
arity in the Markov chain Ωmr,s,t of having the first positions occuopied by
4, 3, 2. We will compute Tr,s,t in two different ways. First by the projection
principle we have for all 0 ≤ r, s, t < n with r + s+ t ≤ n,
Tr,s,t =
n∑
k=r+s+t+1
r+s+t∑
j=r+s+1
r+s∑
i=r+1
Ek,j,i. (13)
We can evaluate the sum explicitly by substituting the value of the sum-
mand. Thus it suffices to prove that
Tr,s,t =
∑
k,j,i
6(j − i)(k − i)(k − j)
n3(n − 1)2(n− 2) =
st(s+ t)(n − r)(n − r − s)(n− r − s−t)
n3(n− 1)2(n− 2) .
(14)
Note that we can, by inclusion-exclusion, obtain the Ek,j,i’s from Tr,s,t’s.
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Second we can compute Tr,s,t by counting the number of multiline queues
that gives a word starting with 4, 3, 2. The only possibility is
◦ ◦ ◦ . . . . .
◦ ◦ • . . . . .
◦ • • . . . . .
4 3 2 . . . . .
. (15)
No particles may be queueing in the beginning of this multi line queue and
thus we get the following set of inequalities. Let zx,y is the position of the
x’th vacant position in row y.
4 ≤ z1,4 < . . . < z1,s+3 < · · · < z1,s+t+2 < · · · < z1,n−r ≤ n
≤ . . . ≤ . . . ≤
4 ≤ z2,3 < . . . < z2,t+2 < · · · < z2,n−r−s ≤ n
≤ . . . ≤
4 ≤ z3,2 < · · · < z3,n−r−s−t ≤ n.
As in the proof of Theorem 4.2 the number of possible values of the zx,y is
counted by the number of semistandard Young tableaux, here
SSYTn−r−3,n−r−s−2,n−r−s−t−1(n− 3).
The total number of multiline queues is
(
n
r
)(
n
r+s
)(
n
r+s+t
)
, since we may choose
the r occupied positions in the first row, the r+ s occupied positions in the
second row and the r + s + t occupied positions in the third row in all
possible ways. Thus the probability Tr,s,t is the number of SSYT divided by
this product of binomials. Using (12) we get
Tr,s,t =
(
n−3
r
)(
n−2
r+s
)(
n−1
r+s+t
)(
n
r
)(
n
r+s
)(
n
r+s+t
) st(s+ t)
(n − r − 2)(n − r − 1)(n − r − s− 1)
=
(n− r)(n− r − s)(n − r − s− t)st(s+ t)
n(n− 1)(n − 2)n(n− 1)n ,
which is equal to (14).
To complete the proof, one needs to check that also the special cases
r = 0, s = 0 and t = 0 also satisfy the identity. In principle, these need to
be done separately because these will involve projections to multiline queues
with less than 4 queues. When s or t are zero, Tr,s,t is identically zero as
needed. The case of r = 0 needs to be checked separately and this can be
done just as in the special case of Lemma 5.7. 
The next case we consider is the permutation 213. This also gives us
the answer for the permutation 132 by particle-hole symmetry Proposi-
tion 2.1(ii), Ej,i,k = En+1−k,n+1−i,n+1−j.
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Theorem 7.2. For i < j < k,
Ej,i,k =


2(j − i)
n3(n− 1) , k > j + 1,
2(j − i)
n(n− 1)
(
1
n2
+
j(n − j)
n2(n− 1)
)
+
2j(j − 1)(n − j)
n3(n− 1)2(n− 2) k = j + 1.
Proof. This time we define Tr,s,t = P(w1 = 3, w2 = 2, w3 = 4). By the
projection principle we can first use
Tr,s,t =
n∑
k=r+s+t+1
r+s+t∑
j=r+s+1
r+s∑
i=r+1
Ej,i,k. (16)
Summing over the expression we want to prove we obtain, using a com-
puter algebra package,
Tr,s,t =
s(n−r−s−t)(n2st+n2t2+2nrt+nrs+ns2−ns−nt−nr−nt2+2rs+2r2)
n3(n−1)2(n−2) . (17)
Second, we need to count the number of multi line queues that makes the
TASEP word start with 324 There are four possible different configurations
◦ ◦ ◦ . . . .
◦ • ◦ . . . .
• • ◦ . . . .
3 2 4 . . . .
,
◦ ◦ • . . . .
◦ • ◦ . . . .
• • ◦ . . . .
3 2 4 . . . .
,
◦ ◦ ◦ . . . .
◦ • • . . . .
• • ◦ . . . .
3 2 4 . . . .
,
◦ ◦ • . . . .
◦ • • . . . .
• • ◦ . . . .
3 2 4 . . . .
.
These are, by arguments similar to above, counted by
1∑
x=0
1∑
y=0
SSYTn−r−2−x,n−r−s−1−y,n−r−s−t−1(n− 3). (18)
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Thus, using (12), we get
(
n
r
)(
n
r + s
)(
n
r + s+ t
)
Tr,s,t
=
1∑
x=0
1∑
y=0
(
n− 3
r + x− 1
)(
n− 2
r + s+ y − 1
)(
n− 1
r + s+ t
)
× (s+ y − x)(t− y + 1)(s + t− x+ 1)
(n− r − x− 1)(n − r − x)(n − r − s− y) .
Performing the sums and simplifying, Tr,s,t becomes equal to the expression
in (17), completing the proof. 
The last case for which we can prove the formula for correlations in
312, and by particle-hole symmetry Proposition 2.1(ii) 231, that is Ej,k,i =
En+1−i,n+1−k,n+1−j.
Theorem 7.3. For i < j < k,
Ej,k,i =


3(j − i)(2n − j − i− 1)
n3(n− 1)(n − 2) −
4(j − i)(n− k)
n3(n− 1)2 , k > j + 1,
(j − i)(n − 1− j)
n2(n− 1)2
(
1
n− 2 +
3(n− i− 1)
n
−(n− 1− j)(3n − 3i+ j − 1)
n(n− 2)
)
+
6(j − i)(n − i)
n3(n − 1)(n − 2) , k = j + 1.
Proof. This time we define Tr,s,t = P(w1 = 3, w2 = 4, w3 = 2). Summing
Ej,k,i’s just as we did in (13), we get again using a standard computer algebra
package,
Tr,s,t =s(n− r − s− t)
(
2n2st+ 2n2t2 + nrs− ns− nt− nt2s− ns2t
− 2nstr + 2nrt+ ns2 − 2nt2r − nt2 − nr + r2
+ rs− 2trs− r2s− rs2 − 2tr2
)
/
(
n3(n− 1)2(n− 2)
)
.
(19)
Now, we need to count the number of multiline queues that make the
TASEP word start with 342. There are four possible configurations
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◦ ◦ ◦ . . . .
◦ • ◦ . . . .
• ◦ • . . . .
3 4 2 . . . .
,
◦ ◦ ◦ . . . .
◦ ◦ • . . . .
• ◦ • . . . .
3 4 2 . . . .
,
◦ ◦ • . . . .
◦ • ◦ . . . .
• ◦ • . . . .
3 4 2 . . . .
,
◦ ◦ ◦ . . . .
◦ • • . . . .
• ◦ • . . . .
3 4 2 . . . .
,
where, as before, no particle can be in queue in any of the rows in the first
column. These are counted by
2 SSYTn−r−3,n−r−s−2,n−r−s−t−1(n− 3)
+ SSYTn−r−2,n−r−s−2,n−r−s−t−1(n− 3)
+ SSYTn−r−3,n−r−s−1,n−r−s−t−1(n− 3).
Using (12) and dividing by
(n
r
)( n
r+s
)( n
r+s+t
)
we get
Tr,s,t =
(n− r)(n− r − s)(n− r − s− t)
n3(n− 1)2(n− 2)(
2st(s+ t) +
(s+ 1)t(s + t+ 1)r
n− r +
(s− 1)(t+ 1)(s + t)
n− r − s
)
,
and a simple calculation shows that this is equal to (19). 
For the increasing case we have not been able to compute the correlations
using this method. This is in one sense the most interesting formula because
the probability is completely independent of i, j, k when they are far apart.
This generalizes the behaviour of Ei,j in Theorem 4.2.
To prove this conjecture with the same approach as for the other patterns,
we would need a formula for the number of SSYT and for the number of
near-SSYT, that is tableaux that are not SSYT but becomes SSYT if the
last column is moved one step up (and the top value deleted).
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Conjecture 7.4. For i < j < k,
Ei,j,k =


1
n3
i < j − 1 < k − 2,
n− 1 + i(n− i)
n3(n− 1) i = j − 1 < k − 2,
n− 1 + j(n − j)
n3(n− 1) i < j − 1 = k − 2,
(n − 1 + i(n − i))(n − 1 + (i+ 1)(n − i− 1))
n3(n− 1)2
+
2i(i + 1)(n − i)(n − i− 1)
n3(n− 1)2(n − 2) i = j − 1 = k − 2.
Using Theorems 7.1, 7.2 and 7.3 and assuming Conjecture 7.4, one may
deduce as a corollary similar to Corollary 4.4, the joint distributions of three
consecutive particles in the TASEP speed process [3, Theorem 7.7]. This
should come as no surprise; the proof in [3] also amounts to projecting the
TASEP to four-particle systems and then studying the multiline queues.
Corollary 7.5 (Amir-Angel-Valko´ [3]). Assuming Conjecture 7.4, in the
limit as i, j, k, n →∞ with i ≤ j ≤ k and
i
n
→ x+ 1
2
,
j
n
→ y + 1
2
and
k
n
→ z + 1
2
,
so that x, y, z ∈ [−1, 1], the joint densities become exactly those given in
Table 2 of [3].
Proof. The idea of the proof is essentially identical to that of Corollary 4.4
and we will not repeat all the details. In the first part of the table, one
obtains the density by multiplying the probability mass functions by (n/2)3
and taking the limit. In the second and third parts, one does the same,
except that the prefactor becomes (n/2)2 and (n/2) respectively. 
We do however, as in Corollary 4.5, get a finite strengthening for the
probability in the 9 cases corresponding to Theorems 7.1, 7.2 and 7.3 and
conjecture one for the four cases of Conjecture 7.4. The proof is just a
summation over all possibilities for each case.
Corollary 7.6. Assuming Conjecture 7.4, the probability of all cases for
three adjacent positions in the TASEP on permutations is given by Table 2.
It is assumed that i < j < k and the more general cases do not cover the
more specific cases mentioned.
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(w1, w2, w3) Probability Follows from
(k, j, i) (n+1)(n+2)30n(n−1) =
1
30 +
2n+1
15n(n−1) Theorem 7.1
(i, k, j) (n−2)(n−3)
12n2
= 112 − 5n−612n2 Theorem 7.2& (j, i, k)
(i, k, i + 1) n3+8n2−23n+10
20n2(n−1) =
1
20 +
9n2−23n+10
20n2(n−1) Theorem 7.2& (j, i, j + 1)
(k, i, j) (n+1)(n−3)(7n−10)
60n2(n−1) =
7
60 − 17n
2+n−30
60n2(n−1) Theorem 7.3& (j, k, i)
(k, i, i + 1) (n+1)(n2+7n−10)
20n2(n−1) =
1
20 +
9n2−3n−10
20n2(n−1) Theorem 7.3& (j, j + 1, i)
(i, j, k) (n−2)(n−3)(n−4)
6n3
= 16 +
9n2−26n+24
6n3
Conjecture 7.4
(i, i + 1, k) (n−2)(n−3)(n+8)
12n3 =
1
12 +
3n2−34n+48
12n3
Conjecture 7.4
& (i, j, j + 1)
(i, i + 1, i+ 2) n
4+13n3+32n2−160n+120
30n3(n−1) =
1
30 +
7n3+16n2−80n+60
15n3(n−1) Conjecture 7.4
Table 2. Correlations Ew1,w2,w3 in the limit.
8. Discussions and open problems
As expected the correlation of several particles seems intractable in gen-
eral. We can however state one fact and several conjectures. We denote,
just as in Section 7, the general nearest neighbour correlation Ei1,...,ir to be
the joint probability of seeing ia in position a, for a = 1, . . . , r. For the de-
creasing case we conjectured the following Vandermonde formula. A proof
of this using determinantal techniques will appear in [1], but it is natural to
ask for a simple proof of this result.
Theorem 8.1. For r ≤ n and i1 > · · · > ir,
Ei1,i2...,ir = r!
∏
1≤a<b≤r
(ia − ib)
r−1∏
i=0
(n− i)r−i
.
The writing of this paper has been delayed partly because we really
wanted to prove the 1/n3 formula in Conjecture 7.4. It is interesting that
the simplest three-point correlation formula has proved impervious to our
proof technique. The 1/n3 formula also strongly suggests that there is some
more conceptual independence to be discovered and proved for the cyclic
multispecies TASEP. We offer a sequence of conjectures generalizing this
observation.
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Conjecture 8.2. For i1 < i2 − 1 < i3 − 2 < · · · < ir − (r − 1),
Ei1,...,ir =
1
nr
.
Note that the first formula in Theorem 7.2 says Ej,i,k = Ej,i · 1n if j+1 < k.
This naturally suggest the following generalization of Conjecture 8.2.
Conjecture 8.3. For any i1, i2, . . . , ir and k > 1 + maxa ia, then
Ei1,...,ir,k =
1
n
·Ei1,...,ir .
Note that this is a finite cyclic version of [3, Lemma 7.3]. Inspired by
our study of correlation of particles further apart in Section 5, in particular
Corollary 5.2 there is reason to believe the following natural generalization
of Conjecture 8.3.
Conjecture 8.4. For any i1, i2, . . . , ir and b, k such that k > b−r+maxa ia,
then
P(wa = ia for 1 ≤ a ≤ r, and wb = k) = 1
n
·Ei1,...,ir
We end with the most general independence for nearest neighbour corre-
lations in two blocks.
Conjecture 8.5. For any i1, . . . , ir, jr+1, . . . , jr+s, such that for all r+1 ≤
b ≤ r + s and minb jb > 1 + maxa ia, we have the independence
P(wa = ia, 1 ≤ a ≤ r, and wb = jb, r + 1 ≤ b ≤ r + s) = Ei1,...,irEjr+1,...,jr+s.
The reader should compare this to [2, Corollary 2.4], where such indepen-
dence is proved if r+s = n and minb jb > maxa ia. All the above conjectures
fit with data for values of n upto 8.
The techniques used to prove the two-point case in Theorem 4.2 fail for
Conjecture 7.4 and it is clear that new ideas are needed for the conjectures
above. Maybe the key to all these conjectures is to find a conceptual proof
of Ei,j = 1/n
2 if j > i+ 1 in Theorem 4.2.
Problem 8.6. Find a more conceptual proof of the independence Ei,j =
1/n2 if j > i+ 1.
On the combinatorial side it would be interesting to find a simpler proof
of Theorem 6.4.
Problem 8.7. Find a proof of Theorem 6.4 that explains the occurrence of
the Narayana numbers.
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