Since the 2008 …nancial crisis Government bond yields in US, Europe and elsewhere have been historically low and challenged term structure models that cannot rule out negative yields. This paper uses US and German Government yields to test three factor Gaussian models that do and that do not rule out negative yields, namely a¢ ne models, quadratic 1 models, extensions of the Black and Black-Karasinski models. Quadratic models and a Vasicek-type model best …t observed yields when the stochastic factors driving the short rate are correlated. However the Black-Karasinski model for the US and the Black model for both US and Germany can best …t yields when interest rates are lowest, i.e. after 2008, despite the restriction of independent factors driving the short rate. A new linear-quadratic model whereby the central tendency of the short rate is a non-negative quadratic function of Gaussian factors performs particularly well for German yields. All models …t German yields better than US yields. All models …t the one year yield worse than longer term yields.
well. All models …t German yields better than US yields. All models …t yields for short maturities of one or two years less well than yields of longer maturities.
The paper is organised as follows. The next section reviews the most relevant literature. Then two sections present the theoretical pricing models. Another section illustrates the empirical performance of the models. The conclusions follow.
Literature
The literature on dynamic term structure models is too vast to be summarised in this paper. A good survey is Dai and Singleton (2003) . Here we refer only to Gaussian term structure models that simply rule out arbitrage and abstract from the macro-economy. Vasicek (1977) and Langetieg (1980) …rst studied a¢ ne Gaussian models. Babbs and Nowman (1999) used the Kalman …lter to estimate a¢ ne Gaussian models. Dai and Singleton (2002) The paper tests an extension of the Black (1995) model in which the time t default-free instantaneous short interest rate r t is a function of the time t value of three latent factors x 1;t ; x 2;t ; x 3;t so that
q is a constant and will be set equal to 1 or 2. When q = 1 we have a three factor generalisation of Black's (1995) model. We consider the case where q = 2 because unreported tests show good empirical performance in comparison to other cases where q di¤ers from 2. Given a …ltered probability space with the usual properties, we assume dx i;t = i ( i x i;t ) dt + i dw Q i;t for i = 1; 2; 3. dx i;t is the stochastic di¤erential of the factor x i and dw Q i;t the stochastic di¤erential of a Wiener process in the risk-neutral measure Q over the in…nitesimal time interval [t; t + dt]. The Wiener processes are independent unless otherwise stated, therefore dw Q 1;t dw Q 2;t = dw Q 1;t dw Q 3;t = dw Q 2;t dw Q 3;t = 0.
i ; i ; i for i = 1; 2; 3 are all constant parameters. Equation 1 implies that r t cannot turn negative and bond yields for maturities longer than the instantaneous maturity are guaranteed to be positive, even when x i;t are negative.
The paper also tests an extension of the Black-Karasinski (1991) model whereby r t = P 3 i=1 exp (x i;t ) and a special case of the a¢ ne Gaussian model of Langetieg (1980) whereby r t = P 3 i=1 x i;t . We refer to this version of the Langetieg model as the three factor Vasicek model.
Let V denote the value at time t of a discount bond with face value 1.
V (T ) = 1 is the terminal value of the discount bond at maturity T . Absent arbitrage and assuming for example equation 1, we obtain the pricing equation
! 0; V i (T ) = 1 f or i = 1; 2; 3:
For i = 1; 2; 3, V i is a function of x i and time t. V i tends to be linear in the factor x i as that factor tends to plus in…nity, in which case V i tends 0. V i also tends to be linear in the factor x i as that factor tends to minus in…nity, in which case V i tends to 1. Discount bond yields are computed as ln V T t ,
where again T is the bond maturity date and t the current date. The fact that the three factors are independent considerably simpli…es the numerical solution to the bond pricing equation. Instead of solving for V on a grid with three "space" dimensions, we simply solve for V 1 ; V 2 ; V 3 on three grids, each grid having one "space" dimension. In the empirical tests below, the partial di¤erential equations for V 1 ; V 2 ; V 3 are each solved through the vertical method of lines.
Vertical method of lines (MOL)
Vertical MOL discretises the pricing equation in the "space" dimensions, but not in the "time" dimension. When the pricing equation is linear, vertical MOL reduces to a system of ordinary di¤erential equations (ODE's), which can quickly be solved by computing a matrix exponential. Khaliq, Voss and Yousuf (2007) proposed vertical MOL for option pricing and explained its stability and accuracy. This paper uses vertical MOL as unreported simulations
show that vertical MOL is quicker and more accurate than the implicit …nite di¤erence method, with no stability problems because the "time" dimension is not discretised. With vertical MOL we compute V 1 on a grid of nodes in the space dimension x 1 . Each node is x 1;j = j x 1 + x 1;0 for j = 1; 2; ::; J and 
q u j f or j = 1; 2; ::; J:
We can rewrite this system of ordinary di¤erential equations as
where 1 J 1 is a J 1 vector whose elements are all equal to 1 and
:: :: :: :: :: :: ::
: The solution to system 4 is
This matrix exponential can be computed very quickly, for example with Matlab, which employs the Padé approximation of Higham (2005) . Unreported numerical exercises for the Black1 model with one stochastic factor showed that, using parameters similar to those estimated in the empirical tests, the implicit …nite di¤erence solution to the partial di¤erential equation for Black1 approaches the vertical MOL solution as the number of time steps per year is increased. This implies that the error of the …nite di¤erence solution due to time discretisation is almost absent from the vertical MOL solution, as the Padé approximation in Matlab is extremely accurate to compute a matrix exponential. For example, as J = 200, x 1;0 = 1, x 1;J = 1, the di¤erence on the same nodes between the implicit …nite di¤erence solution with 2000 time steps per year and the vertical MOL solution is typically less than 1 basis point of a discount bond yield; such is the di¤erence between the two solutions on most of the nodes and for most bond maturities up to 10 years. The implicit …nite di¤erence method and vertical MOL employ similar …nite di¤erences to approximate the derivatives in the "space" dimension.
Vasicek with correlated factors
The empirical tests compare BBKM with a three factor Vasicek-type model with correlated factors, such that
12 ; 13 ; 23 are correlation parameters. For this model the value of a discount bond is
Hereafter this model is referred to as "Vasicek correlated", while the special case whereby 12 = 13 = 23 = 0 is referred to as "Vasicek".
Processes in the real measure and Kalman Filter
For all the above models we assume that in the real probability measure
for i = 1; 2; 3, where dw i;t are di¤erentials of Wiener processes in the real measure and dw 1;t dw 2;t = 12 dt, dw 1;t dw 3;t = 13 dt, dw 2;t dw 3;t = 23 dt. For all models except "Vasicek correlated" the correlation parameters are zero, i.e. since we observe about 261 daily prices per year in the data. The number of trading days in one year varies between 260 and 262. Let l (x t j x t 1 ) denote the real measure conditional transition density of x t = (x 1;t ; x 2;t ; x 3;t ) 0 given
x t 1 = (x 1;t 1 ; x 2;t 1 ; x 3;t 1 ) 0 . It can be shown that Again we set each time step equal to = 1 261 and employ the following de…nitions:
-V n;t is the time t value of a zero coupon bond with n trading days to maturity, thus the bond matures on trading day t + n;
r t is the continuously compounded risk-free interest rate for one trading day observed on day t, such that
The no-arbitrage risk-neutral valuation equation is
where E Q t [::] denotes conditional expectation on day t under the risk-neutral measure Q. Following Realdon (2011) we further assume that
x t = (x 1;t ; ::; x m;t ) 0 (10)
x t+1 x t = ( 
x t ; ; ; Q t+1 ; t+1 ; B n ; yx ; S yx are m 1 vectors. ; ; ; ; ; C n ; ; S; L; 1 m m are m m matrices. In particular 1 m m is an m m matrix whose elements are all equal to 1. r t ; A n ; A 0 ; y t ; y ; y ; y ; y ; " Q y;t+1 ; " y;t+1 ; D n ; y ; s y are scalars. N (0 m+1 ; I m+1 ) denotes the multivariate normal density with mean 0 m+1 and covariance matrix I m+1 . 0 m+1 is a (m + 1) 1 vector of zeros. of (x t+1 x t ) is 0 . The discount bond value V n;t is exponential linear in y t since the short rate r t is linear in y t . The conditional mean of y t+1 is quadratic in x t , which causes the discount bond value V n;t to be exponential quadratic in 
This discrete time linear-quadratic model is a special case of Realdon (2011) , who shows that we can recursively compute A n ; B n ; C n ; D n appearing in 19 by solving the following system of Riccati di¤erence equations:
. On day t the one day yield is
r t 0 if is symmetric and = 0. When the stochastic factors are latent, parameter identi…cation restrictions are needed. In this paper we:
-either set = 1 and = 0 m m , where 0 m m is an m m matrix of zeros;
hereafter we denote this model speci…cation as DTQM1;
-or set = 0 and = I m , which makes the model a pure quadratic model;
hereafter this model speci…cation is denoted as DTQM2 (or DTQM3 when all the latent factors are independent).
In DTQM1 r t may turn negative, unlike in DTQM2 and DTQM3.
DTQM1
The empirical tests below consider DTQM1 where = 1, = 0 m m and m = 2 so that r t = y t , and where 0 B B @ x 1;t+1
1 ; 2 ; y ; 1;1 ; 2;1 ; 2;2 ; y and yx;1 ; yx;2 ; s y are parameters and " Q 1;t ; " Q 2;t ; " Q y;t are the random shocks. 12 is the conditional correlation between x 1;t+1 and x 2;t+1 , 1y between x 1;t+1 and y t+1 , 2y between x 2;t+1 and y t+1 . 1 ; 2 ; y are volatility parameters. 2;1 is the element of the second row and …rst column of . The other indexed parameters have similar interpretation. DTQM1 is of interest since only the factor y t drives the short interest rate r t , while x 1;t and x 2;t only drive the "drift" of the short rate. Thus the model can match very low and even negative short term yields and at the same time also the relatively higher long term yields. Short term yields are mainly driven by y t while longer term yields are also driven by x 1;t and x 2;t . Thus short term and long term yields can move quite independently according to DTQM1. r t tends to revert toward the level y +(x 1;t + x 2;t ) 2 , therefore long term yields tend to be positive when y > 0. We also assume, without loss of generality, that The Appendix explains that the parameters of DTQM1 are identi…able.
DTQM2 and DTQM3
DTQM2 is a special case of the linear-quadratic model where = 0 and = I 3 , so that r t = x 2 1;t + x 2 2;t + x 2 3;t . Therefore DTQM2 is a three factor quadratic model that does not depend on y t . DTQM2 also assumes 
: 12 is the conditional correlation between x 1;t+1 and x 2;t+1 , 13 between x 1;t+1 and x 3;t+1 , 23 between x 2;t+1 and x 3;t+1 . 1 ; 2 ; 3 are volatility parameters. The value of a discount bond according to DTQM2 appeared in Realdon (2006) and is a special case of the above linear-quadratic model, i.e. 
The Appendix proves that the parameters of DTQM2 and DTQM3 are identi-…able in estimation.
The continuous time limit
As we observe about 261 trading days per year, when estimating the above discrete time model we set = 1 261 . Instead, if ! 0 then x t+ x t tends to dx t and y t+ y t tends to dy t such that
where dx t is a m 1 column vectors of stochastic di¤erentials, dw Q t and dw t are Table 1 provides summary statistics of these yields in the sample period.
[ Table 1 about here]
We estimate and test the following three factor Gaussian models: -the fourth is "Vasicek", with r t = x 1;t + x 2;t + x 3;t ; for this model we have closed form solutions for bond prices and impose the restrictions 1 = 2 = 3 ,
-the …fth is "Vasicek correlated", with r t = x 1;t + x 2;t + x 3;t ; also for this model we have closed form solutions for bond prices and impose the restrictions
-the sixth is a "Mixed 1" model whereby r t = max (x 1;t ; 0) + x 2;t + x 3;t and Only the …fth of these Gaussian models, i.e. "Vasicek correlated", has nonindependent factors. We also test versions of the linear-quadratic model, namely DTQM1 with r t = y t described above, DTQM2 and DTQM3 with r t = x 2 1;t + x 2 2;t + x 2 3;t described above. We compute V n;t = e Table   2 presents the estimation results for US yields and Table 3 for German yields (the Euro was introduced on 1/1/2002). The BHHH estimator provides the estimates of the standard deviations of the parameter estimates. Table 2 summarises the estimation results for the US. The columns headed "param" provide the parameter estimates and those headed "stdev" provide the corresponding standard deviations of the parameter estimates. Risk-premia drive the di¤erence between the real measure and the risk-neutral measure, hence the di¤erence between estimates of ; and of ; for all models.
Results for US
All models …t short term yields less well than long term yields. This is highlighted by the standard deviation of the errors for the one year maturity, which is the standard deviation of the daily di¤erence between model predicted yields and observed yields for the one year maturity. Such standard deviation is measured by h 1 and is 0:0019 and 0:0021 for the two Vasicek models (i.e. 19 and 21 basis points), between 0:0020 and 0:0023 for BK, Black1 and Black2, 0:0044 and 0:0036 for the "Mixed" models, 0:0045 for DTQM3, 0:0018 for DTQM2, 0:0020 for DTQM1. Therefore DTQM2 seems the best on this metric and DTQM3 the worst, which highlights the shortcoming of independent factors driving the short rate, as DTQM3 is the same as DTQM2 except that it assumes independent factors driving the short rate. According to h 1 only DTQM2 beats "Vasicek correlated" in …tting one year yields, although "Vasicek correlated" allows the short rate r t to turn negative. All models …t ten year yields much better than one year yields: h 10 = 0:0001 for all models except the Mixed models and DTQM3. Also the …gures for "Average h", each of which is computed as The last raw in Table 2 , named AIC, shows the results of the Akaike information criterion (AIC) for each model. AIC compares the empirical performance of non-nested models with di¤erent numbers of parameters. The lowest AIC …gure for DTQM2 ( 444:410) again suggests that DTQM2 is the "winner" of the race, closely followed by "Vasicek correlated" ( 444:123) and DTQM1 ( 443:173).
AIC penalises models with more parameters. For each model also the starting values of the three latent factors are parameters.
[ Table 2 about here] Table 3 presents the estimation results for Germany. All models …t German yields better than US yields. For each single model the value of the log-likelihood function lk is higher and "Average h" is lower for Germany than for the US, while the time window is the same for the two countries. The lowest h 1 is 0:0009 for Black1, followed by 0:0010 for Black2, "Vasicek correlated", DTQM1 and DTQM3, while h 1 is particularly high for the BK and Mixed models. As for the US, also for Germany all models …t one year yields less well than yields of longer maturities. As for the US, also for Germany "Vasicek correlated" …ts observed yields well, even though it allows r to turn negative. For Germany the lowest "Average h" is 0:0019 for the Black models and for DTQM2, closely followed by "Vasicek correlated" and DTQM1 with "Average h" of 0:0020, while BK and Mixed models are the worst according to this metric. DTQM3 is less unsuitable for Germany than it is for US.
Results for Germany
The last raw in Table 3 , named AIC, shows the results of the Akaike information criterion (AIC) for each model for Germany. The lowest AIC …gure for the DTQM2 model ( 468:214) makes it the "winner", closely followed by " Vasicek correlated" ( 465:173) and DTQM1 ( 465:461). This ranking for the top three models according to AIC almost mirrors the AIC ranking for the US.
DTQM2, "
Vasicek correlated" and DTQM1 have a common feature not shared by the other models: the factors driving the short rate are not independent, a feature that seems more important than the ruling out of negative yields, in order for a model to better …t observed yields.
[ Table 3 about here] In the columns headed "Average" we compute the average R 2 , average M AP E and average RM SE across all maturities of the corresponding row.
More measures of empirical …t to observed yields
[ performs slightly worse than DTQM2, but fares well, which supports the idea of a quadratic model where one factor drives the short rate and the other two factors drive the "drift" of the short rate, as explained above.
[ Table 5 about here]
Results for Germany
The results for German yields are somewhat di¤erent from the US. The best average R 2 is 0:9972 for "Vasicek correlated" and DTQM1, followed by 0:9970 Overall, according to average R 2 , M AP E and RM SE for Germany, DTQM1
and "Vasicek correlated" seem the best models for German yields. Both models do not rule out negative yields and assume non-independent factors driving the short rate. DTQM1 performs better than DTQM2, therefore German yields provide even more support than US yields for a quadratic model where one factor drives the short rate and the other factors drive the "drift" of the short rate. DTQM2 performs well also on German yields, while the BK model seems more suitable to US yields than to German yields. Even according to average R 2 , M AP E and RM SE for both US and Germany, the non-independence of the factors seems more important than the ruling out of negative yields.
Sub-periods with unusually low interest rates
As stated above, the sample covers the period 1/1/1999-22/3/2011, but now we consider the performance of models in two sub-periods when yields were unusually low because of unusually expansionary monetary policies in US and in "Euroland". Table 4 also presents R 2 , M AP E and RM SE for these two sub-periods with Target rate at or below 2%. For all models the R 2 in the two sub-periods is lower than it is across the whole sample period, meaning that the models are less capable to explain observed yield changes during the two sub-periods. have the lowest RM SE at 0:0005 followed by the Black models at 0:0007; for the second sub-period the lowest RM SE are for Black1, DTQM2 and DTQM3 at 0:0010, followed by Black2, DTQM1 and "Vasicek correlated" at 0:0011.
Overall for German yields DTQM1, DTQM2 and "Vasicek correlated" seem the best even in sub-periods with lowest main Re… rate, but after 2009 Black1 seems an equally good alternative.
Discussion of results
This section quali…es the above results. Unreported statistics document that the "errors", i.e. the daily di¤erences between observed yields and model predicted yields of all maturities, do not follow a white noise process. There is overwhelming evidence of auto-correlation of daily "errors" and also of cross-correlation between the errors for the di¤erent maturities. These facts characterise all models and all maturities and inevitably point to the mis-speci…cation of the models.
To overcome mis-speci…cation, future research may want to consider four factor models.
As the optimisation routine searches for the parameter values that maximise the likelihood function, the latent factors may occasionally be "pushed" by the Mixed models perform worse than Vasicek models, although this again con…rms that ruling out negative yields may not always be of primary importance to …t observed yields.
We could also mix the above models in many other ways, but this is left for future research.
Conclusion
Using US and German Government bond yields, this paper has tested a¢ ne and 
A Estimation with Extended Kalman …lter (EKF)
This Appendix describes how EKF is implemented to estimate all the models in the text, except for DTQM1. For DTQM1 the details of how EKF is implemented are only slightly di¤erent from this Appendix. We introduce the following notation and assumptions: x t = (x 1;t ; x 2;t ; x 3;t ) 0 for all models except for DTQM1;
b
x t is the estimator of x t conditional on information at time t 1; -b x t is the estimator of x t conditional on information at time t;
-E t 1 [::] is the real measure expectation operator conditional on time t 1
o t = (o 1;t ; ::; o 10;t ) 0 are the discount bond yields observed in the market at time t for maturities of 1; ::; 10 years;
z (x t ) = (z 1;t (x t ) ; ::; z 10;t (x t )) 0 is the time t vector of discount bond yields computed using a model; for example z 2;t (x t ) = ln V 2 ;
t is the vector of observation errors at time t, which is normally distributed such that t s N (0 10 ; H 10 ); 0 10 is a 10 1 column vector of zeroes; H 10 is a 10 10 diagonal matrix;
-the observation errors t are uncorrelated with the latent process x t and with all lags of x t ; x 0 denotes the initial values of the latent factors and are parameters to be estimated.
The measurement equation is
D t is a 10 3 matrix, z (x t ) is a 10 1 vector and x t is a 3 1 vector. Then
The approximate conditional likelihood function of o t is
where O t 1 = fo t 1 ; o t 2 ; :::; o 1 g and N (b o t ; F t ) denotes the multivariate nor-mal density with mean b o t and covariance F t . Then we can write ln (l (o t j O t 1 )) = 10 2 ln 2 1 2 ln (abs (jF t j))
abs (jF t j) denotes the absolute value of the determinant of F t . The approximate log-likelihood to be maximised in order to estimate the model parameters is
where M is the number of observation dates, which is 3; 188. The time step is the time between consecutive observations. We observe about 261 daily prices per year in the data, therefore = 1=261.
B Identi…cation of parameters for the quadratic and linear quadratic models
B.1 Identi…cation of DTQM2
This section derives the parameter identi…cation conditions for DTQM2. We we can employ the linear transformation to write
The said transformation is invariant only if 0 +f 0 t 0 + 0 f t = 0, i.e. only if = 0 3 . The fact that = 0 3 entails that can be uniquely identi…ed.
Then we can re-write
Hereafter we need to impose conditions that imply that = I 3 . As in DTQM2 is lower triangular, 1 needs to be lower triangular too, which implies that also be lower triangular. Then as in DTQM2 = I 3 is a diagonal matrix, 0 needs to be a diagonal matrix too, which implies that also needs to be a diagonal matrix. In DTQM2 is lower triangular. Then 1 and 0 imply that the diagonal elements of be all equal 1, in order for the said transformation to be invariant.
B.2 Identi…cation of DTQM1
This section derives the parameter identi…cation conditions for DTQM1. We 
Since r t = y t invariance of the transformation implies that y = 0 and y = 1.
As in DTQM1 is lower triangular, which implies that also be lower triangular. Then the transformation can be re-written as C n C n 1 = 0 C n 1 C n 1 + 2 0 C n 1 (I 3 ) (I 3 ) 0 C n 1 = 0 C n 1 C n 1 + 2C n 1 0 and it also follows that lim !0 0 ! 0 since lim !0
By similar arguments
A n = A n 1 +B 0 n 1 +( ) 0 C n 1 +ln j j abs j j + 1 2 B 0 n 1 + 2 ( ) 0 C n 1 0 B 0 n 1 + 2 ( ) 0 C n 1 0 B 0 n = B 0 n 1 (I 3 )+2 ( ) 0 C n 1 (I 3 )+2 B 0 n 1 + 2 ( ) 0 C n 1 0 C n 1 (I 3 )
can be re-written as ln (abs j j) ! tr C 0 .
