In this paper we consider the impact of exchange rate volatility on the volume of bilateral US trade (both exports and imports) using sectoral data. Amongst the novelties in our approach are the use of sectoral industrial price indices, rather than an aggregate price index, and the construction of the sectoral groupings, which is based on economic and econometric criteria. We find that separating trade into differentiated goods and homogeneous goods results in the most appropriate sectoral division, and we also report evidence to suggest that exchange rate volatility has a robust and significantly negative effect across sectors, although it is strongest for exports of differentiated goods.
Introduction
It is often argued, since at least Ethier (1973) , that exchange rate volatility should have a negative impact on international trade. This work is predicated on the assumption that firms are risk averse and exchange rate risk reduces the benefits of international trade. The existence of financial markets allows agents to hedge exchange rate risk and this may reduce or eliminate the potentially negative effect of exchange rate volatility on trade. However, forward markets are not complete, or fully utilised, (see Dominguez and Tesar, 2001) , and indeed some theoretical papers have suggested that the basic effect of exchange rate volatility on trade is unchanged even with complete capital markets (see Demers, 1991) . Rose (2000) notes that empirical research on the link between exchange rate volatility and trade had essentially ceased towards the end of the 1990s. However, with analytical developments and improvements in the quantity and quality of data, there has recently been a re-examination of this issue (see, for example, Peridy, 2003; Broda and Romalis, 2004; Clark et al., 2004; Tenreyro, 2004; and Klein and Shambaugh, 2004) . Because there may be differences in the impact of exchange rate volatility across sectors, recent studies have often used sectoral trade data and sought economic justifications for differences across industry. For example, Rauch (1999) develops a justification for different disaggregate trade behaviour based on the business networks involved in international trade and incomplete information.
In particular, Rauch (1999) emphasizes the importance of search costs involved in matching buyers and sellers for differentiated goods: trade of this kind is facilitated by knowledge of particular markets or networks since the characteristics of some manufactured products are not readily known (e.g. performance and reliability). Given these search costs this also means that it is not easy for firms to switch foreign suppliers or find new buyers in response to changes in the exchange rate. This will consequently affect profitability, with negative effects in instances where individuals dislike increased risk. In contrast, homogeneous, or intermediate, goods are typically traded on exchanges, product characteristics do not vary between suppliers, can be substituted quickly and are therefore not regarded as having search costs. There will be considerable indifference between homogeneous goods sourced from different suppliers.
However, existing studies of the effect of exchange rate volatility on detailed sectoral and bilateral trade, use the CPI as the price deflator for trade. Such a deflator is likely to be inappropriate at the individual sectoral level since it abstracts from the sharply differing sectoral price trends (e.g. in agriculture and in computers). In this paper we follow a number of general international trade studies (see for example Head and Mayer, 2000; Erkel-Rousee and Mirza, 2002; and Saito, 2004) and use price series at the industrial level as our deflator in our trade / exchange rate volatility relationships.
Importantly, these general studies do not condition on exchange rate volatility.
A further novelty in our work is that we propose using economic and econometric criteria to underpin our sectoral disaggregation, while revisiting the effects of exchange rate volatility on international trade. In particular, we implement Rauch's approach to disaggregation in examining the impact of the second moment of the exchange rate on imports and exports. Furthermore, in our econometric modelling of the trade relationships we consider issues of measurement error associated with exchange rate volatility and also the endogeneity of trade and volatility, as suggested by Hau (2002) , Broda and Romalis (2004) and Tenreyro (2004) . Both of these econometric issues can be dealt with using instrumental variables and that is the approach we follow here. In our estimation we fully utilise a large cross sectional data set by adopting a fixed-effects panel approach, which allows us to test for cross sectional parameter heterogeneity.
The remainder of the paper is laid out as follows. Section 2 provides a brief literature review, Section 3 discusses our modelling methods, Section 4 sets out the data, Section 5 contains our results and Section 6 concludes.
Issues in the Literature
In this section we present a brief overview of some related work. In particular, we overview other studies which examine the trade-volatility relationship and then go on to review issues relating to the appropriate price deflator and the measurement of exchange rate volatility.
Volatility and Trade
One of the earliest empirical studies of the relationship between trade and exchange rate volatility is that of Hooper and Kohlhagen (1978) , who find limited evidence from the impact of volatility on bilateral trade prices and no evidence on bilateral trade volumes.
1 Bini-Smaghi (1991) argues that sectoral studies may have greater potential since they do not constrain income and price elasticities to be equal across sectors as in aggregate studies. There have been a relatively small number [Table 1 Here] of recent papers that empirically test the impact of exchange rate volatility on trade using sectoral disaggregate data and these are summarised in Table 1 . As we shall see, the sectoral studies that have been conducted have not been especially supportive of a negative relationship between trade and exchange rate uncertainty and this may be attributable to the relatively small samples used and poor price proxies employed. The only general conclusion that would seem to result from this literature is that differences do exist across sectors.
Sectoral studies of trade and exchange rate volatility include Klein (1990) , Belanger, Gutierrez, Racette and Raynauld (1992) , and de Vita and Abbott (2004) . Klein (1990) , for example, comprehensively tests the impact of exchange rate uncertainty on US monthly bilateral sectoral exports to six major industrial countries for nine industries. The value of exports is used since it is suggested there are no sectoral-bilateral export prices such that we could consequently obtain sectoral-bilateral trade volumes. Klein (1990) generally finds that uncertainty has a positive effect on the value of trade. Belanger et al. (1992) considers the impact of nominal exchange rate uncertainty on real sectoral US imports from Canada for five sectors, where they deflate the value of imports by unit values. However, using unit value indexes may be problematic since there is no account taken of the quality of exports. Their overall conclusion is that exchange rate variability does not significantly depress the volume of trade.
The evidence for the UK is also not particularly indicative of a clear-cut significant effect from exchange rate volatility to the volume of trade. For example, de Vita and Abbott (2004) consider the impact of exchange rate volatility on UK aggregate exports to individual EU countries and a multilateral study of five sectors' exports to the other EU countries. Making a distinction between short-and long-run uncertainty, they show there is no evidence of an impact from short-run uncertainty, although there is evidence of an impact from long-run volatility.
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Recent sectoral studies such as those of Peridy (2003) , Broda and Romalis (2004) and Clark, Tamirisia, Wei, Sadikov and Zeng (2004) find little significant evidence of a relationship between measures of exchange rate volatility and trade. Broda and Romalis (2004) conduct a bilateral sectoral study and are particularly concerned with the extent of reverse causality (i.e. they do not assume that exchange rate 2 It can be argued that short run uncertainty is not important since trade can be hedged. This assumes firms always make the most of available financial instruments. For papers which discuss evidence less than fully consistent with this hypothesis see Wei (1999) and Dominguez and Tesar (2001). volatility is driven by exogenous shocks). They use data separated into "differentiated" and "commodity" trade following Rauch (1999 each bilateral relationship should be tested, an approach we adopt below.
Recently, Tenreyro (2004) adopts a similar approach to Rose (2000) 4 by using gravity equations for aggregate country data and considers the impact of uncertainty on trade. She reports evidence of a negative effect from intra-year volatility on trade. However once instrumental variables are used this effect all but disappears, which suggests there is a substantial endogeneity issue in the sample of countries that she uses.
In sum the extant studies on the exchange rate volatility trade relationship are not particularly supportive of a clear-cut relationship. This may be attributable to the relatively small samples which have been used and the poor price proxies employed. By using better measures of the price deflators, new sectoral definitions and larger samples we hope to provide sharper evidence on the trade exchange rate volatility link.
Bilateral Sectoral Import Demand Studies and Sectoral Prices
There have been a number of improvements made in the quality of data used in recent trade studies based on the volume of real bilateral sectoral imports. A difficulty previous studies have faced has been the absence of bilateral import prices. As mentioned above, researchers have used as a proxy the US CPI as a deflator for all trade, irrespective of source or destination (as in Clark et al., 2004) . But the use of such a proxy will result, for example, in the same deflator being used for agricultural (homogeneous) and office (differentiated) goods, despite the fact that these series are likely to have sharply differing sectoral price trends. Studies that examine bilateral sectoral trade utilising sectoral prices instead of country aggregates or the US CPI include Head and Mayer (2000) , Erkel-Rousse and Mirza (2002) and Saito (2004) who use the value added deflator, producer prices and wage levels, respectively. Importantly, these studies do not condition on exchange rate volatility. In this paper, we choose to use sectoral value added deflators to obtain our measures of import volumes. We believe this is likely to be a superior measure because it should be a good proxy of the price of traded goods whilst taking account of different sectoral trends. Also, to the extent that previous studies have not used relative prices they may suffer from an omitted variables bias. We consider the impact of relative prices in the analysis in this paper.
Measures of Exchange Rate Uncertainty
There are a number of possible ways to measure exchange rate volatility, including, moving average standard deviations, ARCH-based measures and higher frequency standard deviations. Baum's et al. (2004) main contribution relates to how uncertainty is modelled and they note that GARCH measures are model dependent and a moving window conflates uncertainty over time periods. They consequently utilise information at a higher frequency to construct a measure of uncertainty at a lower frequency. We use the standard deviation of monthly exchange rate changes to obtain an annual uncertainty measure. Consequently we are not conflating volatility across time periods and our measure is not based on a particular model parameterisation.
Modelling Issues
In this section we consider some aspects related to the modelling of the trade / exchange rate uncertainty relationship. In particular, we briefly sketch the Armington approach to modelling trade relationships, then we go on to outline our econometric methods and our choice of sectoral disaggregation.
Theoretical Model
We take an Armington (1969) approach to the estimation of trade relations, and we estimate both price and output elasticities. The Armington model assumes separable consumer utility for goods in an industry from consumption of other products. We assume a constant elasticity of substitution (CES) utility function, where utility is derived from domestic and foreign goods,
where θ is the constant elasticity of substitution between the domestic and traded goods, Z is the trade volume which in our work is either exports, X, or imports, M, of imported goods and D is the volume of domestic goods.
The first order condition from equation (1) is:
where P Z and P D are trade and domestic prices, respectively. Re-writing (2) in logarithmic form, we have:
This relation has been empirically implemented for multilateral industry data by, inter alia, Shiells, Stern and Deardorff (1986) who suggest elasticities are unlikely to be equal across sectors. This is also the approach of Saito (2004) . A simplified form of the level relationship based on bilateral industry data is as follows:
where Z ijt denotes trade from country j for industry i, D i.t is domestic output for industry i and
We also incorporate an exchange rate volatility term (VOL .j ), based on risk aversion arguments, into our preferred specification. Ethier (1973) emphasizes that the exchange rate is the main source of profit risk for a risk averse firm. Demers (1991) suggests that even with risk neutral firms a negative association between trade and volatility can be generated. For example, if trade is dependent upon irreversible investment increased uncertainty will lead to a delay in increasing output capacity and hence trade. 
where β 1 is the price elasticity of substitution. Equation (5) can be estimated within a panel framework, which facilitates testing the equivalence of coefficients across industries:
. Indeed, in a panel context we can also combine trade from a number of countries and all industries into our basic specification:
. Additionally, we divide goods into differentiated/homogeneous products and we discuss this below and as noted previously we also compare the effect of exchange rate volatility on imports and exports. Since exports may be considered closer to the producing firm, exchange rate volatility may have a different effect.
Econometric Methods
In this paper we use a fixed-effects estimator to test our major hypothesis. As suggested above, we impose equivalent coefficients on the levels of the variables. Levels relationships are more likely to be homogeneous across cross sections where there are strong theoretical priors. Within the fixed-effects framework it is possible to test the equivalence of cross sectional coefficients using a Hausman type test. If the estimated coefficients in equation (5) are not equivalent, but are mistakenly restricted to be so, this may result in biased estimated coefficients. 6 Pagan (1984) argues that instrumental variables are a necessary means of dealing with generated regressors when modeling risk and uncertainty. The trade and uncertainty literature has also found IV useful since there is some concern with, in particular, Hau's (2002) finding of openness reducing exchange rate volatility. Rose (2000) finds evidence that monetary arrangements can have an important bearing on trade equations estimated using panel methods. However, since the European countries considered in this paper did not participate in any formal exchange rate arrangements with the US during our sample period (1989 to 2001) we do not regard this as an issue here. Clark et al. also consider two methods of IV, with one based on the Frankel and Wei (1993) measure of long run volatility of relative money supplies. We are not convinced 5 We also consider the impact of oil price volatility. 6 See Pesaran and Smith (1995) for a discussion on the effect of heterogeneity in panel estimation. economic fundamentals can instrument exchange rate changes at a one month horizon, and in any case doing so would extract much of the noise in foreign exchange markets, which can be costly to a firm engaged in trade. This issue seems to be related to permanent and temporary volatility. For example, Savvides (1992) suggests unanticipated volatility has a stronger negative effect on trade flows than does anticipated volatility. By running a regression of volatility on openness, terms of trade and productivity shocks, Savvides extracts the unanticipated or temporary component. Bini-Smaghi (1991) also highlights how unexpected volatility seems to have a greater effect on trade. Therefore, papers which utilize an IV estimator and find no effect on trade may potentially be considering the impact of the expected or permanent component of uncertainty on trade.
Consequently, we adopt fixed-effects estimation and allow for both cross sectional and period effects. We adopt a method of instrumental variable estimation, by taking the fitted values from an AR(n) regression of exchange rate volatility and incorporate the fitted values into our basic trade specification (equation 5).
Sectoral Heterogeneity
As mentioned above, Bini-Smaghi (1991) suggests that there may be different import demand and price elasticities across countries/sectors and this may be a reason why aggregate studies have found little evidence of the affect of exchange rate volatility on trade. Peridy (2003) , for example, finds evidence of a different effect from exchange rate volatility across sectors. Rauch (1999) provides a theoretical justification for differences based on differentiated and homogeneous goods, due to supply networks. We suggest final durable, non-durable goods and investment goods are a good proxy for differentiated goods and we regard intermediate goods as a good proxy for homogeneous goods. Our differentiation is based on those of the UK National Statistics agency. Table A1 in the Appendix provides further details on the sectoral disaggregation. We further tested for other potential groupings of industrial sectors, based on skills and technology. However, these approaches were not fruitful.
[ Table 2 Here]
Data
The data used in this study are from three main sources. The value of US imports, in US Dollars, is originally from the UN database COMTRADE. This is converted from product categories (SITC) to industrial sectors (ISIC) by HWWA. Additionally, we utilise exports from our sample of European countries to the US. We also use the Groningen, Growth and Development Centre database (also adopting a ISIC classification) to obtain sectoral value added and value added deflators. 8 The data appendix provides more details. We utilise annual data over the period 1989 to 2001, (T=13) for imports and 1989 to 2000, (T=12) for exports from the UK, Germany, France, Italy, Netherlands and Spain, and the span of countries is based on data availability. At its maximum we have a cross section of 22 industries and 6 countries, (N=132). Our study is slightly more focused than studies which cover a much greater span of countries. 9 This is out of necessity given the detailed disaggregate data series that we are considering here. Also the use of disaggregate deflators encourages us to adopt the Armington approach, in contrast to other strands of the literature which abstracts from different deflators and adopts a Gravity approach.
We obtain the volume of trade by deflating the value of imports, or exports, for our sectors by our sectoral price proxy, the value added deflator. Our annual measure of exchange rate volatility (VOL) is the standard deviation of the log first difference of bilateral US Dollar monthly exchange rate (from IMF,
International Financial Statistics).
We also consider the impact of the annual real oil price volatility, (VOIL), based on the first difference of monthly West Texas Intermediate deflated by the US consumer price deflator. Table 2 provides summary statistics of the data. Most US imports, based on our classification, are in differentiated goods (i.e. around three quarters). In terms of exchange rate volatility, the continental European countries exhibit marginally greater bilateral Dollar volatility than the UK in our sample period.
We also incorporate an exchange rate misalignment term, which may be important in this context, and we capture this in terms of deviations from purchasing power parity (PPP). Clearly, given the evident slow mean reversion speeds of real exchange rates, trying to capture exchange rate misalignment using PPP is likely to be contentious. However, given that there is no universal agreement in the profession about the most appropriate way of defining an equilibrium exchange rate, and given our main focus is on exchange rate volatility, we believe our misalignment measure is not unreasonable.
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Results
Our estimation approach is based on the following determinants of the volume of trade:
where Z ijt is the value of US trade for industry i (either imports, M, or exports, X) from country j, deflated by the sectoral value added deflator P ijt , Y i.t is the sectoral value added in US industry i, RP ijt is the relative price between country j and the US for industry i, VOL .jt is bilateral US Dollar exchange rate volatility against country j, MPPP .jt is the misalignment term based on deviations from purchasing power parity of the Dollar against currency j, and VOIL ..t is the volatility of the oil price. Estimation is based on static fixedeffects. The results presented here are derived using a simple instrumental variables method where we take the fitted values from an AR(n) of exchange rate volatility itself (n is determined by an Information Criteria).
We believe that the instruments will primarily control for measurement error. Since the US did not have formal or informal exchange rate arrangements with European countries in the 1990s, there is unlikely to be the kind of endogeneity issues encountered by Tenreyro (2004) . 11 Our sectoral disaggregations, are based on networks (when we separate industries into differentiated or homogeneous groupings) and we use a
Hausman test suggested by Pesaran, Smith and Im (1996) to confirm whether our choice of pooled sectors is appropriate.
[ Table 3 Here]
Total Goods Trade
Our first set of results for the impact of exchange rate volatility on sectoral trade are presented in Table 3 , where we consider the impact on all industries combined in a single panel. Note, first, the demand and relative price terms are significant and reasonably signed. They are approximately equivalent for both imports and export groupings. Exchange rate volatility proves to be strongly significant and has a negative effect on both imports and exports, although the impact is almost a third larger in estimated sign and marginally more significant in the export equations. The estimated coefficient on the exchange rate misalignment term is positively signed, as expected, for both imports and exports. A depreciation of the exporting country's currency greater than that suggested by PPP will have a positive and significant effect on trade. There does not appear to be an important role for oil price volatility in this specification. A Hausman test, based on equivalence of the fixed-effects and a random coefficients estimator, provides evidence that we can not pool all cross sections at once, which is suggestive that we should be working with disaggregate sectors.
[ Table 4 Here]
Although our estimated specification is written for bilateral trade, there are likely to be important third country effects which will impact on our bilateral trade levels. For example, Clark et al. (2004) emphasise that an analysis of the effects of volatility on trade using fixed-effects estimation does not fully take account of the problem of "multilateral resistance" as introduced by Anderson and van Wincoop (2003) . In particular, fixed-effects will only account for third country effects to the extent they are constant, but they will not account for variation in these effects. Since for example, tariffs may change between the countries under examination, and for countries not included in our study, this could consequently influence the level of bilateral trade under study. Clark et al. (2004) suggest that trade equations can be made robust to such "multilateral resistance" by incorporating time effects into the analysis. When the authors do this they generally find less, or no, evidence of an effect from exchange rate volatility on trade. 12 We consequently cross sectionally demean our data to take account of time effects. Additionally, such period idiosyncrasies could be important in representing global business cycles and shocks. Taking account of time effects is also important for econometric reasons, since our estimation approach assumes the residuals are cross sectionally independent and it is not possible to implement a SUR analysis given the dimensions of our panel (N>T). Table 4 presents the results for all industries taking account of cross section and period effects. Both the size of output and relative price elasticities are reduced slightly in both import and export equations.
Interestingly, the effect of volatility on import trade disappears (although it remains negative in sign and the t-statistic is around one). For exports there is an effect from exchange rate volatility which is approximately 12 Clark et al. (2004) acknowledge that including cross section and time dummies may overcorrect for the problem of "multilateral resistance" and that the forces underlying bilateral exchange rate volatility are time and cross section specific. Clark et al. (2004) go somewhat further and include time-varying fixed effects. How appropriate such an approach is may be open to question since the same size as before and is still significant at the 1% level. This suggests that because exports are more proximate to the decisions of the firm, they may be more responsive to volatility. Imports on the other hand include cost, insurance and freight which may be unresponsive to volatility. The misalignment term is not significant with the demeaned data. There is some evidence from a Hausman test that we can pool estimated coefficients across cross-sections. However, the Hausman test for the most interesting and relevant specification (i) for exports, indicates that we can not pool all 22 industries together, which suggests that we should pursue a further disaggregation of our cross sections. 
Differentiated Goods Trade
Although we assume that there are equivalent coefficients across cross sections, this is not always born out by the evidence. Rauch (1999) has often been invoked to suggest that exchange rate volatility (which is one particular type of transaction cost for trade) may have a larger effect on differentiated goods trade. Table 5 reports results for differentiated goods trade and suggests that output and relative prices are again important for both imports and exports. The size of the estimated relative price coefficient for differentiated goods trade is slightly less than for total trade, which would lead us to believe that differentiated goods trade is less sensitive to relative prices, consistent with the search costs involved in differentiated goods trade, as emphasized by Rauch (1999) . There is an important role for the misalignment terms in these specifications but not for oil price volatility. However, results from the Hausman test do not suggest that we can pool these sectors.
We also go on to consider the importance of time effects by cross sectionally demeaning the data.
From Table 6 , we do not find an important role for exchange rate volatility on imports. We find evidence of volatility effecting exports (replicating the results for total export trade although the size [Table 5 Here]
[ Table 6 Here]
it will be intensive in terms of degrees of freedom, could potentially increase the size of estimated coefficient standard errors and counteract many of the efficiency benefits of panel estimation. 13 We note that in panels there may be less of a problem with spurious regression issues due to cross sectional averaging using fixed-effects, see Phillips and Moon (1999) . Preliminary evidence based on Pedroni's (1999) panel cointegration tests were consistent with this perspective.
of the coefficient is slightly larger). The effect of the misalignment term again becomes insignificant in the presence of time effects irrespective of whether we consider imports or exports. Of course a general deviation of the dollar from equilibrium may be being modelled by the time effects. There is no role for oil price volatility, suggesting our results are insensitive to including this factor. The Hausman test (based on equivalence of fixed effects and a random coefficients model) indicates that we can pool the cross sections in this situation which suggests we now have an appropriate level of disaggregation.
Random Effects Estimation
As a robustness check we consider (two way) random-effects estimation. Random-effects estimation, unlike fixed-effects, assumes regressors and unobserved factors are uncorrelated. If fixed-effects and random-effects estimation is different, this suggests there is a correlation. A Hausman approach, different from the earlier test of parameter heterogeneity, can be used to examine the equivalence of fixed and random-effects estimation and hence whether unobserved factors are correlated with the regressors, see Hsiao (2003) . This can shed light on the suggestion by Clark et al. (2004) that volatility effects disappear in the presence of time dummies, since they model volatility's period specific nature.
[ Table 7 Here]
In Table 7 using random-effects estimation we find that differentiated and total exports trade remains negatively affected by exchange rate volatility. 14 However, the Hausman test for differentiated goods trade rejects random-effects estimation, supporting our earlier use of fixed-effects. Additionally this provides evidence supporting Clark's et al. (2004) point that unobserved factors may be correlated with volatility and partly explains why they do not find an impact on trade. Homogeneous goods exports are unresponsive to exchange rate volatility using random effects estimation, consistent with Rauch's (1999) suggestion, and emphasising the importance of finding appropriate groupings.
Conclusion
In this paper we have considered the impact of exchange rate uncertainty on sectoral bilateral imports and exports to the US from a sample of six European countries. The main novelties over other work in this area, for example Clark et al. (2004) , lies in our use of disaggregate price data as our trade deflator, rather than the US consumer price index, and our construction of new disaggregate sectors to examine the importance of exchange rate uncertainty. The use of a deflator such as the US CPI may result in the imposition of inappropriate constraints, which affect subsequent results and may explain why exchange rate volatility often appears as an insignificant explanatory variable in trade equations. Also our use of detailed sectoral deflators emphasizes the pertinence of an Armington specification. Our construction of the disaggregate sectors is based upon economic and econometric considerations and we find Rauch's (1999) discussion on the different effect of networks on trade pertinent here. To recap, for goods which trade only where there are costly networks in place, any factor which reduces the revenue of such trade will have a direct bearing on the firm's profitability. For goods sold on organised exchanges it is much easier to find alternative buyers when market conditions change and where exchange rates move against a firm's decision to engage in international trade, it should be possible to switch markets. In the latter situation exchange rate volatility should not adversely affect trade.
Amongst our findings is the result that pooling all industries together provides us with evidence of a negative effect on trade from exchange rate volatility. But using econometric criteria in particular we find evidence that this effect may be different across industries, as suggested most recently by the empirical study of Peridy (2003) , although he abstracts from relative price effects. We also find that output and relative price coefficients are different on a disaggregated basis. Moreover, the effect of exchange rate uncertainty is negative and significant for differentiated goods, which is the great majority of trade, and insignificant for homogeneous goods, supporting the arguments of Rauch (1999) . This would seem to suggest that sectoral differences do exist in explaining the different impact of volatility on trade and may be based on the characteristics of the markets in which they trade. We believe this is an important finding and may be the key to understanding why so many studies have not found a clear-cut empirical relationship between exchange rate volatility and trade when using aggregate trade data. It also suggests that a greater degree of disaggregation, at the industry, product or firm level, may provide further worthwhile results. [ Table A1 Here] Table A1 for further details of industrial groupings. VOL is exchange rate volatility against US dollar. VOIL is oil price volatility. Notes: Based on fixed-effects estimation using cross sectionally demeaned data (t-statistics in parentheses, significant at 5% level in bold). Hausman test has a joint null of cross sectional parameter homogeneity and is based on equivalence of coefficients of fixed-effects estimation and a random coefficients model [p-values in squared brackets]. For sectors included see Table 3 . 
