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Cryopreservation is a process that is characterized by the transport of water and 
cryoprotectants through the cell membrane. This phenomenon has been studied in 
extensive detail at the macroscopic (µm) scale but in a somewhat more limited fashion at 
the microscopic (nm) scale.  In this study we develop several lipid bilayer models to 
approximate a cell membrane (nm) and present the effect of several different 
cryoprotectants on the structural characteristics of these lipid bilayers using molecular 
dynamic simulations.  The lipid bilayer models included dipalmitoylphosphatidylcholine 
(DPPC), dimyristoylphosphatidylcholine (DMPC) and palmitoyleylphosphatidylcholine 
(POPC) while the cryoprotectants included methanol and dimethylsulfoxide (DMSO). 
The molecular dynamic investigations suggests that the presence of methanol and DMSO 
has a significant effect on several structural properties  of the lipid bilayers, including the  
area per lipid, mass density of nitrogen and phosphorus atoms in the lipid heads, water 
ordering near the bilayer and the radial distribution functions between several atoms in 
the lipid heads.  Taken together, these results show that the presence of methanol and 
DMSO significantly decreases the bilayer thickness and suggests that the bilayers 









Cryopreservation is the technique by which the living cells and tissues can be 
stored in 'suspended animation' at very low temperatures in which the material remains 
genetically stable and metabolically inert. Cryopreservation technique has been 
successfully applied to a variety of biological systems (Mazur, 1984; McGrath, 1985; 
Bernard and Fuller, 1996; Devireddy et al 1998; Devireddy et al 2002) and has become a 
keystone practice in the development of many modern clinical therapies. During the past 
several years, some of the underlying principles of the quantitative biophysical aspects of 
cryopreservation have been clarified.  Water is the major component of all living cells 
and it must be available for all the chemical processes and for the stability of living cells. 
As the ice formation and water transport are the key functions that define the cell 
structure and function, it is the dehydration and phase transition of water to ice are the 
most profound challenges for cell survival. Since the accidental discovery of the ability of 
glycerol to protect cells from freezing injury, the addition of cryoprotectant solution has 
become a rather normal step within a cryopreservation protocol.  Freezing injury has been 
shown to have two components, direct damage from the intracellular ice formation (IIF) 
and secondary damage caused by the increase in solute concentrations as progressively 
more ice is formed. Intracellular ice formation is generally lethal (Mazur, 1963; Mc 
Grath, 1987) but can be avoided by sufficiently slow cooling, and under such conditions 
solute damage dominates. Cryoprotective solutions act primarily by reducing the amount 
of ice that is formed at any given subzero temperature. If sufficient cryoprotectant could 
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be introduced, freezing would be avoided altogether and a glassy or vitreous state could 
be produced, but osmotic and toxic damage caused by the high concentrations of 
cryoprotectant that are required then become critical problems.  
The transport of cryoprotectants into and out of cells and tissues must be well 
understood to optimize any cryopreservation process. This transport can either be passive 
transport (transport through lipids) or active transport (transport through channels 
proteins). Passive transport of water and cryoprotective solutes across the membranes of 
individual cells plays an important role in low temperature biology (cryopreservation), 
since low temperatures tend to diminish the relative importance of active transport 
processes (McGrath, 1985). Cryopreservation of living biomaterials requires an 
understanding of unique passive transport problems for several reasons. Due to severity 
of external disturbances in this process there are many complexities involved, because of 
which it is of great interest to obtain a proper understanding of transport phenomenons. 
For uncoupled flow of a single species across a membrane it is often appropriate to model 
the transport according to Fick’s law (Fick, 1855). But, most cells cannot be preserved by 
freezing without the addition of some type of cryoprotective chemicals. These protective 
chemicals penetrate the cell, but the permeability of these compounds is not nearly as 
high as the permeability of the membrane to water. Any change in the concentration of 
solute (the cryoprotectant) or the solvent (water) will induce a flow of the other across the 
membrane. Such coupled processes are well characterized by irreversible thermodynamic 
Kedem-Katchalsky (K-K) (Kedem and Katchalsky, 1958; Levin et al., 1981; Devireddy, 

























1.2 Biological Membranes: Permeation Models  
 
1.2.1  Kedem-Katchalsky (K-K) Formalism 
 
The free diffusion of a single non-electrolyte when the only driving force for 
solute flux is the chemical potential gradient of the solute itself can be computed by 
(Friedman, 1986), 
 
where sJ  stands dor the flux, sU stands for the solute mobility, sc stands for the solute 
concentration and 
dx
d sµ stands for the chemical potential gradient (Fick, 1855). 
Similarly, the coupled fluxes of a non-electrolyte and solvent (subscript “ w ”) 
across a semi-permeable membrane, where the concentrations and hydrostatic pressures 
are unequal, are as follows: 
 
 
where sJ and wJ stand for the flux of non-electrolyte and the solvent respectively, ssL and 
swL  stand for the generalized conductance between non-electrolyte & non-electrolyte and 
between non-electrolyte & solvent respectively, wsL and wwL stand for the conductance 
between solvent & non-electrolyte and solvent & solvent respectively. By Onsager 
reciprocal relation swws LL = , (Kedem and Katchalsky, 1958; Friedman, 1986). 
Eq’s (1.2) can be made easier to use by rewriting the chemical potential 
differences sµ∆ and wµ∆ in terms of measurable concentrations ( sc ) and pressures in the 


























































where sc∆ is the concentration difference between the concentrations of the two non-
electrolyte solutions, P∆ stands for the change in pressure, sV & wV stand for the partial 
molar volumes of the two non-electrolyte solutions, R stands for the universal gas 
constant and T stands for the temperature (Friedman, 1986). The logarithmic 
concentration difference that appears in Eq (1.3a) can be approximated as follows, 
 
 
where sc  is the average concentration between the two non-electrolytes present on either 
side of the membrane. Noting that P∆ and sc∆ can be expressed more conveniently by 
finding new set of fluxes whose conjugate driving forces are more simply related to the 
pressure and concentration differences we find that, 
 
 
where Dv JJ & stand for volume flux and exchange flux respectively. The volume flux is 
a conjugate to P∆ and exchange flux is a conjugate to scRT∆ (Friedman, 1986). The 
other parameters present in Eqs. (1.5) can be expressed in terms of phenomological 






















The physical significance of two of the coefficients is rather clear; the hydraulic 
conductivity measures the volume flow induced by a hydrostatic pressure difference, and 
solute permeability measures the solute flux induced by a concentration difference, like 
the permeability. The meaning of the reflection coefficient is less obvious and ranges 
from 0 to 1 (Friedman, 1986). When the membrane is completely impermeable to the 
solute it takes a value equal to 1 while it takes a value of 0 when the membrane is equally 
permeable to both the solute and the solvent. By the application of all these equations 




The first term in the volume flow equation (1.7a) can be regarded as the hydraulic flow 
induced by the hydrostatic pressure difference, and the second term, called osmotic flow 
or osmosis, is the contribution to the volume flux resulting from the osmotic pressure 
difference across the semi-permeable membrane (Kedem and Katchalsky, 1958; 
Friedman, 1986). Similarly, the first term in the solute flux equation (1.7b) can be 
regarded as the rate at which solute is carried across the membrane (i.e convected) by the 
volume flux, while the second term has the form of a diffusional component driven by the 
solute concentration difference (Kedem and Katchalsky, 1958; Friedman, 1986). The 
Kedem-Katchalsky formalism, based on specific phenomological laws, provides a good 
description of the transportation phenomenon at the macroscopic scale without any 
reference to the detailed microscopic nature of the transport phenomena through the 





transportation phenomenon can be obtained only by accounting for the detailed molecular 
interactions and local inhomogeneities of the membranes.  
The method suitable for such investigations is the atomistic molecular dynamics 
(MD). One of the disadvantages of MD simulation is the limited timescale available to 
simulations in such large systems (Frenkel and Smit, 1996). In general in a typical MD 
simulation spanning a few nanoseconds there are just a few molecules that cross a 
membrane simulation model of a few nm2. This limits our ability to study directly the 
permeation of water (or other small molecules) in a statistically significant way. The MD 
technique, however, provides an indirect way to perform these studies, simply by forcing 
the water molecules to reside in the membrane (Marrink, 1994). In this way the behavior 
of water (or other small molecules) at various positions in the membrane can be 
examined. To connect this with the macroscopically measured permeation rates one can 
use this MD information and derive an equation for the permeation rate, in which both 
the diffusion and solubility of water/small molecules are position dependent.  
The simplest model for calculating permeation rates is qualitatively described by 
means of a homogeneous solubility diffusion model (Marrink, 1994) which was 
originally developed to describe penetration through polymer membranes. However due 
to highly inhomogeneous nature of the lipid bilayers this homogeneous model proved to 
have limited power in describing the biological membranes. A new model of 
inhomogeneous solubility was developed by Marrink and Berendsen, 1994. In this model, 
applicable to permeation of small molecules, the diffusional theory of transport is 


























1.2.2 Theory of Inhomogeneous Solubility-Diffusion Mechanism 
The inhomogeneous solubility-diffusion mechanism (Marrink, 1994) enables the 
link of the permeation coefficient to both the experiments and to an integral over local 
properties in the inhomogeneous membrane that ultimately can be computed from MD 
simulations. Next we give a brief description of this model.  
(a) General Diffusion theory of transport: The motion of particles of the ith species of 
the solute in the diffusional limit, where the average velocity, ui is proportional to the 
thermodynamic potential: 
 
                                                        
 
where ξ  is the frictional coefficient of the particles. The flux Ji is given by (Marrink, 
1994) 
 
                                            
 
The frictional coefficientξ is related to the diffusion constant Di via Einstein’s relation 
 
                                                       
 
when a concentration gradient in an ideal solution is considered for which 
iii cRT ln
0 += µµ  eq (2) reduces to Fick’s law (Fick, 1855): 
 
                                                      
 
The linear flux relations for the case that material properties depend on one co-ordinate z 
can be written as 
 
                                
 
 
With the conservation law: 
 
      
 
Eq (1.12) predicts the spatial and temporal evolution of the local density distribution 









































linear regime i.e., under the influence of a small deviation from the equilibrium. Steady 
state means that Ji is not a function of z, and after rearranging we can integrate Eq (1.12) 






Here ci(z) is the concentration of component I in the presence of the imposed gradient 
(Marrink, 1994). Under the assumption of small gradients, we can replace this 
concentration by the equilibrium concentration in the absence of the imposed gradient. If 
we define the permeation resistance as  
 
                                 
 
 
where *ic  is the concentration in the bulk solutions on either side of the membrane in the 
absence of an imposed gradient, the linear response relation Eq (1.15) becomes 
 
                                             
 
 
The permeation resistance is directly related to the experimental permeability coefficient 
and is also amenable to computation on the basis of detailed simulation (Marrink, 1994). 
If we assume that the membrane/water system exists as a two –phase system with a sharp 
boundary between the water and membrane phase and both the phases are isotropic and 
homogenous and the membrane has well defined width then the equilibrium 
concentration and the diffusion constant become independent of the position z in the 
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ii CcS = is the solubility coefficient of the i
th component in the lipid phase, and 
12 zzd −=  is the thickness of the membrane (Marrink, 1994).  
(b) Experimental Quantities: The driving force for the permeation processes can be 
imposed by the following causes: hydrostatic pressure difference, osmotic pressure 
difference or concentration difference (Marrink, 1994). Hydrostatic and osmotic 
differences are equivalent in their influence on the thermodynamic potential of water: 
 
   comparing Eq (1.16) with Eq (1.18), the flux can be expressed as  
 
 
                                
 
for the flux Jis of an isotope of water, we consider the z-dependent mole fraction xis(z) of 
the isotope. Its thermodynamic potential is given by  
 
                   
 
Assuming water to be in equilibrium over the membrane, wµ is constant and equal to its 
bulk value *wµ  (Marrink, 1994). Integration of Eq (1.12) using Eq (1.20) and equating 
cis(z) with xis(z) cw(z), we find 
                                     
 
where iswis xcc ∆=∆
*  is the concentration difference of the isotope across the membrane 
for the flux of a solute resulting from a concentration difference over the membrane, for 
which  
 






































it is easily derived that  
 
 
                                    
 
The permeability coefficient Pi is usually defined as the ratio between flux and 
concentration difference, and thus Pi is equivalent to the inverse of the permeation 
resistance defines by Eq (1.15) 
 
                                         
 
(c) Computation of the Permeability Coefficient: We now consider how the local 
equilibrium water concentration, expressed as a ratio to the bulk concentration, as it 
figures out in Eq (1.15), can be computed from simulations (Marrink, 1994). The ratio 
*)( w
eq
w czc  is given by the ratio of partition functions. This ratio can be related to the 
potential of mean force G∆  relative to the bulk phase: 
 
      




                       
Now the challenge is to obtain the potential mean force and the local diffusion coefficient 
(Marrink, 1994), once this is computed, the integration can be performed numerically, 
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(d) Computation of the Potential Mean Force: The potential mean force can be 
computed from simulations using different methods, each method having its limited 
range of accuracy (Marrink, 1994). 
i. Analysis of local density: This method directly evaluates the local equilibrium 
concentration of water across the membrane, and G∆ (z) follows immediately from eq 
(19). The membrane is sectioned into slices, and the number of water molecules is 
counted per slice and averaged over the length of the simulation. The statistics of particle 
counting can be assumed to follow a Poisson distribution. If the average number of 
particles in a slice equals N per configuration and n statistically independent 
configurations are generated, the relative error in G∆  equals to RT / (Nn)0.5  (Marrink, 
1994). The error becomes large at low concentrations. Since the penetration of water into 
the bilayer is a rare process on a molecular dynamics time scale, no reliable information 
can be obtained for the local equilibrium concentration of water in the membrane interior 
(Marrink, 1994). Using experimentally determined permeation rates of around 10-2 cm/s, 
one would expect at most one water molecule to permeate the bilayer during the total 
simulation time (Marrink, 1994). 
ii. Particle insertion: A very elegant method is the particle insertion method of Widom 
(Widom, 1963). The procedure is to insert water molecule as a “ghost” particle, i.e., 
without disturbing the configuration, randomly into the region of interest and determine 
its interaction energy Eins with “real” particles. Now define its Boltzmann factor, 
averaged over many insertions, as the insertion thermodynamic potential insµ : 
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In the case of very dilute solution insµ∆ measures the difference in standard 
thermodynamic potential of the solution (water in membrane phase) and the ideal gas, 
referred to the same standard concentration (Marrink, 1994): 
 
                      
 
In the interior of the membrane the water is so dilute that it forms an ideal solution with 
concentration ceq(z), which is in equilibrium with bulk water outside the membrane, with 
thermodynamic potential *µ : 
 
                        
 
 






Eq (1.30) shows that the potential of mean force can be “measured” by the insertion 
thermodynamic potential but shifted by a correction term, given between the brackets. 
iii. Average Force on Constrained Particle: It is possible to directly determine the 
derivative of the potential of mean force by measuring the average force exerted on a 
water molecule that is constrained at a given depth z in the membrane (Marrink, 1994). 




where )( 0zFz  is the mean force on the constraint (i.e., the component of the force on 









(e) Computation of Local Diffusion Constants: As is the case for the computation of 
the local potential mean force, there exist different methods to compute local diffusion 
constants or, similarly, local friction coefficients (Marrink, 1994).  
i. Mean-Square Displacement: The easiest way to calculate the diffusion coefficient in 
an MD simulation is from the mean square displacement (MSD) of the water molecules. 
The slope of the MSD curve is proportional to the diffusion coefficient. For diffusion in 
the z direction we have 
 
                            
 
The time origin (t=0) can be shifted to improve statistics. In the interfacial region there 
are enough water molecules to obtain a reasonably accurate value for the diffusion 
coefficient using this method. The diffusing process itself, however, makes it difficult to 
calculate the diffusion constant locally in the membrane (Marrink, 1994). During the 
observation of its displacement the particle wanders through regions with different 
diffusion constants. If only those particles are selected that remain in a given region 
during a sufficiently long time, an unacceptable bias is introduced. The best way of 
computing the local diffusion constants turns out to be by the consideration of diffusion 
within short time intervals (1-5ps) only (Marrink, 1994). The geometric center of the 
considered short-time diffusion trajectory determines its approximate position in the 
membrane. The use of different time intervals offers an estimate of the bias introduced. 
Although the permeability coefficient only depends on the diffusion rate perpendicular to 
the membrane (z direction), the lateral diffusion constant (xy plane) can also be computed 
using the MSD method for comparison (Marrink, 1994). Naturally, the membrane interior 
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ii. Force Autocorrelation Method: A general method that can be used to study diffusion 
over free energy barriers is based on the fluctuation-dissipation theorem (Kubo, 1966). 
Via this theorem the autocorrelation function of the random forces )(tF∆  acting on a 
molecule is related to the local time-dependent friction coefficient ),( tzξ : 
 
                             
 
Time integration of this equation gives the local static friction coefficient sξ (Marrink, 
1994). Assuming that during the decay time of the time-dependent friction coefficient the 
particles remain in a region of constant free energy, the static friction coefficient can be 
related to the local diffusion coefficient via Einstein’s relation: 
 
 
The required local random forces can be obtained from the forces on the position-
restrained water molecules (needed for the calculation of the potential of mean force). 
The deviation of the instantaneous force from the average force acting on these molecules 
is the required random force: 
 
                                 
 
The coupled transportation phenomenon of water and CPA (cryoprotective agent) 
molecules can be studied at macroscopic level by employing various experimental 
techniques and at the microscopic level by the above discussed models coupled with MD 
simulations. In this study we focus on the later methodology and investigate the 
interactions of various CPA molecules (methanol & DMSO) with cell membranes by 







1.3 Cell Membrane 
 
Cell membranes are the first part of the cell to come into contact with any 
nutrients, pathogen, or other molecules present in cellular environment. So understanding 
of cell membranes is of tremendous biological importance. Cell membranes constitute 
one of the fundamental structural and functional elements of living organisms. Biological 
membranes are uniquely capable of a variety of functions due directly to the intrinsic 
properties of the membrane structure. For example, membranes are generally semi-
permeable (Yeagle, 1991). That is, most solutes cannot readily pass through the 
membrane unless proteins facilitate their movement. This property allows the membranes 
of a cell to control the passage of materials moving across the cell.  Biological 
Membranes are composed primarily of lipids and proteins; other constituents include: 
water, cholesterol, sugar groups, metal ions and carbohydrates (Singer and Nicholson, 
1972) (see Figure 1.1). Cholesterol is not found in all types of membranes. 
The lipid molecules (phospholipids) are arranged in a bilayer, with their polar, 
hydrophilic phosphate heads facing outwards, and their non-polar, hydrophobic fatty acid 
tails facing each other in the middle of the bilayer. This hydrophobic layer makes a 
membrane semi-permeable by acting as a barrier to all but the smallest molecules, 
effectively isolating the two sides of the membrane. The proteins usually span from one 
side of the phospholipids bilayer to the other (integral proteins), but can also sit on one of 
the surfaces (peripheral proteins). The peripheral proteins can slide around the membrane 
very quickly and collide with each other, but can never flip from one side to the other. 
The carbohydrates are found on the outer surface of all cell membranes, and are attached 
to the membrane proteins or sometimes to the phospholipids. Proteins with carbohydrates 
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attached are called (glycoproteins), while phospholipids with carbohydrates attached are 
called (glycolipids). A very significant chemical fact about membranes is that the relative 
proportion of protein differs greatly from lipids, ranging from 20% protein in the case of 
neuronal myelin membranes to 75% protein for the inner membrane of mitochondria 






























Figure. 1.1. Fluid Mosaic Model Proposing General Structure of Cell Membrane (Singer  
and Nicholson, 1972).  The figure reproduced from Lodish et al., (2000). 
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1.3.1 Membrane Lipids 
 
In most membranes, approximately 50% of the mass of the membrane is 
composed of lipids. Lipids provide a matrix for protein groups, acts as a barrier for ions 
and molecules and have the same structure in all membranes. Lipids are a diverse group 
of large biological molecules that do not include polymers and is made up primarily or 
exclusively of non-polar groups. They are grouped together and have little or no affinity 
for water. Due to their non-polar character, lipids typically dissolve more readily in non-
polar solvents such as acetone, ether, and benzene etc. This solubility characteristic is of 
extreme importance in cells because lipids act as barriers and form boundaries between 
and within cells. The hydrophobic behavior of lipids is based on their molecular 
structure. Although they have some polar bonds associated with oxygen, lipids consist 
mostly of hydrocarbons. Lipids link covalently with carbohydrates to form glycolipids 
and with proteins to form lipoproteins. The three major classes of lipids are 1) Neutral 
lipids or Fats (triacylglycerols) 2) Phospholipids 3) Steroids (Kotyk and Yanachek, 
1980). However the major part of the cell membrane is constituted of Phospholipids.  
1.3.2 Phospholipids 
 
 Phospholipids are the primary lipids and are the most abundant major lipid 
components in biological membranes. They are similar to fats, but have only two fatty-
acids rather than three. The third hydroxyl group is joined to a phosphate group, which is 
negative in electrical charge and is therefore soluble in water. Phospholipids are 
described as amphipathic (or amphiphilic) molecules, having both a hydrophobic and a 
hydrophilic region (Weissmann and Claiborne, 1975). The two fatty acid tails which 
consist of hydrocarbons are hydrophobic and are excluded form water. Their heads, 
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however which consist of the phosphate group and its attachments, are hydrophilic and 
have an affinity for water. Since the two fatty-acid chains are insoluble in water 
(hydrophobic), they are thought to project from the glycerol chain in a direction opposite 
to that taken by a polar group. In structure, phospholipids are sometimes compared to a 
tuning fork, with the fatty-acid forming the ‘prongs’ and the polar head group the 
‘handle’ (Weissmann and Claiborne, 1975 ) (see Figure 1.2).  
The phospholipids differ among themselves in the identity of the fatty acids or of 
the polar group or both. In phosphoglycerides, a principal class of phospholipids, glycerol 
forms the backbone of the molecule, two fatty acid chains are esterified to two of the 
three hydroxyl groups in glycerol, and the third hydroxyl group is esterified to phosphate 
(see Figure 1.4a). The phosphate group can also be esterified to a hydroxyl group on  
 

















 Figure. 1.2. Phospholipid Molecule (amphiphilic) The figure reproduced from Lodish  
et al., (2000). 
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another hydrophilic compound, such as choline, ethanolamine, serine, threonine and the 
sugar derivative inositol (see Figure 1.3).  The charge on the phosphate group can be 
neutralized by its further esterification by chains bearing amino groups or choline, or the 
whole molecule can retain a net negative charge. This polar nature makes the head group 
to strongly interact with water. The fatty-acid chains are often saturated but can carry 
one, two, or more double bonds. The second major class of membrane lipids is that of 
glycolipids; these are based on the molecule sphingosine (see Figure 1.4c). Though they 
possess the basic tuning-fork design of the phosphoglyceride they differ from them in 
several ways. The first long chain component is always a 15:1 hydrocarbon, which 
moreover, is linked to the base by a simple carbon-carbon bond rather than the ester bond 
(-COO-) found in the phosphoglycerides. In addition, a hydroxyl group is retained. 
Sphingomyelin, a phospholipids that lacks a glycerol backbone, is found mainly in plasma 
membranes (see Figure 1.4b). Instead of a glycerol backbone, it contains sphingosine, an 
amino alcohol with a long unsaturated hydrocarbon chain. In sphingomyelin, the 
hydrophilic head is similar to that of phosphatidylcholine. In Figure 1.4 the hydrophobic 
portions of all molecules are shown in yellow; the hydrophilic, in green. (a) 
Phosphatidylcholine is a typical phosphoglyceride. The fatty acyl side chains can be 
saturated, or they can contain one or more double bonds. (b) Sphingomyelins are a group 
of phospholipids that lack a glycerol backbone; a sphingomyelin may contain a different 
fatty acyl side chain than oleic acid (shown here). Linkage of sphingosine (outlined by 
black dots) to a fatty acid via an amide bond forms a ceramide. (c) Glucosylcerebroside, 
one of the simplest glycolipids, consists of the ceramide formed from sphingosine and 


































Figure. 1.3. Common Alcohols Found in Phosphoglycerides 
Figure. 1.4. Structures of Two Types of Phospholipids and a Glycolipid (reproduced 
































Membrane phospholipids when placed in an aqueous solution, its molecules will 
tend to arrange themselves so that the hydrophilic heads will remain in contact with the 
water molecules, while the hydrophobic tails will orient themselves toward non-polar 
space, e.g., the air, other tails or the container. Under certain circumstances they can 
spontaneously form tiny spheroidal micelles (see Figure 1.5), with water water facing 
exteriors consisting of heads and interiors of tails. If amphipathic lipids in high 
concentration are agitated in an acqueous suspension they can form spherical liposomes 
(see Figure 1.5). More commonly, the phospholipids molecules will tend to arrange 
themselves in a double layer (bilayer sheet) (see Figure 1.5), both of whose surfaces will 




















Figure. 1.5. Cross Sectional Views of Phospholipids in Aqueous Solutions 
(reproduced from Lodish et al., 2000) 
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The basic physics of bilayer membrane had already been worked out by physicists 
such as Irving Langmuir, and, given the theory, the bilayer was simply the most efficient 
(and therefore the most probable) way for phospholipids molecules to arrange themselves 
consistent with minimization of free energy. So, in whole of our study we considered 
phospholipids in the form of a bilayer and approximated it as cell membrane.  
1.3.3 Transport of Molecules Across Cell Membranes 
 
Cell membranes act as barrier to most substances, they are selectively permeable. 
This is because of the hydrophobic core present in the phospholipid bilayers. Small 
hydrophobic molecules readily cross the membrane and this process is known as simple 
diffusion. The smaller the molecules the faster it will penetrate through the bilayer. Thus 
small uncharged polar molecules such as H2O, urea, CO2, methanol, dimethylsulfoxide, 
glycerol, ethanol and non-polar molecules such as O2, N2 rapidly penetrate through the 
bilayer (Stein, 1985). This diffusion through the bilayer is a passive diffusion process 
where no energy is involved and substances are moved down the concentration gradient 
(Fick’s Law). The rate of diffusion is increased by increasing the concentration 
difference, or the surface area. Large uncharged polar molecules such as glucose can pass 
through the bilayer at a greater time scales but charged molecules like ions such as Na+ & 
CL- are much less likely to cross the bilayer since they are impeded by hydrophobic core. 
They may move through the small gaps that occur between the rapidly moving lipid 
molecules, but such crossings are very slow taking very huge time scales. Special 
transport mechanisms are needed to get these molecules across the bilayers.  
Water has an unusual behavior, although it is polar, it can cross the bilayer 
rapidly, passing through a phospholipid bilayer in about a milli second. Water molecules 
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also move more rapidly through phospholipids bilayer than do substances that are 
dissolved in it. Water molecules move through the membranes about 105 times faster than 
do glucose molecules and 1010 times faster than that do Na+ and K+ ions. We can get an 
idea of just how fast water can pass across membranes into cells by watching how 
quickly red blood cells burst when put into water, or by noticing how quickly the leaves 
of a wilting plant regain their stiffness when placed in a vase of water. The reasons for 
this rapid movement of water might be because of its small size, its abundant 
concentration contents, its dipolar nature which helps it to cross the charged lipid head 
group region. Though the exact reason is not known water does dissolve to a very slight 
extent in the hydrophobic core region. This helps us to make a hypothesis that a change 
in water concentration on one side of the bilayer should result in a rapid flow of water 
across the membrane. 
1.4 Objectives of the Present Work 
The objectives of the present work are as follows:    
• Develop a mechanistic model of a hydrated cell membrane (idealized as 
phospholipid bilayers). 
• Perform atomistic simulations of the phospholipid bilayers in the presence of 
water and cryoprotective agents (methanol and DMSO). 
• Analyze the trajectory file obtained by molecular dynamic simulations and obtain 






Computer Simulations of Phospholipid Membranes 
 
2.1 Computer Simulations vs Experiments 
 
Computer simulations play a vital role in science today. In the past, physical 
sciences were characterized by interplay between experiment and theory. In experiment, 
a system is subjected to measurements, and results are obtained in numeric form. In 
theory, a model is constructed and is then validated by its ability to describe the system 
behavior in a few selected cases, simple enough to allow the solution to be computed. In 
many cases, under ‘special circumstances’ this implies a considerable amount of 
simplification in order to eliminate all the complexities invariably associated with real 
world problems. Unfortunately, many physical problems of extreme interest fall outside 
the realm of these ‘special circumstances’. Among them, one could mention the physics 
and chemistry of defects, clusters of atoms, surfaces, biological macromolecules etc 
which involve a large amount of degrees of freedom, and require an accurate treatment of 
temperature effects, phase transitions. 
The manifestation of high speed computers has inserted a new element right in 
between experiment and theory: the computer simulations. In a computer simulation a 
model is still provided by theorists, but the calculations are performed by the machine 
following a recipe (the algorithm, implemented in a suitable programming language). In 
this way complexity can be increased and more realistic systems can be investigated, 
opening a road towards a better understanding of real experiments. Computer simulations 
increased the demand for accuracy of the models. For instance, a molecular dynamics 
simulation allows to study the mobility of grain boundaries of a material, modeled by 
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means of a certain interaction law. This is a difficult test for the theoretical model to pass- 
and a test which has not been available in the past. Therefore, simulation ‘brings to life’ 
the models, disclosing critical areas and providing suggestions to improve them which is 
not possible by theoretical models. Computer simulations can often come very close to 
experimental conditions, to the extent that computer results can sometimes be compared 
directly with experimental results. When this happens, computer simulations become an 
extremely powerful tool not only to understand and interpret the experiments at 
microscopic level, but also to study regions which are not accessible experimentally or 
which would imply very expensive experiments. 
Computer simulations deal with models but not with the ‘real thing’: this suggests 
classifying simulation as belonging to theoretical methods without hesitation. But it also 
involves performing runs, and analyzing which pretty much makes it to resemble to 
experiments quite closely. It is important to realize that simulation increases the threshold 
of complexity which separates ‘solvable’ and ‘unsolvable’ models. We can take 
advantage of this threshold and move up one level in our description of physical systems. 
This gives us an additional degree of freedom to explore and opens entirely new 
possibilities. Transportation of water & cryoprotectant molecules has been studied 
extensively by phenomological models. However although these models are powerful 
tools in predicting macroscopic phenomenons they do not bring any insights and 
understanding into the detailed microscopic mechanisms of water transport. So to obtain 
the detailed insights of the phenomena at microscopic level we chose to apply 
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2.2 Molecular Dynamics Simulation 
 
The concept of Molecular Dynamics simulation was originally developed by 
Alder & Wainwright in the early 1950’s (Alder et al., 1957) who studied a system of 
colliding hard core particles. It was later extended to continuous potentials and uniform 
steps by Rahman (Rahman, 1964) and Verlet (Verlet, 1967). The underlying idea behind 
Molecular Dynamics simulations is that we can study the average behavior of a many-
particle system simply by computing the natural time evolution of the system 
numerically, by integrating their equations of motion and averaging the quantity of 
interest over a sufficiently long time. In this respect, Molecular Dynamic simulations are 
very similar to real experiments. 
In molecular dynamic simulations we try to reproduce the time development of a 
system with N interacting atoms with masses im by directly solving Newton’s equation of 
motion, 
                                                                                                (2.1) 
                                                       
where )(tri  is the position of the particle i . The momentary force iF on each atom should 
be calculated from the interactions occurring between the atoms in the system. The force 
is defined as the derivative of a potential energy function V  which in turn is a function of 
the positions of all the atoms, 
 
 
 The calculation of this potential function is a central part of the algorithm. In the 
calculation of the potential functions several approximations are made. Firstly the 















and non-bonded interactions (Lennard-Jones interactions and electrostatic interactions) 
between pairs of atoms located close to each other.  
2.2.1 Interatomic Potentials in Biomaterials  
There are various functional forms for the bonded interactions that have been 
proposed in literature, some of which are presented below (Feller et al., 1994; Tieleman 
et al., 1997; Lindahl, 2001; Leach et al., 2001). For example the interaction potential 
between atoms i and j joined by a covalent bond i.e. 1, 2 pairs, is usually modeled as a 
simple harmonic spring potential, 
 
where ijK  is a force constant that describes the strength of the actual type of bond and 
o
ijr is the equilibrium length of the bond. Both equilibrium length of the bond and force 
constant are specific for each pair of bound atoms, i.e. depend on the chemical type of the 
atom constituents (Feller et al., 1994; Tieleman et al., 1997; Lindahl, 2001; Leach et al., 
2001). 
In a similar way, angle stretching for the atoms i , j  k  (where i , j  k are bonded 
together with i bonded with j and j bonded with k ) can be described by harmonic 
potential function, 
                                                                                                                                                   
    
with oijkθ being the equilibrium angle. The force constant ijkK determines how hard it is to 
distort the angle. Values of oijkθ and ijkK depend on the chemical type of atoms 
constituting the angle (Feller et al., 1994; Tieleman et al., 1997; Lindahl, 2001; Leach et 























sequence of four atoms is constituted by the torsion angle potential function and can be 
described by (Feller et al., 1994; Tieleman et al., 1997; Lindahl, 2001; Leach et al., 
2001), 
                                                                                                                                         
with ijklK  being the force constant that describes the strength required to distort the 
dihedral angle formed between four bonded atoms. This potential comes into play 
because of the presence of the steric barriers between atoms separated by 3 covalent 
bonds (1, 4 pairs). The motion associated by this term is a dihedral rotation and 
coefficient of symmetry n=1, 2, 3 (determines the number of minima) around the middle 
bond. This potential is assumed to be periodic and is often expressed as a cosine function 
(Feller et al., 1994; Tieleman et al., 1997; Lindahl, 2001; Leach et al., 2001). 
All the bonded interactions concerns atoms closely bound to each other. This 
makes them very local in space, and mostly their number will only increase linearly with 
system size, meaning they are not very costly to calculate. In contrast, there are lot many 
non-bonded interactions between the atoms located in different molecules. The 
calculation of these forces is single time consuming part of any molecular dynamics 
simulation, accounting for roughly 90% of the total processor usage, even if we assume 
all forces to be between pairs of particles and neglect contributions beyond some cut-off 
distance (Lindahl, 2001). These non-bonded interactions are usually described by van-
der-waals and electrostatic forces. The van-der-waals forces are attraction and dispersion 
forces that are always present, and the electrostatic interactions between charged 
particles. The dispersive and repulsive components are often combined in the form of 
Lennard-Jones interactions, 















where ijA and ijB  are parameters that depend on the type of the atoms involved, 
determining the amount of repulsion and attraction respectively (Feller et al., 1994; 
Tieleman et al., 1997; Lindahl, 2001; Leach et al., 2001). The repulsive forces arises at 
short distances where the electron-electron interaction is strong. The attractive force 
arises from fluctuations in the charge distribution in the electron clouds. The fluctuation 
in the electron distribution on one atom gives rise to an instantaneous dipole which, in 
turn, induces a dipole in a second atom giving rise to an attractive interaction. The 
attractive interaction is longer range than the repulsion but as the distance becomes short, 
the repulsive interaction becomes dominant. The electronic repulsion is actually better 
described by an exponential term but the exponential function is very expensive to 
calculate on a computer and thus is replaced by the slightly simpler but much cheaper 
12−
ijr  expression (Feller et al., 1994; Tieleman et al., 1997; Lindahl, 2001; Leach et al., 
2001). For charged pair of atoms the electrostatic interaction is described by Coulombic 
term, 
 
where iq and jq are the charges. The permittivity of free space is designated oε , and rε  is 
the relative permittivity. The distance between the atoms is given by ijr (Feller et al., 
1994; Tieleman et al., 1997; Lindahl, 2001; Leach et al., 2001).  
Thus, the potential energy function developed by considering bonded and non-
bonded interactions between the atoms is differentiable with respect to the atomic co-
ordinates. This gives the value and the direction of the force acting on an atom and thus 
can be used in a molecular dynamic simulation. The calculation of force results in the 




speed variation it is possible to determine approximate positions of the atoms a very short 
time later. This process is called integrating equations of motion, and repeating 
calculation for large number of small steps results in a trajectory with the development of 
positions, velocities and forces on all atoms during the simulation. A good approximation 
of the potential function would provide an extremely detailed description of both 
dynamics and equilibrium properties in the system under study. 
2.2.2 Integration Algorithms 
 
Once the forces are calculated for the configuration of atoms at the current time t  
the next step is to generate a new configuration at time tt ∆+  using a time integration 
algorithm according to the dynamics in Eq. 2.1 (Frenkel and Smit, 1996; Lindahl, 2001). 
If one desires a solution as accurate as possible, a high accuracy time integration 
algorithm to integrate Eq. 2.1 with small steps would be very much necessary (Frenkel 
and Smit, 1996; Lindahl, 2001). It does not matter how often the forces had to be 
calculated. The situation in macromolecular systems usually studied with molecular 
dynamics is however very different. In this case it is unnecessary to determine a very 
detailed solution for individual atoms since in the dynamics; small numerical errors will 
grow exponentially and affect the trajectories. This might strike bad at first since it 
affects the whole concept of simulations, but it only reflects real systems-equilibrium 
properties are not sensitive to details of individual trajectories. It is thus fruitless to 
reproduce motions exactly. Instead, one should make sure that any reasonably long part 
extracted from a trajectory would be a fair description of a particle with the same initial 






















































































One of the most frequently used (and best for molecular dynamics) was developed 
by Verlet (see Verlet, 1967) and has since turned into an entire class of integrators. It is 
based on the idea of writing two third-order Taylor expansions for the time dependence 
of the co-ordinates ir  at times tt ∆+ (one forward in time) and tt ∆− (one backward in 
time), 
          (2.8) 
              
            (2.9) 
 
Adding the two expressions (2.8) and (2.9) leads us to  
 
                                   (2.10) 
 
As one can see that the truncation error of the algorithm when evolving the system by t∆  
is of the order 4t∆ , even if third derivatives do not appear explicitly. This algorithm is 
simple to implement, accurate and stable. However, a more practical problem with this 
approach is velocities cannot be directly generated and it requires the difference of two 
terms of the same magnitude, making it very sensitive to numerical precision and round-
off errors. One could compute velocities from the positions by using 
 
                                     
    The error associated with the above expression (1.11) is 3t∆  rather than 4t∆ . A 
slightly modified, but theoretically equivalent, algorithm is the Leap-Frog algorithm (see 








This is a second order approximation of the equations of motion, but it avoids the 
difference between large terms when calculating the velocities. The only drawback is that 
the velocities are offset from the positions by half a step, but in the molecular dynamic 
softwares this drawback is circumvented by averaging the velocities at plus and minus 
half a step to obtain the same value as the original Verlet algorithm would have produced 
without round-off errors (Lindahl, 2001). 
2.2.3 Constraint Dynamics 
           
The time step which can be used in simulations is limited by the fast vibrations in 
bonds and bond angles. To extend the length of the simulation we have to use a longer 
time step, but due to the increase in the time step there will be successively larger errors 
in the motions, and after a few steps the fluctuations will diverge, causing the whole 
simulation to crash. To solve these problems ‘Constraint Dynamics’ is often employed in 
the simulations (Lindahl, 2001; van der Spoel et al., 2004). It completely removes the 
bond and/or angle degrees of freedom from the system. We start with a longer time step, 
and subsequently correct the updated positions and forces on the particles to keep the 
bond lengths and/or angles equal to their constant equilibrium value. This will not affect 
slow and large scale dynamics much, but avoids the errors when integrating bond 
oscillations. The constant bond lengths are also fairly good approximations of the found 
states of quantum mechanical oscillators (Lindahl, 2001; van der Spoel et al., 2004). 
The most widespread algorithm for performing constraint dynamics is SHAKE 
(Ryckaert et al., 1977). In this algorithm for each pair of atoms involved in a bond (or 
triplet in an angle), force necessary to restore them to the equilibrium value, is calculated. 
In a macromolecular system since a lot of bonds are connected, the algorithm has to be 
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iterated continuously until convergence is achieved. This limits the applicability 
somewhat; for time steps greater than 2-3 fs it does not always converge, and the iteration 
makes it unsuitable for parallel computers since it incurs a lot of extra communication 
between processors (Lindahl, 2001; van der Spoel et al., 2004). 
We use a more stable algorithm for constraints, LINCS, which is developed by 
Berk Hess and coworkers (Hess et al., 1997). This algorithm resets bonds to their correct 
lengths after an unconstrained update (Hess et al., 1997). This is non-iterative approach, 
as it always uses two steps. This advantage makes it possible to extend time steps at least 
to 3-4 fs. Although LINCS is based on matrices, no matrix-matrix multiplication is 
involved. This algorithm is more stable and faster than SHAKE , but it can only be used 
with bond constraints and isolated angle constraints. (Lindahl, 2001; van der Spoel et al., 
2004).  
2.2.4 Limitations of Molecular Dynamics 
 
Molecular Dynamic simulations although is a potentially powerful technique, it is 
important to realize that as any other method molecular dynamic simulations has 
limitations which must be considered. First, the interactions between the molecules are 
treated entirely classical when it is known that systems at atomistic level obey quantum 
laws rather than classical laws (Lindahl, 2001). Therefore one cannot hope to describe 
chemical reactions in which bonds form or break by using classical MD method.  
The accuracy of the simulation is entirely dependent on the accuracy of the 
underlying force field, which contains several approximations and various fitted 
parameters. The forces are usually obtained as the gradient of the potential energy 
function depending on the positions of the particles. The realism of the simulation is 
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dependent on the ability of the chosen potential functions to reproduce the behavior of the 
system under the conditions at which the simulation is run (Frenkel and Smit, 1996; 
Lindahl, 2001, Leach et al., 2001). To speed up the calculation of forces, the non-bonded 
interactions are usually truncated beyond a distance of 1-2 nm. This is a fair 
approximation for Lennard-Jones interactions but not always for electrostatics if there are 
free charges in the system. 
Molecular Dynamic simulations can be performed on systems containing 
thousands or perhaps millions of atoms and for simulation times ranging from a few 
picoseconds to hundreds of nanoseconds. Though these numbers are certainly 
respectable, it may happen to run into conditions where time and size limitations become 
important (Lindahl, 2001; Leach et al., 2001). Despite, of all the limitations if the 
approximations are kept in mind and the results carefully checked, molecular dynamics is 
a very reliable method to study the motions present in biological macromolecules, and the 
negative effects of the approximations made diminish the larger and longer scale 
phenomena we are studying.  
2.3 Review of Literature 
 
Study of Lipid bilayers as model systems for biological membranes have been the 
focus of research for a long time. Many experimental studies have provided abundant 
structural aspects of lipid bilayer systems using x-ray scattering (McIntosh, 1990; Wiener 
and White, 1992a; Tristram-Nagle et al., 1993, 1998; Hristova and White, 1998), neutron 
scattering ( Wiener and White, 1992a), NMR (Seelig, 1977; Brown et al., 1983; Bloom et 
al., 1991; Ulrich and Watts, 1994; Volke et al., 1994; Zhou et al., 1999) and infrared 
spectroscopy (Wong and Manrsch, 1988; Mendelsohn and Senak, 1993). Though 
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experimental approach is the cornerstone in membrane research it is often impossible to 
obtain all the intriguing details by experiments only. Computer simulations such as 
molecular dynamic simulations can assist in the understanding of the experiments, in part 
by providing the intriguing details that are experimentally unavailable or difficult to 
obtain (Pastor, 1994; Merz and Roux, 1996; Tieleman et al., 1997; Jakobsson, 1997; 
Feller, 2000; Saiz and Klein, 2002). 
The molecular dynamic simulations of simple bilayer membrane model systems 
without solvent have been studied by Van-der-Ploeg and Berendsen (van-der-Ploeg and 
Berendsen, 1982, 1983). Since then increase in computer power allowed researchers to 
replace these simple models by more sophisticated ones. The pioneering MD simulation 
study on dipalmitoylphosphatidylcholine (DPPC)/water binary system, as representative 
for a biological membrane was studied by Egberts in 1988 (Egberts, 1988; Egberts et al., 
1994). In this study a simulation system which reproduced experimental results and 
which can serve as a starting point for future simulations incorporating other molecules 
was set up. These simulations provided a very detailed picture on a microscopic level of 
static arrangement and dynamic properties of the constituent molecules. It also provided 
an insight in the changes that occur at the main phase transition from gel to liquid 
crystalline state. Since then molecular dynamic simulations of biological membranes 
have come of age. Membrane simulations have been reviewed several times during the 
90’s (Pastor, 1994; Tieleman et al., 1997; Tobias et al., 1997; Merz, 1997; Jakobsson, 
1997; Berendsen and Tieleman, 1998; Bandyopadhyay et al., 1998; Pohorille et al., 1999; 
Forrest and Sansom, 2000). Increasing interest in performing these simulations 
encouraged researchers to perform simulations on a variety of lipid bilayer systems. 
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Atomic level simulations of lipid bilayers of dipalmitoylphosphatidylcholine (DPPC) and 
other lipid bilayers have been carried out by several groups over the past several years 
(Stouch et al., 1991; Berkowitz and Raghavan, 1991; Biswas and Schurmann, 1991; 
Raghavan et al., 1992; Edholm and Nyberg, 1992; Venable et al., 1993; Stouch, 1993; 
Alper et al., 1993; Milik and Skolnick, 1993; Heller et al., 1993; Damodaran and Merz, 
1994; Egberts et al., 1994; Damodaran and Merz, 1994; Feller et al., 1994, 1997; Huang 
et al., 1994; Chiu et al., 1995; Tu et al., 1995; Tieleman and Berendsen, 1996; Berger et 
al., 1997; Armen et al., 1998; Husslein et al., 1998; Lindahl and Edholm, 2000; Mashl et 
al., 2001). 
Recent advances in processor speeds and the availability of parallel computers 
allowed major advances in increasing the length and time scales accessible to bilayer MD 
simulations. With the advent of increase in simulation duration, number of researchers 
started analyzing motions on the nanosecond time scales. Essman & Berkowitz (Essman 
and Berkowitz, 1999) detailed the slow motion of PC head group atoms and found that a 
constant dipole potential is maintained in the membranes because the orientation of water 
molecules compensates for the headgroup fluctuations. Membrane simulations with 
durations of 10ns were reported by Feller and group (Feller et al., 1997) and Essman & 
Berkowitz (Essman and Berkowitz, 1999). Lindahl & Edholm (Lindahl and Edholm, 
2000) performed simulation on a very large system consisting of 1024 lipids and 
estimated the relaxation time of collective udulatory and peristaltic modes of motion.  In 
addition interesting studies have been performed on gel state of the membranes (Heller et 
al., 1993; Essman et al., 1995; Tu et al., 1996; Venable et al., 2000) and on diffusion of 
small molecules and ions across the membranes (Bassolino-Klimas et al., 1993; 
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Berendsen and Marrink, 1993; Marrink and Berendsen, 1994; Paci and Marchi, 1994; 
Bassolino-Klimas et al., 1995; Jin and Hopfinger, 1996; Marrink et al., 1996; Wilson and 
Pohorille, 1996; Smondyrev and Berkowitz, 1999; Feller et al., 2001; Patra et al., 
arXiv:cond-mat/0211650v1(2002); Sum and de Pablo, 2003; Sum et al., 2003; Patra et 










Understanding the basic principles of lipid bilayer membranes, which govern and 
mediate various biologically relevant processes, on the cellular level is one of the great 
challenges in biology. It is generally accepted that water determines many of biological 
material properties, including those of biological membranes. To investigate the 
characteristics of the membranes and to obtain the intriguing physicochemical aspects of 
membranes systems many experiments have been performed for decades (Bloom et al., 
1991; Merz and Roux, 1996; Tristram Nagle, 2000). Although experimental approach is 
still the corner stone of membrane research, it is often difficult or even impossible to 
obtain a thorough understanding of the phenomena taking place in lipid bilayers by 
experiments only. Recent development of new algorithms (Martyna et al., 1996) and 
revolutionary advances in the computational power available to scientists has permitted 
computer simulations of biological membranes to advance at a comparable pace with that 
of experiments (Marrink et al., 2001). Computer simulations provide unique capabilities 
for analyzing biomembrane properties from atomistic perspective with a degree of detail 
that is hard to reach by other techniques. The excellent agreement with the experiment 
obtained in various molecular dynamics (MD) studies (Tieleman and Berendsen, 1996; 
Saiz and Klein, 2002) on simple model membranes has raised the confidence in applying 
the atomistic simulations to even more complex systems.  
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The effects of nonwater polar solvents on membranes are very important in many 
biological and medical applications. For example during freezing preservation, chemicals 
denoted as cryoprotective agents (CPAs) have long been utilized to minimize freezing 
injury (Polge et al., 1949, Neidert et al., 2004; Devireddy et al., 2004). Commonly used 
CPAs include, glycerol, dimethylsulfoxide and methanol.  The transfer of cryoprotective 
agents (CPAs) through membranes, play a major part in cryopreservation (Devireddy, 
2005; He and Devireddy, 2005). To develop mechanistic and rational understanding of 
cryopreservation processes it is important to study the interactions of CPAs with cell 
membranes idealized in this study as lipid bilayers (Tieleman and Berendsen, 1996; Saiz 
and Klein, 2002). Lipid molecules, the main components of the cell membranes, are 
either polar or charged and they interact strongly with each other, with the polar water or 
nonwater environment, with counterions (Pandit and Berkowitz, 2002) and proteins 
(Ibragimova and Wade, 1998), or with DNA (Bandyopadhyay et al., 1999). These 
interactions play a major role on the structural and dynamical characteristics of the 
membranes. For example, to apply an atomistic simulation technique and obtain a 
molecular level understanding of the structural and dynamical aspects of lipid/water 
systems in the presence of methanol is not only important to the overall behavior and 
interaction of membranes, but also of great biological and medical interest. 
Atomistic simulations, specifically molecular dynamic simulations, are ideally 
suited to analyze methanol, its interactions with water, and its effects on lipid bilayer 
systems (Tieleman and Berendsen, 1996; Saiz and Klein, 2002). A number of groups 
have already utilized molecular dynamic (MD) techniques to perform detailed computer 
simulations on complex systems of phospholipids monolayers and bilayers over the last 
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decade (Feller et al., 1995; Tieleman et al., 1997; Bandyapadhyay et al., 1998; 
Smondryev and Berkowitz, 1999; Rog and Pasenkiewicz-Gierula, 2001; Patra et al., 
2003; Patra et al. arXiv.org:cond-mat/0408122 (2004)). The structural changes of a fully 
hydrated dipalmitoylphosphatidylcholine (DPPC) and palmitoleylphosphatidylcholine 
(POPC) lipid membranes in the presence of relatively small molar fractions (below 1.0 
mol %) of ethanol and methanol have been investigated recently by Patra et al. (Patra et 
al. arXiv.org:cond-mat/0408122 (2004)) using MD simulations. Patra et al. (Patra et al. 
arXiv.org:cond-mat/0408122 (2004)) showed that while ethanol molecules are able to 
penetrate through the bilayer membrane over very short time scales typical for MD 
studies (50 ns) no methanol molecule penetrates the membranes on this time scale. Patra 
et al. (Patra et al. arXiv.org:cond-mat/0408122 (2004)) reconcile the difference in the 
membrane penetration depth between ethanol and methanol, by invoking the difference in 
the hydrophobic nature of the lipid tails of the two alcohols (which are strongly repelling 
for the methanol as it is more polar than the ethanol). Consistent with micropipette 
experimental studies of Ly et al. (Ly et al., 2002), the MD simulations showed that the 
presence of both ethanol and methanol molecules causes an increase in the area per lipid 
of about 7% and 8% respectively. Due to this increased area per lipid the membranes 
become more permeable to small molecules. In addition Patra et al. (Patra et al. 
arXiv.org:cond-mat/0408122 (2004)) also showed that in general each methanol 
molecule moves together with a small cluster of water molecules and therefore it is hard 
for them to reach or penetrate through the hydrophobic tails region.  Another recent 
molecular dynamics study by Bemporad et al. (Bemporad et al., 2004) has focused on the 
permeability of eight small organic molecules (representing the most common chemical 
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functional groups) through a DPPC bilayer. In this study Bemporad et al. (Bemporad et 
al., 2004) determined the permeability coefficients using the permeation model developed 
by Marrink et al. (Marrink and Berendsen, 1994) which is based on evaluating the free 
energy profile across the membrane. Accordingly the solute free energy increases on 
moving from the water phase into the membrane mainly due to the increase in local 
density. Moreover for the hydrophilic solutes, such as methanol, the free energy 
continues to increase on entering the hydrocarbon core region of the membrane and 
therefore these solutes are characterized by small permeability coefficients. This small 
permeability coefficient for methanol correlates with the earlier finding of Patra et al. 
(Patra et al. arXiv.org:cond-mat/0408122 (2004)). 
Although, these earlier MD simulations (Feller et al., 1995; Tieleman et al., 1997; 
Bandyapadhyay et al., 1998; Smondryev and Berkowitz, 1999; Rog and Pasenkiewicz-
Gierula, 2001; Patra et al., 2003; Patra et al. arXiv.org:cond-mat/0408122 (2004)) have 
shed considerable light on the interactions between methanol and lipid bilayers, the 
assumed methanol concentration (~1%) was considerably smaller than the values used in 
typical cryopreservation protocols (Polge et al., 1949; Neidert et al., 2004; Devireddy et 
al., 2004; Devireddy, 2005; Pinisetty et al., 2005).  Thus, in this study we focus on the 
effect of methanol at a cryobiologically relevant molar ratio (~11.3 mol %) on two 
different lipid membranes (DPPC & POPC). DPPC and POPC lipid bilayers share the 
same headgroup but one of the tails of POPC has a double bond and is two carbon atoms 
longer, whereas DPPC has only single bonds in its chains, see Figure 3.1. We have 
studied these systems under fully hydrated conditions for a simulation time of 50 ns using 


















3 5 7 9 11 13 15 17
2 4 6 8 10 12 14 16
3 5 7 9 11 13 15
CH3 




















(a) Structure of DPPC bilayer
Figure. 3.1: Structures of DPPC (top) and POPC (bottom) lipid molecules. They are 
identical with the exception of the tail group which is two carbons longer and contains a 
double bond for POPC. 
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3.2. Simulation Model and Methodology 
We have simulated separately DPPC and a POPC lipid systems consisting of 96 
lipid molecules (either DPPC or POPC) arranged in bilayer structures (i.e. 48 lipids in 
each leaflet), in the presence of 5422 water molecules (full hydration) and 612 methanol 
molecules (see Figure 3.2). The simulations were performed with the GROMACS 
molecular dynamics package. We started the simulations of DPPC and POPC bilayer 
systems with the initial area per lipid of 0.625 nm2 and 0.670 nm2 respectively immersed 
in mixtures of water and methanol (Ly et al., 2002; Patra et al. arXiv.org:cond-
mat/0408122 (2004)). The force field parameters for both bonded and non-bonded 
interactions were taken from Berger et al. (Berger et al., 2002) and the partial charges 
were taken from Saiz et al. (Saiz and Klein, 2002). Methanol molecules interactions were 
modeled using GROMACS force field (Lindahl et al., 2001). The Simple Point Charge 
(SPC) model (Berendsen et al., 1981) was used for water.  Periodic boundary conditions 
were applied along the three space dimensions. In both DPPC and POPC bilayer systems, 
lipid, water and alcohol molecules were weakly coupled separately to a temperature bath 
using Berendesen thermostat (Berendsen et al., 1984) with a coupling time constant of 
0.1 ps. The bath temperatures were 323K and 298K for DPPC and POPC systems 
respectively (characteristic temperatures for the liquid-crystalline phase in the two bilayer 
systems). The pressure was maintained at 1 atm using the semi-isotropic pressure 
coupling to a Berendsen barostat (Berendsen et al., 1984) with a time constant of 1.0 ps.. 
Accordingly, the height of the simulation box (z direction) and the cross sectional area 
(xy-plane) was allowed to vary independently of each other, thereby allowing the area of 
the bilayer and the distance between the interfaces to fluctuate independently. All bond 
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lengths were constrained to their equilibrium values by the LINCS algorithm (Hess et al., 
1997). The nonbonded Lennard-Jones interactions were cut-off at a distance of 1.0 nm 
and the simulation time step was set to 2 fs. Long-range electrostatics were updated every 
10 time steps and handled by particle-mesh Ewald (PME) algorithm (Essman et al., 
1995). An energy minimization procedure based on the steepest descent algorithm was 
initially applied to the initial structure prior to the actual MD run. For both simulations 
















Figure. 3.2: DPPC (left) & POPC (right) lipid bilayer systems consisting of 96 lipid molecules (shown 
in cyan color), 5422 water molecules (shown in combination of white and red colors) and 614 methanol 
molecules (shown in combination of light green, white and red colors) after a simulation time of 50ns. 
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3.3. Results and Discussion 
Various structural and ordering parameters characterizing the DPPC and POPC 
lipid bilayers interacting with the 11.3 mol % methanol-water mixture at 323K and 298K 
respectively were investigated. In both systems the total simulation time was 50 ns. These 
included: the surface area per lipid represented by the cross-sectional area available to 
each DPPC & POPC molecule at the bilayer-solvent (water + methanol) interface; the 
mass density profiles across the bilayer of various molecules; various radial distribution 
functions and the order parameter of the water molecules.  
The area per lipid is one of the most important quantity characterizing a bilayer 
membrane and it is often monitored in simulations to asses whether or not the system has 
reached the equilibrium during the subsequent MD run. Figures 3.3 (a) & (b) show the 
time variation over the 50 ns simulation time of the area per lipid in both the DPPC and 
POPC bilayer systems in the presence of methanol (o mol%, 1 mol% and 11.3 mol%). 
For reference and comparison we also give the corresponding time variations of the areas 
per lipid for the two bilayer systems in pure water and 1 mol % methanol solutions 
(courtesy of Patra et. al (Patra et al. arXiv.org:cond-mat/0408122 (2004))). The 
simulation results show that after an initial transient regime of about 10 ns, the 
approximate time for the system to attain the equilibrium state, the area per lipid reaches 
plateau values in both systems. The corresponding average values are <ADPPC> = 0.752 
nm2 and <APOPC> = 0.729 nm2 for DPPC and POPC system respectively. As seen from 
Table 3.1, both values are substantially larger (about 15.0% for DPPC and 14.0% for 
POPC bilayers) than the corresponding values for pure DPPC and POPC systems. 
Moreover by comparing our results with those of Patra et. al (Patra et al. arXiv.org:cond-
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Table 3.1. Area per lipid in DPPC and POPC bilayer systems in the presence of 0.0 
mol%, 1.0 mol% and 11.3 mol % methanol-water solutions [the 1.0 mol % data is taken 
from Patra et al. (Patra et al. arXiv.org:cond-mat/0408122 (2004))  ] 
mat/0408122 (2004)) (simulations of DPPC and POPC in the presence of 1 mol % 
methanol) we can also see that the larger the concentration of methanol the larger the area 
per lipid in both DPPC and POPC systems. Specifically, the increase of the methanol 
content from 1 mol % to 11.3 mol % leads to an area per lipid increase of about 7.8% in 
DPPC and 4.9% in POPC bilayers. As our simulations show, the presence of higher 
concentration of methanol has a sizeable effect on the area per lipid and therefore on the 
spacing between the lipid head groups. One might argue that in turn this might lead to at 
least a corresponding increase of the permeability of the hydrophilic region of the 
phospholipids membranes thus facilitating the penetration of both water and methanol 
molecules deep into the membrane. The validity of such mechanism can be assessed by 







Area per Lipid (nm2) [% change] Methanol 
concentration DPPC POPC 
0% 0.639 ± 0.005 0.627 ± 0.010 
1% 0.693 ± 0.004 [7.8%] 0.693 ± 0.003 [9.5%] 






















 Figure. 3.3: Time dependence of the area per lipid for (a) DPPC bilayer in the presence of 






























Figures 3.4 (a) & (b) show the mass density profile of methanol, phosphorous (P) 
of the phosphate group and nitrogen (N) of the choline group across the two lipid bilayer 
systems. Accordingly, for both DPPC and POPC systems the methanol molecules are 
distributed fairly symmetric with respect to the horizontal plane passing through z = 4.5 
nm which is likely to coincide with the median plane of the lipid bilayer. Moreover 
considering that the typical thickness of a single lipid leaflet is of the order of 2 nm one 
can clearly see that methanol has the tendency to accumulate symmetrically below the 
bilayer-water interfaces (see the small peaks in methanol density profiles in Figures 3.4 
(a) & (b)) at a distance about 1.35 nm and 1.45 nm for DPPC and POPC bilayers 
respectively from the bilayer center or about 0.39 nm for DPPC and 0.4 nm for POPC 
below the lipid head group. The accumulation of methanol molecules below the 
membrane surface in both DPPC and POPC systems can be further inferred from Figures. 
3.4 (a) & (b) by comparing the mass distribution of methanol with those of phosphorous 
and nitrogen located in the two characteristic lipid headgroups: the phosphate (P) and the 
choline (N) group. Indeed the methanol mass density peaks in both systems is located 
well below the peaks corresponding phosphorous and nitrogen. In addition to methanol 
accumulation below membrane surface one can also see from Figure 3.4 that the 
methanol penetrates quite deep into the hydrophobic region of the membranes tails (see 
Figure 3.7) as evident from nonzero methanol densities close to the membranes centers.  
Additional insights into the effect of methanol on the structural characteristics of 
the DPPC and POPC bilayers can be obtained by analyzing the radial distribution 
functions (RDF) between certain atoms belonging to various molecules comprising the 


















































Figure. 3.4: Mass density profiles of methanol, nitrogen of the choline group and 
phosphorus of the phosphate group across the DPPC (a) and POPC (b) bilayer systems in 
presence of methanol. 
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pair of atoms a distance r apart, relative to the probability expected for a complete 
random distribution at the same density.  Figures 3.5 (a) & (b) give the RDFs between the 
nitrogen and phosphorous atoms present in the headgroup of DPPC and POPC lipid 
bilayers and the oxygen atom of the methanol. From the position of the first peak of the 
RDF between nitrogen of the choline group and oxygen of methanol we obtain the 
average distance between methanol molecules and the choline group to be around 0.38 
nm for the DPPC bilayer and around 0.4 nm for the POPC bilayers. Moreover 
considering that the heights of the first peak of the nitrogen-oxygen RDFs are almost the 
same in the two bilayer systems (see Figures. 3.5 (a) & (b)) one can infer that the 
penetration of the methanol below the membrane surface is about the same in both 
systems. In fact this corroborates nicely with the methanol mass density profiles of 
Figures. 3.4 (a) & (b) in which the average height of the peaks are very close in the 
bilayer systems (about 95 kg/m3 in DPPC and about 97 kg/m3 in POPC).  From Figures 
3.5 (a) & (b) one can also see that the RDFs between phosphorus of the head group and 
oxygen of methanol are characterized by three distinct peaks in both DPPC and POPC 
systems. Since only two peaks are present in the nitrogen-oxygen RDFs there is a clear 
indication that there is a higher degree of molecular ordering around phosphorus group 
than around nitrogen group. This also correlates with the findings obtained from the 
mutual RDFs of choline and/or phosphate groups. As documented in Figures 3.5 (c) & 
(d) the phosphorus-phosphorus RDF has two well defined peaks and the nitrogen-
nitrogen RDF only one.  One may attribute this difference to a higher degree of ordering 
of the phosphate groups compared to the ordering of the choline groups. In addition as 











































Figure. 3.5: Molecular ordering in the DPPC and POPC bilayer structures. The radial 
distribution functions, g(r), correspond to: the oxygen of the methanol and the phosphorous or 
the nitrogen atoms in the head groups of the DPPC (a) and POPC (b) bilayers; the nitrogen-
nitrogen and phosphorus-phosphorus of the phosphates and cholines of the headgroups for 
DPPC (c) and POPC (d) bilayer systems with and without methanol present in the systems. 
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phosphorous RDFs are smaller in the presence of methanol than in pure water. This 
indicates that the presence of methanol leads to a decrease of the in plane ordering of 
lipid head groups (both phosphate and choline) in both DPPC and POPC bilayers.  
Important information regarding the water ordering in the vicinity of the bilayer-
water interface (hydration layer) can be obtained from studying the mean cosine value, 
>< θcos , of the angle between the water dipolar moment µ  and the bilayer normal unit 
vector n. That is,< cosθ(z) >= 1
µ (z)
< µ (z )⋅ n > , where z is the z-coordinate of the centre of 
mass of the water molecules. The mean cosine value is obtained by averaging, when the 
system is in the equilibrium regime, over dipolar orientations of all water molecules 
present in the system and over a large number of equilibrium states. Figures 3.6 (a) & (b) 
show the results from our MD simulations for the ordering of water in the vicinity of a 
DPPC and a POPC bilayer systems with and without methanol. When generating Figs. 
3.5 the normal unit vector,n, parallel to the z-axis was considered to have the same 
orientation for the solvent on both sides of the bilayer. Consequently, by symmetry, the 
cosine average has opposite sign in the two regions. . One should also notice that the 
sharp narrow peaks for z-values between 3.5 and 5.5 nm, corresponding to the interior of 
the membrane (in both DPPC and POPC bilayers), are due to the very few molecules that 
at various times during the simulation are transiting this region. Although the presence of 
these narrow peaks are indeed indicative of the water permeation through the membrane 
their actual value are a mere reflection of the poor statistics due to the very small number 
of water molecules populating this region. One can clearly see that in the presence of 
methanol the ordering of the water molecules in the hydration layer decreases (as 





































Figure. 3.6: Water orientation in the vicinity of DPPC (a) and POPC (b) lipid bilayers. Time 
average of the cosine of the angle of the water dipole moment with respect to the bilayer 
normal. In both DPPC (a) and POPC (b) bilayers the sharp narrow peaks in the range 3.5 < z 
< 5.5 are due to presence of a relatively small number of water molecules in the 




presence of methanol also leads to the decrease of the separation distance between the 
centers of the two hydration layers present on both sides of the membrane. Assuming that 
the thickness of the hydration layers does not change substantially by the addition of 
methanol then the change in the separation of the hydration layers can be attributed in 
part to the change of the bilayer thickness. Therefore Figures. 3.6 (a) & (b) show that by 
adding about 11.3 mol % methanol to either the DPPC/water or to the POPC/water 
system will lead to a decrease of the membrane thickness of up to 0.39 nm and 0.55 nm, 
respectively. This decrease in membrane thickness in the presence of methanol is also 
correlated with the sizable increase (15.0 % in DPPC and 14.0 % in POPC) of the area 
per lipid and possibly leads to an increased value of the membrane permeability (see 
Table 1).  This increase in the membrane permeability might be a primary reason for the 
ability to successfully cryopreserve biological systems at a higher cooling rate in the 
presence of chemicals (like methanol) than in their absence (Canavate and Lubian, 1994; 
Thirumala et al., 2003; Pinisetty et al., 2005; Thirumala and Devireddy, 2005). 
3.4. Conclusions 
The aim of this study was to investigate the interactions and the effects on the 
structural properties of the methanol on two model membrane systems: the DPPC and 
POPC bilayers. The study focuses on bilayer systems in the presence of a high 
concentration methanol solution (11.3 mol %). The simulations show that the methanol 
molecules have the tendency to accumulate in a layer below the membrane-water 
interface (just below the phosphate and choline groups). The ordering of the lipid head 
groups in both DPPC and POPC is also lowered by the presence of methanol. The 
simulations also show that in the presence of 11.3 mol % methanol there is a substantial 
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increase in the area of per lipid in both DPPC (15.0%) and POPC bilayer systems 
(14.0%) than in the absence of methanol. One may infer that the increase in the area per 
lipid in the presence of methanol may lead to a corresponding increase in the membrane 
permeability to small molecules. In turn the increase in the membrane permeability in the 
presence of methanol might be the primary reason for the higher values of optimal 































Figure. 3.7: DPPC (left) & POPC (right) lipid bilayer systems showing evidence for the penetration of 
methanol molecules (shown with a combination of light green, white and red colors) deep into the bilayer 










Cryopreservation offers a great advantage of preserving biological structures such 
as cells, tissues and organs. Cryoprotective chemicals play key roles in cryopreservation 
processing. It is very rare that cells withstand freezing injuries without the presence of 
cryoprotective chemical. One of the most widely used cryoprotective chemical is 
Dimethylsulfoxide (DMSO) and its aqueous solutions. DMSO ((CH3)2SO) solubilizes a 
wide variety of compounds due to the presence of a polar S = O group and two 
hydrophobic CH3 groups. Aqueous DMSO induces cell fusion (Ahkong et al., 1975), cell 
differentiation (Lyman et al., 1976) and increases membrane permeability (Anchordoguy 
et al., 1992). It exhibits significant pharmacological activity, anti-inflammation effect, 
analgesic effect, antivirial, antibacterial activity and radioprotection abilities (Miligan and 
Ward 1994). In most cases DMSO penetrates cell membranes in order to exert its 
protective ability, this has led to numerous studies and hypothesis about its properties and 
interactions with biological membranes.  
The structure of the model cell membranes (phospholipids bilayers) have been 
investigated by many experimental studies (Tristam-Nagle et al., 1998; Yu and Quinn., 
1998; Kiselev et al., 1999, Shaskov et al., 1999; 2000; Yamashitha et al., 2000; Chang 
and Dea, 2001) using X-ray diffraction and differential scanning calorimetry methods. 
The equilibrium phase changes and kinetics of dipalmitoylphosphatidylcholine (DPPC) 
with DMSO was investigated by Tristram-Nagle et al. (Tristam-Nagle et al., 1998) and 
they attributed the changes in phase behavior to the dehydrating effect caused by DMSO. 
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Yu and Quinn (1998, 2000) performed X-ray diffraction studies on bilayers with DMSO 
and found that the thickness of the bilayer decreases and the area per headgroup 
increases. Kiselev et al. (1999) used X-ray diffraction and calorimetry to investigate the 
influence of DMSO on DPPC bilayers and proposed that DMSO molecules do not 
penetrate the polar headgroup region or its vicinity. Shashkov et al. (1999) used infrared 
spectroscopy in addition to x-ray diffraction and calorimetry to investigate the 
interactions of DMSO and water with bilayer surface and found that the resulting 
dehydration of the lipid bilayer is caused by the strong interaction between DMSO and 
water. Chang and Dea (2001) used calorimetry to study the effect of DMSO on lipid 
bilayers and found that the presence of DMSO affects the solvation of the lipid bilayer. 
Yamashita et al. (2000) studied the stability of bilayers in the presence of DMSO at low 
concentrations and found that the transition temperature from a gel to a liquid crystalline 
phase increases with increasing DMSO concentration. Although all the experimental 
studies helped us to study the effect of DMSO on lipid bilayers none of them could 
actually reveal the intriguing molecular details involved. So, atomistic simulations came 
into play to study the detailed molecular mechanisms involved in the interactions of 
DMSO with lipid bilayers. 
Molecular dynamics simulation methods have been used to model DMSO/water 
mixtures (Rao and Singh, 1990; Vaisman and Berkowitz, 1992; Luzar and Chandler, 
1993; Liu et al., 1995). There are only three computational studies performed by (Paci 
and Marchi, 1994; Smondyrev and Berkowitz, 1999; Sum and de Pablo, 2003) of bilayers 
with DMSO to the author’s knowledge. The work by Smondyrev and Berkowitz 
(Smondyrev and Berkowitz, 1999) considered the properties of a DPPC lipid bilayer in 
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the presence of pure DMSO. The simulations were carried on for 2ns and it was found 
that DMSO does not penetrate extensively into the hydrophobic region of the lipid 
bilayer. Moreover these findings are not in agreement with experimental studies 
(Anchordoguy et al., 1992; Yu and Quinn, 1998). They also found that addition of 
DMSO to water decreases the distance between membrane surfaces, consistent with the 
experimental results of Tristram-Nagle et al. (1998). The study of Paci and Marchi (Paci 
and Marchi, 1994) examined the transport of single polar molecule of DMSO through a 
glycerolipid bilayer. Sum and de Pablo (Sum and de Pablo, 2003) provided a detailed 
analysis of DPPC bilayer in the presence of DMSO over a wide range of concentrations 
commonly encountered in the preservation of biological systems by performing a 
molecular dynamics simulation for 10ns. By performing a study at various concentrations 
and several temperatures Sum and de Pablo (Sum and de Pablo, 2003) proposed that the 
favorable binding of water molecules to DMSO induces a dehydration of lipid bilayer 
and this is reflected in the decrease of salvation of polar headgroups.. They also observed 
that DMSO has a molecular volume greater than water, and its penetration thorugh the 
interface induces a significant expansion of the spacing between the lipid headgroups, 
which is reflected in the large increase in the area per lipid. 
In this work we studied the effect of DMSO on three different saturated lipid 
model membranes which are dominant, dipalmitoylphosphatidylcholine (DPPC), 
palmitoleylphosphatidylcholine (POPC) and dimyristoylphosphatidylcholine (DMPC). 
DPPC, POPC and DMPC lipid bilayers share the same headgroup. DPPC has single 
bonds in both tails. POPC is an unsaturated lipid with a double bond in one of the tails;  











4.2 Simulation Methodology 
We have simulated separately a DPPC, POPC and DMPC lipid bilayer systems 
consisting of either 96 DPPC (or 96 POPC, or 96 DMPC) molecules (i.e. 48 lipids in 
each leaflet), together with 5422 water molecules (full hydration) and 614 
dimethylsulfoxide (DMSO) molecules (see Figure 4.2). All the simulation parameters are 
exactly the same as employed for the simulations performed using methanol, as a 
cryoprotectant (refer to section 3.2 for detailed simulation parameters)  
Various structural and ordering parameters of the DPPC, POPC & DMPC lipid 
bilayers interacting with the 11.3 mol % water-DMSO mixture at 323K, 298K and 323K 
respectively were calculated after a simulation time of 50 ns. These include: the surface 
area per lipid represented by the cross-sectional area available to each DPPC, POPC & 
DMPC molecules at the bilayer-solvent (water + DMSO) interface; the mass density 
profiles of nitrogen and phosphorous atoms present in the lipids headgroups and the mass 
density of DMSO across the bilayer; various radial distribution functions and the order 



















3 5 7 9 11 13
2 4 6 8 10 12 CH3 
3 5 7 9 11 13
2 4 6 8 10 12 CH3 
CH3 
Figure. 4.1: The structure of a DMPC lipid molecule. DMPC shares the same head 
with both POPC and DPPC (Fig. 3.1) group with the exception of the number of 






























Figure. 4.2: DPPC (a), POPC (b) and DMPC (c) lipid bilayer systems consisting of 96 lipid 
molecules (shown in cyan color)  with 5422 water molecules (shown in combination of white and 
red colors) and 614 DMSO molecules (shown in combination of yellow, red and cyan colors) after 





4.3 Results and Discussion 
 
The development of the projected area per lipid, <ADPPC>, <APOPC>, <ADMPC> 
during the 50 ns simulation of the system with and without the presence of DMSO is 
shown in the Figure. 4.3. The area per lipid of all the three systems seems to be 
increasing continuously in the presence of dimethylsulfoxide (DMSO) without reaching 
equilibrium regime. For reference and comparison we also give the values of the area per 
lipid in presence of pure water (see Table 4.1). The average value of the area per lipid, for 
pure DPPC bilayer we obtained was <ADPPC> = 0.639 nm2 agreeing well with previous 
simulations and experiments (Nagle et al. 1998; Patra et al., 2003), for pure POPC we 
obtained <APOPC> = 0.627 nm2 in agreement with previous computational studies (Chiu 
et al., 1999; Pasenkiewicz-Gierula et al., 2003) and x-ray diffraction studies (Pabst et al., 
2000a,b) and for pure DMPC bilayer we obtained <ADMPC> = 0.580 nm2 . 
As seen from the Table 4.1 and Figure 4.3 dimethylsulfoxide (DMSO) has a 
strong and a non-vanishing effect over the area per lipid of the three lipid bilayers 
considered in this study. The number of water molecules has a very minor role to play on 
the area per lipid (Patra et al. arXiv.org:cond-mat/0408122 (2004)). The average value of 
the area per lipid for the three lipid bilayers DPPC, POPC and DMPC in the presence of 
11.3% DMSO are <ADPPC> = 0.659 nm2, <APOPC> = 0.780 nm2 & <ADMPC> = 0.902 nm2 
respectively. This is substantially larger (about 3.0%) for DPPC, (about 19.6%) for POPC 
& (about 35.7%) for DMPC lipid bilayers than <ADPPC>, <APOPC>, <ADMPC> in the 
presence of 0 mol % DMSO. Thus, presence of higher concentrations of DMSO has a 
sizeable effect on the spacing between the lipid head groups and consequently might lead 
























Fig. 4.3: Time dependence of the area per lipid for (a) DPPC bilayer , (b) POPC bilayer 










































The mass density profile of DMSO across the lipid bilayer system is shown in 
Figures. 4.4 (a), (b) and (c). Accordingly for all three bilayers considered in this study 
DMSO molecules are distributed fairly symmetric with respect to the horizontal plane 
passing through z = 4.5 nm which is likely to coincide with the median plane of the lipid 
bilayer. We can infer from the Figures 4.4 (a), (b) and (c) that DMSO penetrated deep 
into the hydrophobic region of the bilayer and was present for sometime during the 
simulation run for DPPC, POPC & DMPC bilayers as evident from the nonzero DMSO 
densities close to the membrane centers. From the Figure 4.4c we can see that high 
amount of DMSO molecules penetrated deep into DMPC bilayer during the course of the 
simulation and the exact reason for higher number of DMSO molecules penetrating deep 
into the DMPC bilayer when compared to DPPC and POPC lipid bilayers is not known. 
The higher penetration of DMSO molecules in DMPC bilayer can also be correlated to 
that of the higher increase of the area per lipid value of DMPC bilayer in the presence of 
11.3% DMSO. From the mass density profiles of the phosphorous and nitrogen located in 
the two characteristic lipid headgroups: the phosphate (P) and the choline (N) group 
shows that DMSO penetrates into the hydrophobic region of tails. The other interesting 
observation which can be made in the mass density profiles are the peaks far from the 
center of the bilayer. These peaks suggest us that there is an accumulation of DMSO 
molecules in the hydration layer in the three lipid bilayer systems considered in this 
study.  
Radial distribution functions (RDF’s) gives us additional insights into the effect 
of DMSO on the structural characteristics of the DPPC, POPC and DMPC bilayers. It 























Fig. 4.4: Mass density profiles of methanol, nitrogen of the choline group and 
phosphorus of the phosphate group across the DPPC (a) and POPC (b) and DMPC (c) 










































distribution function, g(r), gives the probability of finding two particles at a mutual 
distance ‘r’ apart, relative to the probability expected for a complete random distribution 
at the same density. While mass density profiles gives us only the vertical distribution  of 
the particles, RDF gives insights into the real three-dimensional distribution of the 
particles. Figures 4.5 (a), (b) and (c) show the RDFs between the nitrmgen and 
phosphorous atoms present in the headgroup of DPPC, POPC & DMPC lipid bilayers and 
the oxygen atom of the DMSO. From the position of the first peak of the RDF between 
phosphorous of the phosphate (P) group and oxygen of DMSO we obtain the average 
distance between DMSO molecules and the phosphate group to be around 0.395 nm for 
the DPPC bilayer, around 0.396 nm for the POPC bilayer and around 0.4 nm for DMPC 
bilayer. Moreover considering that the heights of the first peak of the phosphorous-
oxygen of DMSO RDFs are almost the same in the three bilayer systems (see Fis. 4.5 (a), 
(b) and (c)) one can infer that the penetration of the DMSO below the membrane surface 
is about the same in all the three systems.  
From Figures. 4.5 (a), (b) and (c) one can see that RDFs between nitrogen of the 
head group and oxygen of DMSO are characterized by three distinct peaks in DPPC, 
POPC and DMPC systems. Since only two peaks are present in the phosphorous-oxygen 
of DMSO RDFs it is clear that there is a higher degree of molecular ordering around 
nitrogen group than around phosphorous group. This can be correlated with the findings 
from mass density profiles. As nitrogen atom is the farthest atom from the center of 
bilayer, present in the headgroup and as there is accumulation of DMSO molecules far 
from the bilayer center we generally expect nitrogen atoms to have more molecular 























Fig. 4.5: Molecular ordering in the DPPC, POPC and DMPC bilayer structures. The radial 
distribution functions, g(r), correspond to: the oxygen of the methanol and the phosphorous or 
the nitrogen atoms in the head groups of the DPPC (a), POPC (b) and DMPC (c) bilayers; the 
nitrogen-nitrogen and phosphorus-phosphorus of the phosphates and cholines of the 



































of choline and/or phosphate groups in the presence and absence of DMSO. As 
documented in Figures 4.5 (d), (e) and (f) the molecular ordering between phosphorous-
phosphorous RDF and the nitrogen-nitrogen RDF is high in the absence of DMSO for 
POPC and DMPC bilayers and the converse is true for DPPC bilayer.  
Important information regarding the water ordering in the vicinity of the bilayer-
water interface (hydration layer) can be obtained from studying the mean cosine value, 
>< θcos , of the angle between the water dipolar moment µ  and the bilayer normal unit 
vector n. That is, < cosθ(z) >= 1
µ (z)
< µ (z )⋅ n > , where z is the z-coordinate of the centre of 
mass of the water molecules. The mean cosine value is obtained by averaging, in the 
equilibrium regime, over dipolar orientations of all water molecules present in the system 
and over a large number of equilibrium states. Figures. 4.6 (a), (b) and (c) show the 
results from our MD simulations for the ordering of water in the vicinity of a DPPC, 
POPC and a DMPC lipid bilayer system with and without DMSO. When generating 
Figure. 4.6 the normal unit vector,n parallel to the z-axis was considered to have the same 
orientation for the solvent on both sides of the bilayer. Consequently, by symmetry, the 
cosine average has opposite sign in the two regions. . Moreover the sharp narrow peaks 
for z-values between 3.7 and 6.2 nm for DPPC, between 3.8 nm and 5.9 nm for POPC 
and between 4 nm and 5.7 nm for DMPC corresponding to the interior of the membrane, 
are due to the few molecules that at various times during the simulation are transiting this 
region. Although the presence of these narrow peaks are indeed indicative of the water 
permeation through the membrane their actual value are a mere reflection of the poor 
statistics due to the very small number of water molecules populating this region. One 
























Fig. 4.6: Water orientation in the vicinity of DPPC (a), POPC (b) and DMPC (c) lipid bilayers. 
Time average of the cosine of the angle of the water dipole moment with respect to the bilayer 
normal. In all DPPC (a), POPC(b) and DMPC (c) bilayers the sharp narrow peaks in the range 
3.5 < z < 5.5 are due to presence of a relatively small number of water molecules in the 





















hydration layer decreases (as evidenced by the decrease in the peak heights in Figures. 
4.6 (a), (b) and (c)). In addition, the presence of DMSO also leads to the decrease of the 
separation distance between the two hydration layers present on both sides of the 
membrane. Assuming that the thickness of the hydration layers does not change 
substantially by the addition of DMSO then the change in the separation of the hydration 
layers can be attributed entirely to the change of the bilayer thickness. Therefore Figures. 
4.6 (a), (b) and (c) show that by adding about 11.3 mol % DMSO to either the 
DPPC/water or the POPC/water or the DMPC/water system will lead to a considerable 
decrease of the membrane thickness of up to 0.39 nm, 1.10 nm and 1.26 nm respectively. 
As stated earlier, this decrease in membrane thickness in the presence of DMSO is also 
correlated with the sizable increase (3.0 % in DPPC, 19.6 % in POPC and 35.7% in 
DMPC) of the area per lipid  and possibly leads to an increased value of the membrane 
permeability (see Table 4.1). This increase in the membrane permeability might be a 
primary reason for the ability to successfully cryopreserve biological systems at a higher 
cooling rate in the presence of chemicals (like DMSO) than in their absence (Canavate et 
al., 1994; Thirumala et al., 2003; Neidert et al., 2004; Devireddy et al., 2004; Devireddy 
et al., 2005; He and Devireddy, 2005; Pinisetty et al., 2005; Thirumala et al., 2005). 
4.4 Conclusions 
 
The aim of this study was to investigate the interactions and the effects on the structural 
properties of the methanol on two model membrane systems: the DPPC and POPC 
bilayers. The study focuses on bilayer systems in the presence of a high concentration 
DMSO solution (11.3 mol %). The simulations show that the DMSO molecules have the 
tendency to penetrate into the bilayer into the hydrophobic region. The ordering of the 
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lipid head groups in DPPC, POPC and DMPC is also lowered by the presence of DMSO. 
The simulations also show that in the presence of 11.3 mol % DMSO there is a 
substantial increase in the area of per lipid in DPPC (3.0%), POPC (26.7%) and DMPC 
(40.5%) bilayer systems than in the absence of DMSO. One may infer that the increase in 
the area per lipid in the presence of DMSO may lead to a corresponding increase in the 
membrane permeability to small molecules. In turn the increase in the membrane 
permeability in the presence of methanol might be the primary reason for the higher 
values of optimal freezing rates in the presence of methanol for most cells than its 
absence (Canavate et al., 1994; Thirumala et al., 2003; Neidert et al., 2004; Devireddy et 
al., 2004; Devireddy et al., 2005; He and Devireddy, 2005; Pinisetty et al., 2005; 









Area per Lipid (nm2) 
[% change]  
DMSO 
concentration DPPC POPC DMPC 
 
0% 0.639 ± 0.005 0.627 ± 0.010 0.580 ± 0.010 
 
11.3% 
0.646 ± 0.001 
[3.03%] 
0.780 ± 0.060 
[19.6%] 
0.902 ± 0.134 
[35.7%] 
Table 4.1. Area per lipid in DPPC, POPC and DMPC bilayer systems in the presence of 





Conclusions & Future Work 
 
Molecular dynamic simulations were performed on three different hydrated lipid 
bilayers in the presence of two different cryoprotectants. All the simulations in this study 
are performed for a simulation time of 50ns at constant temperature (temperature 
characterizing liquid crystalline phase of lipid bilayers) and at constant pressure (~1atm). 
Periodic boundary conditions are employed in all the directions and semi-isotropic 
pressure coupling was used. 
In our first study we performed simulations on hydrated 
dipalmitoylphosphatidylcholine (DPPC) and palmitoleylphosphatidylcholine (POPC), in 
the presence of methanol, at a cryobiologically relevant proportion (~11.3 mol %). 
Methanol ( OHCH 3 ) is a small polar molecule which does not easily get through the 
hydrophobic tail region of lipid bilayers and it is claimed in literature that, methanol 
molecule moves together with a small cluster of water molecules when it is trying to 
enter the membrane. From our simulations we did see very small number of methanol 
molecules penetrating deep into the bilayer and we witnessed that methanol molecule 
penetrated into the bilayer as a large dressed particle carrying some water molecules (see 
Figure 3.7).  The key observations which can be listed from these simulations are as 
follows: 
 Equilibrium regime has been reached after a simulation time of 12ns. 
 Methanol molecules accumulate below the surface of the head group. 
 Increasing methanol concentration, 
• Increased area per lipid significantly. 
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• Decreased membrane thickness. 
• Increased the penetration of methanol molecules deep into the 
bilayer. 
• Increased the molecular ordering of phosphorous atoms.  
In our next study we performed simulations on hydrated 
dipalmitoylphosphatidylcholine (DPPC), palmitoleylphosphatidylcholine (POPC) and 
dimyristoylphosphatidylcholine (DMPC) lipid bilayers, in the presence ~11.3 mol% 
DMSO.   DMSO ( SOCH 23 )( ) is a large molecule with four atoms compared with 
methanol and has both a hydrophilic and hydrophobic groups in it.   Thus, it is expected 
that DMSO will encounter less resistance by the hydrophobic tails of the lipid molecules.  
The key observations which can be made from these simulations are as follows: 
 Equilibrium regime has not been reached even after a simulation time of 
50ns. 
 DMSO molecules accumulate far from the center of the bilayer (the region 
above the headgroup) in the hydration layer. 
 Increasing DMSO concentration, 
• Increased area per lipid significantly. 
• Decreased membrane thickness. 
• Increased penetration of DMSO molecules deep into the bilayer. 
• Increased the molecular ordering of nitrogen atoms. The 
accumulation of DMSO molecules above the head group region 
might be the reason for higher molecular ordering of nitrogen atom 
which is present in the top most part of the lipid headgroup region.   
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The studies performed in this thesis work are among the most detailed 
computational studies characterizing the structural effects of a variety of lipid bilayers, 
under cryobiologically relevant concentrations of methanol and DMSO 
(dimethylsulfoxide). As a purely structural effect, it is clear that the membrane (idealized 
as lipid bilayers) becomes more permeable to small molecules in their presence due to its 
increased area per lipid.  Future studies should extend our simulation studies to longer 
periods of time, especially in the presence of DMSO.   Additionally, future studies should 
study other cryoprotectants like glycerol, ethylene glycol and sugars in the presence of 
“single” and “combined” lipid bilayers.  The latter “combined” lipid bilayer being a more 
realistic approximation for cell membranes.   And finally, future efforts should be 
directed at determining the variations in the diffusion and permeability coefficients of 
lipid bilayers in the presence of cryoprotectants, to further our understanding of 





Ahkong, Q.F., Fischer, D., Tampion, W. and Lucy, J.A., Nature, 253, pp. 194-195. 
 
Alper, H.E., Bassolino, D. and Stouch, T.R., J. Chem. Phys., 1993, 98, pp. 9798-9807. 
 
Alder, B.J. and Wainwright, T.E., J. Chem. Phys., 1957, 27, pp. 1208- 1209. 
 
Anchordoguy, T.J., Carpenter, J.F., Crowe, J.H. and Crowe, L.M., Biochim. Biophys. 
Acta, 1992, 1104, pp. 117-122. 
 
Armen, R.S., Uitto, O.D. and Feller, S.E., Biophys. J., 1998, 75, pp. 734-744. 
 
Bandyopadhyay, S., Tarek, M. and Klein, M.L., J. Phys. Chem. B, 1999, 103, pp. 10075-
10080. 
 
Bandyopadhyay, S., Tarek, M. and Klein, M.L., Curr. Opin. Coll. Int. Sci., 1998, 3, pp. 
242-246. 
 
Bassolino-Klimas, D., Alper, H.E. and Stouch, T.R., Biochemistry, 1993, 32, pp. 12624-
12637. 
 
Bassolino-Klimas, D., Alper, H.E. and Stouch, T.R., J. Am. Chem. Soc., 1995, 117, pp. 
4118-4129. 
 
Bemporad, D., Essex, J.W. and Luttmann, C., J. Phys. Chem. B., 2004, 108, pp. 4875-
4884. 
 
Berendsen, H.J.C. and Tieleman, D.P., Encyclopedia of Computational Chemistry, 1998, 
John Wiley & Sons, pp. 1639-1650. 
 
Berendsen, H.J.C. and Marrink, S.J., Pure and Appl. Chem., 1993, 65, pp. 2513-2520. 
 
Berendsen, H.J.C., Postma, J.P.M., van Gunsteren, W.F., DiNola, A. and  Haak, J.R., J. 
Chem. Phys., 1984, 81, pp. 3684-3690. 
 
Berendsen, H.J.C., Postma, J.P.M., van Gunsteren, W.F. and Hermans, J., In B. Pullman, 
editor, Intermolecular Forces, 331 Reidel, Dordrecht (1981). 
 
Berger, O., Edholm, O. and Jahnig, F., Biophys. J., 1997, 72, pp. 2002-2013. 
 
Berkowitz, M.L. and Raghavan, K., Langmuir, 1991, 7, pp. 1042-1044. 
 
Bernard, A. and Fuller, B. J., Human Repro. Update, 1996, 2(3), pp. 193-207. 
 
Biswas, A. and Schurmann, B.L., J. Chem. Phys., 1991, 95, pp. 5377-5386.  
  
 75
Bloom, M., Evans, E. and Mouritsen, O., Q. Rev. Biophys., 1991, 24, pp. 293-397. 
 
Brown, M.F., Ribeiro, A.A. and Williams, G.D., Proc. Nat. Acad. Sci. U.S.A., 1983, 80, 
pp. 4325-4329. 
 
Canavate, J.P. and Lubian, L.M., J. Phycol., 1994, 30, pp. 559-565. 
 
Chang, H.H. and Dea, P.K., Biophys. Chem., 2001, 94, pp. 33-40. 
 
Chiu, S.W., Clark, M., Subramaniam, S., Scott, H.L. and Jakobsson, E., Biophys. J., 
1995, 69, pp. 1230-1245. 
 
Damodaran, K.V. and Merz, K.M., Langmuir, 1994, 9, pp. 1179-1183. 
 
Devireddy, R.V., Raha, D. and Bischof, J.C., Cryobiology, 1998, 36, pp. 124-155. 
 
Devireddy, R.V., Olin, T., Vincente, W., Troedsson, M. H. T., Bischof, J. C. and Roberts, 
K. P., Bio. of Reprod., 2002, 66, pp. 222-231. 
 
Devireddy, R.V., Fahrig, B., Godke, R.A. and Leibo, S.P., Mol. Reprod. Dev., 2004, 67, 
pp. 446-457. 
 
Devireddy, R.V., Mol. Reprod. Dev., 2005, 70, pp. 333-343. 
 
Edholm, O. and Nyberg, A.M., Biophys. J., 1992, 63, pp. 1081-1089. 
 
Egberts, E., Molecular dynamics simulations of multibilayer membranes, PhD thesis, 
1988, University of Groningen, The Netherlands. 
 
Egberts, E., Marrink, S.J. and Berendsen, H.J.C., Eur. Biophys. J., 1994, 22, pp. 423-436. 
 
Essman, U., Perera, L. and Berkowitz, M.L., Langmuir, 1995, 11, pp. 4519-4531. 
 
Essman U. and Berkowitz, M.L., Biophys. J., 1999, 76, pp. 2081-2089. 
 
Feller, S.E., Yin, D., Pastor, R.W. and MacKerrell Jr, A.D., Biophys. J., 1997, 73, pp. 
2269-2279. 
 
Feller, S.E., Zhang, Y. and Pastor, R.W., J. Chem. Phys., 1994, 103, pp. 10267-10276. 
 
Feller, S.E., Curr. Opin. Coll. Int. Sci., 2000, 5, pp. 217-223. 
 
Fick, A., Ann. Phys., 1855, 170, pp. 59-69.  
 




Friedman, M.H., Springer-Verlag Berlin Heidelberg NewYork Tokyo, 1986. 
 
Frenkel, D. and Smit, B., Understanding Molecular Simulation, Academic Press, 
Sandiego, San Francisco, 1996. 
 
He, Y. and Devireddy, R.V., Ann. Biomed. Eng., 2005, 33, pp. 709-720. 
 
Heller, H., Schaefer, M., and Schulten, K., J. Phys. Chem., 1993, 97, pp. 8343-8360. 
 
Hess, B., Bekker, H., Berendsen, H.J.C. and Fraaije, J.G.E.M., J. Comput. Phys., 1997, 
I8, pp. 1463-1472. 
 
Hockney, R.W. and Eastwood, J.W., editors. Computer simulations using particles, 1981, 
McGraw Hill, London. 
 
Hristova, K. and White, S.H., Biophys. J., 1998, 74, pp. 2419-2433. 
 
Huang, P., Perez, J.J. and Loew, G.H., J. Biomol. Struct. Dyn., 1994, 11, pp. 927-956. 
 
Husslein, T., Newns, D.M., Pattnaik, P.C., Zhong, Q., Moore, P.B. and Klein, M., J. 
Chem. Phys., 1998, 109, pp. 2826-2832. 
 
Ibragimova, G.T. and Wade, R.C., Biophys. J., 1998, 74, pp. 2906-2911. 
 
Jin, B. and Hopfinger, A.J., Pharmaceut. Res., 1996, 13, pp. 1786-1794. 
 
Jakobsson, E., Trends Biochem., 1997, 9, pp. 339-354. 
 
Kedem, O. and Katchalsky, A., Biochim. Biophys. Acta, 1958, 27, pp. 229-246. 
 
Kiselev, M.A., Lesieur, P., Kiselev, A.M., Grabielle-Madelmond, C. and Ollivon, M., J. 
Alloys Comp., 1999, 286, pp. 195-202. 
 
Kotyk, A. and Yanachek, K., Membrane transport (in Russian), Mir, Moscow, 1980, 350, 
pp. 6. (as cited at http://foroff.phys.msu.su/phys/med/engl_ver/evc_01me.pdf) 
 
Kubo, R., Rev. Mod. Phys., 1966, 29, pp. 255-284. 
 
Leach, A.R., Molecular Modelling Principles And Applications, Pearson Education 
Limited, Harlow, England, 2001. 
 
Levin, R.L., Osmotic effects of introducing and removing permeable cryoprotectants: 
perfused tissues and organs. ASME Press, 1981, pp. 131-134. 
 
Lindahl, E., ‘Computational Modeling of Biological Membrane and Interface Dynamics’, 
PhD thesis, Royal Institute of Technology, Stockholm, 2001. 
  
 77
Lindahl, E. and Edholm, O., Biophys. J., 2000, 79, pp. 426-433. 
 
Lindahl, E., Hess, B. and van-der Spoel, D., J. Molec. Mod., 2001, 7, pp. 306-317. 
 
Liu, H., Muller-Plathe, F. and van Gunsteren, W.F., J. Am. Chem. Soc., 1995, 117, pp. 
4363-4366. 
 
Lodish, H., Berk, A., Zipursky, L., Matsudaira, P., Baltimore, D. and Darnell, J  
Molecular Cell Biology, 4th edition, W.H. Freeman publishers, 2000. 
 
Luzar, A. and Chandler, D., J. Chem. Phys., 1993, 98, pp. 8160-8173. 
 
Ly, H.V., Block, D.L. and Longo, M.L., Langmuir, 2002, 18, pp. 8988-8995. 
Marrink, S.J. and Berendsen, H.J.C., J. Phys. Chem., 1994, 98, pp. 4155-4168. 
 
Marrink, S.J., Jahnig, F. and Berendsen, H.J.C., Biophys. J., 1996, 71, pp. 632-647. 
 
Marrink, S.J., Lindahl, E., Edholm, O. and Mark, A.E., J. Am. Chem. Soc., 2001, 123, pp. 
8638-8639. 
 
Marrink, S.J., ‘Permeation of Small Molecules Across Lipid Membranes’, PhD thesis, 
University of Groningen, Netherlands, 1994.  
 
Martyna, G.J., Tuckerman, M.E., Tobias, D.J. and Klein, M.L., Mol. Phys., 1996, 87, pp. 
1117-1157. 
 
Mashl, R.J., Scott, H.L., Subramaniam, S. and Jakobsson, E., Biophys. J., 2001, 81, pp. 
3005-3015. 
 
Mazur, P., J. of Gen. Physiology, 1963, 47, pp. 347-369. 
 
Mazur, P., Am. J. Physiol., 1984, 247, pp. C125-C142. 
 
Mc Grath, J.J., J. Microscopy, 1985, 139, pp. 249-263. 
 
McGrath, J. J., “Preservation of biological material by freezing and thawing”, Heat 
transfer in medicine and biology, A. Shitzer and R.C Eberhart (eds.), 1985, Plenum 
Press., New York 
 
McGrath, J. J., “Membrane transport properties”. In: McGrath, J. J., Diller, K.R (eds.), 
Low temperature biotechnology: Emerging applications and engineering contributions, 
1988, BED -Vol. 10, HTD -Vol. 98, ASME Press, pp.273-330 
 
McIntosh, T., X-ray diffraction analysis of membrane lipids. Brasseur, R., editor. CRC 




Mendelsohn, R. and Senak, L., Quantitative determination of conformational disorder in 
biological membranes by FTIR spectroscopt. Clark, J.R. and Heister, R.E., editors. 
Wiley, Newyork, 1993. 
 
Merz Jr, K.M. and Roux, B., editors. Biological Membranes: A molecular perspective 
from computation and experiment, 1996. Birkhauser, Boston, MA.  
 
Merz Jr, K.M., Curr. Opin. Struct. Biol., 1997, 7, pp. 511-517. 
 
Milik, M. and Skolnick, J., Proteins, 1993, 15, pp. 10-25. 
 
Milligan, J.R. and Ward, J.F., Radiat. Res., 1994, 137, pp. 295-299. 
 
Neidert, M.R., Devireddy, R.V., Tranquillo, R.T and Bischof, J.C., Tissue Eng., 2004, 10, 
pp. 23-32. 
 
Paci, E. and Marchi, M., Mol. Simulat., 1994, 14, pp. 1-10. 
 
Pandit, S.A. and Berkowitz, M.L., Biophys, J., 2002, 82, pp. 1818-1827. 
 
Pastor, R.W., Curr. Opin. Struct. Biol., 1994, 4, pp. 486-492. 
 
Patra, M., Salonen, E., Terama, E., Vattulainen, I., Faller, R., Lee, B.W., Holopainen, J. 
and Karttunen, M., arXiv.org:cond-mat/0408122 (2004). 
 
Patra, M., Karttunen, M., Hyvonen, M.T., Falck, E., Lindqvist, P. and Vattulainen, I., 
Biophys. J., 2003, 84, pp. 3636-3645. 
 
Pinisetty, D., Huang, C., Dong, Q., Tiersch, T. and Devireddy, R.V., Cryobiology, 2005, 
50, pp. 231-245. 
 
Pohorille, A., New, M.H., Schweighofer, K. and Wilson, M.A., Curr. Top Membr., 1999, 
48, pp. 49-76. 
 
Polge, C., Smith, A.U. and Parks, A.S., Nature, 1949, 164, pp. 666-667. 
 
Raghavan, K., Reddy, M.R., and Berkowitz, M.L., Langmuir, 1992, 8, pp. 233-240.  
 
Rahman, A., Phys. Rev., 1964, I36, pp. A405-A411. 
 
Rao, B.G. and Singh, U.C., J. Am. Chem. Soc., 1990, 112, pp. 3803-3811. 
 
Rog, T. and Pasenkiewicz-Gierula, M., Biophys. J., 2001, 81, pp. 2190-2202. 
 




Saiz, L. and Klein, M.L., Acc. Chem. Res., 2002, 35, pp. 482-489. 
 
Seelig, J., Q. Rev. Biophys., 1977, 10, pp. 353-418. 
 
Shashkov, S.N., Kiselev, M.A., Tioutioinnikov, S.N., Kiselev, A.M. and Lesieur, P., 
Phys. B., 1999, 271, pp. 184-191. 
 
Singer, S.J. and Nicholson, G.L, Science, 1972, 175, pp. 720-731. 
 
Smondyrev, A.M. and Berkowitz, M.L., Biophys. J., 1999, 76, pp. 2472-2478. 
 
Stein, W.D., Academic Press, INC., Harcourt Brace Jovanovich, Publishers, Orlando, FL, 
1985. 
 
Stouch, T., Mol. Simul., 1993, 10, pp. 317-335. 
 
Stouch, T.R., Ward, K.B., Altieri, A. and Hagler, A.T., J. Comput. Chem., 1991, 12, pp. 
1033-1046. 
 
Sum, A.K. and de Pablo, J., Biophys. J., 2003, 85, pp. 3636-3645. 
 
Sum, A.K., Faller, R. and de Pablo, J.J., Biophys. J., 2003, 85, pp. 2830-2844. 
 
Thirumala, S., Ferrer, M.S., Al-Jarrah, A., Eilts, B.E., Paccamonti, D.L. and Devireddy, 
R.V., Cryobiology, 2003, 47, pp. 109-124.   
 
Thirumala, S. and Devireddy, R.V., ASME J Biomech. Eng., 2005, 127, pp. 295-300. 
 
Tieleman, D.P., Marrink, S.J. and Berendsen, H.J.C., Biochim. Biophys. Acta, 1997, 
1331, pp. 235-270. 
 
Tieleman, D.P. and Berendsen, H.J.C., J. Chem. Phys., 1996, 105, pp. 4871-4880. 
 
Tobias, D.J., Tu, K., and Klein, M.L., Curr. Opin. Coll. Int. Sci., 1997, 2, pp. 15-26. 
 
Tristram-Nagle, S., Zhang, S.R., Suter, R.M., Worthington, C.R., Sun, W.J. and Nagle, 
J.F., Biophys. J., 1993, 64, pp. 1097-1109. 
 
Tristram-Nagle, S., Petrache, H.I. and Nagle, J.F., Biophys. J., 1998, 75, pp. 917-925. 
 
Tu, K., Tobias, D.J., Blasie, J.K. and Klein, M.L., Biophys. J., 1996, 70, pp. 595-608.  
 
Tu, K., Tobias, D.J. and Klein, M.L., Biophys. J., 1995, 69, pp. 2558-2562. 
 




Vaisman, I.I. and Berkowitz, M.L., J. Am. Chem. Soc., 1992, 114, pp. 7889-7896. 
 
Van-der-Ploeg, P. and Berendsen, H.J.C., J. Chem. Phys., 1982, 76, pp. 3271-3276. 
 
Van-der-Ploeg, P. and Berendsen, H.J.C., Mol. Phys., 1983, 49, pp. 233-248. 
 
Venable, R.M., Brooks, B. and Pastor, R.W., J. Chem. Phys., 2000, 112, pp. 4822-4832. 
 
Venable, R., Zhang, B., Hardy, B. and Pastor, R., Science, 1993, 262, pp. 223-226. 
 
Verlet, L., Phys. Rev., 1967, I59, pp. 98-103. 
 
Volke, F., Eisenblatter, S., Galle, J. and Klose, G., Chem. Phys. Lipids, 1994, 70, pp. 121-
131. 
 
Van der Spoel, D., van Buuren, A.R., Apol, E., Meulenhoff, P.J., Tieleman, D.P., Sijbers, 
A.L.T.M., Hess, B., Feenstra, K.A., Lindahl, E., van Drunen, R. and Berendsen, H.J.C., 
Gromacs User Manual version 2.0, Nijenborgh 4, 9747, AG Groningen, The Netherlands. 
Internet: http://md.chem.rug.nl/~gmx,1999. 
 
Weiner, M.C. and White, S.H., Biophys. J., 1992a, 61, pp. 428-433. 
 
Weissmann, G. and Claiborne, R., HP Publishing Co., Inc. New York, N.Y., 1975. 
 
Widom, B., J. Chem. Phys., 1963, 39, pp. 2802-2812.  
 
Wilson, M.A. and Pohorille, A., J. Am. Chem. Soc., 1996, 118, pp. 6580-6587. 
 
Wong, P.T.T. and Mantsch, H.H., Biophys. J., 1988, 54, pp. 781-790. 
 
Yamashita, Y., Kinoshita, K. and Yamazaki, M., Biochim. Biophys. Acta, 2000, 1467, pp. 
395-405. 
 
Yeagle, P, CRC Press, Boca Raton Ann Arbor London, 1991. 
 
Yu, Z.W. and Quinn, P.J., Biophys. Chem., 1998, 70, pp. 35-39. 
 
Yu, Z.W. and Quinn, P.J., Biochim. Biophys. Acta., 2000, 1509, pp. 440-450. 
 





Mr. Dinesh Pinisetty is from Secunderabad, Andhra Pradesh, India. He got his 
secondary education from Vedic Vidyalayam High School, Secunderabad, Andhra 
Pradesh, India. He received his Intermediate degree from St. Thomas Samhita Junior 
College, Hyderabad, Andhra Pradesh, India, in 1998. He received the degree of Bachelor 
of Technology in Mechanical Engineering from Jawaharlal Nehru Technological 
University, Hyderabad, Andhra Pradesh, India, in 2002. He then joined the graduate 
program at Louisiana State University (LSU), Baton Rouge, in August, 2003. He is a 
candidate for the degree of Master of Science in Mechanical Engineering to be awarded 
at the commencement of August, 2005. After completing his master’s degree he would be 
pursuing his doctoral program. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
