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1 Motivation
Eine der größten Herausforderungen der modernen Gesellschaft ist die voranschreitende glo-
bale Erwärmung. Im Jahr 2015 wurde die höchste globale Durchschnittstemperatur seit Be-
ginn der flächendeckenden Klimadatenaufzeichnung im Jahr 1880 registriert.[1] Die globale
Durchschnittstemperatur lag hierbei um 0,9 ∘C[2] höher als im Mittel des Referenzzeitraums
von 1910-2000. Insgesamt fallen 15 der 16 wärmsten Jahre seit Beginn der flächendeckenden
Aufzeichnung in das 21. Jahrhundert.[2]
Eine zentrale Rolle bei dieser Entwicklung spielt die Emission vonTreibhausgasenwieN2O,
CH4 und CO2.[1,3,4] Den größten Anteil der anthropogenen Treibhausgasemission hat hierbei
CO2. Im Jahr 2010 machte dieses 76% der vomMenschen freigesetzten Treibhausgase aus.[3]
Seit Beginn der industriellen Revolution stieg die CO2-Konzentration in der Atmosphäre von
ca. 280 ppm[5] auf heute über 400 ppm,[6] was einen starken Einfluss auf die Entwicklung des
globalen Klimas hat.
Einen wesentlichen Anteil an der Emission von CO2 hat die Energieproduktion. Etwa 60%
des weltweit von Menschen freigesetzten CO2 im Jahr 2010 stammten aus dem Energiesek-
tor.[7] Der wichtigste Grund hierfür ist der hohe Anteil fossiler Energieträger an der weltwei-
ten Energieerzeugung. 2010 entfielen über 80% des weltweiten Primärenergieverbrauchs auf
die Verbrennung von Öl, Kohle und Erdgas,[8] fossile Brennstoffe, die bei der Verbrennung
eine große Menge an CO2 freisetzen. Um das 2015 bei der Weltklimakonferenz formulierte
Ziel, den globalen Temperaturanstieg auf 1,5 ∘C zu limitieren,[9] verwirklichen zu können, ist
somit eine starke Förderung erneuerbarer Energien notwendig.
Wichtig für den zunehmenden Einsatz regenerativer Energien sind Technologien um Fluk-
tuationen der Energieerzeugung, wie sie beispielsweise bei Wind- und Solarenergie auftreten,
abzufedern und so zumErhalt der Systemsicherheit beizutragen. Sekundärbatterien sind hier-
bei vielversprechende Systeme, die einen wichtigen Beitrag zur Zwischenspeicherung von
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Strom leisten und somit die Ausweitung des Einsatzes erneuerbarer Energien fördern kön-
nen.[10]
Die Anforderungen an Batteriesysteme für stationäre Anwendungen unterscheiden sich
wesentlich von denen, die an Systeme für mobile Anwendungen wie beispielsweise smart
devices oder Elektroautomobile gestellt werden. Die gravimetrische Energie- und Leistungs-
dichte spielt bei stationärem Einsatz eine deutlich geringere Rolle als bei mobilen Anwen-
dungen. Wesentlich wichtiger für den Einsatz zur Zwischenspeicherung in der Stromversor-
gung sind Zyklenstabilität, Wirkungsgrad, Preis und Sicherheit.[11] Besonders im Hinblick
auf denWirkungsgrad sind Batterien sehr interessante Systeme für stationäre Anwendungen.
Viele etablierte Systeme wie beispielsweise Lithium-Ionen-Batterien bleiben jedoch hinsicht-
lich des Preises und der Zyklenstabilität hinter anderen Energiespeichersystemen wie Pump-
speicherwerken zurück.[10] Neben der Weiterentwicklung bereits etablierter Batteriesysteme
bieten auch neue Entwicklungen wie Lithium-Schwefel-Batterien,[12–14] Lithium-Luft-Batte-
rien[15–18] und Natrium-Ionen-Batterien[19–22] vielversprechende Eigenschaften.
Eine besonders interessante Entwicklung stellen sogenannte Dual-Ionen-Zellen[23,24] dar.
In diesen Systemen sind neben Kationen auch Anionen am Lade- und Entladeprozess betei-
ligt. Während Lithium-Ionen wie in Lithium-Ionen-Batterien in Anodenmaterialien eingela-
gert oder daran abgeschieden werden, findet zeitgleich eine Interkalation von Anionen in die
Kathode statt. Somit dient der Elektrolyt nicht nur als Medium zum Schließen des Stromkrei-
ses, sondern erfüllt eine zentrale Rolle als Ionenquelle. ObwohlDual-Ionen-Zellen derzeitmit
etwa 50Whkg−1[24] deutlich geringere Energiedichten aufweisen als Lithium-Ionen-Batteri-
en (ca. 150Whkg−1[25]), sind sie dem etablierten System in einigen Punkten, die besonders
wichtig für stationäre Anwendungen sind, überlegen.
Dual-Ionen-Zellen verfügen über eine ausgesprochen hohe Langzeitstabilität. Das erste
vielversprechende in der Literatur diskutierte System verfügte nach 500 Lade-/Entladezyklen
noch über mehr als 99% der Ausgangskapazität,[23,24] wohingegen die Kapazität vieler Li-
thium-Ionen-Batterien nach der gleichen Anzahl an Zyklen bereits auf etwa 80% der An-
fangskapazität[26] abnimmt. Zudem könnenDual-Ionen-Zellen ohne teure und umweltschäd-
liche Übergangsmetallverbindungen hergestellt werden. Als Anodenmaterialien können bei-
spielsweise metallisches Lithium,[23,24] Lithiumtitanat,[23,24] Aluminium[27] oder Graphit[28]
verwendet werden, als Kathodenmaterial kommt in der Regel Graphit[23,24,27,28] zum Einsatz.
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Auch die erreichbaren Ladegeschwindigkeiten von Dual-Ionen-Zellen übersteigen die von
Lithium-Ionen-Batterien bei weitem. Während Lithium-Ionen-Batterien in der Regel min-
destens 30Minuten benötigen, um vollständig geladen zu werden, gibt es Dual-Ionen-Zellen,
bei denen dies in weniger als einer Minute möglich ist.[27] Somit sind Dual-Ionen-Zellen im
Hinblick auf Kosten, Umweltfreundlichkeit, Ladegeschwindigkeit und Langlebigkeit eine in-
teressante Alternative zu anderen Batteriesystemen für stationäre Anwendungen.
Die Forschung anDual-Ionen-Zellen befindet sich bisher jedoch noch imAnfangsstadium.
Für eine weitere Verbesserung der Systeme ist ein grundlegendes Verständnis der ablaufen-
den Prozesse ausgesprochen wichtig. Hierbei sind vor allem zwei Phänomene von zentraler
Bedeutung: der Ionentransport im flüssigen Elektrolyten und die Anioneninterkalation.
Das Verständnis der Ionentransportprozesse im Elektrolyten stellt eine wesentliche Voraus-
setzung für die systematische Suche nach geeigneten Elektrolyten dar. Für die Untersuchung
derartiger Prozesse stellt vor allem die elektrochemische Impedanzspektroskopie (EIS) eine
umfassende und leistungsfähige Methode dar. Sie ist geeignet, um gleichzeitig verschiedene
Prozesse, die auf unterschiedlichen Zeitskalen in elektrochemischen Systemen ablaufen, zu
untersuchen. Bei der Interpretation gemessener Daten ist jedoch Vorsicht geboten, da sie
unter bestimmten Voraussetzungen, besonders im Falle der Verwendung des sogenannten
Dreielektrodenaufbaus, eine hohe Anfälligkeit für Messartefakte aufweist.
Hier knüpft der erste Teil dieser Arbeit an. Anhand einesModells auf Grundlage eines Drei-
Punkt-Äquivalentnetzwerks zur Beschreibung impedanzspektroskopischer Messungen ein-
facher elektrochemischer Systeme im Dreielektrodenaufbau wird der Einfluss verschiedener
Parameter auf das Auftreten und die Natur von Messartefakten untersucht. Die erhaltenen
Resultate werden außerdemmit Messergebnissen einfacher realer elektrochemischer Modell-
systeme überprüft. Auf Grundlage der so gewonnenen Erkenntnisse werden im zweiten Teil
dieser Arbeit Ionentransportprozess in flüssigen Elektrolyten mittels EIS und Finite-Element-
Methode (FEM) untersucht. Ein Teilprojekt beschäftigt sich hierbei mit der Bildung von Kon-
zentrationsgradienten im Elektrolyten von Dual-Ionen-Zellen. Diese sind von essentiellem
Interesse, da Konzentrationsgradienten zu Überspannungen führen und so einen direkten
Einfluss auf die erreichbare Kapazität und den Wirkungsgrad der Batterie haben können.
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Eine weitere wichtige Eigenschaft von Elektrolyten ist der Beitrag der einzelnen Ionensor-
ten zum Ladungstransport. Da in Dual-Ionen-Zellen sowohl Kationen (zumeist Lithium-Io-
nen) als auchAnionen aktiv an der Ladungsspeicherung teilnehmen, sollten diese im Idealfall
in gleichemMaße zumLadungstransport beitragen. Hierzu wird in einem zweiten Teilprojekt
der Beitrag von Lithium-Ionen zum Ladungstransport in verschiedenen Elektrolyten unter-
sucht. Da in vielen Dual-Ionen-Zellen Lithium-Ionen als aktive kationische Spezies genutzt
werden, ist dies ebenfalls von zentraler Bedeutung bei der Suche nach geeigneten Elektrolyten.
Der dritte Teil dieser Arbeit beschäftigt sich mit der elektrochemischen Interkalation von
Anionen in Graphit am Beispiel von Bis(trifluoromethansulfonyl)imid (TFSI– ). Durch die
Kombination von Lade-/Entladeexperimenten und Raman-Spektroskopie werden grundle-
gende Charakteristiken der Anioneninterkalation in Graphit im Hinblick auf Struktur der
Interkalationsverbindung und Reversibilität untersucht. Die Aufmerksamkeit liegt hier ins-
besondere auf dem Einfluss auf die Eigenschaften des Graphits und die Unterschiede zur In-
terkalation von Lithium-Ionen.
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2 Theoretischer Hintergrund und Stand
der Forschung
2.1 Dual-Ionen-Zellen
Das Konzept von Dual-Ionen-Zellen wurde 1989 in einer etwas spezielleren Form, den soge-
nannten Dual-Graphit-Zellen, durch Patente von McCullough et al.[29,30] eingeführt. Die
Funktionsweise dieser Sekundärbatterien unterscheidet sich grundlegend von der etablierter
Batterietypen wie z.B. Lithium-Ionen-Batterien. Abb. 2.1 zeigt schematisch einen Vergleich
des Lade- und Entladeprozesses einer Lithium-Ionen-Batterie (siehe Abb. 2.1a) und einer Du-
al-Ionen-Zelle (siehe Abb. 2.1b).
Lithium-Ionen-Batterien bestehen in der Regel aus einer Graphit-Anode und einer Metall-
oxid-Kathode (meist Lithium-Cobalt-Oxid[31]). Die Begriffe Anode und Kathode beziehen
sich bei Batterien stets auf den Entladevorgang, werden aber generalisiert verwendet. Wäh-
rend des Ladevorgangs werden Lithium-Ionen aus der Kathode deinterkaliert und das Wirts-
gitter wird oxidiert. Die freigesetzten Lithium-Ionen werden durch den Elektrolyten zur An-
ode transportiert und unter Reduktion des Anodenmaterials interkaliert. Während des Ent-
ladevorgangs kehren sich diese Prozesse um[26] (siehe Abb. 2.1a). Lithium-Ionen sind somit
die einzigen an der Ladungsspeicherung beteiligten Ionen.
Bei Dual-Ionen-Zellen sind hingegen neben Kationen auch Anionen aktiv an der Ladungs-
speicherung beteiligt. Während des Ladevorgangs werden Kationen in die Anode eingelagert
oder daran abgeschieden und simultan werden Anionen in das Kathodenmaterial interka-
liert. Dem Elektrolyten wird somit Salz entzogen und die Konzentration des Salzes ändert
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(a) Lithium-Ionen-Batterie. (b) Dual-Ionen-Batterie.
Abbildung 2.1: Schematische Darstellung des Lade- und Entladeprozesses (a) einer Lithium-
Ionen-Batterie bestehend aus Graphit-Anode, Metalloxid-Kathode und Elek-
trolyt und (b) einer Dual-Ionen-Zelle bestehend aus Lithium-Anode, Graphit-
Kathode und Elektrolyt.
sich während des Ladens und Entladens stark. Der Elektrolyt dient in Dual-Ionen-Zellen al-
so als Ionenquelle und ist als Aktivmaterial zu betrachten. Für die Funktion der Batterie ist es
notwendig, dass in ausreichenderMenge Elektrolyt vorhanden ist, um den Bedarf an Ionen zu
decken.Während des Entladens wird das Salz durchDeinterkalation (an der Kathode und ggf.
an der Anode) bzw. durch oxidatives Lösen (ggf. an der Anode) wieder in den Elektrolyten
zurückgeführt (siehe Abb. 2.1b).[23,24]
Die Forschung konzentrierte sich zunächst auf den speziellen Zelltypen der Dual-Graphit-
Zellen. Ermöglicht wird dies durch den redoxamphoteren Charakter von Graphit, aufgrund
dessen sowohl Kationen als auch Anionen unter Bildung von Graphit Interkalationsverbin-
dungen (engl. graphite intercalation compounds, GICs) interkaliert werden können.[32] Wäh-
rend die gravimetrische Kapazität der Interkalation von Lithium-Ionen inGraphit einenWert
von ca. 370mAh g−1[31] erreicht, ist die Kapazität für die Interkalation meist großer Anionen
mit ca. 30–120mAh g−1[23,24,33–37] deutlich geringer.
Carlin et al. veröffentlichten 1994[38] eine Studie zur elektrochemischen Interkalation
der Ionen verschiedener ionischer Flüssigkeiten (engl. ionic liquids, ILs) mit den Kationen
1-Ethyl-3-methylimidazolium (EMIm+) und 1,2-Dimethyl-3-propylimidazolium (DMPIm+)
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und den Anionen Hexafluorophosphat (PF –6 ), Tetrafluoroborat (BF –4 ), Tetrachloroalumi-
nat (AlCl –4 ), Trifluoromethansulfonat (CF3SO –3 ) und Benzoat (C6H5CO –2 ) in Graphit zum
Bau einer Sekundärbatterie. Trotz der moderaten Coulomb-Effizienz (Verhältnis der geflos-
senen Ladungen während der Deinterkalation zur geflossenen Ladung während der Interka-
lation) von maximal 85%[38] ist der einfache Aufbau der untersuchten Sekundärbatterie ein
großer Vorteil gegenüber anderen Technologien. Es werden lediglich kostengünstige Graphit-
Elektroden benötigt und als Elektrolyt wird eine reine IL verwendet. Da keine organischen
Lösungsmittel eingesetzt werden müssen, ist die Batterie somit auch nicht brennbar.
Es folgten weitere Patente[39,40] und einige Studien über die elektrochemische Interkalati-
on verschiedener Kationen wie Li+,[41,42] Na+,[41] K+[41] und Tetrabutylammonium[43] (TBA+)
und verschiedener Anionen wie Perchlorat[41–43] (ClO –4 ), BF –4 [41] und PF –6 [33,44] aus ver-
schiedenen organischen Lösungsmitteln wie z.B. Propylencarbonat[41–43] (PC), Dimethylsul-
foxid[41] (DMSO) und Ethylmethylsulfon[33] (EMS) für die Anwendung in Dual-Graphit-Zel-
len. In diesen Systemen geht ein wesentlicher Vorteil der Batterie von Carlin et al.[38] jedoch
wieder verloren. Durch den Einsatz organischer Lösungsmittel weisen die Zellen eine gewisse
Brennbarkeit auf.
Ein großes Problem für die Anwendung stellt jedoch vor allem die durchweg niedrige
Coulomb-Effizienz der untersuchten Systeme dar. Ein wesentlicher Grund hierfür sind die
hohen Potentiale (in der Regel >4,5V vs. Li+/Li[23,24,28,33,41,43,44]), bei denen die Interkalation
von Anionen in Graphit stattfindet. Der verwendete Elektrolyt muss somit eine sehr hohe
Oxidationsstabilität aufweisen. Dies bringt allerdings auch den Vorteil mit sich, dass, je nach
Anodenmaterial, sehr hohe Zellspannungen im Bereich von 4,5–5V realisierbar sind, was
sich direkt auf die speicherbare Energie auswirkt. Kathodenmaterialien für gewöhnliche Li-
thium-Ionen-Zellen ermöglichen bis auf wenige Ausnahmen lediglich Zellspannungen bis ca.
4,2V.[31,45]
Ein weiteres Problem stellt außerdem der Masseverlust der Graphitelektroden durch Ab-
blättern von Graphitschichten, sogenannte Exfoliation, durch die Interkalation großer Katio-
nen[43] (z.B. TBA+) oder Kointerkalation von Molekülen organischer Lösungsmittel mit Kat-
ionen bzw. Anionen[23,24,33,36,42] dar. Kointerkalation kann durch die Bildung einer Passivie-
rungsschicht, der solid electrolyte interphase (SEI), an derGrenzfläche zwischen Elektrode und
Elektrolyt verhindert werden.[46] Die Bildung einer stabilen SEI hängt jedoch stark von dem
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jeweiligen Elektrolyten ab und kann nicht bei allen Kombinationen aus Elektrodenmaterial
und Elektrolyt erreicht werden.[46] Eine andereMöglichkeit, Kointerkalation von Lösungsmit-
telmoleküle an der Kathode zu verhindern, ist die Nutzung von ILs als Elektrolyt.[23,24]
Im Jahr 2000 zeigten Dahn und Seel,[47] dass der Elektrolyt neben einer hohen Oxida-
tionsstabilität auch eine möglichst hohe Konzentration des aktiven Salzes (im Bereich von
3–4mol l−1) aufweisen sollte, um mit Dual-Graphit-Zellen eine zu Lithium-Ionen-Batteri-
en vergleichbare Energiedichte zu erreichen. Da solch hohe Konzentrationen von z.B. Lithi-
umsalzen bei der Verwendung von IL-basierten Elektrolyten durch den starken Anstieg der
Viskosität meist nicht erreichbar sind und negative Einflüsse wie steigende Viskosität und sin-
kende Leitfähigkeit mit sich bringen,[48] ist der Einsatz von Dual-Graphit- und Dual-Ionen-
Zellen für stationäre Anwendungen, für welche die Energiedichte eine untergeordnete Rolle
spielt, deutlich wahrscheinlicher.
In Dual-Ionen-Zellen können neben Graphit auch andere Anodenmaterialien verwendet
werden. Im Jahr 2010 stellten Thapa et al.[34] eine Dual-Ionen-Zelle vor, in der TiO2 als An-
ode und LiPF6 gelöst in einem Gemisch aus Ethylencarbonat (EC) und Dimethylcarbonat
(DMC) als Elektrolyt verwendet wird. Das hohe Potential des Anodenmaterials von mehr
als 1V vs. Li+/Li[34] minimiert die Gefahr der Abscheidung von elementarem Lithium, wo-
durch die Batterie weniger anfällig gegenüber Überladung wird. Die Langzeitstabilität dieses
Systems ist jedoch mit etwa 90% der Anfangskapazität nach 50 Lade-/Entladezyklen noch
mangelhaft.
Gunawardhana et al. gelang es durch Verwendung von MoO3 als Anodenmaterial, eben-
falls mit LiPF6 gelöst in einem EC:DMC Gemisch als Elektrolyt, die Langzeitstabilität von
Dual-Ionen-Zellen deutlich zu erhöhen.[35,36] Sie erreichten nach 500 Lade-/Entladezyklen
noch 91% der Anfangskapazität, ein Wert der vergleichbar mit dem modernen Lithium-Io-
nen-Batterien ist.[36] Die Zellspannung dieses Systems liegt jedoch unter 3V, was zu sehr ge-
ringen Energiedichten führt.
Ein Durchbruch gelang Placke et al. 2012[23,24] durch die Verwendung einer Lösung von
LiTFSI in N-Butyl-N-methylpyrrolidinium TFSI (Pyr1,4TFSI) als Elektrolyt. Dieser Elektro-
lyt ist nicht zur Interkalation von Lithium-Ionen in Graphit geeignet.[37,49] Stattdessen wur-
de als Anodenmaterial metallisches Lithium bzw. Lithiumtitanat (Li4Ti5O12) verwendet. Be-
sonders das System mit metallischem Lithium als Anode weist mit einer Zellspannung von
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ca. 4,5V, einer außerordentlich guten Langzeitstabilität (nach 500 Lade-/Entladezyklen noch
mehr als 99% der Ausgangskapazität) und Ladegeschwindigkeiten von fast 10C (dies ent-
spricht dem vollständigen Laden innerhalb einer zehntel Stunde) überzeugende Eigenschaf-
ten aus. Obwohl die Energiedichte relativ gering ist (ca. 80% der Energiedichte des Systems
Li4Ti5O12/LiFePO4 in Kombination mit einem organischen Elektrolyten),[24] ist es aufgrund
der Langzeitstabilität durchaus interessant für stationäre Anwendungen. In den folgenden
Jahren wurden von der gleichen Gruppe um Winter einige weitere Studien zum Prozess
der Interkalation,[50–52] zum Einfluss des Graphits[53,54] und zur Interkalation anderer Anio-
nen[55] veröffentlicht.
Read et al.[28] konnten 2014mit einem Elektrolyten bestehend aus LiPF6, Monofluoroethy-
lencarbonat (FEC), Ethylmethylcarbonat (EMC) und Tris(hexafluoro-iso-propyl)phosphat
(HFIP) Graphit-Halbzellen zur Interkalation von Lithium-Ionen als auch zur Interkalation
von PF –6 langzeitstabil zyklisieren. Die Langlebigkeit einer Dual-Graphit-Vollzelle wurde je-
doch durch einen shuttleMechanismus verhindert.
Im gleichen Jahr konnten Rothermel et al.[37,56] hingegen eine Dual-Graphit-Zelle mit
einem auf Pyr1,4TFSI basierenden Elektrolyten, gemischt mit kleinen Mengen Ethylensulfit
(ES) zur Bildung einer stabilen SEI auf der Graphit-Anode, konstruieren, die nach 500 Lade-
/Entladezyklen noch ca. 98% der Anfangskapazität aufweist.
Ein weiterer Typ Dual-Ionen-Zelle, den die Autoren als Aluminium-Ionen-Batterie be-
zeichnen, wurde 2015 von Lin et al.[27] eingeführt. Diese Batterie besteht aus einer Alumini-
um-Anode, einem äquimolaren Gemisch aus EMImCl und AlCl3 als Elektrolyt und Graphit
als Kathode. Obwohl die Batterie eine Zellspannung von lediglich ca. 2,2V aufweist, zeigt sie
außergewöhnliche Eigenschaften. Die Autoren konnten zeigen, dass auch nach 7500 Lade-
/Entladezyklen kein Kapazitätsverlust auftritt und die Batterie in weniger als einer Minute
vollständig geladen werden kann.
Im gleichen Jahr wurde von Aubrey et al.[57] außerdem ein neues Kathodenmaterial für
Dual-Ionen-Zellen auf Grundlage einer metallorganischen Gerüststruktur (engl. metal or-
ganic framework, MOF) entwickelt. Dieses erste Beispiel eines solchen Elektrodenmaterials
demonstriert, dass durch gezielte Entwicklung auch Alternativen zu Graphit-Kathoden her-
gestellt werden können.
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Die Ergebnisse der Untersuchungen seit der Entwicklung der erste Dual-Ionen-Zellen zei-
gen die vielversprechenden Eigenschaften dieses Batterietyps, besonders für den stationären
Einsatz auf. Die Tatsachen, dass sowohl die Kation als auch die Anionen an der Ladungsspei-
cherung stattfinden und die Interkalation der Anionen bei sehr hohen Potentialen stattfindet,
stellen besondere Ansprüche an den Elektrolyten, auf die in Abschnitt 2.2 genauer eingegan-
genwird.DieGICs vonAnionen, die eine zentrale Rolle inDual-Ionen-Zellen spielen, werden
in Abschnitt 2.3 näher beleuchtet.
2.2 Elektrolyte für Dual-Ionen-Zellen
Elektrolyte für Dual-Ionen-Zellen müssen, ähnlich wie Elektrolyte für Lithium-Ionen-Batte-
rien, hohe Anforderungen erfüllen. Neben einer möglichst hohen Leitfähigkeit müssen sie
eine ausgesprochen hohe elektrochemische Stabilität aufweisen. Aufgrund der hohen Poten-
tiale, bei denen die Interkalation von Anionen in Graphit stattfindet,[23,24,28,33,41,43,44] sind die
Anforderungen im Hinblick auf die Oxidationsstabilität des Elektrolyten jedoch deutlich hö-
her als bei Lithium-Ionen-Batterien mit gängigen Elektrodenmaterialien.[31,45] Des Weiteren
zeigten Dahn und Seel[47] im Jahr 2000, dass die Konzentration des elektroaktiven Salzes für
die Optimierung der Energiedichte möglichst hoch sein sollte. Im Folgenden werden die An-
forderungen besonders im Hinblick auf die Leitfähigkeit und die Oxidationsstabilität näher
erläutert und die Eignung verschiedener Elektrolytklassen kurz diskutiert.
Die elektrische Leitfähigkeit, die gängige Elektrolyte wie z.B. Carbonate und ILs mit gelös-
tem Lithiumsalz aufweisen, liegt in der Regel im Bereich von mehr als 1mS cm−1[58] und ist
somit ausreichend hoch, um einen zügigen Ionentransport zu gewährleisten. In Dual-Ionen-
Zellen kommt es während des Ladens und Entladens allerdings auch zu einer starken Ände-
rung der Salzkonzentration. Somit ist auch die Konzentrationsabhängigkeit der Leitfähigkeit
relevant. Um das vorhandene elektroaktive Salz vollständig zu nutzen, ist eine ausreichend
hohe Leitfähigkeit auch bei niedrigen Salzkonzentrationen nötig. Da die meisten Elektrolyte
aber bereits bei niedrigen Salzkonzentrationen gute Leitfähigkeiten aufweisen,[59,60] ist auch
dies kein limitierender Faktor.
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Die Konzentrationsänderung des elektroaktiven Salzes im Elektrolyten ermöglicht, in Ver-
bindung mit der Konzentrationsabhängigkeit der Leitfähigkeit flüssiger Elektrolyte, die Un-
tersuchung von Ionen-Transportprozessen in einer Dual-Ionen-Zelle durch impedanzspek-
troskopische Messungen im sogenannten Dreielektrodenaufbau. Mit dieser Methode ist es
möglich die Leitfähigkeit des Elektrolyten in den Halbzellen während des Betriebs zu messen.
Experimentell ergeben sich jedoch einige Probleme aufgrund der Anfälligkeit der Methode
für Messartefakte. Diese Probleme werden in Abschnitt 2.4 näher erläutert.
Für die Eignung von Elektrolyten zum Einsatz in Batterien ist jedoch nicht nur die ab-
solute Leitfähigkeit relevant. Ein weiterer wichtiger Faktor sind Transferzahlen der elektro-
aktiven Ionen. Diese sind ein Maß für den Anteil der verschiedenen geladenen Spezies am
Ladungstransport[61,62] (siehe Abschnitt 2.2.2). In diesem Punkt unterscheiden sich die An-
forderungen an den Elektrolyten zwischen Lithium-Ionen-Batterien und Dual-Ionen-Zellen
maßgeblich.
Im Falle von Lithium-Ionen-Batterien müssen für den Betrieb der Batterie lediglich Li-
thium-Ionen zwischen den Elektroden transportiert werden. Die Transferzahl der Lithium-
Ionen sollte deshalb möglichst hoch sein. Diese kann durch die Verwendung von Festelektro-
lyten maximiert werden, da in diesen der Ladungstransport häufig fast ausschließlich durch
die Mobilität einer einzigen Spezies stattfindet,[61] wodurch die Transferzahl dieser Spezies
nahezu 1 wird.
Dual-Ionen-Zellen weisen hingegen zwei elektroaktive ionische Spezies auf. Während des
Ladens müssen Kationen zur negativen Elektrode und gleichzeitig Anionen zur positiven
Elektrode transportiert werden. Im Idealfall sollten die beiden elektroaktiven Spezies somit
identische Transferzahlen aufweisen. Da in Festelektrolyten in der Regel nur eine ionische
Spezies mobil ist, sind diese für die Anwendung in Dual-Ionen-Zellen nicht geeignet. Die
experimentelle Bestimmung der Transferzahl ist für viele Ionen jedoch schwierig (siehe Ab-
schnitt 2.2.2), weshalb in der Literatur stattdessen häufig die Transportzahl betrachtet wird.
Diese gibt jedoch keine direkte Auskunft über den Beitrag einzelner Spezies zum Ladungs-
transport, insbesondere unter dem Einfluss von Konzentrationsgradienten.[63] Eine detaillier-
te Differenzierung dieser Größen wird in Abschnitt 2.2.2 diskutiert.
Bei Betrachtung von in der Literatur berichteten Transportzahlen bieten sich Solvat-ILs
(engl. solvate ionic liquids, SILs, siehe Abschnitt 2.2.1) für die Nutzung in Dual-Ionen-Zellen
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besonders an. Sie weisen meist Transportzahlen im Bereich von 0,5 auf.[64–66] Da die Summe
der Transportzahlen aller Spezies 1 beträgt und in SILs lediglich eine kationische und eine
anionische Spezies vorhanden ist, sind die Transportzahlen für Anion und Kation nahezu
identisch.
Besonders bei Elektrolyten auf Basis gewöhnlicher ILs wurden hingegen sehr kleine Trans-
portzahlen von Lithium-Ionen (kleiner 0,15) berichtet,[60,67] während die Transportzahlen
der Anionen im Bereich von 0,4–0,5 liegen.[60] Für Elektrolyte auf Basis von Carbonaten
wurden je nach verwendeter Methode Transport- und Transferzahlen der Lithium-Ionen im
Bereich von ca. 0,2–0,5 ermittelt.[68]
Wie zuvor erwähnt, stellt eine hohe elektrochemische Oxidationsstabilität eine wichtige
Voraussetzung für Elektrolyte inDual-Ionen-Zellen dar. Aufgrund der hohenAnforderungen
hinsichtlich der Stabilität ist dies das wichtigste Kriterium, das bei der Suche nach geeigneten
Elektrolyten berücksichtigt werdenmuss. Gewöhnliche carbonatbasierte Elektrolyte sind des-
halb nicht ohne Weiteres geeignet, da sie sich oberhalb von 4,5V[58] zersetzen. Dies ist einer
der wesentlichen Gründe weswegen Dual-Ionen-Zellen mit Elektrolyten auf Carbonat-Basis
solch niedrige Coulomb-Effizienzen[28,41–44] aufweisen. Um gute Coulomb-Effizienzen der
Anioneninterkalation in Graphit zu erreichen, müssen deshalb oxidationsstabilere Elektroly-
te verwendet werden.Mögliche Alternativen sind beispielsweise ILs. Diese weisen häufig sehr
hohe Oxidationspotentiale von 5V vs. Li+/Li und mehr auf.[69,70]
Doch auch organische Lösungsmittel mit ausreichend hoher Oxidationsstabilität sind be-
kannt. Hierbei sind besonders fluorierte Carbonate und Sulfone zu nennen. Diese Lösungs-
mittel weisenmeist ebenfalls sehr hohe Stabilitäten vonmehr als 5V vs. Li+/Li[71–75] auf. Selbst
bei Mischungen aus Carbonaten und Sulfonen bzw. fluorierten Carbonaten bleibt die Stabili-
tät teilweise ähnlich hoch.[76–78]
Elektrolyte, deren Lösungsmittel reine Sulfone sind, haben jedoch einen entscheidenden
Nachteil. Viele Sulfone sind bei Raumtemperatur fest,[71] bilden aber mit Lithium-Salzen eu-
tektische Gemische, die bei Raumtemperatur flüssig sind.[71] Dies ist ein Nachteil für die An-
wendung inDual-Ionen-Zellen, da im geladenenZustand sehr niedrige Lithium-Salz Konzen-
trationen erreicht werden können und dies zu einer Kristallisation des Lösungsmittels führen
kann. Doch auch die Fluorierung von Carbonaten bringt einen Nachteil mit sich. Sie führt zu
einer geringeren Stabilität gegenüber Reduktion.[77,78]
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Die Elektrolytklasse der ILs zeigt insgesamt vielversprechende Eigenschaften. Zudem zei-
gen ILs in Dual-Ionen-Zellen bisher von allen untersuchten Elektrolyten die besten Resultate
im Hinblick auf Effizienz und Reversibilität.[23,24,27,37] Deshalb wird diese Substanzklasse im
Folgenden näher erläutert.
2.2.1 Ionische Flüssigkeiten
Bei ILs handelt es sich um Flüssigkeiten, die vollständig aus Ionen bestehen und somit um
geschmolzene Salze. Der Begriff IL impliziert jedoch eine weitere Eigenschaft der Salze, die sie
von gewöhnlichen Salzen unterscheidet. Sie verfügen über einen Schmelzpunkt von weniger
als 100 ∘C.[79,80] Damit grenzen sie sich deutlich von gewöhnlichen Salzen ab, die meist sehr
hohe Schmelzpunkte aufweisen (z.B. NaCl: 801 ∘C[81]).
Die Entwicklung ionischer Flüssigkeiten geht auf zwei Entdeckungen aus dem frühen 20.
Jahrhundert zurück. Schall berichtete bereits 1908 von verschiedenen Alkyl-Chinolinium-
Triiodiden, deren Schmelzpunkte zwischen 30 ∘Cund 95 ∘C[82] liegen und somit nach heutiger
Definition zur Klasse der ILs gehören. Sechs Jahre später, im Jahr 1914, berichtete Walden
von weiteren organischen Salzen mit niedrigen Schmelzpunkten, darunter auch Ethylammo-
nium Nitrat (EAN), das einen Schmelzpunkt unterhalb der Raumtemperatur aufweist.[83] Es
handelt sich somit um den ersten Vertreter der sogenannten room temperature ionic liquids
(RTILs), die bereits bei Raumtemperatur flüssig vorliegen.
Nach zunächst wenigen Forschungsarbeiten zu ILs entwickelte sich ein stetig wachsen-
des Interesse an dieser Substanzklasse. Die Anzahl an Publikationen im Zusammenhang mit
ILs ist im Zeitraum von 1995 bis 2015 um mehr als das zweihundertfache gestiegen (siehe
Abb. 2.2). Grund hierfür sind die vielen Anwendungsmöglichkeiten ionischer Flüssigkeiten
in chemischer Synthese,[84–89] Lubrikation,[90–93] Elektrochemie,[94–108] etc.
ILs bestehen für gewöhnlich aus großen unsymmetrischen organischen Kationen und
schwach koordinierenden Anionen.[109] Abb. 2.3 zeigt beispielhaft einige häufig in ILs vor-
kommende Kationen undAnionen.[109,110] Die Anzahl dermöglichen Kationen undAnionen
war bereits 1999 so groß, dass daraus unter Berücksichtigung binärer und ternärer Mischun-
gen etwa 1018 verschiedene RTILs generiert werden können.[109]
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Abbildung 2.2: Anzahl der Zitationen imZeitraumvon 1995 bis 2015, die eines der Stichworte
ionic liquid oder ionic liquids enthalten. Die Daten wurdenmit der Datenbank
ISI Web of Science ermittelt.
Der Grund für die niedrigen Schmelzpunkte von ILs liegt in der sehr niedrigen Gitterent-
halpie, die beim Schmelzvorgang überwunden werden muss, und der Zunahme der Entropie
während des Schmelzens.[111] Die Gitterenthalpie ist vor allem wegen der niedrigen Symme-
trie der Kationen und der relativ schwachenWechselwirkung mit den schwach koordinieren-
den Anionen sehr klein.[111]
Neben dem niedrigen Schmelzpunkt weisen ILs noch weitere vorteilhafte Eigenschaften
auf. Sie sind meist thermisch sehr stabil (teilweise bis 400 ∘C[112]), haben aufgrund ihrer ioni-
schen Natur meist einen vernachlässigbaren Dampfdruck[109,113] und sind somit nicht brenn-
bar. 2006 zeigten Earle et al. jedoch, dass einige ILs im Vakuum bei 200–300 ∘C[114] ver-
dampft werden können.
Weitere positive Eigenschaften sind die bereits in Abschnitt 2.2 erwähnten guten Leitfähig-
keiten[112,113,115,116] und die hohe elektrochemische Stabilität[69,70] der meisten ILs. Die Visko-
sität ionischer Flüssigkeiten liegt im Allgemeinen etwas über der gewöhnlicher organischen
Lösungsmittel. Niederviskose ILs weisen bei Raumtemperatur Viskositäten imBereich von ca.
10–100mPa s auf.[113,117–119] Sie kann jedoch auch Werte von 500mPa s deutlich überschrei-
ten.[113,117,120]
Ein weiteres Problem für die Anwendung in Energiespeichern wie Lithium-Ionen-Batteri-
en ist, dass die Zugabe von Lithium-Salzen in der Regel zu einem Anstieg der Viskosität und
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Abbildung 2.3: Häufig in ILs vorkommende Kationen (I–V) und Anionen (VI–VIII).
I 1-Alkyl-3-methylimidazolium, II 1,1-Dialkylpyrrolidinium, III 1-Al-
kylpyridinium, IV Tetraalkylammonium, V Tetraalkylphosphonium, VI
Bis(trifluoromethansulfonyl)imid, VII Hexafluorophosphat, VIII Tetrafluoro-
borat.
einem Abfall der Leitfähigkeit führt.[48,60,67,121,122] Außerdem ist die Transportzahl von Li+
meist sehr klein (kleiner 0,15[60,67]). Dies stellt vor Allem für Dual-Ionen-Zellen ein Problem
dar, da für dieses Batterie-Systemmöglichst hohe Salz-Konzentrationen wünschenswert sind.
Die Eigenschaften ionischer Flüssigkeiten hängen stark von den Ionen selbst ab. Aufgrund
der Vielzahl an Kombinationsmöglichkeiten lassen sich viele Eigenschaften gezielt einstellen.
So lassen sich Acidität, Polarität, Mischbarkeit mit Lösungsmitteln, Dichte, Viskosität, etc.
durch geeignete Wahl der Kombination verschiedener Ionen beeinflussen.[109]
2010 entdeckten Tamura et al.[64,65] eine neue interessante Klasse von ILs, sogenannte
Solvat-ILs (SILs). Sie bestehen in der Regel aus äquimolaren Mischungen von Dimethoxyo-
ligoethlenglykol, sogenannter Glyme (siehe Abb. 2.4), und eines Lithiumsalzes (z.B. LiTFSI).
Die Glyme, häufig Tri- (G3) oder Tetraglyme (G4), fungieren als Lewis-Base und bilden ein
stabiles Komplex-Kation mit der Lewis-Säure Li+.[64,65,123] Stabile Komplexe bilden sich je-
doch nicht mit allen Lithium-Salzen. Die Menge an freiem Glyme, das nicht als Li(Glyme) +1 -
Komplex vorliegt, hängt stark von der Wahl des Anions ab.[124] Dieses entscheidet damit ob
es sich bei der Mischung um eine konzentrierte Lösung oder eine SIL handelt.
Werden stabile Li(Glyme) +1 -Komplexe mit langer Lebensdauer gebildet, wie bei Mischun-
gen aus Glymen und LiTFSI oder Lithium Bis(pentafluoroethansulfonyl)imid[124] (LiBETI),
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Abbildung 2.4: Struktur von (I) Triglyme und (II) dem Li(Triglyme) +1 -Komplex.
sind die Diffusionskoeffizienten des Lithium-Ions und des Glymes nahezu identisch.[64–66,123]
Der kationische Komplex nimmt also die Rolle des organischen Kations in gewöhnlichen ILs
ein. SILs haben viele Eigenschaften wie die relativ hohe thermische Stabilität, den vernachläs-
sigbaren Dampfdruck, die hohe Oxidationsstabilität, die gute Leitfähigkeit und Viskositäten
um 100mPa s,[64–66,70] die ähnlich zu denen gewöhnlicher ILs sind.
Ein deutlicher Vorteil der SILs im Hinblick auf die Anwendung in Batteriesystemen ist
zudemdie intrinsisch hoheKonzentration an Lithium-Ionen. Somit ist es nicht nötig, weiteres
Lithium-Salz zu lösen, was zu einem weiteren Anstieg der Viskosität und einem Abfall der
Leitfähigkeit führen würde. Zudem liegen die Transportzahlen der Li(Glyme) +1 -Komplexe
im Bereich von 0,5,[64–66] was einen großen Vorteil gegenüber gewöhnlichen ILs darstellt.
Zusammenfassend zeigt sich, dass ILs viele Eigenschaften aufweisen, die für die Anwen-
dung in Dual-Ionen-Zellen wichtig sind. Besonders die hohe Oxidationsstabilität ist ein wich-
tiger Grund für das überzeugende Verhalten der von Placke et al.[23,24] entwickelten Dual-
Ionen-Zelle. Einer der größten Nachteile für die Anwendung in Energiespeichersystem ist
der negative Einfluss von gelösten Lithium-Salz auf Leitfähigkeit und Viskosität. Zudem sind
die Lithium-Transportzahlen in gewöhnlichen ILs sehr klein, was unvorteilhaft für deren An-
wendung ist.
2.2.2 Transport- und Transferzahlen
Wichtig für die Eignung von Elektrolyten in Batterien ist neben der absoluten ionischen Leit-
fähigkeit auch der Beitrag der einzelnen elektroaktiven Ionen zumLadungstransport. Umden
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Anteil einzelner Ionen am Ladungstransport zu charakterisieren, werden sogenannte Trans-
port- und Transferzahlen verwendet, die sich bei nicht-idealen jedoch grundlegend unter-
scheiden. Für die experimentelle Bestimmung von Transport- und Transferzahlen sind in der
Literatur viele verschiedene Methoden wie die Bestimmung mittels PFG-NMR,[68] mittels
potentiostatischer Polarisation[61,62,125,126] (PP), mittels galvanostatischer Polarisation[68,127]
(GP), nach Hittorf und Tubandt,[128,129] anhand von Konzentrationszellen[130,131] und an-
hand von Tieffrequenz-Impedanzspektroskopie[132–134] (engl. very low frequency impedance
spectroscopy, VLF-IS) bekannt. Auf eine Beschreibung der experimentellen Methoden wird
an dieser Stelle verzichtet. Stattdessen wird der Unterschied zwischen Transport- und Trans-
ferzahlen näher erläutert.
Die Transportzahl ist anhand der sogenannten Selbstdiffusionskoeffizienten 𝐷𝑠𝑖 der ver-
schieden Spezies 𝑖 definiert. Für eine Lösung eines monovalenten Salzes MX in einem Lö-
sungsmittel ergibt sich für die Transportzahl des Kations 𝑡𝑀 Gleichung (2.1).[63]
𝑡𝑀 =
𝐷𝑠𝑀
𝐷𝑠𝑀 +𝐷𝑠𝑋
(2.1)
Die Selbstdiffusionskoeffizienten können, unter der Annahme, dass Assoziations- und Dis-
soziationsreaktionen des Salzes im Vergleich zur Zeitskala der Messung schnell sind, mittels
gepulster Feldgradienten-Magnetresonanz (engl. pulsed field gradient nuclear magnetic reso-
nance, PFG-NMR) bestimmt werden.[63,135] Der Selbstdiffusionskoeffizient enthält Beträge
des jeweiligen freien Ions und von neutralen Ionenpaaren und setzt sich aus einer gewichteten
Summe der wahren Diffusionskoeffizienten der Ionen 𝐷𝑀+ bzw. 𝐷𝑋− und der Ionenpaare
𝐷𝑃 , die direkt mit den jeweiligenMobilitäten zusammenhängen, zusammen (siehe Gleichun-
gen (2.2a) und (2.2b)). Die Diffusion von Ionenpaaren ist allerdings vielmehr als korrelierte
Bewegung von benachbarten Kationen undAnionen und nicht als Diffusion starr assoziierter
Ionenpaare zu verstehen.[63]
𝐷𝑠𝑀 =
𝑐𝑀+
𝑐𝑆
𝐷𝑀+ +
𝑐𝑃
𝑐𝑆
𝐷𝑃 = 𝐷𝑒𝑓𝑓𝑀+ +𝐷𝑒𝑓𝑓𝑃 (2.2a)
𝐷𝑠𝑋 =
𝑐𝑋−
𝑐𝑆
𝐷𝑋− +
𝑐𝑃
𝑐𝑆
𝐷𝑃 = 𝐷𝑒𝑓𝑓𝑋− +𝐷𝑒𝑓𝑓𝑃 (2.2b)
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Hierbei entsprechen 𝑐𝑀+ , 𝑐𝑋− , 𝑐𝑃 und 𝑐𝑆 den Konzentrationen der Kationen, Anionen, Io-
nenpaare und des Salzes. Die effektivenDiffusionskoeffizienten𝐷𝑒𝑓𝑓𝑀+ ,𝐷𝑒𝑓𝑓𝑋− und𝐷𝑒𝑓𝑓𝑃 berück-
sichtigen dieWahrscheinlichkeit, mit der die Spezies als Ion (im Fall von𝐷𝑒𝑓𝑓𝑀+ und𝐷𝑒𝑓𝑓𝑋− ) bzw.
als Ionenpaar (im Fall von𝐷𝑒𝑓𝑓𝑃 ) vorliegen.[63]
Die Definition der Selbstdiffusionskoeffizienten zeigt, dass bei der Berechnung der Trans-
portzahl (siehe Gleichung (2.1)) auch die Bewegung neutraler Ionenpaare berücksichtigt wer-
den. Dies wird besonders deutlich, wenn die Transportzahl anhand der effektiven Diffusions-
koeffizienten ausgedrückt wird (siehe Gleichung (2.3)). Die Diffusion neutraler Aggregate
trägt jedoch nicht zum effektiven Ladungstransport und somit nicht zur Leitfähigkeit des
Elektrolyten bei.
𝑡𝑀 =
𝐷𝑒𝑓𝑓𝑀+ +𝐷𝑒𝑓𝑓𝑃
𝐷𝑒𝑓𝑓𝑀+ +𝐷𝑒𝑓𝑓𝑋− + 2𝐷𝑒𝑓𝑓𝑃
(2.3)
Die Transferzahl betrachtet hingegen lediglich die Teilchenbewegungen, die zum Ladungs-
transport beitragen, und entspricht damit dem Beitrag einzelner Ionen zur Ladungsdiffusivi-
tät. Für die kationische Spezies ergibt sich somit die Transferzahl 𝑡𝑀+ nachGleichung (2.4).[63]
𝑡𝑀+ =
𝐷𝑒𝑓𝑓𝑀+
𝐷𝑒𝑓𝑓𝑀+ +𝐷𝑒𝑓𝑓𝑋−
(2.4)
Dieser Unterschied verdeutlicht, dass die Transferzahl für elektrochemische Energiespeicher
eine deutlich größere Relevanz hat als die Transportzahl. Die Transferzahl gibt eine direk-
te Information über den Beitrag einer Spezies am Ladungstransport, wohingegen die Trans-
portzahl lediglich Informationen zur Diffusionsgeschwindigkeit der entsprechenden Spezies
gemittelt über freie Ionen und alle auftretenden Aggregate liefert.
Es ist wichtig anzumerken, dass die hier gezeigte Beschreibung auf Grundlage von Ionen-
paaren lediglich der anschaulichen Beschreibung dient. Tatsächlich handelt es sich um die
korrelierte Bewegung unterschiedlicher Spezies durch Coulomb-Wechselwirkungen. Die Be-
rücksichtigung solcher Wechselwirkungen sollte, statt durch Konzentrationen freier Ionen
und von Ionenpaaren, durch Korrelationsterme bei der Beschreibung der Teilchenflüsse ge-
schehen.
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Eine Möglichkeit der Beschreibung bietet die Onsager-Reziprozitätbeziehung.[136,137] Die
Teilchenflüsse können demnach anhand derGradienten der elektrochemischenPotentiale der
verschiedenen Spezies ̃𝜇𝑖 beschrieben werden.[61] Für eine Lösung eines monovalenten Sal-
zes in einem neutralen Lösungsmittel ergeben sich somit für den molaren Kationenfluss 𝐽+
und den molaren Anionenfluss 𝐽− mit der Faraday-Konstante 𝐹 die Gleichungen (2.5a)
und (2.5b).
𝐽+ = −(
𝜎++
𝐹 2
𝑑 ̃𝜇+
𝑑𝑥 +
𝜎+−
𝐹 2
𝑑 ̃𝜇−
𝑑𝑥 ) (2.5a)
𝐽− = −(
𝜎−−
𝐹 2
𝑑 ̃𝜇−
𝑑𝑥 +
𝜎−+
𝐹 2
𝑑 ̃𝜇+
𝑑𝑥 ) (2.5b)
Die Transportkoeffizienten 𝜎++, 𝜎−−, 𝜎+− und 𝜎−+ stehen in direktem Zusammenhang mit
den Wechselwirkungen der Teilchen. Während die beiden Größen 𝜎++ und 𝜎−− die Kation-
Kation-Wechselwirkungen und die Anion-Anion-Wechselwirkungen berücksichtigen, ent-
halten die Kreuzkorrelationsterme 𝜎+− und 𝜎−+ die Kation-Anion-Wechselwirkungen. Die-
se sind laut Onsager[136,137] identisch, wodurch eine symmetrische Transportmatrix entsteht.
Im Falle idealer Elektrolyte treten keine Kation-Anion-Wechselwirkungen auf und es gilt
𝜎+− = 0.[61] Somit sind Transferzahl und Transportzahl bei idealen Elektrolyten identisch.
Bei Elektrolyten, die in elektrochemischen Energiespeichern verwendet werden, handelt es
sichmeist um konzentrierte Elektrolyte. In diesen sindWechselwirkungen zwischenAnionen
und Kationen nicht zu vernachlässigen und haben somit einen Einfluss auf die Teilchenflüsse.
Der Transport von Ionen in Elektrolyten lässt sich anhand dieses Ansatzes unter Berück-
sichtigung von Wechselwirkungen beschreiben und mit anderen Theorien wie der linearen
Antworttheorie von Kubo[138] verknüpfen. Zudem ist es auf Grundlage dieser Beschreibung
möglich, Transferzahlen mit den unterschiedlichen Transportkoeffizienten zu verknüpfen.
Dies wird in Abschnitt 3.3 genauer erläutert.
Eine andere Möglichkeit der Beschreibung der Transportprozesse unter Berücksichtigung
von Wechselwirkungen bietet die Theorie der Maxwell-Stefan-Diffusion.[139–142] Die Be-
schreibung anhand der Maxwell-Stefan-Diffusion ist hierbei äquivalent zum Ansatz nach
Onsager.[139] Es ist jedoch nötig, die Onsager-Matrix zu invertieren,[141] wodurch die Ver-
knüpfung der Transportgrößen mit der linearen Antworttheorie deutlich erschwert wird.
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2.3 Graphit Interkalationsverbindungen
Die Schichtstruktur von Graphit ermöglicht es Atome, Moleküle und Ionen zwischen den
einzelnen Schichten einzulagern.[143]Da es sich beiGraphit um ein redoxamphoteresMaterial
handelt, können sowohl Kationen als auch Anionen interkaliert werden.[32] Die Interkalation
von Ionen in Graphit unter Ausbildung von GICs ist bereits seit Mitte des 19. Jahrhunderts
bekannt. Schafhaeutl beobachtete bei Zugabe von Salpetersäure zu einer Suspension von
Graphit in kochender Schwefelsäure ein starkes „Schwellen“[144] und eineÄnderung der Farbe
hin zu einer „tiefdunkelblauen Farbe“[144] des Graphits. Es handelt sich hierbei um die erste
veröffentlichte Beschreibung der Synthese einer GIC. Die Struktur der Verbindungen war zu
diesem Zeitpunkt jedoch noch nicht bekannt.
Diese wurde erst im 20. Jahrhundert mittels Röntgenbeugung an den Bespielen der Alka-
limetall-[145] und der Schwefelsäure-Interkalation[146] untersucht. Rüdorff et al.[146] entwi-
ckelten dabei durch die Vermessung von GICs verschiedener Zusammensetzungen bereits
das heute geläufige Bild der Stufenbildung (siehe Abb. 2.5a). Die Stufe gibt hierbei an, wie vie-
le Graphenschichten zwei Interkalantschichten voneinander trennen. Nach dem Modell von
Rüdorff werden die Zwischenräume einzeln aufgeweitet und stets nacheinander besetzt, wo-
durch ein Übergang zwischen verschiedenen Schichten nur durch Diffusion von Interkalant-
teilchen durch die Graphenschichten möglich ist. Dies ist jedoch besonders bei sehr großen
Interkalanten nur schwer möglich.
Daumas und Hérold[147] entwickelten dieses Modell im Jahr 1969 weiter. Sie gingen da-
von aus, dass die Zwischenräume nicht streng nacheinander besetzt werden, sondern neben
derAufweitung auch eineDeformation der Schichten stattfindet (sieheAbb. 2.5b) und sich be-
reits zu Beginn der Interkalation in allen Zwischenräumen Interkalantteilchen befinden. Die
verschiedenen Stufen kommen in diesem Fall durch die laterale Verteilung des Interkalanten
zustande. Somit ist ein Übergang zwischen den Stufen in diesem verfeinerten Modell durch
die, auch für große Teilchenmögliche, laterale Diffusion entlang der Zwischenräumemöglich.
In beiden Modellen gibt es Graphenschichten mit unterschiedlichen Abständen. Zum ei-
nen sind (außer bei Stufe 1 Verbindungen) weiterhin Graphenschichten vorhanden, deren
Abstand dem in reinem Graphit vorhandenen Abstand entspricht, und zum anderen treten
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Stufe 4 Stufe 3 Stufe 2 Stufe 1
(a) Rüdorff-Modell.
Stufe 4 Stufe 3 Stufe 2 Stufe 1
(b) Daumas-Hérold-Modell.
Abbildung 2.5: Schematische Darstellung von GICs verschiedener Stufen nach dem (a)
Rüdorff-Modell und dem (b) Daumas-Hérold-Modell. Die schwarzen Li-
nien repräsentieren einzelne Graphenschichten und die blauen Punkte den
Interkalanten.
deutlich größere Abstände zwischen Graphenschichten auf. Diese Schichten sind dann durch
eine Lage des Interkalanten voneinander separiert.[146,147]
Da es sich häufig um ionische Interkalanten handelt, muss die überschüssige Ladung kom-
pensiert werden. Dies geschieht für gewöhnlich durch Oxidation (bei Anionen) bzw. Reduk-
tion (bei Kationen) der Graphitmatrix.[143] Doch auch bei der Interkalation von Atomen (z.B.
Alkalimetallatome) findet in der Regel ein Ladungsübertrag vomMetallatom auf die Graphit-
matrix statt. Weil die Graphitmatrix eine Ladung aufweist, wird zwischen Donor- (negativ
geladene Graphitmatrix) und Akzeptor-GICs (positiv geladene Graphitmatrix) unterschie-
den.[148] Die Ladung ist dabei nahezu vollständig in den Graphenschichten lokalisiert, die
direkt an eine Interkalantschicht angrenzen.[149]
Neben der Aufweitung der Schichten gibt es häufig noch eine weitere wichtige strukturel-
le Änderung bei GICs gegenüber Graphit. Die laterale Orientierung der Graphenschichten
ändert sich durch die Interkalation.Während reiner Graphit eine Schichtfolge von ABAB auf-
weist, sind an eine Interkalantschicht angrenzende Graphenschichten häufig identisch ori-
entiert (Schichtfolge AA).[150–153] Durch Interkalation von Ionen werden außerdem physika-
lische Eigenschaften des Graphits deutlich verändert. In der Regel steigt die elektronische
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Leitfähigkeit[154–157] und bei tiefen Temperaturen kann sogar Supraleitfähigkeit erreicht wer-
den.[158,159]
Bis heute sind viele Donor- und Akzeptor-GICs bekannt, die über verschiedeneMethoden
hergestellt werden können.[148,160] Besonders wichtig für die vorliegende Arbeit ist die Mög-
lichkeit der elektrochemischen Interkalation von Ionen. Diese wurde ebenfalls bereits von
Rüdorff et al. im Jahr 1938[146] demonstriert. Mögliche Interkalanten, die elektrochemisch
reversibel interkaliert werden können, sind beispielsweise Kationen wie Alkaliionen, EMIm+,
Tetraethylammonium (Et4N+) und DMPIm+[38,148,161,162] sowie Anionen wie HSO –4 , ClO –4 ,
PF –6 , BF –4 , AlCl –4 und TFSI– .[23,24,33,38,44,146,148,161,163,164]
Die bisher wichtigste GIC für großtechnische Anwendungen ist die Verbindung mit Lithi-
um-Ionen. Die reversible elektrochemische Interkalation von Li+ findet heutzutage in nahezu
allen Lithium-Ionen-Batterien Verwendung.[31] Aufgrund der Veränderungen der physikali-
schen Eigenschaften desGraphits undwegen potentieller technischerAnwendungen (z.B. Du-
al-Ionen-Zellen) werden viele weitere GICs untersucht. Hierzu findet auch eine Vielzahl an
Methoden Anwendung, die zum Teil komplementäre Informationen über die Verbindungen
liefern.
Zur Untersuchung der elektrochemischen Eigenschaften kommen vornehmlich Cyclo-
voltammetrie und Chronopotentiometrie zum Einsatz.[23,33,165,166] Diese Methoden erlau-
ben Rückschlüsse auf die Stufenbildung, die elektrochemischen Potentiale der Interkalation
und der Deinterkalation, und die Reversibilität des Prozesses. Um Informationen über die
Struktur der Verbindungen zu erhalten werden meist Röntgenbeugungsmethoden verwen-
det.[50,145–147,159,167] Dies erlaubt die detaillierte Untersuchung der Stufenbildung und der Ab-
stände der einzelnen Graphenschichten.
Die Expansion des Materials und strukturelle Änderungen durch die Interkalation kön-
nen auch mit mikroskopischen Methoden wie Rasterkraftmikroskopie und Elektronenmi-
kroskopie untersucht werden.[41,43,168,169] Durch Wägung des Graphits, in Verbindung mit
Messung der geflossenen Ladung, kann außerdem die Solvatisierung der interkalierten Spe-
zies bestimmt werden. Möglich ist dies durch gewöhnliche Gravimetrie oder mit Hilfe einer
elektrochemischen Quarzmikrowaage.[170,171]
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Eine besonders interessante Methode ist die Charakterisierung mittels Raman-Spektro-
skopie, die Informationen über die Stufenbildung, Defekte, Spannungen im Material, etc. lie-
fert.[149,172–176] Die Methode lässt sich, wie auch die meisten anderen Methoden, in situ mit
elektrochemischenMethoden koppeln und erlaubt so eine detailliert Untersuchung. Die Cha-
rakterisierung mittels Raman-Spektroskopie wird im folgenden Abschnitt näher erläutert.
2.3.1 Charakterisierung von Graphit und seiner
Interkalationsverbindungenmittels Raman-Spektroskopie
Das Raman-Spektrum von Graphit ist bereits seit den 1970er Jahren bekannt.[177,178] Es weist
imwesentlichen, wie auch die Spektren anderer Kohlenstoff Allotrope, zwei intensive Banden
imWellenzahlenbereich von 1000–2000 cm−1 und den intensiven Oberton einer der Banden
zwischen 2500–3000 cm−1 auf.[179–182] Trotz der wenigen Peaks können verschiedene Allotro-
pe anhand der Form, der Position und der Intensitäten dieser Banden eindeutig unterschie-
den werden.[180] Im Folgenden wird jedoch nur das Raman-Spektrum von Graphit und von
GICs detaillierter erläutert.
Die beiden wichtigsten Banden erster Ordnung sind die sogenannten G- und D-Peaks. Die
Raman-Spektren von Kohlenstoffen sind in der Regel von Schwingungen von sp2-hybridi-
sierten Kohlenstoffatomen dominiert (siehe Abb. 2.6).[180] Der G-Peak wird durch die E2g
Schwingung (siehe Abb. 2.6a) und der D-Peak durch die A1g Schwingung (siehe Abb. 2.6b)
erzeugt.[183,184] Diese Banden befinden sich bei ca. 1580 cm−1[172,177] (G-Peak) bzw. im Be-
reich von etwa 1300–1400 cm−1[185] (D-Peak). Die genaue Lage des D-Peaks hängt unter an-
derem stark von der Wellenlänge des einfallenden Lichts ab.[182,185] Der D-Peak hat zudem
eine besondere Bedeutung, da die A1g Schwingung nur bei Anwesenheit von Defekten und
Kanten angeregt werden kann.[180,182] Deshalb kann aus dem Intensitätsverhältnis des G- und
des D-Peaks ein mittlerer Interdefektabstand bzw. eine mittlere Kristallitgröße bestimmt wer-
den.[177,186,187] In idealem Graphit mit sehr großen Kristalliten kann der D-Peak hingegen
nicht beobachtet werden.
Das Spektrum von Graphit weist zudem einen Oberton des D-Peaks, den 2D-Peak, auf,
dessen Position ebenfalls von der Wellenlänge des einfallenden Lichts abhängt.[182] Obwohl
es sich um einen Oberton des D-Peaks handelt, ist der 2D-Peak auch bei Abwesenheit von
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(a) E2g Schwingung. (b) A1g Schwingung.
Abbildung 2.6: Schematische Darstellung der Raman-aktiven Schwingungen von Graphit,
die (a) zur G-Bande und (b) zur D-Bande führen. Die roten Pfeile zeigen die
Verschiebung der Atome an. Die A1g Schwingung ist nur aktiv, wenn Defekte
oder Kanten vorhanden sind.
Defekten vorhanden.[181,188] Die Form und die Intensität des 2D-Peaks hängt stark von der
Anzahl der Graphenlagen ab.[181] Während das Raman-Spektrum einer einzelnen Graphen-
lage eine einzelne scharfe Bande mit sehr hoher Intensität (intensiver als die des G-Peaks)
aufweist, besteht die 2D-Bande von mehrlagigem Graphen und Graphit aus mehreren Kom-
ponenten und hat deutlich geringere Intensitäten.[181]
Die Position des G-Peaks hängt, im Gegensatz zur denen des D- und des 2D-Peaks, nicht
von der Energie des gestreuten Lichts ab.[182,185] Sie hängt jedoch von der Elektronenkon-
zentration und somit von der Dotierung des Graphits ab.[189,190] Einen Rückschluss darauf,
ob die Elektronenkonzentration höher oder niedriger als von reinem Graphit ist, erlaubt die
Position des G-Peaks allerdings nicht. Sowohl mit steigender als auch mit sinkender Elektro-
nenkonzentration (ausgehend von reinem Graphit) kommt es zu einer Blauverschiebung des
G-Peaks.[189,190] Zudem nimmt die Halbwertsbreite des Peaks mit zunehmender Dotierung
ab.[189,190]
Dotierung führt auch zu einer Änderung der Position des D-Peaks und des 2D-
Peaks.[189–191] Im Fall dieser Peaks hängt die Verschiebung davon ab, ob es sich um eine p-
oder eine n-Dotierung handelt. Mit sinkender Elektronenkonzentration verschieben sich die
Peaks zu höheren Wellenzahlen.[189–191] Zusätzlich ändert sich das Intensitätsverhältnis des
2D-Peaks und des G-Peaks deutlich.[189,190] Zafar et al. zeigten 2013[192] am Beispiel von
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Stickstoff dotiertemGraphen allerdings, dass auch diese Faktoren kein sicheresMittel zumAb-
schätzen der Elektronenkonzentration sind, da auch durch die Dotierung vorhandene Span-
nungen im Material einen Einfluss auf die Peakpositionen haben.
Spannungen imMaterial haben in der Tat einen deutlichen Einfluss auf die Positionen der
G- und des 2D-Peaks. Beide Peaks zeigen eine deutliche Rotverschiebung mit zunehmender
Spannung.[193–195] Im Fall uniaxialer Spannungen tritt aufgrund der Deformierung der Koh-
lenstoff-Sechsringe zudem eine Aufspaltung des G-Peaks auf.[193,195] Da diese Deformierung
essentiell für den Einfluss auf die Schwingungen ist, hat auch die Orientierung der Spannung
relativ zu den Sechsringen einen Einfluss auf die Stärke der Rotverschiebung.[193]
Wegen der Vielzahl der Einflüsse auf Position, Intensität und Form der wenigen vorhan-
denen Peaks ist bereits die Interpretation der Raman-Spektren von reinem graphitischem
Material ausgesprochen anspruchsvoll. Sie erlauben jedoch auch Rückschlüsse auf viele in-
teressante Eigenschaften des Graphits. Durch Interkalation von Ionen in die Graphitmatrix
kommen noch einige weitere Einflüsse auf die Raman-Spektren hinzu.
Die auffälligste Änderung des Raman-Spektrums durch Interkalation von Ionen ist die
Aufspaltung des G-Peaks in zwei E2g-Banden. Diese Aufspaltung ist jedoch nur bei GICs mit
Stufen, die größer als 2 sind, zu beobachten. Eine Erklärung hierfür liefert das Nearest Layer
Model von Nemanich et al.[172] In GICs mit einer Stufe von 3 oder höher liegen Graphen-
schichten in zwei verschiedenen Umgebungen vor. Entweder befinden sie sich zwischen zwei
anderenGraphenschichten (innere Schichten) oder zwischen einerGraphenschicht und einer
Interkalantschicht (Randschichten).[172] Aufgrund der unterschiedlichen Umgebung weisen
diese Schichten auch unterschiedliche Schwingungsfrequenzen auf und die G-Bande spaltet
sich auf. Die Bande bei höheren Wellenzahlen entsteht hierbei durch die Schwingung der in-
terkalantnahen Schichten und die Bande bei niedrigerenWellenzahlen durch die Schwingung
der Schichten, die sich zwischen anderen Graphenschichten befinden.[172]
Zudem kommt es zu einer Blauverschiebung der beiden Peaks mit zunehmender Interka-
lation.[149,174,196,197] Diese Verschiebung und die Zuordnung der Peaks zu inneren Schichten
und Randschichten kann durch die Ladung der verschiedenen Schichten begründet werden.
Bei der Interkalation von Ionen muss eine Ladungskompensation stattfinden, die dazu führt,
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dass auch die Graphitmatrix eine Ladung aufweist. Dies führt äquivalent zur Dotierung von
Graphit zu einer Blauverschiebung der Peaks. Da die Ladung jedoch großteils in den Rand-
schichten lokalisiert ist und die inneren Schichten weitgehend neutral vorliegen, ist die Bande
bei höheren Wellenzahlen der Schwingung der Randschichten zuzuordnen.[149] Bei Stufe 2
und Stufe 1 GICs ist hingegen nur noch eine E2g-Bande vorhanden, da nur noch Randschich-
ten vorliegen.[149,172] Gegenüber der ursprünglichen G-Bande ist diese jedoch ebenfalls stark
blauverschoben.[149,172]
Das Intensitätsverhältnis 𝐼𝑖/𝐼𝑟 der beiden E2g-Banden ändert sich in Abhängigkeit der Stu-
fe deutlich. Bei Kenntnis des Verhälnisses der Streuquerschnitte der inneren Schichten und
der Randschichten 𝜎𝑖/𝜎𝑟 lässt sich somit die Stufe 𝑛 nach Gleichung (2.6) bestimmen.[198]
𝐼𝑖
𝐼𝑏
= 𝜎𝑖𝜎𝑟
𝑛 − 2
2 (2.6)
Die partielle Oxidation oder Reduktion der Graphitmatrix hat, wie auch bei der Ände-
rung der Elektronenkonzentration durch Dotierung, ebenfalls einen Einfluss auf die Position
der anderen Peaks. Diese verschieben sich zu höheren bzw. niedrigeren Wellenzahlen, wenn
die Elektronenkonzentration sinkt bzw. steigt. Abgesehen von der Aufspaltung des G-Peaks
kommt es bei der Interkalation in der Regel auch zur Ausbildung von Spannungen imMateri-
al, da die Interkalation demDaumas-Hérold-Modell folgt.[149,197]Diese Spannungenwirken
sich besonders stark auf den 2D-Peak aus, der gut geeignet ist, um Spannungen im Material
zu detektieren.
Während der elektrochemischen Interkalation von Ionen ändert sich außerdem auch die
Intensität des D-Peaks. Bei der Interkalation sinkt die Intensität des Peaks und steigt während
derDeinterkalationwieder deutlich an, teilweise auch über die Ausgangsintensität.[176,197]Die
Menge an Defekten wird also durch die Interkalation verringert und während der Deinterka-
lation werden neue Defekte induziert. Außerdem können durch in situMessungen während
der elektrochemischen Interkalation, durch Beobachtung der Aufspaltung des G-Peaks, Span-
nungsbereich der Bildung verschiedener Stufen zugeordnet werden.[197]
In situ Raman-Messungen sind somit eine große Hilfe bei der Interpretation elektrochemi-
scher Daten und geben darüber hinaus viele Informationen über Veränderungen im graphiti-
schen Material im Hinblick auf Defekte, Elektronenkonzentration, Spannungen im Material,
26
2.4 Artefakte in der elektrochemischen Impedanzspektroskopie
etc. Diese Fülle an Einflüssen bringt jedoch auch einen der größten Nachteile mit sich. Die
Interpretation der Spektren ist ausgesprochen anspruchsvoll, da die Position, Intensität und
Form aller vorhandenen Banden durch viele Faktoren beeinflusst werden. ZumTeil beeinflus-
sen verschiedeneMaterialveränderungen die gleichen Peaks jedoch in gleicherWeise und nur
die Kombination aller beobachteten Veränderungen und weitere Informationen über die Pro-
zesse aus anderen Methoden ermöglichen eine Interpretation der Spektren.
2.4 Artefakte in der elektrochemischen
Impedanzspektroskopie
Die EIS ist eine leistungsfähige Methode zur Untersuchung elektrochemischer Syste-
me[199–203] und ermöglicht es, Prozesse, die auf unterschiedlichen Zeitskalen ablaufen, zu se-
parieren. Mittels EIS ist es möglich, Informationen über Ladungstransfer, Ionen- und Elek-
tronentransport, Doppelschichtbildung, Diffusionsprozesse, etc. zu erhalten. Die Methode
beruht auf dem Anlegen einer Wechselspannung (potentiostatische Kontrolle) oder eines
Wechselstroms (galvanostatische Kontrolle) und derMessung der jeweils anderen Größe. Die
Interpretation der gemessenen Impedanzspektren findet häufig auf Grundlage elektrischer
Äquivalentschaltkreise, bestehend aus elektrischen Bauteilen wieWiderständen, Kondensato-
ren und Spulen, statt.[204,205] Es finden jedoch auch komplexere Impedanzausdrücke,[206–211]
z.B. zur Beschreibung von Diffusionsphänomenen,[208,211] Anwendung, die als neue elektri-
sche Bauteile definiert werden und so in Äquivalentschaltkreisen verwendet werden können.
EIS kann prinzipiell imZwei-, Drei- undVierelektrodenaufbau durchgeführt werden (siehe
Abb. 2.7). Der Zweielektrodenaufbau (siehe Abb. 2.7a) stellt eine schnelle und robuste Metho-
de dar, um elektrochemische Systeme zu untersuchen. Das erhaltene Spektrum enthält Infor-
mationen über Prozesse im gesamten Systemund somit an derArbeitselektrode(engl.working
electrode, WE), der Gegenelektrode (engl. counter electrode, CE) und im Elektrolyten.[212] Es
ist jedoch häufig schwierig, die Prozesse der beiden Elektroden zu unterscheiden.[213]
Eine mögliche Lösung stellt der sogenannte Dreielektrodenaufbau (siehe Abb. 2.7b) dar.
Dieser ermöglicht es unter idealen Bedingungen, die Impedanz einer einzelnen Elektrode
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WE CE
~A
(a) Zweielektrodenaufbau.
V
WE CE
~A
RE
(b) Dreielektrodenaufbau.
V
WE CE
~A
RE1 RE2
(c) Vierelektrodenaufbau.
Abbildung 2.7: Schematische Skizzen des (a) Zwei-, (b) Drei- und (c) Vierelektrodenauf-
baus. ~ stellt eine Wechselspannungsquelle, A einen Strommesser und V
einen Spannungsmesser dar. Je nach Aufbau sind eine Arbeitselektrode (engl.
working electrode, WE), eine Gegenelektrode (engl. counter electrode, CE) und
ein oder zwei Referenzelektroden (RE) in der Zelle vorhanden.
und dessen Grenzfläche zum Elektrolyten zu messen.[212,214] Falls die Prozesse beider Elek-
troden nicht von Interesse sind, kann der Vierelektrodenaufbau (siehe Abb. 2.7c) verwendet
werden. Dieser ist besonders interessant, wenn die Eigenschaften von Membranen[212,214–217]
oder flüssig/flüssig Grenzflächen[214] untersucht werden sollen.
Sowohl Messungen im Drei-[213,218–232] als auch im Vierelektrodenaufbau[233–236] sind je-
doch sehr anfällig für Messartefakte. Im Folgenden werden einige Erkenntnisse im Hinblick
auf Ursache undVermeidung von Artefakten bei Impedanzmessungen imDreielektrodenauf-
bau zusammengefasst.
Eine Ursache für Messartefakte ist der sogenannte Spannungsteiler-Effekt, den Hsieh et
al.[218,219] im Jahr 1996 detailliert untersuchten. Wenn die Impedanz der RE im Vergleich zur
Eingangsimpedanz desMessgerätes nicht vernachlässigbar klein ist, fällt ein signifikanter Teil
der Spannung über die RE selbst ab. Da auch die RE in der Regel eine komplexe Impedanz
aufweist, ist der Anteil der Spannung, die über die RE abfällt, frequenzabhängig. Dies kann zu
Artefakten in Form von kapazitiven Halbkreisen und induktiven Schleifen im Nyquist-Dia-
gramm im gesamten Frequenzbereich führen.[218] Zudem ist es möglich, dass die scheinbare
Impedanz der untersuchten Elektrode deutlich höher oder niedriger ausfällt als die tatsäch-
liche Impedanz der Elektrode. Moderne Impedanzanalysatoren weisen jedoch meist ausge-
sprochen hohe Eingangsimpedanzen mit einem Eingangswiderstand von mehr als 1 T
 und
eine Eingangskapazität von lediglich 10 pF auf. Der Spannungsteiler-Effekt ist bei Systemen
mit flüssigen Elektrolyten deshalb meist zu vernachlässigen. Bei der Untersuchung von Fes-
telektrolyten kann dieser jedoch relevant werden, da im Fall von Elektrolyten mit niedriger
Leitfähigkeit der Kontaktwiderstand der RE sehr hoch werden kann.[218,219]
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WE CE
RE
(a) T-Zellen Geometrie.
WE CE
RE
(b) RE zwischenWE und
CE.
WE CE
RE
(c) Koaxiale Geometrie.
WE CE
RE
(d) T-Zellen Geometrie
mit Versatz von WE
und CE.
Abbildung 2.8: Schematische Skizzen (a)–(c) verschiedener Zellgeometrien im Dreielektro-
denaufbau und (d) Darstellung eines geometrischen Versatzes der WE und
der CE. In Schwarz sind die WE und die CE, in Rot die RE und in Blau der
Elektrolyt dargestellt.
Ein weiteres Problem ergibt sich aus der Voraussetzung, dass sich die RE auf einer Äqui-
potentiallinie befinden sollte.[237,238] Die RE spürt aufgrund ihrer Ausdehnung jedoch meist
viele Äquipotentiallinien gleichzeitig, die, aufgrund frequenzabhängiger Stromverteilungen,
zudem von der Frequenz abhängen können.[224,232] Deshalb ist die Positionierung der RE im
Dreielektrodenaufbau sehr wichtig und eine falsche Positionierung kann ebenfalls zu unge-
nauen Messergebnissen und Messartefakten in Form induktiver Schleifen und kapazitiver
Halbkreise im Nyquist-Diagramm führen.[220,221,224,229–232,239,240] Die Positionierung erweist
sich als besonders kritisch bei Messungen in Aufbauten, wie sie zur Untersuchung von Bat-
teriesystemen verwendet werden. Die Abbildungen 2.8a–2.8c zeigen schematisch einige typi-
sche Zellgeometrien. Sobald die RE nicht exakt mittig positioniert ist (z.B. in T-Zellen Geo-
metrie, siehe Abb. 2.8a) kann dies zu Messartefakten führen.[229] Die meisten Studien zeigen,
dass die RE am besten koaxial[230,231] (siehe Abb. 2.8c) oder außerhalb der WE/CE-Anord-
nung[232,239] (z.B. T-Zellen Geometrie, siehe Abb. 2.8a) positioniert werden sollte.
Außerdem hat auch die Positionierung der WE und der CE einen deutlichen Einfluss auf
die Äquipotentiallinien. Ein Versatz der Elektroden (siehe Abb. 2.8d) führt zu einem inhomo-
genen Verlauf derselben und somit zu Messartefakten.[224,225,229,231,239] Der Einfluss der Posi-
tionierung ist besonders bei sehr geringen Abständen der WE und der CE kritisch, bei grö-
ßeren Abständen ergeben sich hingegen geringere Probleme durch den Versatz von WE und
CE.[231]12 Allerdings sind auch relativ hohe Impedanzen der WE und der CE im Vergleich
zum Elektrolytwiderstand, und somit kleine Elektroden mit kleinen Abständen, vorteilhaft,
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um Probleme durch die Positionierung der Elektroden zu verhindern.[229,241] Dies zeigt be-
reits, dass verschiedene Einflüsse, die zu Messartefakten führen, teilweise entgegengesetzten
Anforderungen an die Zellgeometrie stellen.
Eine weitere Ursache für Messartefakte bei impedanzspektroskopischen Messungen im
Dreielektrodenaufbau sind elektrische Asymmetrien, die ebenfalls zu induktiven und kapazi-
tiven Artefakten wie auch zu ungenauenMessergebnissen führen können.[224,225,229,231] Unter
elektrischen Asymmetrien sind Unterschiede der frequenzabhängigen Impedanzen der ein-
zelnen Elektroden und somit der Zeitkonstanten der ablaufenden Prozesse zu verstehen.Wer-
den die Unterschiede der elektrochemischen Charakteristiken zu groß, kann die Impedanz
der CE die gemessene Impedanz der WE beeinflussen und zu einer Kreuzkontamination füh-
ren.[224,225,229,231]
All diese Probleme zeigen, dass die Verlässlichkeit gemessener Impedanzen für jedes elek-
trochemische Systemund jede Zellgeometrie überprüftwerden sollte. Dies istmöglich, indem
Messungen an symmetrischen Zellen, also Zellen mit zwei identischen Elektroden, im Zwei-
elektrodenaufbau durchgeführt werden. Durch Halbieren der gemessenen Impedanz kann so
die tatsächliche Impedanz der einzelnen Elektroden bestimmt[239,242] und mit dem Ergebnis
der Messung im Dreielektrodenaufbau verglichen werden.
Doch auch wenn weder geometrische noch elektrische Asymmetrien vorhanden sind und
die RE ideal positioniert ist, können aufgrund von Streukapazitäten Messartefakte bei Mes-
sungen im Dreielektrodenaufbau auftreten.[222,227] Bei Streukapazitäten handelt es sich um
parasitäre Kapazitäten, die durch elektronische Leiter zustande kommen, die relative nah zu-
einander verlaufen und durch ein Dielektrikum getrennt sind (siehe Abb. 2.9).
Im Jahr 2001 entwickelte Fletcher[222] einModell zur Beschreibung vonArtefakten durch
Streukapazitäten auf Grundlage eines elektrischen Netzwerks, in dem er die Streukapazitä-
ten durch Kondensatoren zwischen den Elektroden beschreibt (siehe Abb. 2.10). Mit diesem
Modell konnte Fletcher zeigen, dass auch bei idealer Positionierung identischer Elektro-
den kapazitive und induktive Messartefakte aufgrund von Streukapazitäten auftreten. Da es
nicht möglich, ist Streukapazitäten vollständig zu verhindern, sondern lediglich sie zu mi-
nimieren, sind vollständig artefaktfreie Impedanzmessungen im Dreielektrodenaufbau nicht
möglich.[222] Sind die Streukapazitäten sehr klein, können die Artefakte jedoch häufig ver-
nachlässigt werden. Einer der größten Nachteile dieser Beschreibung war allerdings, dass alle
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Phase
Isolierung
Schirmung
(a) Koaxialkabel.
Elektronische Leiter
(b) Nebeneinander verlaufende
Kabel.
Abbildung 2.9: Streukapazitäten treten zwischen nah beieinander verlaufenden elektroni-
schen Leitern auf, die durch ein Dielektrikum getrennt sind, z.B. (a) zwischen
Schirmung und Phase eines Koaxialkabels oder (b) zwischen nebeneinander
verlaufenden Kabeln.
WE
CE RE
Abbildung 2.10: Elektrisches Netzwerk zur Beschreibung von Impedanzmessungen im Drei-
elektrodenaufbau unter Berücksichtigung von Streukapazitäten. Die Elek-
troden werden als rein resistiv angesehen und die Streukapazitäten werden
durch Kondensatoren zwischen den Elektroden beschrieben.
Elektroden als rein resistiv angesehen werden. In der Realität weisen Elektroden jedoch stets
komplexe Impedanzen auf.
Dieses Problem behoben Sadkowski et al.[227] im Jahr 2010 teilweise, indem sie dasModell
von Fletcher aufgriffen und die WE durch eine komplexe Impedanz beschrieben. Sowohl
die CE als auch die RE wurden jedoch weiterhin durch rein resistives Verhalten beschrieben.
Die Untersuchungen zeigen deutlich, dass sowohl kapazitive als auch induktive Artefakte im
gesamten Frequenzbereich resultieren können.
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Zusammenfassend zeigt sich, dass EIS im Dreielektrodenaufbau eine Methode mit hoher
Anfälligkeit fürMessartefakte darstellt. Alle der hier dargelegten Ursachen können hierbei so-
wohl den Betrag der gemessenenWerte beeinflussen, als auch zu kapazitiven und induktiven
Artefakten führen. Besonders kritisch sind hierbei kapazitive Artefakte, da diese oft schwierig
als solche zu identifizieren sind und deshalb leicht fehlinterpretiert werden können. Indukti-
ve Artefakte sind hingegen relativ leicht zu erkennen, da elektrochemische Systeme in der
Regel keine induktiven Impedanzen aufweisen.[204] Um verlässliche Impedanzmessungen im
Dreielektrodenaufbau durchführen zu können, muss der genutzte Aufbau somit wie bereits
erwähnt für jedes System, beispielsweise anhand von Messungen in symmetrischen Zellen,
überprüft werden.
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3 Kumulativer Teil
Im kumulativen Teil dieser Dissertation befinden sich eine Zusammenfassung und Diskussi-
on der Ergebnisse, die in den unten aufgeführten Publikationen veröffentlicht wurden, sowie
eine Diskussion des jeweiligen Eigenanteils. Die gezeigten Grafiken wurden hierzu übersetzt
und ggf. nachbearbeitet. Die Urheberrechte liegen bei den jeweiligen Fachzeitschriften. Wei-
terführende und detailliertere Informationen sowie experimentelle Details sind in folgenden
Publikationen zu finden:
M. Balabajew, B. Roling, „Minimizing Artifacts inThree-electrode Double Layer Capacitance
Measurements Caused by Stray Capacitances.“, Electrochim. Acta 2015, 176, 907–918.
M. Balabajew, T. Kranz, B. Roling, „Ion-Transport Processes in Dual-Ion Cells Utilizing a
Pyr1,4TFSI/LiTFSI Mixture as Electrolyte.“, ChemElectroChem 2015, 2, 1991–2000.
F. Wohde, M. Balabajew, B. Roling, „Li+ Transference Numbers in Liquid Electrolytes Ob-
tained by Very-Low-Frequency Impedance Spectroscopy at Variable Electrode Distances.“,
J. Electrochem. Soc. 2016, 163, A714–A721.
M. Balabajew, H. Reinhardt, N. Bock, M. Duchardt, S. R. Kachel, N. Hampp, B. Roling „In-
Situ Raman Study of the Intercalation of Bis(trifluoromethylsulfonyl)imid Ions in Graphite
inside a Dual-Ion Cell.“. Electrochim. Acta, in press.
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3.1 Minimierung von Artefakten in
Dreielektrodenmessungen von
Doppelschichtkapazitäten verursacht durch
Streukapazitäten
Electrochimica Acta 2015, 176, 907–918.
Minimizing Artifacts in Three-electrode Double Layer Capacitance Measurements Caused by
Stray Capacitances.
Marco Balabajew und Bernhard Roling.
Im Rahmen dieser Arbeit wurde der Einfluss von Streukapazitäten auf Artefakte in impe-
danzspektroskopischen Messungen von Doppelschichtkapazitäten im Dreielektrodenaufbau
untersucht. Hierfür wurde ein theoretisches Modell von Fletcher[222] weiterentwickelt und
mittels gemessener Impedanzspektren verifiziert. Auf Grundlage des Modells wurde außer-
dem der Einfluss der Streukapazitäten auf auftretende Artefakte systematisch untersucht. Ins-
besondere wurde der Einfluss der Position der RE und des Verhältnisses der Doppelschicht-
kapazität der WE und der Streukapazitäten untersucht, da diese Parameter bei unterschiedli-
chen Untersuchungen häufig stark variieren.[243–247]
EIS ist eine weit verbreitete und leistungsfähige Methode, die zur Untersuchung vieler ver-
schiedener elektrochemischer Systeme wie Batterien, Superkondensatoren, Brennstoffzellen
und Farbstoffsolarzellen verwendet wird.[199–202] Die Methode erlaubt die Charakterisierung
vieler verschiedener Prozesse, wie Ionen- und Elektronentransport, Doppelschichtbildung,
Ladungstransferprozesse undDiffusionsphänomene. ImZweielektrodenaufbau liefert die EIS
sehr schnell und einfach viele Informationen über das untersuchte System. Allerdings können
die Impedanzen des Elektrolyten und der einzelnen Elektroden in vielen Fällen nicht ohne
Weiteres separiert werden.
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Eine Lösung für dieses Problem stellt der Dreielektrodenaufbau dar, der unter idealen Be-
dingungen die Messung der Impedanz einer einzelnen Elektrode erlaubt. Impedanzspektro-
skopischeMessungen imDreielektrodenaufbau sind allerdings sehr anfällig fürMessartefakte.
MöglicheUrsachen hierfür sind beispielsweise der Spannungsteilereffekt durch zu hohe Impe-
danzen der RE[218] und die nicht-ideale Positionierung der RE.[229–231] Doch auch wenn diese
Ursachen nicht vorhanden sind, können Artefakte durch Streukapazitäten auftreten. Da diese
nicht vollständig eliminiert, sondern lediglich minimiert werden können, ist ein Verständnis
des Einflusses von Streukapazitäten auf impedanzspektroskopische Messungen im Dreielek-
trodenaufbau von grundlegendem Interesse.
Theoretisches Modell
Auf Grundlage eines Drei-Punkt-Äquivalentnetzwerks entwickelte Fletcher[222] im Jahr
2001 ein Modell zur Beschreibung des Einflusses von Streukapazitäten bei der impedanz-
spektroskopischen Untersuchung eines Systems im Dreielektrodenaufbau mit rein resistiven
Elektroden. Dieses Drei-Punkt-Äquivalentnetzwerk überführte er außerdem in einen mathe-
matisch äquivalenten Zwei-Punkt-Äquivalentschaltkreis. In der Realität weisen Elektroden
jedoch stets komplexe Impedanzen auf. Sadkowski et al.[227] entwickelten dieses Modell wei-
ter und beschrieben die WE durch eine komplexe Impedanz. Sowohl für die CE als auch für
die RE wurde jedoch weiterhin rein resistives Verhalten angenommen.
In dieser Arbeit wird das von Fletcher erstmals vorgestellte Modell weiterentwickelt und
für alle drei Elektroden eine serielle Schaltung einesWiderstands und eines Kondensators zur
Beschreibung des Elektrolytwiderstands und der Doppelschichtkapazität der jeweiligen Elek-
trode verwendet. Dieser Äquivalentschaltkreis für eine einzelne Elektrode wird in der Regel
bei blockierenden Elektroden verwendet. Somit ist das sich ergebende Drei-Punkt-Äquiva-
lentnetzwerk (siehe Abb. 3.1) relevant für impedanzspektroskopische Messungen mit drei
blockierenden Elektroden.
Das so erhaltene Netzwerk erlaubt die Definition einer Transferfunktion 𝑍3𝐸 (siehe Glei-
chung (3.1)), bei der es sich um die Messgröße impedanzspektroskopischer Messungen im
Dreielektrodenaufbau handelt. Es ergibt sich eine komplexe Transferfunktion (imaginäre Ein-
heit 𝑗), die von der Kreisfrequenz 𝜔 und den verschiedenen im Netzwerk vorhandenen Kapa-
zitäten 𝐶 und Widerständen𝑅 abhängt.
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Abbildung 3.1: Drei-Punkt-Äquivalentnetzwerk zur Beschreibung impedanzspektroskopi-
scher Messungen im Dreielektrodenaufbau mit drei blockierenden Elektro-
den unter Berücksichtigung der Streukapazitäten. Die Elektroden werden
hierbei je durch einen Widerstand und einen seriell geschalteten Kondensa-
tor sowie die Streukapazitäten durch je einen Kondensator beschrieben.
𝑍3𝐸(𝑝) =
𝑖𝑊𝐸𝑍𝑊𝐸 + 𝑖𝑅𝐸𝑍𝑅𝐸
𝑖 =
𝑖𝑊𝐸 (𝑅𝑊𝐸+ 1𝑝𝐶𝑊𝐸)+ 𝑖𝑅𝐸 (𝑅𝐶𝐸+
1
𝑝𝐶𝑅𝐸)
𝑖
mit 𝑝 = 𝑗𝜔
(3.1)
Um die Werte der Transferfunktion zu berechnen, muss das Drei-Punkt-Äquivalentnetz-
werk anhand der Kirchhoffschen Regeln nach den Strömen 𝑖𝑊𝐸, 𝑖𝑅𝐸 und 𝑖 (siehe Abb. 3.1)
aufgelöst werden. Für die Transferfunktion ergibt sich, bezogen auf 𝑝, schließlich eine Glei-
chung dritterOrdnung (sieheGleichung (3.2)). Diese weist somit eine höhereOrdnung auf als
die von Sadkowski[227] erhalteneGleichung zweiterOrdnung.Die großteils sehr unübersicht-
lichenAusdrücke für die Koeffizienten 𝑎′1, 𝑎′2, 𝑏′1, 𝑏′2 und 𝑏′3 sind in den supporting information
der Originalpublikation[248] aufgeführt.
𝑍3𝐸(𝑝) =
1 + 𝑎′1𝑝 + 𝑎′2𝑝2
𝑏′1𝑝 + 𝑏′2𝑝2 + 𝑏′3𝑝3
(3.2)
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C1
C2 R3
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Abbildung 3.2: Zwei-Punkt-Äquivalentschaltkreis, dessen Impedanz 𝑍2𝐸 mathematisch
äquivalent zur Transferfunktion𝑍3𝐸 desDrei-Punkt-Äquivalentnetzwerks ist.
(a) zeigt den allgemein gültigen Zwei-Punkt-Äquivalentschaltkreis und (b) ei-
nen vereinfachtenÄquivalentschaltkreis, der unter bestimmtenVoraussetzun-
gen anwendbar ist.
Die Transferfunktion kann auch durch einen Zwei-Punkt-Äquivalentschaltkreis (siehe
Abb. 3.2a) beschrieben werden, der eine mathematisch äquivalente Impedanz 𝑍2𝐸 aufweist.
Für diesen Äquivalentschaltkreis ergibt sich folgende Impedanz:
𝑍2𝐸(𝑝) = [1 + (𝐶2𝑅3 +𝐶1𝑅4 +𝐶2𝑅4) 𝑝 + (𝐶1𝐶2𝑅3𝑅4) 𝑝2]
⋅ [(𝐶1 +𝐶2 +𝐶5) 𝑝 + (𝐶1𝐶2𝑅3 +𝐶2𝐶5𝑅3 +𝐶1𝐶5𝑅4 +𝐶2𝐶5𝑅4) 𝑝2
+(𝐶1𝐶2𝐶5𝑅3𝑅4) 𝑝3]
−1 .
(3.3)
DieWerte der Kapazitäten undWiderstände des Zwei-Punkt-Äquivalentschaltkreises kön-
nen in Abhängigkeit der elektrischen Bauteile des Drei-Punkt-Äquivalentnetzwerks ausge-
drückt werden. Doch auch hier ergeben sich für die meisten Größen sehr unübersichtliche
Gleichungen, die in den supporting information der Originalpublikation[248] aufgeführt sind.
Die meisten dieser Größen hängen von allen im Drei-Punkt-Äquivalentnetzwerk vorhande-
nenWiderständen und Kapazitäten ab. Lediglich für𝑅4 und𝐶5 ergeben sich relativ einfache
Ausdrücke (siehe Gleichungen (3.4) und (3.5)). Zudem hängt𝑅4 nur von den Streukapazitä-
ten und den Widerständen und 𝐶5 ausschließlich von den Streukapazitäten des Drei-Punkt-
Äquivalentnetzwerks ab.
𝑅4 =[𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸
2 (𝑅𝐶𝐸𝑅𝑅𝐸 +𝑅𝑊𝐸 (𝑅𝐶𝐸 +𝑅𝑅𝐸))]
⋅ [𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝐶𝐸 (𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸𝑅𝐶𝐸 −𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝐶𝐸𝑅𝑊𝐸)
+𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸 (𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸𝑅𝑅𝐸 −𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸 (𝑅𝐶𝐸 +𝑅𝑅𝐸))]
−1
(3.4)
𝐶5 =C+ 𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸 +
𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝐶𝐸𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸
𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸
(3.5)
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Wichtig ist hierbei jedoch, dass die Widerstände und Kapazitäten des Zwei-Punkt-Äquiva-
lentschaltkreises keine direkte physikalische Bedeutung haben und bis auf 𝐶5 sogar negative
Werte annehmen können. Für verschwindend niedrige Streukapazitäten gehen𝐶1 und𝐶5 ge-
gen 0, 𝐶2 wird identisch zu 𝐶𝑊𝐸 und die Summe von 𝑅3 und 𝑅4 ergibt 𝑅𝑊𝐸. Somit ergibt
sich für diesen Grenzfall als Äquivalentschaltkreis lediglich einWiderstand seriell verbunden
mit einem Kondensator und demnach wird 𝑍2𝐸 identisch zur korrekten Impedanz der WE
𝑍𝑊𝐸.
Experimentelle Verifizierung
Zur experimentellenVerifizierung des theoretischenModells wurde zunächst dasDrei-Punkt-
Äquivalentnetzwerk aus idealenWiderständen und Kondensatoren aufgebaut und impedanz-
spektroskopisch untersucht. DieWiderstände undKondensatorenwurden hierbei so gewählt,
dass sie die Situation in realen elektrochemischen Zellen gut widerspiegeln. Die Kapazitäten
der WE und der CE betrugen je 4,7 μF (typisch für Elektroden mit Flächen im Bereich von
1 cm2) und die Kapazität der RE betrug 47 nF, da diese meist deutlich kleinere Flächen auf-
weist. Für die Streukapazitäten wurde je ein Wert von 270 pF gewählt, ein typischer Wert für
Kabel mit einer Länge im Bereich von Metern. Die drei Widerstände wurden zwischen 0

und 20 k
 variiert, um verschiedene Positionen (Verhältnis von 𝑅𝑊𝐸 zu 𝑅𝐶𝐸) und Aus-
breitungswiderstände der RE (𝑅𝑅𝐸) zu simulieren. Hinsichtlich der Position der RE kann
zwischen drei Situationen unterschieden werden:
(i) 𝑅𝑊𝐸 << 𝑅𝐶𝐸: RE nah an der WE (Netz1, Netz2 und Netz3).
(ii) 𝑅𝑊𝐸 >> 𝑅𝐶𝐸: RE nah an der CE (Netz4, Netz5 und Netz6).
(iii) 𝑅𝑊𝐸 = 𝑅𝐶𝐸: RE mittig zwischen WE und CE (Netz7, Netz8 und Netz9).
Tab. 3.1 fasst die untersuchten Kombinationen (Netz1–Netz9) der Widerstände 𝑅𝑊𝐸, 𝑅𝐶𝐸
und𝑅𝑅𝐸 zusammen.
Für die Netzwerke Netz9, Netz1 undNetz3 sind beispielhaft die erhaltenen Spektren in den
Abbildungen 3.3–3.5 gezeigt. Für alle untersuchtenNetzwerke ergibt sich eine sehr gute Über-
einstimmung zwischen den simulierten und den gemessenen Spektren. Die geringfügigenAb-
weichungen in der Nyquist-Auftragung können durch Abweichungen der Kapazitäten und
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Tabelle 3.1: Widerstände, die in den untersuchten Drei-Punkt-Netzwerken aus elektrischen
Bauteilen verwendet wurden und Ergebnisse der Fits der gemessenen Impedanz-
spektren mit den Äquivalentschaltkreisen, die in Abb. 3.6 gezeigt sind. Für alle
Netzwerke wurden für die Doppelschichtkapazitäten der WE und der CE (𝐶𝑊𝐸
und 𝐶𝐶𝐸) Kondensatoren mit einer Kapazität von 4,7 μF und für die Doppel-
schichtkapazität der RE (𝐶𝑅𝐸) ein Kondensator mit einer Kapazität von 47 nF
verwendet. Für alle Netzwerke wurden für alle drei Streukapazitäten (𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝐶𝐸,
𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸 und𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸) Kondensatoren mit einer Kapazität von 270 pF verwen-
det.
Netzwerk 𝑅𝑊𝐸/
 𝑅𝐶𝐸/
 𝑅𝑅𝐸/
 𝑅𝐹𝑖𝑡/
 𝐶𝐹𝑖𝑡/μF
Netz1 51 20 000 0 23 4,71
Netz2 51 20 000 510 153 4,77
Netz3 51 20 000 20 000 153 4,80
Netz4 20 000 51 0 19 795 4,62
Netz5 20 000 51 510 19 861 4,61
Netz6 20 000 51 20 000 20 076 4,63
Netz7 10 000 10 000 0 9826 4,76
Netz8 10 000 10 000 510 9823 4,75
Netz9 10 000 10 000 20 000 9825 4,76
Widerstände der verwendeten elektrischen Bauteile von denAngaben erklärt werden. Es zeigt
sich jedoch auch, dass sich in allen Fällen deutliche Abweichungen zwischen den Daten aus
den impedanzspektroskopischenMessungen imDreielektrodenaufbau und der tatsächlichen
Impedanz der WE ergeben.
Das am häufigsten auftretende Artefakt ist ein kapazitiver Halbkreis bei hohen Frequenzen,
der imUrsprung beginnt (sieheAbb. 3.3). Da dieserHalbkreis fälschlicherweise leichtmit den
Volumeneigenschaften des Elektrolyten in Verbindung gebracht werden kann, wird dieser im
Folgenden als Pseudo-Bulk Halbkreis bezeichnet. Zur Beschreibung solcher Impedanzspek-
tren wird für gewöhnlich der Äquivalentschaltkreis, der in Abb. 3.6a gezeigt ist, verwendet.
Der gemessene Halbkreis kann so in vielen Fällen leicht als Artefakt identifiziert werden, da
die mit ihm verbundene Kapazität 𝐶𝑃𝑠𝑒𝑢𝑑𝑜−𝐵𝑢𝑙𝑘 deutlich höher ist als gewöhnliche Volu-
menkapazitäten.
Eine weitere Form von möglichen Artefakten stellen zwei aufeinander folgende Halbkrei-
se (einer im Bereich hoher und einer im Bereich mittlerer Frequenzen) dar (siehe Abb. 3.4).
Dieser Artefakttyp kann leicht zu Fehlinterpretationen führen. Der hochfrequente Halbkreis
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Abbildung 3.3: Nyquist-Auftragung der gemessenen (schwarze Punkte) und simulierten (ro-
te durchgezogene Linie) Impedanzspektren des Drei-Punkt-Äquivalentnetz-
werks Netz9 (Informationen zu den Werten siehe Tab. 3.1) im Vergleich mit
dem Impedanzspektrum der WE von Netz9 (gestrichelte blaue Linie).
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Abbildung 3.4: Nyquist-Auftragung der gemessenen (schwarze Punkte) und simulierten (ro-
te durchgezogene Linie) Impedanzspektren des Drei-Punkt-Äquivalentnetz-
werks Netz1 (Informationen zu den Werten siehe Tab. 3.1) im Vergleich mit
dem Impedanzspektrum der WE von Netz1 (gestrichelte blaue Linie).
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Abbildung 3.5: Nyquist-Auftragung der gemessenen (schwarze Punkte) und simulierten (ro-
te durchgezogene Linie) Impedanzspektren des Drei-Punkt-Äquivalentnetz-
werks Netz3 (Informationen zu den Werten siehe Tab. 3.1) im Vergleich mit
dem Impedanzspektrum der WE von Netz3 (gestrichelte blaue Linie).
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Abbildung 3.6: Konventionelle Äquivalentschaltkreise, die zumAnpassen der imDreielektro-
denaufbau gemessenen Impedanzspektren mit Doppelschichtbildung an der
WE verwendet werden. (a) Dieser Äquivalentschaltkreis wurde für die An-
passung der Impedanzspektren der meisten untersuchten Netzwerke und der
elektrochemischen Zellen EC1 und EC3 verwendet. Im Fall der elektroche-
mischen Zellen EC1 und EC3 wurde der Kondensator zur Beschreibung der
Doppelschicht durch ein constant phase element ersetzt. (b) Dieser Äquival-
entschaltkreis wurde zum Anpassen des Spektrums von Netz1 verwendet. (c)
Dieser Äquivalentschaltkreise wurde zum Anpassen der Spektren von Netz2
und Netz3 verwendet.
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befindet sich häufig außerhalb des untersuchten Frequenzbereichs, wodurch das niederfre-
quente Ende des Hochfrequenz-Halbkreises (und somit der Beginn des Halbkreises im Be-
reich mittlerer Frequenzen) für den Elektrolytwiderstand gehalten werden kann. Derartige
Impedanzspektren werden in der Regel mit einem Äquivalentschaltkreis, wie er in Abb. 3.6b
gezeigt ist, angepasst. Der fälschlich als Elektrolytwiderstand interpretierte Widerstand wird
hier durch den seriellen Widerstand𝑅𝐹𝑖𝑡 repräsentiert.
Der dritte Typ von Artefakten zeigt sich in Form einer induktiven Schleife (siehe Abb. 3.5).
Da induktive Impedanzen, und insbesondere Schleifen, in elektrochemischen Systemen für
gewöhnlich nicht zu erwarten sind, können diese leicht als Artefakte identifiziert werden.
In einem eingeschränkten Frequenzbereich können diese Impedanzspektren mit dem in
Abb. 3.6c gezeigten Äquivalentschaltkreis angepasst werden.
Artefakte in Form induktiver Schleifen und zweier Halbkreise bei hohen Frequenzen tre-
ten nur auf, wenn die RE nah an der WE positioniert ist (𝑅𝑊𝐸 << 𝑅𝐶𝐸, Netz1, Netz2 und
Netz3). Dermittels Anpassung konventioneller Äquivalentschaltkreise ermittelteWiderstand
𝑅𝐹𝑖𝑡 weißt in all diesen Fällen große Abweichungen zum tatsächlichen Widerstand der WE
auf (siehe Tab. 3.1).
Ist die RE nah an der CE positioniert (𝑅𝑊𝐸 >> 𝑅𝐶𝐸, Netz4, Netz5 und Netz6) ist das am
häufigsten auftauchende Messartefakt der Pseudo-Bulk Halbkreis. Obwohl für kleine Ausbrei-
tungswiderstände der RE bei sehr hohen Frequenzen Phasenwinkel unter−90° auftreten, ist
dieser Effekt sehr klein und das Artefakt kann weiterin als Pseudo-Bulk Halbkreis betrachtet
werden. Die ermittelten Werte für 𝑅𝐹𝑖𝑡 und 𝐶𝐹𝑖𝑡 sind in diesem Fall leicht fehlerbehaftet
(siehe Tab. 3.1).
Wird eine exakt mittig positionierte RE verwendet (𝑅𝑊𝐸 = 𝑅𝐶𝐸, Netz7, Netz8 und
Netz9), ist das einzige auftretende Artefakt ein Pseudo-Bulk Halbkreis. Dies lässt sich durch
eine Vereinfachung des Zwei-Punkt-Äquivalentschaltkreises (siehe Abb. 3.2b) verdeutlichen.
Wenn sich die RE mittig zwischen WE und CE befindet, geht 𝐶2 gegen null und 𝑅3 gegen
unendlich. Der Halbkreis entsteht somit aufgrund der Kapazität 𝐶5, die lediglich von den
Streukapazitäten abhängt. Da sich der so vereinfachte Zwei-Punkt-Äquivalentschaltkreis und
der konventionelle Äquivalentschaltkreis (siehe Abb. 3.6a) unterscheiden, ergeben sich auch
in den ermitteltenWerten für𝑅𝐹𝑖𝑡 und𝐶𝐹𝑖𝑡 kleine aber signifikante Abweichungen von den
korrekten Werten (siehe Tab. 3.1).
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Wenn das einzige auftretende Artefakt ein Pseudo-Bulk Halbkreis ist, bietet sich der verein-
fachte Zwei-Punkt-Äquivalentschaltkreis (siehe Abb. 3.2b) zum Anpassen der Messdaten an.
Wird dieser statt des konventionellen Äquivalentschaltkreises (siehe Abb. 3.6a) verwendet
ergeben sich verlässliche Werte für 𝑅𝑊𝐸 und 𝐶𝑊𝐸. Die elektrochemische Messzelle sollte
deshalb so konzipiert werden, dass nur ein Pseudo-Bulk Halbkreis als Artefakt vorhanden ist.
Dies ist der Fall, wenn eine der folgenden zwei Bedingungen, die zur Vereinfachung des Zwei-
Punkt-Äquivalentschaltkreises führen, in guter Näherung erfüllt ist:
(i) 𝑍𝑊𝐸 = 𝑍𝐶𝐸 und 𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸 = 𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸
oder
(ii) 𝑍𝑊𝐸 = 𝑍𝑅𝐸 und 𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸 = 𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸.
Zudem sollten die Streukapazitäten minimiert werden, indem möglichst kurze und aktiv ge-
schirmteKabel für dieMessung verwendetwerden.Dies führt zu kleinenWerten für𝐶5 (siehe
Abb. 3.2) und verschiebt den Pseudo-Bulk Halbkreis somit zu höheren Frequenzen.
Beschreibung echter elektrochemischer Systeme
Um die Anwendbarkeit des Modells auf Basis des Drei-Punkt-Äquivalentnetzwerks für rea-
le elektrochemische Systeme zu demonstrieren, wurden drei verschiedene elektrochemische
Zellen mit blockierenden Elektroden untersucht, bei denen jeweils die RE nah an der CE
(EC1), nah an der WE (EC2), und mittig zwischen WE und CE (EC3) positioniert ist (siehe
Abb. 3.7). Hierbei wurden Messungen mit Kabeln verschiedener Längen durchgeführt, um
unterschiedlich hohe Streukapazitäten zu erzeugen.
In Zelle EC1 fällt das Potential nahezu vollständig an der WE ab, da diese eine sehr viel
kleinere Fläche aufweist als die CE. Der Widerstand wird somit durch de WE dominiert
und die Zelle simuliert die Situation einer RE, die nah an der CE positioniert ist (es gilt:
𝑅𝑊𝐸 >> 𝑅𝐶𝐸). Die Impedanzen derWE und der RE sind aufgrund ihrer gleichen, kleinen
Durchmesser nahezu identisch. Bei der Verwendung identischer Kabel ist somit die Bedin-
gung (ii) erfüllt, die zur Vereinfachung des Zwei-Punkt-Äquivalentschaltkreises führt. Wie
erwartet treten Artefakte hier nur in Form von Pseudo-Bulk Halbkreisen auf (siehe Abb. 3.8).
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Abbildung 3.7: (a) Foto der elektrochemischen Zelle EC1 (bereitgestellt von
rhd instruments) und schematische Darstellungen der elektrochemi-
schen Zellen (b) EC2 und (c) EC3. Im Fall der Zelle EC1 fungiert der
Platintiegel als Probenbehälter und CE und je einer der vier Platindrähte als
WE und RE.
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Abbildung 3.8: Nyquist-Auftragung der gemessenen (Punkte) und simulierten (Linien) Im-
pedanzspektren derMesszelle EC1 bei verschiedenen Temperaturenmit einer
Kabellänge von 130 cm.
Aufgrund des Flächenunterschieds zwischen WE und CE bzw. RE und CE (die Fläche der
CE ist sehr viel größer als die derWE und der RE) können die korrekten Impedanzen derWE
und RE durch Messungen im Zweielektrodenaufbau ermittelt werden. Eine experimentelle
Ermittlung der korrekten Impedanz der CE ist in diesem Aufbau nicht möglich.
Mit einer Abschätzung der Impedanz der CE ergeben sich jedoch ausgezeichnete Überein-
stimmungen zwischen den gemessenen und simulierten Impedanzspektren (siehe Abb. 3.8).
Die geringfügigen Abweichungen bei niedrigen Frequenzen ergeben sich aus der Tatsache,
dass es sich nicht um ideal blockierende Elektroden handelt. Die Messungen zeigen somit,
dass das vorgestellte Modell auch auf reale Messzellen angewendet werden kann.
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Wird für die Anpassung der gemessenen Spektren der konventionelle Äquivalentschalt-
kreis (siehe Abb. 3.6a) verwendet, zeigt sich eine deutliche Abhängigkeit der ermitteltenWer-
te von der Länge der verwendeten Kabel (siehe Abb. 3.9). Die Ergebnisse der Anpassungen
der gemessenen und der simulierten Impedanzspektren stimmen sehr gut überein. Auffällig
ist, dass alle ermittelten Elektrolytwiderstände (siehe Abb. 3.9c) niedriger sind als die tatsäch-
lichen Elektrolytwiderstände von 34 k
, 14 k
 und 7 k
 bei 10 ∘C, 30 ∘C und 50 ∘C.
Desweiteren fällt die lineare Abhängigkeit der Kapazität des Pseudo-Bulk Halbkreises von
der Kabellänge auf. Unter der Annahme, dass alle drei Streukapazitäten identisch sind, ent-
spricht diese einemDrittel der Kapazität des Pseudo-Bulk Halbkreises. Es ergeben sich für alle
Kabellängen Streukapazitäten in Bereich von 40–50 pFm−1. Dies stimmt gut mit den typi-
schen Kapazitäten von Koaxialkabeln von 100 pFm−1 überein, unter der Annahme, dass je
zwei Kabelkapazitäten in Serie verbunden sind. Die einzelnen Streukapazitäten ergeben sich
somit hauptsächlich aus den seriell verbunden Kapazitäten der einzelnen Kabel.
Die Äbhängigkeiten der Doppelschichtkapazitäten und der Elektrolytwiderstände von
der Kabellänge ergeben sich aus dem Unterschied zwischen dem konventionell verwende-
ten Äquivalentschaltkreis (siehe Abb. 3.6a) und dem vereinfachten Zwei-Punkt-Äquivalent-
schaltkreis (siehe Abb. 3.2b). Eine Transformation zwischen den beiden Schaltkreisen wie
sie von Fletcher[249] hergeleitet wurde zeigt, dass die Unterschiede zwischen den Kapazitä-
ten und Widerständen dieser zwei Schaltkreise maßgeblich vom Verhältnis der Kapazitäten
𝑎 = 𝐶2/𝐶5 bestimmt werden (𝐶2 entspricht im Fall des vereinfachten Zwei-Punkt-Äquiva-
lentschaltkreises 𝐶𝑊𝐸 und 𝐶5 im Fall dreier identischer Streukapazitäten 3𝐶𝑠𝑡𝑟𝑒𝑢). Für die
hier auftretenden relativ kleinen Werten für 𝑎 (von 2–33) ergeben sich große Abweichungen
zwischen den korrektenWerten𝐶𝑊𝐸 und𝑅𝑊𝐸 und den ermitteltenWerten𝐶𝐹𝑖𝑡 und𝑅𝐹𝑖𝑡.
Um die Fehler der Doppelschichtkapazität und des Elektrolytwiderstands unter 5% zu halten,
muss das Verhältnis 𝑎 größer als 20 bzw. 41 sein.
Zusammenfassend zeigt sich, dass Pseudo-Bulk Halbkreise leicht als Artefakt identifiziert
werden können, da deren Kapazität sehr stark von der Kabellänge abhängt. Bei elektrochemi-
schen Zellen mit sehr kleinen Doppelschichtkapazitäten zeigen jedoch auch die ermittelten
Werte der Doppelschichtkapazität 𝐶𝐹𝑖𝑡 als auch des Elektrolytwiderstands 𝑅𝐹𝑖𝑡 eine starke
Abhängigkeit von der Länge der bei der Messung verwendeten Kabel.
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(a) Kapazitäten des Pseudo-Bulk Halbkreises.
C
Fi
t
/n
F
2.5
3.0
3.5
4.0
4.5
5.0
Kabellänge / cm
0 100 200 1000 1100 1200
Simulation 10 °C
Simulation 30 °C
Simulation 50 °C
Messung 10 °C
Messung 30 °C
Messung 50 °C
(b) Doppelschichtkapazitäten.
R
El
/Ω
0
5
10
15
20
25
30
35
Kabellänge / cm
0 100 200 1000 1100 1200
(c) Elektrolytwiderstände.
Abbildung 3.9: Ergebnisse der Anpassung der experimentellen und simulierten Impedanz-
spektren mit dem konventionellen Äquivalentschaltkreis aus Abb. 3.6a in Ab-
hängigkeit der Kabellänge. Die Legende in (b) gilt ebenfalls für (a) und (c).
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Abbildung 3.10: Nyquist-Auftragung der gemessenen (Punkte) und simulierten (Linien) Im-
pedanzspektren der Messzelle EC2 bei Raumtemperatur mit einer Kabellän-
ge von 1030 cm.
In der zweiten untersuchten elektrochemischen Zelle (EC2) befindet sich die RE sehr nah
an derWE (siehe Abb. 3.7b). Aufgrund der deutlich größeren Fläche derWE ist derWert des
Verhältnisses 𝑎 deutlich größer als 41. Da die RE in dieser Zelle nicht mittig positioniert ist
und sich die Fläche der RE und die Fläche der WE bzw. der CE (die Flächen von WE und
CE sind identisch) unterscheiden, sind die Impedanzen aller drei Elektroden unterschiedlich
(𝑍𝑊𝐸 ≠ 𝑍𝑅𝐸 ≠ 𝑍𝐶𝐸). Somit ist eine Vereinfachung des Zwei-Punkt-Äquivalentschaltkrei-
ses nicht möglich.
Bei dieser Zelle ergeben sich Artefakte in Form von zwei Halbkreisen (siehe Abb. 3.10).
Qualitativ können diese Artefakte anhand des entwickeltenModells reproduziert werden. Da
jedoch bereits kleine Änderungen an den Werten der für die Simulation genutzten Kapazitä-
ten und Widerstände zu großen Änderungen in den simulierten Spektren führen, konnten
keine Werte gefunden werden, die eine quantitative Beschreibung der Messdaten erlauben.
Die Daten zeigen allerdings deutlich, dass eine Positionierung der RE in der Nähe der WE
unbedingt vermieden werden sollte.
Die dritte untersuchte Zelle (EC3) kombiniert die Vorteile der Zellen EC1 und EC2. Die
mittige Positionierung der RE erlaubt die Vereinfachung des Zwei-Punkt-Äquivalentschalt-
kreises, da die Impedanzen der WE und CE identisch sind. Durch die Verwendung dreier
Kabel gleicher Länge ist gewährleistet, dass auch die Streukapazitäten identisch sind. Da in
Zelle EC3 eine wesentlich größere WE verwendet wird als in Zelle EC1, ist auch das Verhält-
nis 𝑎 = 𝐶𝑊𝐸/3𝐶𝑠𝑡𝑟𝑒𝑢 > 1000 sehr groß. Dies erlaubt es die gemessenen Impedanzspektren
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mit dem konventionallen Äquivalentschaltkreis (siehe Abb. 3.6a) anzupassen. Die erhaltenen
Werte zeigen keine Abhängigkeit von der Kabellänge (𝑅𝐹𝑖𝑡 = 612
,𝐶𝐹𝑖𝑡 = 2,1 μF). Dieser
Zelltyp ist somit am besten geeignet, um verlässliche Werte für 𝑅𝑊𝐸 und 𝐶𝑊𝐸 zu erhalten.
Zusammenfassung
In der hier zusammengefassten Publikation konnte das von Fletcher[222] erstmals vorge-
stellte Modell eines Drei-Punkt-Äquivalentnetzwerks zur Beschreibung des Einflusses von
Streukapazitäten auf impedanzspektroskopischeMessungen imDreielektrodenaufbau für die
Anwendung in elektrochemischen Zellenmit drei blockierenden Elektrodenweiterentwickelt
werden. Indem das elektrische Netzwerk aus idealen Widerständen und idealen Kondensato-
ren aufgebaut und untersucht wurde, konnte das Modell verifiziert und drei unterschiedliche
Arten von Artefakten ermittelt werden:
(i) Pseudo-Bulk Halbkreise,
(ii) zwei aufeinander folgende Halbkreise und
(iii) induktive Schleifen.
Die Art der Artefakte wird hauptsächlich vom Verhältnis der Widerstände der WE und der
CE, 𝑅𝑊𝐸/𝑅𝐶𝐸, und vom Verhältnis der Doppelschichtkapazität der WE und der Streuka-
pazitäten bestimmt. Gilt dabei eine der beiden Voraussetzungen, vereinfacht sich der zur Be-
schreibung hergeleitete Zwei-Punkt-Äquivalentschaltkreis und Artefakte treten nur in Form
von Pseudo-Bulk Halbkreisen auf:
(i) 𝑍𝑊𝐸 = 𝑍𝐶𝐸 und 𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸 = 𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸 oder
(ii) 𝑍𝑊𝐸 = 𝑍𝑅𝐸 und 𝐶𝑠𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸 = 𝐶𝑠𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸.
Desweiteren konnte das theoretische Modell erfolgreich zur Beschreibung impedanzspek-
troskopischer Messungen an realen elektrochemischen Zellen mit drei blockierenden Elek-
troden verwendet werden. Die Ergebnisse zeigen, dass die Streukapazitäten in der Regel von
den Kapazitäten der verwendeten Kabel dominiert werden. Außerdem zeigen sich zum Teil
deutliche Fehler in denWerten der Doppelschichtkapazitäten und Elektrolytwiderstände, die
mit Verwendung konventioneller Äquivalentschaltkreise ermittelt werden.
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3.1 Minimierung von Artefakten in Dreielektrodenmessungen
Um den Einfluss von Artefakten durch Streukapazitäten in impedanzspektroskopischen
Messungen im Dreielektrodenaufbau mit blockierenden Elektroden zu minimieren, ergeben
sich deshalb die folgenden Empfehlungen:
• Verwendung einer WE und einer CE mit nahezu identischen Impedanzen.
• Mittige Positionierung der RE zwischen WE und CE.
• Verwendung einer WE mit einer Doppelschichtkapazität, die deutlich größer als die
Streukapazitäten ist.
• Verwendung von drei aktiv geschirmten Kabeln gleicher Länge.
Diskussion des Eigenanteils
Die Entwicklung des Simulationsmodells sowie die Konzeption, Durchführung und Auswer-
tung aller Simulationen und Messungen wurden von mir in Abstimmung mit Herrn Prof.
Dr. Roling übernommen. Ich verfasste das Manuskript und übernahm die wissenschaftli-
che Korrespondenz mit der Fachzeitschrift Elctrochimica Acta. Herr Prof. Dr. Roling hat als
Ideengeber an der Arbeit mitgewirkt und Korrekturarbeiten am Manuskript durchgeführt.
Zudem übernahm er die Betreuung des Projekts und diskutierte die Ergebnisse intensiv mit
mir.
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3.2 Ionentransportprozesse in Dual-Ionen-Zellenmit
einemGemisch aus Pyr1,4TFSI und LiTFSI als
Elektrolyt
ChemElectroChem 2015, 12, 1991–2000.
Ion-Transport Processes in Dual-Ion Cells Utilizing a Pyr1,4TFSI/LiTFSI Mixture as the
Electrolyte.
Marco Balabajew, Tobias Kranz und Bernhard Roling.
In dieser Publikation wurden Ionentransportprozesse innerhalb des Elektrolyten einer Dual-
Ionen-Zelle, bestehend aus einer positiven Graphitelektrode und einer negativen Lithium-
elektrode, untersucht. Als Elektrolyt wurde eine Lösung von LiTFSI in Pyr1,4TFSI immolaren
Verhältnis von 1:3,34 verwendet. Dieser besteht somit aus drei ionischen Spezies: Li+, Pyr+1,4
und TFSI– . Da dem Elektrolyten während des Ladens an der negativen Elektrode Lithium-
Ionen und an der positiven Elektrode TFSI-Ionen entzogen und diese während des Entladens
an den entsprechenden Elektroden wieder freigesetzt werden, kommt es zu einer Änderung
der Konzentration des Lithium-Salzes im Elektrolyten und zur Ausbildung von Konzentrati-
onsgradienten aller Spezies. Wegen der starken Abhängigkeit der Elektrolytleitfähigkeit vom
Stoffmengenanteil von LiTFSI[60] führen diese Konzentrationsänderungen zu Änderungen
des Elektrolytwiderstands in den Halbzellen, die mittels EIS im Dreielektrodenaufbau in situ
verfolgt werden.
Umverlässliche Ergebnisse zu erhalten, wurden dieAnforderungen, welche in der zuvor zu-
sammengefassten Publikation (siehe Abschnitt 3.1) ermittelt wurden (aktiv geschirmte Kabel
identischer Länge, RE mittig zwischen WE und CE),[248] soweit möglich bei den Messungen
berücksichtigt. Durch Vergleich der Messergebnisse mit Ergebnissen aus Simulationen mit-
tels FEM konnten die zeitlichen Änderungen des Elektrolytwiderstands anhand der Bildung
von Konzentrationsgradienten der verschieden Spezies erklärt werden. Für die Bildung die-
ser Konzentrationsgradienten sind die unterschiedlichen Mobilitäten der drei Ionensorten
entscheidend.
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Die in dieser Arbeit untersuchte Dual-Ionen-Zelle zeigt, besonders imHinblick auf Zyklen-
stabilität (nach 500 Zyklen noch mehr als 99% der Anfangskapazität),[23] vielversprechende
Eigenschaften für stationäre Anwendungen. Die Verwendung des Elektrolyten auf Basis der
ionischen Flüssigkeit Pyr1,4TFSI ist in den hohen Potentialen, bei dem die Interkalation von
TFSI– in Graphit stattfindet (>4,5V vs. Li+/Li),[23] begründet. Da in Dual-Ionen-Zellen, im
Gegensatz zu Lithium-Ionen-Batterien, sowohl Kationen als auch Anionen aktiv an der La-
dungsspeicherung teilnehmen, unterscheiden sich die Ionentransportprozesse im Elektroly-
ten dieser beiden Energiespeichersysteme grundlegend. Zur weiterenVerbesserung vonDual-
Ionen-Zellen ist ein Verständnis dieser Prozesse von großer Bedeutung, weil Konzentrations-
gradienten zu Diffusionswiderständen führen und somit einen direkten Einfluss auf die Leis-
tungs- und Energiedichte des Energiespeichers haben.
Impedanzspektroskopische Untersuchungen
Mittels potentiostatischer EIS wurde zunächst der Elektrolytwiderstand in Abhängigkeit des
Potentials gemessen (siehe Abb. 3.11). Das galvanostatische Laden und Entladen wurde hier-
für durch potentiostatische Phasen nach Erreichen der entsprechenden Potentiale unterbro-
chen. Wie für den verwendeten Elektrolyten zu erwarten ist, sinkt der Elektrolytwiderstand
für die gesamte Zelle während des Ladens (sieheAbb. 3.11a) und steigt während des Entladens
wieder an (siehe Abb. 3.11b). Die Änderung findet hierbei sowohl während des Ladens als
auch während des Entladens in zwei Schritten statt. Diese entsprechen der Bildung von GICs
verschiedener Stufen.[50]Die Potentiale, bei denen die Änderungen des Elektrolytwiderstands
auftreten, stimmen hierbei gut mit Erkenntnissen über die Potentiale der Interkalation und
Deinterkalation aus galvanostatischen Lade-/Entladeexperimenten und cyclovoltammentri-
schen Messungen überein.[23,50,250]
In der Lithium-Halbzelle (zwischen Lithiumelektrode und RE) zeigen sich die gleichen
Trends wie in der gesamten Zelle. Der Stoffmengenanteil von LiTFSI in dieser Halbzelle
nimmt demnach während des Ladens wie zu erwarten ab. Überraschenderweise ist die Ände-
rung des Elektrolytwiderstands zwischen RE und Lithiumelektrode jedoch ausgeprägter als
zwischen Graphitelektrode und Lithiumelektrode. Zwischen Graphitelektrode und RE ist die
beobachtete Änderung des Elektrolytwiderstands hingegen invers zu den Änderungen, die in
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(a) Laden. (b) Entladen.
Abbildung 3.11: Elektrolytwiderstand 𝑅𝐸𝑙 in Abhängigkeit des Potentials in der gesamten
Zelle und in den Halbzellen während des zweiten Lade-/Entladezyklus.
der gesamten Zelle und in der Lithium-Halbzelle beobachtet werden. Während des Ladens
scheint es zu einer effektiven Erhöhung des Stoffmengenanteils von LiTFSI in der Nähe der
Graphitelektrode zu kommen. Die Änderungen des Elektrolytwiderstands in der Lithium-
Halbzelle ist außerdem deutlich ausgeprägter als die Änderung in der Graphit-Halbzelle.
Auffällig ist zudem, dass die Beträge der Änderungen der Elektrolytwiderstände in der ge-
samten Zelle und in den Halbzellen während des Entladens im hier gezeigten zweiten Zyklus
größer sind als während des Ladens. Beispielsweise sinkt der Elektrolytwiderstand der gesam-
ten Zelle beim Laden um ca. 9
 cm2, steigt beim Entladen jedoch um ca. 12
 cm2 an. Die
Ursache dieses Phänomens wird in der Diskussion der Simulationsergebnisse erläutert.
Auch irreversible Prozesse können einen Einfluss auf die Zusammensetzung des Elek-
trolyten und damit auf den Elektrolytwiderstand haben. Um dies zu untersuchen, wurden
zeitabhängige Messungen über 50 Zyklen mittels galvanostatischer EIS durchgeführt (siehe
Abb. 3.12). Sowohl in der gesamten Zelle als auch in beiden Halbzellen zeigt der Elektrolyt-
widerstand periodische Änderungen während der Zyklen. Die Trends stimmen gut mit den
Ergebnissen der Messungen mittels potentiostatischer EIS überein.
Im ersten Zyklus zeigt sich eine sprunghafte Änderung des Elektrolytwiderstands zwischen
der Graphitelektrode und der Lithiumelektrode (blaue Punkte in Abb. 3.12) gefolgt von einer
leichten Abnahme des durchschnittlichen Widerstands. Dies wird hauptsächlich durch Än-
derungen des Elektrolytwiderstands in der Graphit-Halbzelle verursacht (rote Dreiecke in
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Abbildung 3.12: Mittels galvanostatischer EIS ermittelte, zeitabhängige Elektrolytwiderstände
der gesamten Zelle und der Halbzellen über 50 Zyklen.
Abb. 3.12) und könnte mit der Bildung einer Passivschicht auf dem Stromabnehmer aus Alu-
minium zusammenhängen.[251]
Des Weiteren ist auffällig, dass die Amplitude der periodischen Änderung des Elektrolyt-
widerstands der gesamten Zelle innerhalb der ersten 20 Zyklen ansteigt. Wie anhand der Si-
mulationsergebnisse später gezeigt wird, hängt dies mit der allmählichen Ausbildung stabiler
Konzentrationsprofile zusammen.
FEM-Simulationen
Für ein vereinfachtes Modell bestehend aus zwei planaren Elektroden und unter Vernachläs-
sigung irreversibler Prozesse wurde der Ionentransport im Elektrolyten anhand von Nernst-
Planck-Gleichungen simuliert. Hierbei wurden experimentell ermittelte konzentrationsab-
hänge Selbstdiffusionskoeffizienten der verschiedenen Spezies[60] und Leitfähigkeiten ver-
wendet, um Konzentrationsprofile und Änderungen im Elektrolytwiderstand zu berech-
nen. Wichtig für die im Folgenden erläuterten Prozesse ist, dass Li+ die langsamste Spezi-
es, gefolgt von TFSI– , ist. Die mobilste vorhandene Spezies ist Pyr+1,4. (z.B. für einen Mo-
lenbruch von 𝑥𝐿𝑖𝑇𝐹𝑆𝐼 = 0,233: 𝐷Li+ = 1,43 ⋅ 10−8 cm2 s−1, 𝐷TFSI− = 2,29 ⋅ 10−8 cm2 s−1,
𝐷𝑃𝑦𝑟+1,4 = 3,45 ⋅ 10−8 cm2 s−1).[60]
Abb. 3.13 zeigt die zeitabhängigen Elektrolytwiderstände der gesamten Zelle und der Halb-
zellen für eine Simulation über 50 Lade-/Entladenzyklen. Die simulierten Elektrolytwider-
stände zeigen, wie die experimentell erhaltenen Widerstände, ein oszillierendes Verhalten
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Abbildung 3.13: Mittels FEM-Simulationen ermittelte, zeitabhängige Elektrolytwiderstände
der gesamten Zelle und der Halbzellen über 50 Zyklen.
während des Zyklisierens. Während des Ladens sinkt der Widerstand in der gesamten Zel-
le sowie der Widerstand in der Lithium-Halbzelle und während des Entladens steigen beide
wieder an. In der Graphit-Halbzelle ist das Verhalten invers dazu. Der Betrag der Änderung in
der Graphit-Halbzelle ist außerdem deutlich kleiner als in der Lithium-Halbzelle. Simulation
und Messung stimmen also gut überein.
Auch der bereits im Experiment beobachtete Anstieg der Amplitude der Änderung des
Elektrolytwiderstands in der gesamten Zelle über die ersten 20 Zyklen ist bei den Simulati-
onsergebnissen vorhanden. Dies ist hauptsächlich auf den Anstieg der Oszillationsamplitude
des Widerstands in der Lithium-Halbzelle zurückzuführen. Die Ursache hierfür wird später
anhand vonKonzentrationsprofilen erläutert. Zudem zeigen die Simulationen eine Änderung
der mittleren Elektrolytwiderstände in der Lithium- und der Graphit-Halbzelle in den ersten
Zyklen. Dieser Trend kann in den experimentellen Daten nicht eindeutig beobachtet werden,
da er durch den Einfluss von irreversiblen Prozessen überlagert wird.
Abb. 3.14 zeigt die aus Simulationen erhaltenen normalisierten Konzentrationsprofile der
drei vorhandenen ionischen Spezies amEnde des ersten Lade- (sieheAbb. 3.14a) und amEnde
des ersten Entladeprozesses (siehe Abb. 3.14b). Wie zu erwarten, nimmt die Lithium-Ionen
Konzentration durch deren Abscheidung an der Lithiumelektrode während des Ladens stark
ab. Um Ladungsneutralität zu gewährleisten, müssen entweder positive Spezies zur Elektrode
hin oder negative Spezies von der Elektrode weg transportiert werden. Da die Lithium-Ionen
die langsamste Spezies darstellen, wird die Ladungsneutralität hauptsächlich durch Transport
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(a) Laden. (b) Entladen.
Abbildung 3.14: Simulierte normalisierte Konzentrationsprofile der drei ionischen Spezies
während des ersten Zyklus.
von TFSI– und Pyr+1,4 gewährleistet. Dadurch sinkt die Konzentration von TFSI
– und steigt
die Konzentration von Pyr+1,4 in der Nähe der Lithiumelektrode (siehe Abb. 3.14a). Dies führt
zu einer starken Abnahme des Stoffmengenanteils von LiTFSI an der Lithiumelektrode (siehe
Abb. 3.15a), was die deutliche Abnahme des Elektrolytwiderstands in der Lithium-Halbzelle
nach sich zieht.
Während des Entladens nimmt die Konzentration der Lithium-Ionen wieder stark zu, wo-
durch die Konzentration von TFSI– ebenfalls zunimmt und die von Pyr+1,4 abnimmt (siehe
Abb. 3.14b). Da die Lithium-Ionen besonders bei hohen Konzentrationen einen sehr klei-
nen Diffusionskoeffizienten aufweisen, ist die Diffusion von Li+ weg von der Elektrode sehr
langsam und das Konzentrationsprofil durchläuft in einem gewissen Abstand von der Lithi-
umelektrode einMinimum.Dies führt während des Entladens insgesamt zu einemdeutlichen
Anstieg des Molenbruchs von LiTFSI an der Elektrodenoberfläche (siehe Abb. 3.15b). Etwas
weiter in der Lösung durchläuft auch der Molenbruch ein Minimum mit Werten unterhalb
des Wertes im Volumen und zu Beginn. Diese Bereiche mit höherer Leitfähigkeit werden je-
doch von den Bereichen direkt an der Elektrodenoberfläche mit sehr niedriger Leitfähigkeit
überkompensiert, so dass es insgesamt wieder zu einem Anstieg des Elektrolytwiderstands in
der Lithium-Halbzelle kommt.
An der Graphitelektrode wird TFSI– durch Interkalation aus dem Elektrolyten entfernt
und es kommt zu einer Abnahme der Konzentration von TFSI– . Durch Transport von TFSI–
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(a) Laden. (b) Entladen.
Abbildung 3.15: Simulierte Molenbruchprofile von LiTFSI zu verschiedenen Zeitpunkten
während des ersten Zyklus.
weg von der Graphitelektrode und von Li+ und Pyr+1,4 hin zur Elektrode wird Elektroneu-
tralität gewährleistet. Somit sinkt die Konzentration aller vorliegenden Spezies ab (siehe
Abb. 3.14b). Da die Lithium-Ionen am langsamsten sind, trägt deren Transport auch am we-
nigstens zum Erhalt der Elektroneutralität bei. Es kommt deshalb zu einer leichten Zunahme
des Molenbruchs von LiTFSI (siehe Abb. 3.15a) und somit zu einer leichten Zunahme des
Elektrolytwiderstands in der Graphit-Halbzelle.
Während des Entladens wird an der Graphitelektrode wieder TFSI– freigesetzt und steigt
bis über die Ausgangskonzentration an (siehe Abb. 3.14b). Um Ladungsneutralität sicherzu-
stellen, werden Anionen von der Graphitelektrode weg und kationische Spezies zur Graphit-
elektrode hin transportiert. Den geringsten Anteil am Ladungsausgleich haben, wegen ihrer
niedrigen Mobilität, auch hier die Lithium-Ionen. Deshalb kommt es wieder zu einer Abnah-
me des Stoffmengenanteils von LiTFSI und somit zu einemAnstieg des Elektrolytwiderstands
in der Graphit-Halbzelle (siehe Abb. 3.15b).
Um die Änderungen der durchschnittlichen Elektrolytwiderstände in den Halbzellen und
den Anstieg der Oszillationsamplitude des Elektrolytwiderstands in der gesamten Zelle zu
verstehen, ist es nötig, die Entwicklung der Molenbruchprofile über die Anzahl der Zyklen zu
betrachten (siehe Abb. 3.16a und 3.16b). In den ersten Zyklen ändern sich die Profile am En-
de des jeweiligen Lade- und des Entladezyklus noch deutlich. Nach ca. 20 Zyklen unterschie-
den sich die gezeigten Molenbruchprofile für die weiteren Zyklen hingegen kaum noch. Zu
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(a) Ende des Ladevorgangs. (b) Ende des Entladevorgangs.
(c) Zeitlich gemittelte Konzentration von LiTFSI.
Abbildung 3.16: SimulierteMolenbruchprofile von LiTFSI am Ende verschiedener Lade- bzw.
Entladezyklen und zeitlich gemittelte Lithium-Ionen Konzentration für den
ersten und den zwanzigsten Zyklus.
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Beginn kommt es zu einem effektiven Transport von LiTFSI aus dem Volumen zur Lithium-
elektrode. Dies hängt mit dem stark konzentrationsabhängigen Diffusionskoeffizienten der
Lithium-Ionen zusammen. Während des Ladens diffundiert Li+ zur Lithiumelektrode und
während des Entladens weg von der Lithiumelektrode. Da die Lithium-Ionen Konzentration
während des Entladens jedoch deutlich höher ist als während des Ladens, ist die Diffusion
wegen des niedrigeren Diffusionskoeffezienten in Richtung des Volumens langsamer.
Dies wird anhand der zeitlich gemittelten Konzentration von LiTFSI im ersten Zyklus deut-
lich (siehe Abb. 3.16c). ImVolumen entspricht die zeitlich gemittelte Konzentration im ersten
Zyklus in guter Näherung noch der Ausgangskonzentration, während sie in der Nähe der Li-
thiumelektrode deutlich absinkt. Die zeitlich gemittelte Konzentration im Volumen nähert
sich mit der Zeit der blauen Linie an, welche die zeitlich gemittelte Konzentration bei einer
homogenen Verteilung in der gesamten Zelle (und somit ohne Konzentrationsgradienten)
darstellt. Nach ca. 20 Zyklen wird die zeitlich gemittelte Konzentration in der gesamten Zelle
konstant. Die Dauer, bis diese konstant ist, wird durch Diffusion der langsamsten Spezies (der
Lithium-Ionen) über die Hälfte des Elektrodenabstands bestimmt.
Die Abnahme dermittleren lokalen Leitfähigkeit in der Nähe der Lithiumelektrode kommt
durch die Zunahme der minimalen Lithium-Ionen Konzentration am Ende des Ladeprozes-
ses und der maximalen Lithium-Ionen Konzentration am Ende des Entladeprozesses an der
Elektrode zustande. Dies überkompensiert sogar die zunehmende Leitfähigkeit im Volumen
und führt zu einem Anstieg des mittleren Elektrolytwiderstands in der Lithium-Halbzelle
(siehe grüne Linie in Abb. 3.13). In der Graphit-Halbzelle dominiert hingegen die Änderung
der Leitfähigkeit im Volumen und der mittlere Elektrolytwiderstand sinkt (siehe rote Linie in
Abb. 3.13).
Zusammenfassung
In dieser Arbeit konnte mittels der Kombination von EIS und FEM-Simulationen ein umfas-
sendes Verständnis der Ionentransportprozesse in der untersuchtenDual-Ionen-Zelle erlangt
werden. Es zeigt sich, dass es während des Zyklisierens, wie zu erwarten, zu deutlichen Kon-
zentrationsänderungen aller vorliegenden Spezies kommt und sich lokale Konzentrationsgra-
dienten ausbilden. Diese führen zu deutlichen Änderungen des Elektrolytwiderstands, die je
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nachHalbzelle unterschiedlich stark ausgeprägt sind. Einen entscheidenden Einfluss auf diese
Änderungen hat die Tatsache, dass derDiffusionskoeffizient der Lithium-Ionen der niedrigste
ist. Dies hat zur Folge, dass die Änderungen des Elektrolytwiderstands in derGraphit-Halbzel-
le invers zu den Gesamtänderungen in der Zelle sind. Außerdem findet in den ersten Zyklen
ein effektiver Transport von LiTFSI aus dem Volumen des Elektrolyten zur Lithiumelektrode
statt. Die Konzentrationsprofile am Ende der Halbzyklen ändern sich dabei zu Beginn stark
und die mittleren Elektrolytwiderstände der Halbzellen werden dadurch deutlich beeinflusst.
Die qualitative Übereinstimmung zwischen den experimentellen Ergebnissen und den Si-
mulationen ist gut. Die Unterschiede, besonders im Langzeitverhalten, zeigen allerdings, dass
es in der realenMesszelle in den ersten Zyklen zu irreversiblen Reaktionen an beiden Elektro-
den kommt. Mögliche Gründe hierfür sind die Bildung einer Passivierungsschicht auf dem
Stromabnehmer der Graphitelektrode und auf der Lithiumelektrode.
Diskussion des Eigenanteils
Die experimentellen Arbeiten wurden von Tobias Kranz während eines Forschungsprakti-
kums im Rahmen seines Masterstudiums unter meiner Anleitung durchgeführt. In Teilen
übernahmTobias Kranz untermeinerAnleitung diewissenschaftlicheAuswertung derMess-
ergebnisse, in Teilen führte ich diese selbst durch. Die Experimente wurden in Absprache mit
Herrn Prof. Dr. Roling von mir konzipiert und geplant. Das Simulationsmodell wurde von
mir entwickelt und alle Simulationen sowie die wissenschaftliche Auswertung vonmir durch-
geführt. Die Erstellung des Manuskripts und die wissenschaftliche Korrespondenz mit der
Fachzeitschrift ChemElectroChem wurde von mir übernommen. Herr Prof. Dr. Roling hat
als Ideengeber und Diskussionspartner mitgewirkt, Korrekturarbeiten amManuskript durch-
geführt und die Betreuung des Projekts übernommen.
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3.3 Li+-Transferzahlen in flüssigen Elektrolyten
gemessenmittels Tieffrequenz-
Impedanzspektroskopie bei variablen
Elektrodenabständen
Journal of The Electrochemical Society 2016, 163, A714–A721.
Li+ Transference Numbers in Liquid Electrolytes Obtained by Very-Low-Frequency Impedance
Spectroscopy at Variable Electrode Distances
Fabian Wohde,Marco Balabajew und Bernhard Roling.
Reproduced by permission of ECS –The Electrochemical Society.
Wie in Abschnitt 2.2.2 erwähnt, ist neben der Leitfähigkeit eines Elektrolyten auch der Anteil
der einzelnen Spezies am Ladungstransport von großer Relevanz. Zur Quantifizierung die-
ser Eigenschaft werden Transportzahlen und Transferzahlen verwendet. Zugmann et al.[68]
untersuchten deshalb im Jahr 2011 anhand von vier unterschiedlichen Methoden die Trans-
porteigenschaften von Lithium-Ionen in carbonatbasierten Elektrolyten. Auffällig hierbei ist,
dass die mittels PFG-NMR bestimmten Transportzahlen 𝑡𝑁𝑀𝑅 und die mittels PP-Methode
bestimmten Transferzahlen 𝑡𝑃𝑃 nahezu indentisch sind. Es handelt sich jedoch im Fall der
von Zugmann untersuchten konzentrierten Elektrolyte um grundlegend verschiedene Grö-
ßen.
In der hier zusammengefassten Publikation wurden Transferzahlen 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ von Lithium-
Ionen mittels VLF-IS bestimmt. Bei den so bestimmten Transferzahlen handelt es sich phy-
sikalisch um dieselbe Größe wie bei den mittels PP-Methode ermittelten Transferzahlen. An-
hand des Formalismus von Onsager[136,137] wurde außerdem ein Modell zur Beschreibung
des Ladungstransports entwickelt, das sich mit der linearen Antworttheorie nach Kubo[138]
verknüpfen lässt. Dieses Modell erlaubt die Erklärung der Unterschiede zwischen Transport-
und Transferzahl durch korrelierte Bewegungen der verschiedenen Spezies. Außerdem wur-
den in dieser Publikation Differenzen zwischen gemessenen Transferzahlen mittels VLF-IS
und PP-Methode diskutiert. Hierbei wurden drei unterschiedliche Elektrolyte untersucht:
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(i) LP30: Eine Lösung von LiPF6 (1mol L−1) undAdditiven in einemGemisch aus EC und
DMC (1:1 wt.-%).
(ii) G4/LiTFSI: Eine äquimolare Mischung aus G4 und LiTFSI,
(iii) Pyr1,4TFSI/LiTFSI: Eine Lösung von LiTFSI (1,49mol L−1) in Pyr1,4TFSI,
Elektrolyt (iii) ist ähnlich zu dem von Placke et al.[23,24] in Dual-Ionen-Zellen ver-
wendeten Elektrolyten. Dieser weist eine relativ geringe Lithium-Transportportzahl von
𝑡𝑁𝑀𝑅𝐿𝑖+ = 0,13[60] auf. Besonders interessant im Hinblick auf die Anwendung in Dual-Ionen-
Zellen ist der von Watanabe et al. entwickelte Elektrolyt (ii), weil dieser eine Transportzahl
von 𝑡𝑁𝑀𝑅𝐿𝑖+ = 0,52[252] aufweist. Da die Summe der Transportzahlen aller Spezies 1 ergibt und
in diesem Elektrolyten lediglich zwei Spezies vorhanden sind (Li+ liegt mit G4 als Komplex-
kation vor), weisen Anion und Kation nahezu identische Mobilitäten auf. Dies lässt jedoch
noch keinen direkten Rückschluss auf den Anteil der einzelnen Spezies am Ladungstransport
in einer elektrochemischen Zelle zu.
Bestimmung von Lithium-Transferzahlenmittels VLF-IS
Eine Schwierigkeit bei der Bestimmung von Transferzahlen mittels VLF-IS stellen die niedri-
gen Frequenzen dar, die für die Messung nötig sind. In dieser Arbeit wurden Messungen bis
zu einer minimalen Frequenz von 0,1mHz durchgeführt. Die Messdaten können in diesem
Bereich leicht durch langsame parasitäre Prozesse, die zu instationären Strömen führen, ge-
stört werden. Deshalb wurde die Stationarität anhand einer Kramers-Kronig-Transforma-
tion[211,253,254] überprüft. Die Abweichungen zwischen den mittels Kramers-Kronig-Trans-
formation berechneten Spektren und den gemessenen Spektren lag im gesamten Frequenzbe-
reich unterhalb von 1%. Instationäre Ströme können somit ausgeschlossen werden.
Bei den Messungen wurden stets sehr kleine Wechselspannungsamplituden im Bereich
von 1–2mVrms verwendet, um die Veränderungen der glatten Elektrodenoberflächen und
der Grenzflächenwiderstände zu minimieren. Zudem gewährleisten solch kleine Amplituden
eine lineare Antwort des Systems und verhindern Konvektion, da lediglich kleine Konzentra-
tionsgradienten erzeugt werden.
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Abb. 3.17a zeigt beispielhaft bei verschiedenen Elektrodenabständen zwischen 130 μm und
330 μm für den Elektrolyten G4/LiTFSI gemessene Impedanzspektren. Alle Spektren wurden
mit dem in Abb. 3.18 gezeigten Äquivalentschaltkreis angepasst. Mit der Spule 𝐿 werden Ka-
belinduktivitäten berücksichtigt und der Widerstand 𝑅𝑉 𝑜𝑙 repräsentiert den ionischen Vo-
lumenwiderstand. Die Eigenschaften der Grenzflächen (GF) zwischen Elektroden und Elek-
trolyt werden durch die SEI und die Doppelschicht bestimmt. Diese zwei Prozesse werden je
durch einen Widerstand und ein parallel dazu geschaltetes constant phase element (CPE) be-
schrieben. 𝐶𝑃𝐸𝑆𝐸𝐼 und 𝐶𝑃𝐸𝐷𝐿 repräsentieren somit die Kapazität der SEI und die nicht-
ideale Elektrodenpolarisation und 𝑅𝑆𝐸𝐼 und 𝑅𝐶𝑇 repräsentieren den Widerstand der SEI
und den Ladungstransferwiderstand. Die Diffusion der Lithium-Ionen im flüssigen Elektro-
lyten wird durch dasWarburg-short-Element beschrieben.
Die Impendanz dieses Elements berechnet sich nach Gleichung (3.6).[255]
̂𝑍𝑊𝑠(𝜔) = 𝑅𝐷𝑖𝑓𝑓 ⋅
tanh [(𝑗 ⋅ 𝜔 ⋅ 𝜏)𝛼]
(𝑗 ⋅ 𝜔 ⋅ 𝜏)𝛼 (3.6)
Hierbei stehen𝜔 für die Kreisfrequenz, 𝑗 für die imaginäre Einheit, 𝜏 für die charakteristische
Zeit zur Ausbildung des stationären Diffusionsprofils im Elektrolyten, 𝛼 für den charakteris-
tischen Exponenten und𝑅𝐷𝑖𝑓𝑓 für den Diffusionswiderstand.
Der charakteristische Exponent 𝛼 sollte im Idealfall einen Wert von 0,5 annehmen. Unter
dieser Voraussetzung hängt die charakteristische Zeit 𝜏 von dem Salzdiffusionskoeffizienten
𝐷𝑆𝑎𝑙𝑧 und dem Elektrodenabstand 𝑑 nach Gleichung (3.7) ab.[255]
𝜏 = 𝑑
2
4 ⋅ 𝐷𝑆𝑎𝑙𝑧 (3.7)
Der Elektrodenabstand kann anhand des Volumenwiderstands 𝑅𝑉 𝑜𝑙 und der in anderen
Messungen bestimmten spezifischen Leitfähigkeit 𝜎 bestimmt werden. Abb. 3.17b zeigt den
Grenzflächenwiderstand𝑅𝐺𝐹 und denDiffusionswiderstand𝑅𝐷𝑖𝑓𝑓 = 𝑅𝑆𝐸𝐼 +𝑅𝐶𝑇 in Ab-
hängigkeit des so ermittelten Elektrodenabstands. Der Grenzflächenwiderstand, der sich aus
dem Ladungstransferwiderstand und demWiderstand der SEI zusammensetzt, ist, wie erwar-
tet, unabhängig vom Elektrodenabstand.
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Abbildung 3.17: Gemessene Impedanzspektren und ausgewählte Ergebnisse der Anpassung
der Messung an dem Elektrolyten G4/LiTFSI für verschiedene Elektroden-
abstände.
L RVol
Kabel Migration
im 
Volumen
RSEI RCT
CPEDLCPESEI
Ws
Grenzfläche
Elektrode/Elektrolyt
Li+ Diffusion
im Volumen
hohe
Frequenzen mittlere
Frequenzen
niedrige
Frequenzen
Abbildung 3.18: Äquivalentschaltkreis, der zum Anpassen der gemessenen Impedanzspek-
tren verwendet wurde.
63
3 Kumulativer Teil
Auch die charakteristische Zeit 𝜏 zeigt die nachGleichung (3.7) erwartete lineareAbhängig-
keit vomQuadrat des Elektrodenabstands (siehe Abb. 3.17c). Der Diffusionswiderstand weist
hingegen die erwartete lineare Abhängigkeit von 𝑑 auf. Die Messungen liefern somit verläss-
liche Werte für 𝑅𝑉 𝑜𝑙 und 𝑅𝐷𝑖𝑓𝑓 und können zur Bestimmung von Transferzahlen mittels
Gleichung (3.8)[132] herangezogen werden.
𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ =
𝑅𝑉 𝑜𝑙
𝑅𝑉 𝑜𝑙 +𝑅𝐷𝑖𝑓𝑓
(3.8)
Tab. 3.2 fasst die durch Anpassung erhaltenen Werte für 𝑅𝑉 𝑜𝑙, 𝑅𝐺𝐹 , 𝑅𝐷𝑖𝑓𝑓 , 𝜏 und 𝛼,
die ermittelten Transferzahlen und Transportzahlen aus der Literatur zusammen. Für al-
le untersuchten Elektrolyte ergeben sich Transferzahlen, die kleiner sind als 0,1 und somit
durchweg kleiner als die Transportzahlen. Bei dem Elektrolyten Pyr1,4TFSI/LiTFSI weicht
die Transferzahl etwa um einen Faktor zwei von der Transportzahl ab (𝑡𝑁𝑀𝑅𝐿𝑖+ = 0,13[60]
und 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ ≈ 0,05–0,06). Die Abweichungen für die beiden anderen Elektrolyte sind hin-
gegen deutlich größer. Während für LP30 die Transferzahl im Bereich von ca. 0,06–0,07 liegt
(𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ ≈ 0,39–0,47 ermittelt aus PP-Messungen[256–258]), ist die Transferzahl des Elektroly-
ten G4/LiTFSI mit ca. 0,025 am kleinsten, obwohl dieser Elektrolyt mit 0,52[252] die größte
Transportzahl aufweist.
Theoretische Beschreibung auf Basis des Onsager-Formalismus
Um den Grund dieser großen Abweichungen zwischen Transfer- und Transportzahl näher
zu untersuchen, wird im Folgenden anhand einer Beschreibung der Ionenflüsse zweier uni-
valenter mobiler Spezies in einem neutralen Lösungsmittel ein Ausdruck für die Transferzahl
auf Basis des Onsager-Formalismus hergeleitet. Hierzu wird zunächst angenommen, dass
die Triebkraft für die Ionenflüsse die Gradienten der elektrochemischen Potentiale der Kat-
ionen 𝑑 ̃𝜇+/𝑑𝑥 und der Anionen 𝑑 ̃𝜇−/𝑑𝑥 sind. Mit den Transportkoeffizienten 𝜎++, 𝜎−−,
𝜎+−, 𝜎−+, der Faraday-Konstante 𝐹 und der Ortskoordinate 𝑥 ergeben sich für die molaren
Ionenflüsse des Kations 𝐽+ und des Anions 𝐽− Gleichungen (2.5a) und (2.5b).
𝐽+ = −(
𝜎++
𝐹 2
𝑑 ̃𝜇+
𝑑𝑥 +
𝜎+−
𝐹 2
𝑑 ̃𝜇−
𝑑𝑥 ) (2.5a)
𝐽− = −(
𝜎−−
𝐹 2
𝑑 ̃𝜇−
𝑑𝑥 +
𝜎+−
𝐹 2
𝑑 ̃𝜇+
𝑑𝑥 ) (2.5b)
64
3.3 Li+-Transferzahlen in flüssigen Elektrolyten
Tabelle 3.2: Durch Anpassung erhaltenen Werte für 𝑅𝑉 𝑜𝑙, 𝑅𝐺𝐹 , 𝑅𝐷𝑖𝑓𝑓 , 𝜏 und 𝛼, durch
VLF-IS ermittelt Transferzahlen 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ und Transportzahlen 𝑡𝑁𝑀𝑅𝐿𝑖+ aus der
Literatur. Die Transferzahlen von LP30 und G4/LiTFSI wurden bei 30 ∘C und
von Pyr1,4TFSI/LiTFSI bei 60 ∘C bestimmt.
Widerstände /

Elektrolyt 𝑑/mm 𝑅𝑉 𝑜𝑙 𝑅𝐺𝐹 𝑅𝐷𝑖𝑓𝑓 𝜏/s 𝛼 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ 𝑡𝑁𝑀𝑅𝐿𝑖+
LP30 0,70 5,3 464 75 994 0,29 0,071 0,39[256]
0,71 5,4 435 77 874 0,31 0,061 0,41[257]
0,94 7,2 888 126 1226 0,30 0,057 0,47[258]
G4/LiTFSI 0,13 7,5 291 280 400 0,46 0,026 0,52[252]
0,15 8,8 287 374 737 0,46 0,023 -
0,29 16,7 281 663 2648 0,46 0,025 -
0,33 19,3 274 782 3883 0,46 0,024 -
Pyr1,4TFSI/LiTFSI 0,34 23,2 165 486 1501 0,40 0,048 0,13a[60]
0,56 38,3 408 628 1700 0,49 0,061 -
0,62 41,9 449 678 1891 0,48 0,062 -
a PFG-NMRMessung wurde bei 20 ∘C durchgeführt.
Der Gradient des elektrochemischen Potentials der Spezies 𝑖, und damit die Triebkraft des
Flusses, ist wie folgt definiert:
𝑑 ̃𝜇𝑖
𝑑𝑥 = 𝑧𝑖𝐹
𝑑𝜙
𝑑𝑥 + 𝑅𝑇
𝑑 ln 𝑎𝑖
𝑑𝑥 . (3.9)
Hierbei entspricht 𝑅 der Gaskonstante, 𝜙 dem elektrischen Potential, 𝑧𝑖 der Ladungszahl
und 𝑎𝑖 der Aktivität der Spezies 𝑖. Es ergeben sich somit für die Ionenflüsse die Gleichun-
gen (3.10a) und (3.10b).
𝐽+ =− (
𝜎++
𝐹 2 [𝐹
𝑑𝜙
𝑑𝑥 + 𝑅𝑇
𝑑 ln 𝑎+
𝑑𝑥 ] +
𝜎+−
𝐹 2 [−𝐹
𝑑𝜙
𝑑𝑥 + 𝑅𝑇
𝑑 ln 𝑎−
𝑑𝑥 ]) (3.10a)
𝐽− =− (
𝜎−−
𝐹 2 [−𝐹
𝑑𝜙
𝑑𝑥 + 𝑅𝑇
𝑑 ln 𝑎−
𝑑𝑥 ] +
𝜎+−
𝐹 2 [𝐹
𝑑𝜙
𝑑𝑥 + 𝑅𝑇
𝑑 ln 𝑎+
𝑑𝑥 ]) (3.10b)
Zu Beginn eines PP-Experiments, also auf kurzen Zeitskalen, und bei hohen Frequenzen in
einer impedanzspektroskopischen Messung treten im Volumen des Elektrolyten keine Kon-
zentrations- und Aktivitätsgradienten auf. Der Ionentransport findet ausschließlich durch
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Migration statt und die Gleichungen für die Ionenflüsse vereinfachen sich. Die einzige Trieb-
kraft für den Ionentransport ist somit das elektrische Feld im Volumen 𝐸0𝑉 𝑜𝑙, das ohne Akti-
vitätsgradienten herrscht. Für die Ionenflüsse ergeben sich demnach die Gleichungen (3.11)
und (3.12) und für die daraus resultierende Stromdichte 𝑗𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 Gleichung (3.13).
𝐽+ = −(
𝜎++
𝐹 ⋅
𝑑𝜙
𝑑𝑥 −
𝜎+−
𝐹 ⋅
𝑑𝜙
𝑑𝑥)
= 𝜎++ − 𝜎+−𝐹 ⋅ (−
𝑑𝜙
𝑑𝑥) =
𝜎++ − 𝜎+−
𝐹 ⋅ 𝐸
0
𝑉 𝑜𝑙 (3.11)
𝐽− = −(−
𝜎−−
𝐹 ⋅
𝑑𝜙
𝑑𝑥 +
𝜎+−
𝐹 ⋅
𝑑𝜙
𝑑𝑥)
= −𝜎−− + 𝜎+−𝐹 ⋅ (−
𝑑𝜙
𝑑𝑥) =
−𝜎−− + 𝜎+−
𝐹 ⋅ 𝐸
0
𝑉 𝑜𝑙 (3.12)
𝑗𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 = 𝐹 ⋅ (𝐽+ − 𝐽−)
= (𝜎++ + 𝜎−− − 2𝜎+=) ⋅ 𝐸0𝑉 𝑜𝑙 ≡ 𝜎𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛𝐸0𝑉 𝑜𝑙 (3.13)
Die ionische Volumenleitfähigkeit 𝜎𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 hängt nach der linearen Antworttheo-
rie[138,259] mit der Gleichgewichtsdynamik im feldfreien Elektrolyten zusammen. Demnach
wird die Volumenleitfähigkeit durch die zeitabhängigen Verschiebungsvektoren Δ
→
𝑅𝑖 (𝑡)
undΔ
→
𝑅𝑗 (𝑡) von Kation 𝑖 und Anion 𝑗 (siehe Gleichung (3.14)) bestimmt.
𝜎𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 =
𝑒2
6𝑉 𝑘𝑏𝑇
⋅ lim
𝑡→∞
𝑑
𝑑𝑡
⎛⎜
⎝
𝑁++𝑁−
∑
𝑖=1
𝑧𝑖Δ
→
𝑅𝑖 (𝑡)⎞⎟
⎠
2
= 𝑒
2
6𝑉 𝑘𝑏𝑇
⋅ lim
𝑡→∞
𝑑
𝑑𝑡
⎡⎢
⎣
⎛⎜
⎝
𝑁+
∑
𝑖=1
Δ
→
𝑅𝑖 (𝑡)⎞⎟
⎠
2
+⎛⎜
⎝
𝑁−
∑
𝑗=1
Δ
→
𝑅𝑗 (𝑡)⎞⎟
⎠
2
−2⎛⎜
⎝
𝑁+
∑
𝑖=1
Δ
→
𝑅𝑖 (𝑡)⎞⎟
⎠
⋅ ⎛⎜
⎝
𝑁−
∑
𝑗=1
Δ
→
𝑅𝑗 (𝑡)⎞⎟
⎠
⎤⎥
⎦
(3.14)
Hierbei stehen 𝑁+ und 𝑁− für die Anzahl der Kationen bzw. der Anionen im Volumen 𝑉 ,
𝑘𝑏 für die Boltzmann-Konstante, 𝑒 für die Elementarladung, 𝑇 für die Temperatur. Ein
Vergleich der Gleichungen (3.13) und (3.14) verdeutlicht die Bedeutung der verschiedenen
Transportkoeffizienten. Die Transportkoeffizienten 𝜎++ und 𝜎−− sind durch den ersten und
den zweiten Term in den eckigen Klammern gegeben. Sie berücksichtigen somit korrelierte
Bewegungen von Kationen bzw. Anionen untereinander und demnach Kation-Kation bzw.
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Anion-Anion Wechselwirkungen. Der Transportkoeffizient 𝜎+− ist durch den letzten Term
in der eckigen Klammer gegeben und wird durch korrelierte Bewegungen von Kation und
Anion bestimmt. In einem idealen Elektrolyten gibt es keine Wechselwirkungen zwischen
den Ionen, somit auch keine korrelierten Bewegungen von Kation und Anion und der Trans-
portkoeffizient 𝜎+− = 0.
Bei der Bestimmung von Lithium-Transferzahlen sind die Elektroden lediglich für Lithi-
um-Ionen durchlässig, für alle anderen Spezies, und demnach auch für dieAnionen, hingegen
blockierend. Im stationären Zustand in einem PP-Experiment und bei niedrigen Frequenzen
in impedanzspektroskopischen Messungen ist der Anionenfluss deshalb 𝐽− = 0. Es treten
Diffusionszonen der Anionen und Kationen auf, die sich über den gesamten Elektrolyten er-
strecken. Da Elektroneutralität gewährleistet sein muss, sind die Konzentrationen und Akti-
vitäten der Kationen und Anionen in den Diffusionszonen identisch und es gilt 𝑐+ = 𝑐− ≡ 𝑐
und 𝑎+ = 𝑎− ≡ 𝑎. Unter diesen Voraussetzungen folgt aus Gleichung (3.10b) folgender Aus-
druck:
𝑅𝑇 𝑑 ln 𝑎𝑑𝑥 =
𝜎−− − 𝜎+−
𝜎−− + 𝜎+−
⋅ 𝐹 ⋅ 𝑑𝜙𝑑𝑥. (3.15)
Der Potentialabfall über den Elektrolyten im stationären ZustandΔ𝜙𝑠𝑠𝑉 𝑜𝑙 ergibt sich somit
nach Gleichung (3.16), während der Quasi-Gleichgewichtspotentialabfall über die Grenzflä-
chenΔ𝜙𝑁𝑒𝑟𝑛𝑠𝑡, der die Aktivitäten der Lithium-Ionen an den Elektroden bestimmt, aus der
lokalenNernst-Gleichung folgt und sichmit Gleichung (3.17) berechnen lässt. Bei𝐸𝑠𝑠𝑉 𝑜𝑙 han-
delt es sich um das elektrische Feld, das im stationären Zustand im Elektrolyten herrscht und
bei 𝑑 um den Abstand der Elektroden.
Δ𝜙𝑠𝑠𝑉 𝑜𝑙 =
𝜎−− − 𝜎+−
𝜎−−+ 𝜎+− ⋅
𝑅𝑇
𝐹 ⋅ Δ ln 𝑎 = −𝐸
𝑠𝑠
𝑉 𝑜𝑙 ⋅ 𝑑 (3.16)
Δ𝜙𝑁𝑒𝑟𝑛𝑠𝑡 =
𝑅𝑇
𝐹 ⋅ Δ ln 𝑎 (3.17)
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Im Fall idealer Elektrolyte sind diese beiden Potentialabfälle gleich groß, bei nicht-idealen
Elektrolyten (𝜎+− ≠ 0) unterscheiden sie sich jedoch. Die Summe der PotentialabfälleΔ𝜙 ist
allerdings über die gesamte Dauer des Experiments konstant und berechnet sich nach Glei-
chung (3.18).
Δ𝜙 = Δ𝜙𝑠𝑠𝑉 𝑜𝑙 +Δ𝜙𝑁𝑒𝑟𝑛𝑠𝑡 = (1 +
𝜎−− + 𝜎+−
𝜎−− − 𝜎+−
) ⋅ 𝑅𝑇𝐹 ⋅ Δ ln 𝑎 = −𝐸
0
𝑉 𝑜𝑙 ⋅ 𝑑 (3.18)
Für die Stromdichte 𝑗𝑠𝑠 im stationären Zustand (engl. stationary state, ss) ergibt sich aus
den Gleichungen (3.10a) und (3.15)–(3.17) folgender Ausdruck:
𝑗𝑠𝑠 = 𝐹 ⋅ 𝐽𝑠𝑠+ = ((𝜎++ − 𝜎+−) + (𝜎−− − 𝜎+−) ⋅
𝜎++ + 𝜎+−
𝜎−− + 𝜎+−
) ⋅ 𝐸𝑠𝑠𝑉 𝑜𝑙
= ((𝜎++ − 𝜎+−) + (𝜎−− − 𝜎+−) ⋅
𝜎++ + 𝜎+−
𝜎−− + 𝜎+−
) ⋅ (𝜎−− + 𝜎+−2𝜎−−
) ⋅ 𝐸0𝑉 𝑜𝑙. (3.19)
Im Fall eines idealen Elektrolyten vereinfacht sich dieser Ausdruck zu dem bereits von Bruce
et al.[61] hergeleiteten Ausdruck 𝑗𝑠𝑠 = 𝜎++ ⋅ 𝐸0𝑉 𝑜𝑙. Anhand der hergeleiteten Beziehungen
kann nun die Lithium-Transferzahl 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ wie folgt definiert werden:
𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ =
𝑗𝑠𝑠
𝑗𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛
=
((𝜎++ − 𝜎+−)+ (𝜎−− − 𝜎+−) ⋅ 𝜎+++𝜎+−𝜎−−+𝜎+−) ⋅ (
𝜎−−+𝜎+−
2𝜎−− )
(𝜎++ + 𝜎−− − 2𝜎+−)
= 𝜎−− ⋅ 𝜎++ − 𝜎
2
+−
𝜎−− ⋅ (𝜎++ + 𝜎−− − 2𝜎+−)
. (3.20)
Da in einem idealen Elektrolyten die Nernst-Einstein-Gleichungen (3.21a) und (3.21b)
gelten (𝐷+ und𝐷− sind die Selbstdiffusionskoeffizienten des Kations bzw. des Anions), ergibt
sich für die Transferzahl der ebenfalls von Bruce et al.[61] gezeigte Zusammenhang (siehe
Gleichung (3.22)). In diesem Fall sind Transfer- und Transportzahl also identisch.
𝜎++ = 𝐷+ ⋅
𝑐𝐹 2
𝑅𝑇 (3.21a)
𝜎−− = 𝐷− ⋅
𝑐𝐹 2
𝑅𝑇 (3.21b)
𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ =
𝜎++
𝜎++ + 𝜎−−
= 𝐷+𝐷+ +𝐷−
= 𝑡𝑁𝑀𝑅𝐿𝑖+ (3.22)
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Aus impedanzspektroskopischenMessungen können derMigrationsstrom auf kurzen Zeit-
skalen und der stationäre Strom anhand folgender Gleichungen ermittelt werden:
𝑗𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 =
Δ𝜙
𝐴𝑅𝑉 𝑜𝑙
(3.23)
𝑗𝑠𝑠 =
Δ𝜙
𝐴 ⋅ (𝑅𝑉 𝑜𝑙 +𝑅𝐷𝑖𝑓𝑓)
. (3.24)
Hierbei entspricht 𝐴 der Elektrodenfläche. Für die Ermittlung der Transferzahl anhand von
VLF-IS ergibt sich demnach Gleichung (3.8).
Der hier gezeigte Ansatz auf Grundlage der Onsager-Relationen ist äquivalent zu dem
von Newman et al.[141,142,260,261] verwendeten Ansatz anhand der Maxwell-Stefan-Diffusi-
on. Die von Newman et al. verwendete Beschreibung beruht auf der invertierten Onsager-
Matrix. Die Stefan-Maxwell Transportkoeffizienten können somit nur durch Inversion
der Transportmatrix mit Verschiebungsvektoren im Gleichgewicht verknüpft werde. Die Be-
schreibungmit Hilfe der Onsager-Relationen bietet hingegen dieMöglichkeit einer direkten
Verknüpfung der Transportkoeffizienten mit der Gleichgewichtsdynamik eines Elektrolyten.
Dies ermöglicht die einfache Kombination von experimentellen Methoden mit Simulationen
und kann so gegebenenfalls zu einem besseren Verständnis des Einflusses von Wechselwir-
kunngen im Elektrolyten auf die Lithium-Transferzahl beitragen.
Anwendung des Modells auf die Elektrolyte G4/LiTFSI und LP30
Wie zuvor gezeigt, treten Unterschiede zwischen der Transportzahl 𝑡𝑁𝑀𝑅𝐿𝑖+ und der Transfer-
zahl 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ durch Wechselwirkungen zwischen den Ionen im Elektrolyten auf. Um den Ein-
fluss der korrelierten Bewegungen besser quantifizieren zu können, werden die Parameter 𝛼
und 𝛽 definiert (siehe Gleichungen (3.25) und (3.26)).
𝛼 ≡ 𝜎++𝜎++ + 𝜎−−
und (1 − 𝛼) ≡ 𝜎−−𝜎++ + 𝜎−−
(3.25)
𝛽 ≡ 2𝜎+−𝜎++ + 𝜎−−
(3.26)
NachGleichung (3.22) entspricht𝛼 bei einem idealen Elektrolyten demnach der Transport-
zahl. Im Falle nicht-idealer Elektrolyte ist dies nicht der Fall, weil die Transportkoeffizienten
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Abbildung 3.19: Auftragung der Transferzahl 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ gegen den Parameter 𝛽 für die Elektroly-
te G4/LiTFSI und LP30 unter der Annahme, dass𝛼 der Transportzahl 𝑡𝑁𝑀𝑅𝐿𝑖+
entspricht.
𝜎++ und 𝜎−− durch Kation-Kation bzw. Anion-Anion Korrelationen beeinflusst werden. Da
dieWechselwirkungen in beiden Fällen von langreichweitigen Coulomb-Wechselwirkungen
dominiert werden, sollte 𝛼 jedoch sehr ähnliche Werte wie die Transportzahl 𝑡𝑁𝑀𝑅𝐿𝑖+ anneh-
men. Der Parameter 𝛽 wird hingegen durch korrelierte Bewegungen von Kationen und Anio-
nen bestimmt und ist somit ein Maß für deren Wechselwirkung. Nach Gleichung (3.14) füh-
ren die zu erwartenden korrelierten Bewegungen in die gleiche Richtung zu positivenWerten
für 𝜎+− und somit ebenfalls für 𝛽. Die Transferzahl kann schließlich durch Kombination der
Gleichungen (3.20), (3.25) und (3.26) in Abhängigkeit der eingeführten Parameter bestimmt
werden (siehe Gleichung (3.27)).
𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ =
𝛽2 − 4𝛼 + 4𝛼2
4 (1 − 𝛼) ⋅ (𝛽 − 1) (3.27)
Abb. 3.19 zeigt eine Auftragung der Transferzahl 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ in Abhängigkeit des Parameters 𝛽
für die Elektrolyte G4/LiTFSI und LP30. Hierbei wurde angenommen, dass der Parameter 𝛼
der Transportzahl 𝑡𝑁𝑀𝑅𝐿𝑖+ entspricht (für G4/LiTFSI:𝛼 = 0,52, für LP30:𝛼 = 0,40). Der Para-
meter𝛽 kannWerte zwischen 0 und 1 annehmen.Werte über 1würden nachGleichung (3.13)
zu negativen Werten von 𝜎𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 führen und sind somit physikalisch nicht sinnvoll.
Wenn 𝛽 = 0 ist, entspricht die Transferzahl dem Wert des Parameters 𝛼. Anschlie-
ßend steigt die Transferzahl mit steigendem 𝛽 bis diese bei 𝛽𝑚𝑎𝑥 = 2𝛼 (für 𝛼 < 0,5) bzw.
𝛽𝑚𝑎𝑥 = 2 ⋅ (1 − 𝛼) (für 𝛼 > 0,5) ein Maximum durchläuft. Bei höheren Werten von 𝛽 fällt
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die Transferzahl rapide ab. Gleichungen (3.11), (3.25) und (3.26) zeigen, dass für 𝛽 > 𝛽𝑚𝑎𝑥
der Migrationsstrom der Kationen negativ wird. Solange 𝛽 jedoch Werte unterhalb von
√4𝛼 ⋅ (1 − 𝛼) annimmt, wird dieser negative Migrationsstrom durch einen positiven Dif-
fusionsstrom überkompensiert und die Transferzahl 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ ist weiterhin positiv.
Die sehr kleinen Transferzahlen, die bei den VLF-IS Messungen für G4/LiTFSI und LP30
erhalten wurden, legen nahe, dass 𝛽Werte zwischen 𝛽𝑚𝑎𝑥 und√4𝛼 ⋅ (1 − 𝛼) annimmt. Die-
se hohen Werte des Parameters 𝛽 zeigen, dass stark korrelierte Bewegungen von Kationen
und Anionen vorliegen und der Migrationsstrom der Lithium-Ionen sogar negativ ist. Eine
experimentelle Verifizierung dieser, auf Grundlage des entwickelten Modells, erhaltenen Be-
funde ist anhand von elektrophoretischen NMRMethoden[262,263] möglich. Diese Methoden
erlauben die separate Messung der Kationen- und Anionenflüsse 𝐽+ und 𝐽−.
Unterschiede zwischen Lithium-Transferzahlen bestimmt durch VLF-IS und
PP-Methode
Auffällig ist, dass die in der Literatur berichteten Transferzahlen, die mittels PP-Methode ge-
messen wurden, deutlich höher sind als die in dieser Arbeit mittels VLF-IS bestimmten Trans-
ferzahlen. Obwohl beideMethoden dieselbe Transferzahl liefern sollten, wurden für die Lithi-
um-Transferzahl mittels PP-Methode für einen carbonatbasierten Elektrolyten (ähnlich dem
in dieser Arbeit untersuchten carbonatbasierten Elektrolyten) ein Wert von 0,34[68] und für
eine Lösung von LiTFSI in Pyr1,4TFSI (0,2mol kg−1) Werte zwischen 0,22 und 0,25[264,265]
berichtet.
Ein Problem bei der Verwendung der PP-Methode ist, dass die bestimmte Transferzahl
𝑡𝑃𝑃𝐿𝑖+ stark vom gemessenen Anfangsstrom 𝐼0 abhängt. Dieser hängt wiederum vom Zeitinter-
vall Δ𝑡 ab, die der Potentiostat benötigt, um den ersten Messpunkt aufzunehmen, nachdem
die Gleichspannung 𝑉𝐷𝐶 angelegt wurde. Moderne Potentiostaten verfügen meist über eine
Zeitauflösung im Bereich von 1ms. Es können jedoch auch längere Zeitintervalle im Mess-
protokoll festgelegt werden.
Anhand der von uns gemessenen Impedanzspektren ist es möglich, den Anfangsstrom in
einem PP-Experiment für ein gegebenes Zeitintervall Δ𝑡 anhand des Betrags der Impedanz
bei der Frequenz 1/Δ𝑡 wie folgt abzuschätzen:
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𝐼0 ≈
𝑉𝐷𝐶
| ̂𝑍(1/Δ𝑡)|
. (3.28)
Äquivalent hierzu kann auch der stationäre Strom 𝐼𝑠𝑠 eines PP-Experiments anhand des
Betrags der Impedanz bei niedrigen Frequenzen 𝑓 → 0 abgeschätzt werden (siehe Glei-
chung (3.29)).
𝐼𝑠𝑠 ≈
𝑉𝐷𝐶
| ̂𝑍(𝑓 → 0)|
(3.29)
Die Lithium-Transferzahl, die anhand eines PP-Experiments nach Gleichung (3.30a)[125] er-
mittelt wird kann somit nach Gleichung (3.30b) abgeschätzt werden.
𝑡𝑃𝑃𝐿𝑖+ =
𝐼𝑠𝑠 ⋅ (𝑉𝐷𝐶 − 𝐼0 ⋅ 𝑅𝐺𝐹 )
𝐼0 ⋅ (𝑉𝐷𝐶 − 𝐼𝑠𝑠 ⋅ 𝑅𝐺𝐹 )
(3.30a)
≈ |
̂𝑍(1/Δ𝑡)| − 𝑅𝐺𝐹
| ̂𝑍(𝑓 → 0)| − 𝑅𝐺𝐹
(3.30b)
Die Impedanz bei niedrigen Frequenzen setzt sich aus der Summe des Volumenwiderstands
𝑅𝑉 𝑜𝑙, des Grenzflächenwiderstands 𝑅𝐺𝐹 und des Diffusionswiderstands 𝑅𝐷𝑖𝑓𝑓 zusammen
(| ̂𝑍(𝑓 → 0)| = 𝑅𝑉 𝑜𝑙 +𝑅𝐺𝐹 +𝑅𝐷𝑖𝑓𝑓). Die anhand der PP-Methode ermittelte Transferzahl
𝑡𝑃𝑃𝐿𝑖+ ist demnach nur dann identisch zu 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ , wenn der Anfangsstrom nach dem idealen
ZeitintervallΔ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 gemessen wird, für das gilt: | ̂𝑍(1/Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙)| = 𝑅𝑉 𝑜𝑙 +𝑅𝐺𝐹 .
Das ideale Zeitintervall Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 kann anhand der gemessenen Impedanzspektren für
die Elektrolyte G4/LiTFSI und LP30 (siehe Abb. 3.20a) bestimmt werden. Aus den durch-
geführten Messungen ergibt sich für G4/LiTFSI ein ideales Zeitintervall vonΔ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 1 s
und für LP30 von Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 0,22 s. Bei Messung des Anfangsstroms nach dem Zeitin-
tervall Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 gilt 𝑡𝑃𝑃𝐿𝑖+ ≈ 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ . Wird der Anfangsstrom hingegen zu einem späteren
Zeitpunkt gemessen ist die mittels PP-Methode bestimmte Transferzahl größer als 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+
(siehe Abb. 3.20b). Wenn die Transferzahl anhand der PP-Methode bestimmt werden soll, ist
es demnach wichtig, das ideale Zeitintervall Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 für den untersuchten Elektrolyten in
einer unabhängigen Messung zu ermitteln. Nur dann kann die korrekte Transferzahl mittels
PP-Methode gemessen werden.
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Abbildung 3.20: (a) Beispielhafte Nyquist-Auftragung der Impedanzspektren der Elektroly-
teG4/LiTFSI und LP30 zur Bestimmung des idealen ZeitintervallsΔ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙
für das gilt: | ̂𝑍(1/Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙)| = 𝑅𝑉 𝑜𝑙+𝑅𝐺𝐹 und (b) die mittels PP-Metho-
de ermittelte Transferzahl 𝑡𝑃𝑃𝐿𝑖+ in Abhängigkeit des Zeitintervalls Δ𝑡, nach
dem der Anfangsstrom gemessen wird.
Zusammenfassung
In dieser Arbeit wurden Lithium-Transferzahlen 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ von drei unterschiedlichen Elektroly-
ten anhand von VLF-IS in einer symmetrischen Zelle, bestehend aus zwei Lithiumelektroden
und dem jeweiligen Elektrolyten, gemessen. Die für 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ erhaltenen Werte (LP30: 0,05–
0,07; G4/LiTFSI: 0,02–0,03; Pyr1,4TFSI/LiTFSI: 0,045–0,065) sind, vor allem bei LP30 und
G4/LiTFSI, deutlich kleiner als die jeweiligen Transportzahlen 𝑡𝑁𝑀𝑅𝐿𝑖+ .
Anhand derOnsager-Relationen und der linearenAntworttheorie wurde deshalb einAus-
druck zur Berechnung von 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ für Elektrolyte, bestehend aus einer Lösung zweier univa-
lenter Ionenspezies in einem neutralen Lösungsmittel, hergeleitet. Die erhaltene Gleichung
berücksichtigt hierbei Wechselwirkungen zwischen den Ionen und zeigt, dass die Lithium-
Transferzahl deutlich kleiner als die Lithium-Transportzahl werden kann, wenn stark korre-
lierte Bewegungen der Kationen und Anionen vorhanden sind.
Die in dieser Arbeit mittels VLF-IS bestimmte Transferzahl 𝑡𝑆𝑡𝑟𝑜𝑚𝐿𝑖+ für LP30 ist außerdem
deutlich kleiner als mittels PP-Methode ermittelte Werte, die in der Literatur berichtet wur-
den. Da diese zwei Methoden prinzipiell dieselbe Transferzahl liefern sollten, wurde der Ein-
fluss des Zeitintervalls Δ𝑡, nach dem der Anfangsstrom nach Einschalten der Gleichspan-
nung 𝑉𝐷𝐶 in einem PP-Experiment gemessen wird, näher beleuchtet. Es zeigt sich, dass bei
Messungenmit der PP-Methode der Grenzflächenwiderstand𝑅𝐺𝐹 sorgfältig untersucht und
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berücksichtigt werden muss. Um korrekte Transferzahlen zu ermitteln, muss der Anfangs-
strom nach einem idealen ZeitintervallΔ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 gemessen werden. Für dieses ideale Zeitin-
tervall gilt: | ̂𝑍(1/Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙)| = 𝑅𝑉 𝑜𝑙 +𝑅𝐺𝐹 . Bei der Bestimmung der Transferzahl mittels
VLF-IS wird der Grenzflächenwiderstand direkt gemessen und kann somit ohne weiteren
Aufwand berücksichtigt werden.
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Renker im Rahmen einer wissenschaftlichen Hausarbeit unter der experimentellen und wis-
senschaftlichen Anleitung von Herrn Fabian Wohde durchgeführt. Die in dieser Publikati-
on gezeigten experimentellen Arbeiten wurden ebenfalls von Herrn FabianWohde durchge-
führt und ausgewertet.
Neben Herrn Prof. Dr. Roling wirkte ich bei der Entwicklung und Korrektur des theore-
tischen Modells, insbesondere im Hinblick auf die Analyse der Potentialabfälle, mit. Außer-
dem diskutierte ich die gezeigten Ergebnisse intensiv mit den Herren Fabian Wohde und
Prof. Dr. Roling. Herr Fabian Wohde erstellte das Manuskript, an dem von Herrn Prof. Dr.
Roling undmir Korrekturarbeiten vorgenommenwurden. Die Korrespondenzmit der Fach-
zeitschrift Journal of The Electrochemical Society übernahm Herr Fabian Wohde.
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3.4 Untersuchung der Interkalation von TFSI– in Graphit
mittels in situ Raman-Spektroskopie
Electrochimica Acta (in press).
In-Situ Raman Study of the Intercalation of Bis(trifluoromethylsulfonyl)imid Ions into Graphite
inside a Dual-Ion Cell.
Marco Balabajew, Hendrik Reinhardt, Nicolas Bock, Marc Duchardt, Stefan Renato Kachel,
Norbert Hampp und Bernhard Roling.
In dieser Arbeit wurde die Interkalation und dieDeinterkalation vonTFSI– in Graphitmittels
in situ Raman-Spektroskopie während der ersten zwei Zyklen einer Dual-Ionen-Zelle unter-
sucht. Die Messungen wurden an einer ähnlichen Zelle durchgeführt, wie sie bereits in der
Publikation aus Abschnitt 3.2 verwendet wurde. Bei der Graphitelektrode handelte es sich je-
doch um einen hoch porösen Graphitschaum. Die Interkalation des Anions ist von zentraler
Bedeutung in Dual-Ionen-Zellen, da es sich dabei um einen wichtigen und limitierenden Pro-
zess bei der Ladungsspeicherung handelt. Zudem stellt sie einen grundlegenden Unterschied
zu den Prozessen in gewöhnlichen Lithium-Ionen-Batterien dar.
Placke et al.[51] untersuchten die Interkalation verschiedener Anionen bereits mittels in
situ Röntgenpulverdiffraktometrie und konnten so Informationen über die Stufenbildung
und Abstände zwischen den Graphenschichten (und somit über die Aufweitung der Schicht-
abstände) in GICs erlangen. Raman-Spektroskopie erlaubt die Untersuchung einiger weite-
rer Eigenschaften der GIC. Neben der Stufenbildung können auch Informationen über die
Änderung der Elektronenkonzentration, Spannungen im Material, Defekte und die Leitfä-
higkeit der Elektrode erhalten werden. Hardwick et al.[176] führten im Jahr 2008 bereits eine
Untersuchung der Interkalation von TFSI– mittels in situ Raman-Spektroskopie durch. Die-
se wurde jedoch mit dem Hintergrund der ungewollten Interkalation des Anions in Ruß in
Kompositelektroden für Lithium-Ionen-Batterien durchgeführt. Zudem wurde auf eine de-
taillierten Auswertung der Raman-Spektren verzichtet.
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Des Weiteren beschränken sich die bisherigen Untersuchungen auf den ersten Zyklus der
Interkalation und Deinterkalation. In dieser Arbeit wurden hingegen die ersten zwei Zyklen
untersucht, um Informationen über den Einfluss der kinetischen Hemmung der Interkalati-
on im ersten Zyklus zu erlangen. Außerdem wurden Veränderungen des Graphits durch die
Lagerung im entladenen Zustand betrachtet.
Raman-Spektrum von Graphit
Abb. 3.21 zeigt das Raman-Spektrum des hier untersuchten Graphitschaums. Das Raman-
Spektrum vonGraphit weist imwesentlichen drei wichtige Banden auf, von denen hier jedoch
lediglich zwei beobachtet werden. Bei 1582 cm−1 befindet sich der sogenannteG-Peak und im
Bereich von 2600–2800 cm−1 die 2D-Bande. Die G-Bande entspricht einer E2g Schwingung
der sp2 hybridisierten Kohlenstoffatome (siehe Abb. 2.6a) und lässt sich gut mit einer einzel-
nen Lorentz-Kurve beschreiben. Bei der 2D-Bande handelt es sich hingegen um einenOber-
ton der D-Bande. Die D-Bande befindet sich für gewöhnlich bei ca. 1350 cm−1 und benötigt
Defekte wie Kanten, Punktdefekte oder Fehler in der Orientierung der Schichten[187,266–268]
um aktiviert zu werden. Es handelt sich bei dieser Schwingung um eine breathing mode (sie-
he Abb. 2.6b). Das Fehlen dieser Bande (siehe Abb. 3.21) zeigt, dass der untersuchte Graphit
sehr wenige Defekte aufweist. Obwohl es sich bei der 2D-Bande um einen Oberton der D-
Bande handelt, wird diese auch bei defektfreiem Graphit beobachtet.[184] Für die Anpassung
der 2D-Bande werden zwei Kurven benötigt, wobei der Peak bei höheren Wellenzahlen stets
der intensivere ist.
In situ RamanMessungen
Um Veränderungen der Struktur und der Eigenschaften des Graphits während der Interkala-
tion und der Deinterkalation in den ersten beiden Zyklen zu untersuchen, wurden Raman-
Spektren bei vorgegebenen Spannungen aufgenommen. Die Spannungen wurden anhand
der aus Lade-/Entladekurven bestimmten differentiellen Kapazität ausgewählt und sind in
Abb. 3.22 durch Punkte gekennzeichnet. Die Auftragung der differentiellen Kapazität in
Abhängigkeit des Potentials zeigt deutlich eine kinetische Hemmung der Interkalation von
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Abbildung 3.21: Raman-Spektrum des unzyklisierten Graphitschaums. Die G- und die 2D-
Banden sind deutlich zu erkennen. EineD-Bande kann nicht beobachtet wer-
den (siehe Vergrößerung).
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Abbildung 3.22: Differentielle Kapazität in Abhängigkeit der Spannung in den ersten zwei
Zyklen einer Dual-Ionen-Zelle. Die Punkte kennzeichnen die Potentiale, bei
denen Raman-Spektren gemessen wurden.
TFSI– im ersten Zyklus, die sich durch das Einsetzen der Interkalation bei höheren Poten-
tialen als im zweiten Zyklus äußert. Bei der Deinterkalation ist hingegen kein signifikanter
Unterschied zwischen dem ersten und zweiten Zyklus zu erkennen. Abb. 3.23 zeigt beispiel-
haft ausgewählte Spektren, die während des ersten (siehe Abb. 3.23a) und des zweiten Zyklus
(siehe Abb. 3.23b) gemessen wurden.
Die auffälligste Veränderung der Spektren ist die Aufspaltung der G-Bande und die zuneh-
mende Blauverschiebung der resultierenden Peaks. Diese Aufspaltung und Blauverschiebung
ist wohlbekannt für GICs. Sie hängt mit der Bildung von Verbindungen der Stufe 3 oder grö-
ßer zusammen und kann durch das nearest layer model beschrieben werden.[172] Durch die
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Abbildung 3.23: Ausgewählte Raman-Spektren, die während des (a) ersten und (b) zweiten
Zyklus gemessen wurden. Die gestrichelten Linien markieren die ursprüng-
lichen Positionen des G-Peaks und des intensiveren der beiden 2D-Peaks.
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(a) E2g(i)-Mode.
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Abbildung 3.24: Position der beiden E2g-Moden in Abhängigkeit des Potentials.
Interkalation gibt es Graphenschichtenmit unterschiedlicher chemischer Umgebung. Bei der
Bande bei niedrigerenWellenzahlen handelt es sich um die E2g-Mode der Graphenschichten,
die zu zwei andere Graphenschichten benachbart sind (engl. inner layers, innere Lagen, E2g(i)-
Mode). Bei höherenWellenzahlen ist hingegen die Schwingung der Graphenschichten, die zu
einer Anionenlage benachbart sind (engl. boundary layers, Randlagen, E2g(b)-Mode), zu be-
obachten. GICs der Stufen 2 und 1 zeigen keine zwei E2g-Peaks mehr, da ausschließlich zu
Anionen benachbarte Graphenlagen vorhanden sind.
Die Aufspaltung der Peaks beginnt bei 4,40V. Bei diesem Potential zeigt sich aufgrund
der einsetzenden Interkalation der Anionen ein starker Anstieg der differentiellen Kapazität
(siehe Abb. 3.22). Mit der Aufspaltung setzt außerdem eine Blauverschiebung der E2g-Ban-
den gegenüber der ursprünglichen G-Bande ein (siehe Abb. 3.24). Diese Blauverschiebung
kommt durch die positive Aufladung (und damit durch die sinkende Elektronenkonzentrati-
on) der Graphenschichten zustande.[180,190] Mit zunehmender Menge an interkalierten Anio-
nen steigt die Ladungsdichte der Graphenschichten und die Peaks verschieben sich zu höhe-
ren Wellenzahlen. Da die Ladung hauptsächlich in den anionennahen Schichten lokalisiert
ist,[149] ist die Verschiebung der E2g(b)-Bande ausgeprägter als die der E2g(i)-Bande.
Das Verhalten des G-Peaks zeigt bei der Interkalation von Anionen einen signifikanten Un-
terschied zumVerhalten bei der Interkalation von Lithium-Ionen. Im Falle von Li+ bildet sich
zunächst eine verdünnte Stufe 1Verbindung. Dies äußert sich durch die Blauverschiebung des
G-Peaks, bevor eine Aufspaltung des Peaks stattfindet.[174,197] Bei der Interkalation von TFSI–
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bleibt die Position des G-Peaks hingegen konstant und es kommt erst mit der Aufspaltung zu
einer Verschiebung. Demnach wird instantan eine GIC mit einer Stufe 𝑛 ≥ 3 gebildet.
Während der Deinterkalation findet eine Rotverschiebung der Peaks statt, die mit der stei-
genden Elektronenkonzentration der Graphenschichten erklärt werden kann. Auch am Ende
des Entladevorgangs sind weiterhin zwei sich stark überlappende E2g-Banden zu erkennen
(siehe Abb. 3.23). Die Deinterkalation ist somit nicht vollständig und es bleibt ein gewisser
Anteil an TFSI– im Graphit zurück.
Die Verschiebung der E2g-Banden während des ersten und des zweiten Ladezyklus unter-
scheiden sich trotz der im ersten Ladezyklus vorhandenen kinetischenHemmung nicht signi-
fikant. Überraschenderweise ist jedoch zwischen den beiden Entladezyklen ein Unterschied
in der Verschiebung der E2g-Peaks zu erkennen.Während es im ersten Entladezyklus zu einer
sprunghaften Rotverschiebung der Positionen des E2g(b)- und des E2g(i)-Peaks bei 4,3V bzw.
4,2V kommt, ist im zweiten Entladezyklus eine graduelle Rotverschiebung zu beobachten
(siehe Abb. 3.24).
Bei der Interkalation und der Deinterkalation ändert sich außerdem das Verhältnis 𝐼𝑖/𝐼𝑏
der Intensitäten des E2g(i)- und des E2g(b)-Peaks (siehe Abb. 3.25a). Dieses hängt nach Glei-
chung (2.6)[198]mit der Stufe derGIC zusammen.Unter derAnnahme, dass dasVerhältnis der
Streuquerschnitte der inneren Lagen und der Randlagen 𝜎𝑖/𝜎𝑏 = 1 beträgt, kann demnach
die Stufe in Abhängigkeit des Potentials bestimmt werden.
𝐼𝑖
𝐼𝑏
= 𝜎𝑖𝜎𝑟
𝑛 − 2
2 (2.6)
Während des ersten Ladezyklus sinkt die Stufe schnell auf einen nahezu konstanten Wert
von knapp über 2 ab. Beim Entladen nimmt der Index der Stufe mit sinkendem Potential wie-
der zu. Bei ca. 4,2V deutet sich hierbei ein Plateau im Bereich einer Stufe von 3–4 an.Wie die
differentielle Kapazität zeigt (siehe Abb. 3.22), ist bei diesen Potentialen die Deinterkalation
weitgehend abgeschlossen. Im zweiten Ladezyklus bleibt die Stufe bis zu einem Potential von
ca. 4,5V nahezu konstant und sinkt anschließend wie im ersten Ladezyklus ab.
GICs mit einer Stufe von 2 oder kleiner sollten keinen E2g(i)-Peak mehr aufweisen. Trotz-
dem werden hier scheinbar GICs mit einer Stufe von knapp über 2 beobachtet. Dies kann
daran liegen, dass der Anregungslaser Bereiche mit Stufe 2 Verbindungen und Bereiche mit
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Abbildung 3.25: Auftragung des Intensitätsverhältnisses des E2g(i)-Peaks und des E2g(b)-
Peaks in Abhängigkeit (a) des Potentials und (b) der Zusammensetzung. Die
Stufen wurden unter der Annahme berechnet, dass das Verhältnis der Streu-
querschnitte der inneren Lagen und der Randlagen eins beträgt. Die Zusam-
mensetzung in (b) wurde unter der Annahme berechnet, dass der gesamte
Ladungsfluss durch Interkalation und Deinterkalation von TFSI– zustande
kommt.
Stufe 3 Verbindungen beleuchtet. Ein weiterer möglicher Grund sind Abweichungen von der
Annahme, dass das Verhältnis der Streuquerschnitte der inneren Lagen und der Randlagen
eins beträgt. Da die ermittelten Stufen in einem plausiblen Bereich liegen, scheint dies aller-
dings eine gute Näherung zu sein.
Abb. 3.25b zeigt die Stufe in Abhängigkeit der Zusammensetzung der GIC. Es zeigt sich,
dass Stufen mit niedrigem Index über einen weiten Bereich vorherrschen. Während des Ent-
ladens steigt die Stufe dann bei einer Zusammensetzung im Bereich von 𝑥 = 0,4–0,55 rapide
an.
Ein weiterer interessanter Trend zeigt sich in der auf die Ausgangsintensität des G-Peaks
normierten Summe der Intensitäten des E2g(i)- und des E2g(b)-Peaks. Diese steigt während
des Ladens, sobald die Interkalation von TFSI– beginnt, an und sinkt während des Entladens.
Die Intensität hängt über die optische Skin-Tiefe 𝛿 nach Gleichung (3.31) mit der elektroni-
schen Leitfähigkeit 𝜎 des Graphits zusammen.[269]
𝛿 = √ 2𝜇𝜎𝜔 (3.31)
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Hierbei stellt 𝜇 die magnetische Permeabilität und 𝜔 die Kreisfrequenz des Lasers dar. Die
steigende Intensität weist somit auf eine sinkende elektronische Leitfähigkeit der Elektrode
mit voranschreitender Interkalation hin.
Dies ist sehr überraschend, da GICs für gewöhnlich höhere elektronische Leitfähigkeiten
aufweisen als reiner Graphit.[157,270,271] Ein möglicher Grund für diese Beobachtung könnte
sein, dass das Verhältnis der Streuquerschnitte der inneren Lagen und der Randlagen deut-
lich kleiner als eins ist. Während der Interkalation nimmt die relative Anzahl an Randlagen
zu, was dann zu einem Anstieg der Intensitäten führen könnte. Da die zuvor berechneten
Stufen jedoch in einem sinnvollen Bereich liegen, ist anzunehmen, dass das Verhältnis der
Streuquerschnitte zumindest nahe 1 ist.
Die Elektronenkonzentration beeinflusst nicht nur die Positionen der E2g-Banden, sondern
auch die Position und Intensität der 2D-Bande. Das Intensitätsverhältnis der intensiveren 2D-
Bande und der E2g-Banden nimmt mit steigendem Potential etwa um einen Faktor drei ab.
Dies hängt mit der während der Interkalation sinkenden Elektronenkonzentration zusam-
men.[190]
Eine sinkende Elektronenkonzentration führt für gewöhnlich auch zu einer Blauverschie-
bung der 2D-Bande.[190] Stattdessen tritt jedoch eine plötzliche Rotverschiebung auf, sobald
die Interkalation von TFSI– beginnt. Anschließend bleibt die Position nahezu konstant. Die-
se Rotverschiebung kommt durch Spannungen im Material[195,272] durch Deformation der
Graphenschichten bei der Interkalation zustande. Solche Spannungen treten auf, wenn die
Interkalation nach dem Daumas-Hérold-Modell abläuft.[147] Hierbei interkalieren Ionen
zwischen alle Schichten und die Bildung verschiedener Stufen kommt durch ihre laterale
Anordnung zustande. Es kommt dabei zu einer Deformierung der Graphenschichten (siehe
Abb. 2.5b) und somit zu Spannungen im Material. Der Übergang zwischen GICs verschiede-
ner Stufen ist somit durch laterale Diffusion der Ionen möglich.
In Abb. 3.23 zeigen sich weitere auffällige Trends bei der Interkalation und der Deinter-
kalation. Während des ersten Zyklus wird ab 4,9V der D-Peak sichtbar. Wie zuvor bereits
erwähnt, ist diese Bande nur sichtbar, wenn der Graphit Defekte aufweist. Die erste Interka-
lation induziert demnach Defekte in der Graphitmatrix. Während der Deinterkalation steigt
die relative Intensität des D-Peaks im Vergleich zu den E2g-Peaks an (siehe Abb. 3.26a). Im
zweiten Zyklus sinkt diese, sobald die Interkalation von TFSI– beginnt, und steigt während
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Abbildung 3.26: Auftragung (a) des Verhältnisses der Intensität der D-Bande und der Summe
der Intensitäten der E2g-Banden und (b) der Position der D-Bande gegen das
Potential.
der Deinterkalation wieder. Die Interkalation verringert im zweiten Zyklus somit die Men-
ge an Defekten, während die Deinterkalation Defekte induziert. Neben einer Änderung der
relativen Intensität des D-Peaks variiert auch die Position und zeigt ähnliche Trends wie die
E2g-Moden (siehe Abb. 3.26b). Dies rührt vermutlich ebenfalls von der variierenden Ladungs-
dichte der Graphenschichten her.
Langzeitverhalten
Zur Untersuchung des Verhaltens bei längerer Lagerung im entladenen Zustand wurde die
Zelle nach Beendigung des zweiten Zyklus bei Raumtemperatur gelagert und nach ein und
nach zwei Wochen jeweils ein Raman-Spektrum aufgenommen. Abb. 3.27 zeigt die normier-
ten Spektren im Vergleich mit dem normierten Spektrum, das am Ende des zweiten Zyklus
gemessen wurde. Während der Lagerung verschwindet der D-Peak nahezu vollständig. Das
Verhältnis der Intensitäten des D-Peaks und der Summe der Intensitäten der E2g-Peaks sinkt
um etwa eine Größenordnung von 0,28 auf 0,029. Die durch die Interkalation und Deinter-
kalation induzierten Defekte scheinen demnach selbstheilend zu sein.
Eine weitere offensichtliche Änderung ist, dass die beiden E2g-Banden schärfer werden und
nach der Lagerung deutlich besser getrennt sind. Dies könnte in einer lateralen Diffusion von
im Graphit verbliebenem TFSI– begründet sein, die zur Bildung besser definierter Stufen
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Abbildung 3.27: Normierte Raman-Spektren am Ende des zweiten Zyklus und nach Lage-
rung im entladenen Zustand für ein und zwei Wochen.
führt. Die Position aller Peaks bleibt hingegen über die Zeit konstant. Somit ändert sich die
Elektronenkonzentration der Graphenschichten nicht signifikant.
Nach der zweiwöchigen Lagerung wurden zwei weitere Lade-/Entladezyklen durchgeführt.
Abb. 3.28 zeigt eine Auftragung der daraus erhaltenen differentiellen Kapazität gegen das
Potential. Obwohl noch TFSI– in der Graphitmatrix vorhanden ist, zeigt der erste Zyklus
nach der Lagerung wieder eine kinetische Hemmung. Dies widerspricht der Erklärung von
Placke et al.,[23] dass es sich bei der kinetischen Hemmung um eine anfängliche Aufwei-
tung der Schichtabstände handelt. Als weiteren möglichen Erklärungsansatz nannten sie eine
ungenügende Benetzung der Elektrode. Doch auch dieser Grund kann aufgrund der langen
Lagerung, der Präparation der Zelle und der hohen Porosität der Elektrode ausgeschlossen
werden.
Es scheint vielmehr eine Verbindung zwischen den durch Interkalation und Deinterkalati-
on induziertenDefekten und der kinetischeHemmung zu existieren.Möglicherweise handelt
es sich um Fehler in der Schichtung der Graphenschichten,[267,268] die durch laterale Bewe-
gung der Graphenschichten während der Interkalation entstehen. Eine Selbstheilung dieser
Art von Defekten benötigt lediglich laterale Bewegung von Graphenschichten. Dies ist somit
eine plausible Erklärung für das erneute Erscheinen der zu Beginn beobachteten kinetischen
Hemmung der Interkalation.
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Abbildung 3.28: Auftragung der differentiellen Kapazität gegen das Potential für zwei Lade-
/Entladezyklen, die nach einer zweiwöchigen Lagerung im entladenen Zu-
stand gemessen wurden.
Zusammenfassung
In dieser Publikation konnte mittels in situ Raman-Spektroskopie der Einfluss der Interkala-
tion von TFSI– auf die Graphitelektrode während der ersten zwei Zyklen einer Dual-Ionen-
Zelle untersucht werden. Die Aufspaltung des G-Peaks zeigt deutlich die Bildung von GICs
mit verschiedenen Stufen, abhängig von der Menge des interkalierten TFSI– . Im Gegensatz
zur Interkalation von Li+ bildet sich zu Beginn keine verdünnte Stufe 1 Verbindung,[174,197]
sondern die Interkalation führt direkt zu GICs mit einer Stufe 𝑛 ≥ 3. Zudem zeigt das Vor-
handensein zweier E2g-Peaks am Ende des Entladeprozesses, dass Anionen im Graphit ver-
bleiben.
Die zunehmende Gesamtintensität der beobachteten Peaks legt nahe, dass die elektroni-
sche Leitfähigkeit der Graphitelektrode mit zunehmender Menge von interkaliertem TFSI–
abnimmt. Dies ist entgegengesetzt zur Erwartung, da GICs für gewöhnlich höhere elektroni-
sche Leitfähigkeiten als reiner Graphit aufweisen.[157,270,271]
Verschiebungen der Position der beobachteten Peaks zeigen, dass sich die Elektronenkon-
zentration der Graphitmatrix mit der Interkalation ändert. Dies äußert sich in einer Blau-
verschiebung der E2g-Banden und der D-Bande mit zunehmender Interkalation. Die plötz-
liche Rotverschiebung der 2D-Bande im erste Zyklus zeigt hingegen, dass die Interkalation
zu Spannungen im Material führt, und ist demnach ein deutlicher Hinweis darauf, dass die
Interkalation nach dem Daumas-Hérold-Modell abläuft.
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Die D-Bande wird bei der frischen Graphitelektrode zunächst nicht beobachtet. Während
der Interkalation im ersten Zyklus bildete sich diese jedoch aus. Durch diesen Prozess werden
demnach Defekte induziert. Die Anzahl dieser Defekte variiert während des Zyklisierens.
Nach der zweiwöchigen Lagerung der Zelle im entladenen Zustand ist der D-Peak wieder
nahezu vollständig verschwunden.Werdennach dieser Lagerung erneut Lade-/Entladezyklen
gemessen, ist im ersten Zyklus nach der Lagerung, äquivalent zum insgesamt ersten Zyklus,
wieder eine kinetische Hemmung zu beobachten. Diese hängt demnach mit den selbsthei-
lenden Defekten zusammen, die durch die Interkalation und die Deinterkalation induziert
werden. Die Beobachtung widerspricht der Theorie von Placke et al.,[23] dass die kinetische
Hemmung mit der Aufweitung der Schichten oder der Benetzung der Elektrode zusammen-
hängt, eindeutig.
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Im ersten Teil dieser Arbeit wurde der Einfluss von Streukapazitäten auf impedanzspektro-
skopische Messungen der Doppelschichtkapazität im Dreielektrodenaufbau im Hinblick auf
auftretendeMessartefakte untersucht. Dazuwurde ein von Fletcher[222] entwickeltesModell
auf Basis eines Drei-Elektroden-Äquivalentnetzwerkes für die Beschreibung von Messungen
mit drei ionenblockierenden Elektroden weiterentwickelt. Anhand von Netzwerken aus elek-
trischen Bauteilen wurde das Modell verifiziert und der Einfluss der Positionierung der RE
auf auftretende Artefakte untersucht.
Es zeigte sich, dass die Positionierung der RE in der Nähe der WE gravierende Artefak-
te erzeugen kann, die leicht zu einer falschen Interpretation der Messdaten führen können.
Es konnte außerdem gezeigt werden, dass unter gewissen Umständen als einziges Artefakt
ein Pseudo-Bulk Halbkreis auftritt. Hierfür muss eine von zwei Bedingungen erfüllt sein. Ent-
weder müssen (i) die Impedanzen der WE und der CE (𝑍𝑊𝐸 = 𝑍𝐶𝐸) und die Streukapazi-
täten 𝐶𝑆𝑡𝑟𝑒𝑢𝑊𝐸−𝑅𝐸 und 𝐶𝑆𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸 identisch sein oder (ii) die Impedanzen der WE und der RE
(𝑍𝑊𝐸 = 𝑍𝑅𝐸) und die Streukapazitäten𝐶𝑆𝑡𝑟𝑒𝑢𝑊𝐸−𝐶𝐸 und𝐶𝑆𝑡𝑟𝑒𝑢𝑅𝐸−𝐶𝐸 müssen identisch sein. Die
in diesem Fall auftretenden Artefakte können leicht durch mehrere Messungen mit Kabeln
unterschiedlicher Länge identifiziert werden.
Durch Messung der Impedanzspektren im Dreielektrodenaufbau mit drei unterschiedli-
chen Zellen konnte außerdem demonstriert werden, dass das theoretischeModell geeignet ist,
umMessungen an realen Systemen zu beschreiben.DieseMessungen zeigen, dass eine Positio-
nierung der RE nahe der WE in der Tat zu ausgeprägten Artefakten führen, die leicht falsch
interpretiert werden können. Neben einer vorteilhaften Positionierung der RE (am besten
mittig zwischen WE und CE) ist jedoch auch das Verhältnis der Doppelschichtkapazität der
WE zu den Streukapazitäten von großer Bedeutung. Ist das Verhältnis 𝑎 = 𝐶𝑊𝐸/3𝐶𝑆𝑡𝑟𝑒𝑢
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zu klein, sind die ermittelten Werte für die Doppelschichtkapazität und den Elektrolytwider-
stand der WE abhängig vom Betrag der Streukapazitäten und stark fehlerbehaftet. Da die
Streukapazitäten durch die Kapazitäten der verwendeten Kabel dominiert werden, sind die
ermittelten Werte zudem abhängig von der Kabellänge.
Um verlässliche Doppelschichtkapazitäten und Elektrolytwiderstände derWE ermitteln zu
können, sollten deshalb eine großeWE und möglichst kurze, aktiv geschirmte Kabel verwen-
det werden. Dies führt zu einem großen Verhältnis 𝑎 und minimiert so die Fehler (für Fehler
unter 5% bei beiden Größen: 𝑎 > 41). Außerdem sollte die CE eine nahezu identische Impe-
danz wie dieWE aufweisen und die REmittig zwischen diesen beiden Elektroden positioniert
werden. Das einzige auftretende Messartefakt ist dann ein Pseudo-Bulk Halbkreis, der leicht
als solches identifiziert werden kann.
Im zweiten Teil der Arbeit wurden Ionentransportprozesse in Elektrolyten für Dual-Io-
nen-Zellen untersucht. In einem ersten Projekt wurde hierbei die Bildung von Konzentrati-
onsgradienten in einer exemplarischen Dual-Ionen-Zelle, bestehend aus einer Lithiumelek-
trode, einer Graphitelektrode und einem Gemisch aus Pyr1,4TFSI und LiTFSI als Elektrolyt,
untersucht. Die Konzentrationsgradienten wurden indirekt durch Messung der Elektrolytwi-
derstände der gesamten Zelle und der Halbzellen mittels potentiostatischer und galvanostati-
scher EIS im Zwei- und Dreielektrodenaufbau ermittelt. Da die Leitfähigkeit, und somit auch
der Elektrolytwiderstand, bei dem verwendeten Elektrolyten stark von der Konzentration des
Lithiumsalzes abhängt,[60] spiegeln die beobachteten Änderungen der Elektrolytwiderstände
Änderungen der Li+-Konzentration bzw. des Stoffmengenanteils von LiTFSI wider.
Durch FEM Simulationen der Transportprozesse in einem idealisierten System mit plana-
ren Elektroden und unter Vernachlässigung irreversibler Prozesse konnten die Messergeb-
nisse qualitativ beschrieben werden. Die Simulationen erlaubten somit die Untersuchung
der Konzentrationsprofile, die im Elektrolyten vorherrschen. Während des Ladens der Dual-
Ionen-Zelle kommt es an der Lithiumelektrode zu einer starken Abnahme des Stoffmengen-
anteils von LiTFSI. An der Graphitelektrode kommt es hingegen zu einer leichten Zunahme
dieses Stoffmengenanteils. Dies lässt sich durch die unterschiedlichen Mobilitäten der ver-
schiedenen ionischen Spezies erklären. Da die Mobilität von Li+ am niedrigsten ist, trägt der
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Transport der Lithium-Ionen am wenigsten zur Erhaltung der Ladungsneutralität bei. Des-
halb sind Konzentrationsänderungen, die durch Transport zur Erhaltung der Ladungsneu-
tralität auftreten, bei TFSI– und Pyr+1,4 deutlich ausgeprägter als bei Li
+.
Des Weiteren konnte gezeigt werden, dass während der ersten Zyklen ein effektiver Trans-
port von LiTFSI aus dem Volumen des Elektrolyten zur Lithiumelektrode stattfindet und es
so zu einer Änderung der durchschnittlichen Elektrolytwiderstände (über einen Lade-/Ent-
ladezyklus gemittelt) in den beiden Halbzellen kommt. Die Zeit, die nötig ist, bis sich die
durchschnittlichen Elektrolytwiderstände der Halbzellen nicht mehr ändern, wird durch die
Diffusion der langsamsten Spezies, also Li+, über die Hälfte des Elektrodenabstands bestimmt.
Im zweiten Projekt des zweiten Teils dieser Arbeit wurden Transferzahlen von Lithium-
Ionen in drei unterschiedlichen Elektrolyten (LP30, G4/LiTFSI und Pyr1,4TFSI/LiTFSI) mit-
tels VLF-IS bestimmt. Hierfür wurden Messungen an einer symmetrischen Zelle bestehend
aus zwei Lithiumelektroden und dem jeweiligen Elektrolyten durchgeführt. DieMessung von
Impedanzspektren bis zu sehr niedrigen Frequenzen von 0,1mHz erlaubt neben der Bestim-
mung des Elektrolytwiderstands auch die Bestimmung des Diffusionswiderstands. Anhand
dieser beiden Größen kann dann die Lithium-Transferzahl berechnet werden.
Die erhaltenenTransferzahlen sind sehr viel kleiner alsmittels PFG-NMRgemesseneTrans-
portzahlen der untersuchten Elektrolyte.[60,252,256–258] Um diesen großen Unterschied zu er-
klären, wurde ein theoretisches Modell zur Beschreibung der Ionenflüsse, unter Berücksich-
tigung von Wechselwirkungen zwischen Ionen, durch Kombination der Onsager-Relatio-
nen und der linearen Antworttheorie aufgestellt und daraus ein Ausdruck zur Berechnung
der Transferzahl hergeleitet. Es zeigt sich, dass stark korrelierte Bewegungen von Anionen
und Kationen stattfinden müssen, um solch niedrige Transferzahlen, wie sie in dieser Arbeit
ermittelt wurden, zu erklären.
Ein Vergleich mit in der Literatur berichteten Transferzahlen, die anhand der PP-Methode
gemessen wurden,[68,264,265] zeigt, dass die von uns erhaltenen Transferzahlen wesentlich klei-
ner ausfallen. Dies ist besonders überraschend, da es sich um physikalisch identische Trans-
ferzahlen handeln sollte. In dieser Arbeit wurde deshalb auch der Einfluss des in PP-Experi-
menten gemessenen Initialstroms in Abhängigkeit des Zeitintervalls zwischen dem Einschal-
ten der Gleichspannung und der Messung des Initialstroms auf die bestimmte Transferzahl
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untersucht. Es konnte gezeigt werden, dass der Initialstrom nach einem bestimmtem Zeitin-
tervall Δ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙 gemessen werden muss, um die korrekte Transferzahl zu ermitteln. Wird
dieses Zeitintervall nicht eingehalten, ist die mittels PP-Methode gemessene Transferzahl auf-
grund des Einflusses von Grenzflächenimpedanzen fehlerbehaftet.
Der dritte und letzte Teil dieser Arbeit beschäftigt sich mit der Interkalation von TFSI–
in Graphit. Hierbei wurden anhand von in situ Raman-Spektroskopie Veränderungen der
Graphitelektrode während des Ladens und Entladens einer Dual-Ionen-Zelle im ersten und
zweiten Zyklus untersucht. Es konnte gezeigt werden, dass sich im voll geladenen Zustand (im
gewählten Potentialbereich) GICs mit einer Stufe zwischen 2 und 3 bilden. Im Gegensatz zur
Interkalation von Li+ kommt es im Fall von TFSI– zu Beginn der Interkalation nicht zur Aus-
bildung einer verdünnten Stufe 1 Verbindung, sondern es bildet sich instantan eine GIC mit
einer Stufe 𝑛 ≥ 3, sobald die Interkalation einsetzt. Außerdem verbleibt am Ende des Entla-
deprozesses ein Teil des TFSI– in der Graphitmatrix. Eine vollständig reversible Interkalation
des Anions ist nicht möglich.
Die Raman-Spektren zeigen auch deutlich, dass die Interkalation von TFSI– zu einer sin-
kenden Elektronenkonzentration in der Graphitmatrix führt. Dieser Effekt ist bei den Rand-
lagen (Graphenschichten, die zu einer Anionenlage benachbart sind) ausgeprägter als in den
inneren Lagen, da die Ladungsdichte vorwiegend in den Randlagen lokalisiert ist.[149] Zudem
kommt es zu einer Deformation der Graphenlagen, was zu Spannungen im Material führt.
Die Interkalation läuft somit nach dem Daumas-Hérold-Modell ab.[147]
Überraschenderweise deuten die Untersuchungen auch darauf hin, dass die elektronische
Leitfähigkeit derGraphitelektrodemit zunehmender Interkalation vonTFSI– sinkt.Dies steht
imWiderspruch zu dem für gewöhnlich beobachteten Trend, dass GICs eine höhere elektro-
nische Leitfähigkeit aufweisen als reiner Graphit.[157,270,271]
Es konnte außerdem gezeigt werden, dass durch die Interkalation und die Deinterkalation
Defekte im Graphit induziert werden. Die Defekte sind bei Lagerung der Dual-Ionen-Zelle
im entladenen Zustand bei Raumtemperatur selbstheilend. Sie scheinen zudem im Zusam-
menhang mit der kinetischen Hemmung der Interkalation von TFSI– , die im ersten Zyklus
vorhanden ist, zu stehen.Wird die Zelle nach zweiwöchiger Lagerung im entladenen Zustand,
wonach nur noch sehr wenige Defekte in dem untersuchten Graphit vorhanden sind, erneut
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geladen, ist wieder eine kinetische Hemmung vorhanden. Die Theorie von Placke et al.,[23]
dass die kinetische Hemmung mit der Aufweitung der Schichten zusammenhängt, konnte
somit widerlegt werden.
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The first part of this thesis discusses the influence of stray capacitances on artifacts in three-
electrode electrochemical impedance measurements with ion-blocking electrodes. To this
end, Fletcher’s[222] model based on a three-terminal equivalent network was refined to ac-
count for ion-blocking electrodes. The model was verified by performing measurements on
networks built from electrical elements. These networks were further used to investigate the
influence of the position of the RE on the induced artifacts.
The results show that positioning the RE nearby the WE induces severe artifacts. These ar-
tifacts can easily lead to a misinterpretation of the measured data. Furthermore, it was shown
that under certain conditions the only artifacts are pseudo-bulk semicircles. To ensure that
these are the only type of artifacts, one of the following two conditions must be met: (i) the
impedances of the WE and the CE (𝑍𝑊𝐸 = 𝑍𝐶𝐸) and the stray capacitances 𝐶𝑠𝑡𝑟𝑎𝑦𝑊𝐸−𝑅𝐸 and
𝐶𝑠𝑡𝑟𝑎𝑦𝑅𝐸−𝐶𝐸 are identical or (ii) the impedances of the WE and the RE (𝑍𝑊𝐸 = 𝑍𝑅𝐸) and the
stray capacitances𝐶𝑠𝑡𝑟𝑎𝑦𝑊𝐸−𝐶𝐸 and𝐶𝑠𝑡𝑟𝑎𝑦𝑅𝐸−𝐶𝐸 are identical.The observable pseudo-bulk artifacts
can easily be identified by performing multiple measurements with cables of varying length.
By measuring impedance spectra of three different real electrochemical cells in a three-
electrode setup, it was shown that the refined model is suitable to describe data obtained for
real cells. Indeed, positioning the RE nearby theWE leads to severe artifacts and should, there-
fore, be avoided. Instead, the RE should be positioned in the middle between theWE and the
CE. Furthermore, it is important that the double layer capacitance of the WE is much larger
than the stray capacitances. Otherwise, the obtained values for the double layer capacitance
and the electrolyte resistance depend on the magnitude of the stray capacitances and, there-
fore, are incorrect. These stray capacitances are commonly dominated by the capacitances of
the used cables.
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Therefore, the WE should be of large area, and short and actively shielded cables should
be used. This results in a large value of 𝑎 = 𝐶𝑊𝐸/3𝐶𝑠𝑡𝑟𝑎𝑦 which minimizes the error of the
obtained values. Finally, to ensure that only pseudo-bulk artifacts are present the impedances
of the WE and the CE should be virtually identical and the RE should be centered between
the WE and the CE.
The second part of this thesis deals with ion-transport processes in electrolytes for dual-
ion cells. In a first subproject, the formation of concentration gradients in a dual-ion cell,
consisting of a lithium electrode, a graphite electrode and a mixture of Pyr1,4TFSI and LiTFSI
as electrolyte, was investigated. This was done in an indirect fashion by measuring the elec-
trolyte resistances of the full cell and the half-cells bymeans of potentiostatic and galvanostatic
EIS in two- and three-electrode setup. Since the electrolyte resistance strongly depends of the
lithium salt concentration,[60] the observed changes give information about the concentration
of Li+ and, accordingly, about the mole fraction of LiTFSI.
Additionally, FEM simulations of an idealized electrochemical cell with planar electrodes
were performed. For the sake of simplicity, irreversible processes were not taken into account.
The simulations were able to qualitatively describe the measured changes of the electrolyte
resistances.Therefore, they could be used to investigate the concentration profiles of all species
in the electrolyte. During charging of the dual-ion cell there is a strong decrease of the mole
fraction of LiTFSI near the lithium electrode. In contrast, near the graphite electrode there is
a small increase of the mole fraction. This effect can be explained by the low mobility of Li+
compared to that of Pyr+1,4and TFSI
– . The requirement of electroneutrality mainly leads to a
transport of TFSI– towards and of Pyr+1,4 away from the graphite electrode. The contribution
of Li+ transport is the smallest. Therefore, concentration changes due to electroneutrality in
case of TFSI– and Pyr+1,4 are much more prominent than in the case of Li
+.
Furthermore, it could be shown that during the first cycles, an effective transport of LiTFSI
from the bulk of the electrolyte towards the lithium electrode takes place.This leads to changes
of the electrolyte resistances, averaged over a single charge/discharge cycle.The time required
to achieve stable average electrolyte resistances is determined by diffusion of the slowest
species (Li+) across half of the electrode spacing.
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In the second subproject, transference numbers of Li+ in three different electrolytes, namely
LP30, G4/LiTFSI and Pyr1,4TFSI/LiTFSI, were measured by means of VLF-IS. To this end,
measurements with a symmetrical cell consisting of two lithium electrodes and the respec-
tive electrolyte were performed. The lower limit of the frequency range was 0.1mHz. Such
experimental conditions allow for obtaining the diffusion resistance as well as the electroyte
resistance. These two values can then be used to calculate Li+ transference numbers.
The resulting transference numbers are much smaller than transport numbers obtained by
PFG-NMR.[60,252,256–258] To explain these differences, a theoretical model for the description
of ion fluxes in a binary electrolyte with two univalent ionic species was developed by combin-
ing the Onsager reciprocal relations with linear response theory.The theoretical expressions
account for all correlated movements of cations and anions. An equation to calculate transfer-
ence numbers was derived from the resulting equations for the current densities. The model
shows that in case of small transference numbers strong correlations between the movements
of cations and anions must exist.
Transference numbers obtained by PP experiments that were reported in litera-
ture,[68,264,265] are much larger than the values obtained by VLF-IS. This is somewhat surpris-
ing since in principle, both methods determine the same transference number. These dis-
crepancies could arise from incorrect measurements of the initial current in PP experiments,
which strongly depends on the time interval the potentiostat needs tomeasure the first current
data point after switching on the dc voltage. This work demonstrated that the initial current
must bemeasured after a specific time intervalΔ𝑡𝑜𝑝𝑡𝑖𝑚𝑎𝑙, that is determined from impedance
spectra. If the initial current ismeasured at a different time interval, the interfacial impedances
are not correctly taken into account and result in erroneous transference numbers.
In the third part of this thesis, the intercalation TFSI– into graphite is investigated by
means of in situ Raman spectroscopy. The measurements were used to monitor changes of
the graphite electrode during the first and second charge/discharge cycles of a dual-ion cell. It
could be shown that at the highest investigated potentials, the obtainedGIC exhibits a stage in-
dex between 2 and 3. In contrast to intercalation of Li+, no dilute stage 1 compound is formed
at the beginning of TFSI– intercalation. Instead, a GIC with a distinct stage 𝑛 ≥ 3 is instanta-
neously formed. Furthermore, at the end of the discharging process, residual TFSI– remains
within the graphite matrix. A fully reversible intercalation of TFSI– is not possible.
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The Raman spectra also indicate that the electron concentration of the graphite decreases.
This effect is more prominent in boundary layers compared to inner layers. This is due to
the fact that the positive charge density of the graphite is mainly located on the boundary
layers.[149] Additionally, there is a deformation of graphene layers that lead to strain in the
material. This clearly shows that the intercalation follows the Daumas-Hérold model.[147]
Surprisingly, the Raman spectra suggest a decreasing electronic conductivity of the
graphite electrode with increasing amount of intercalated TFSI– . This observation contra-
dicts the commonly observed trend that GICs exhibit higher electronic conductivities than
pure graphite.[157,270,271]
In addition, it could be shown that intercalation and deintercalation induces defects within
the graphite matrix. The number of defects decreases during charging and increases during
discharging. These defects also seem to be correlated to the kinetic hindrance of the interca-
lation observed during the first charging cycle. Storage of the discharged cell leads to a self
healing of the defects. If the healed cell is cycled again, the kinetic hindrance reappears. This
contradicts the theory of Placke et al.[23] that suggests that the kinetic hindrance in the first
cycle is due to an initial opening of the interlayer spacing.
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Das im ersten Teil dieser Arbeit entwickelte Modell zur Beschreibung von impedanzspek-
troskopischen Messungen mit drei blockierenden Elektroden fördert das grundlegende Ver-
ständnis über den Einfluss von Streukapazitäten auf auftretende Messartefakte. Es konnten
Empfehlungen zur Minimierung und Identifizierung von Artefakten entwickelt werden. Bei
Messungen an komplexeren elektrochemischen Systemen treten jedoch weitere Parameter
auf, die ebenfalls einen signifikanten Einfluss auf Messartefakte haben können. Zur systema-
tischen Untersuchung des Einflusses dieser Parameter bietet sich eine schrittweise Erweite-
rung des Netzwerks an. Insbesondere auftretende Ladungstransferwiderstände sollten hier
detailliert untersucht werden, da diese in nahezu allen elektrochemischen Systemen vorhan-
den sind.
Eine wichtig Voraussetzung für die Optimierung von Dual-Ionen-Zellen und auch von
anderen Batteriesystemen ist die Optimierung des verwendeten Elektrolyten. Hierzu ist ein
Verständnis der Ionentransportprozesse von großer Bedeutung. Die Ergebnisse dieser Arbeit
zeigen, dass unterschiedlicheMobilitäten ionischer Spezies einen grundlegenden Einfluss auf
die Ausbildung von Konzentrationsgradienten in Dual-Ionen-Zellen haben. Dies konnte an-
hand der Messung der Elektrolytwiderstände in der gesamten Zelle und in den Halbzellen
gezeigt werden. Äquivalente Studien mit anderen Elektrolyten könnten das Verständnis über
den Einfluss unterschiedlicher Mobilitäten der verschiedenen ionischen Spezies erweitern.
Die qualitative Beschreibung der erhaltenen Messdaten mit FEM Simulationen erlaubte
außerdem eine detaillierte Untersuchung der Konzentrationsprofile im Elektrolyten und er-
möglichten so die Interpretation der Daten. Die Simulationen wurden allerdings mit einem
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stark vereinfachtenModell durchgeführt. Insbesondere wurden die thermodynamischen Fak-
toren vernachlässigt. ZurÜberprüfung dermittels Simulationen berechnetenKonzentrations-
profile könnten in situ Messungen mit eindimensionaler bildgebender NMR Spektroskopie
durchgeführt werden. Sethurajan et al.[263] konnten mit dieser Technik Konzentrationspro-
file von Li+ während einer PP-Messung ermitteln. Die Technik könnte demnach zur direkten
Messung der Konzentrationsprofile, und somit zur Überprüfung der Simulationsergebnisse,
genutzt werden.
Bei der Ermittlung von Lithium-Transferzahlen mittels VLF-IS ergaben sich für alle un-
tersuchten Elektrolyte ausgesprochen niedrige Werte. Das entwickelte theoretische Modell
weist darauf hin, dass diese niedrigen Transferzahlen mit starken Wechselwirkungen zwi-
schen Anionen und Kationen zusammenhängen. Eine Änderung der Konzentration des ge-
lösten Lithiumsalzes sollte einen signifikanten Einfluss auf diese Wechselwirkungen haben.
Die konzentrationsabhängige Bestimmung von Transferzahlen könnte demnach zur Verifi-
zierung des entwickelten Modells beitragen und das Verständnis über dieWechselwirkungen
imElektrolyten erweitern. Außerdemkönnen,wie dieVerknüpfungmit der linearenAntwort-
theorie zeigt, Gleichgewichtssimulationen genutzt werden, um die in dem Modell vorhande-
nen Transportkoeffizienten in Abhängigkeit unterschiedlicher Konzentrationen und Wech-
selwirkungsstärken zu ermitteln.
Im Hinblick auf die Anwendung in Dual-Ionen-Zellen wäre zudem die Ermittlung von
Transferzahlen der Anionen von großem Interesse. Dies ist jedoch leider nicht ohneWeiteres
möglich, da Elektroden benötigt werden, die im Hinblick auf die zu untersuchende Ionen-
sorte reversibel sind, für alle anderen Spezies jedoch blockierend. Möglicherweise wäre dies
mit der Verwendung von Graphitelektroden realisierbar. Wenn diese vorbehandelt werden,
indemAnionen in die Elektroden interkaliert werden, könnten diese die Voraussetzungen ge-
gebenenfalls erfüllen. Dies bedarf zuvor jedoch detaillierter Voruntersuchungen im Hinblick
auf Stabilität und Reversibilität der vorbehandelten Elektroden und Diffusionsimpedanzen
der Elektroden.
Der dritte Teil der Arbeit lieferte detaillierte Einblicke in Veränderungen der Graphitelek-
trode einerDual-Ionen-Zelle durch die Interkalation vonTFSI– . Doch besonders imHinblick
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auf die Reversibilität der Interkalation und die Änderung der elektronischen Leitfähigkeit der
Graphitelektrode bieten sich weitere Arbeiten an. Die Studie zeigte, dass auch nach vollstän-
digem Entladen der Zelle ein Rest an TFSI– in der Elektrode verbleibt. Der Grund hierfür
konnte jedoch nicht ermittelt werden. Zur Beantwortung dieser Frage könnte eine Untersu-
chung des freien und des interkalierten TFSI– mittels Raman-Spektroskopie einen Beitrag
leisten. Dies könnte Aufschluss über Änderungen der Bindungsverhältnisse im Anion liefern.
Die durchgeführten Messungen geben außerdem einen Hinweis darauf, dass die elektro-
nische Leitfähigkeit der Graphitelektrode durch Interkalation von TFSI– sinkt. Allerdings
widerspricht dies dem in der Regel beobachteten Trend, dass die elektronische Leitfähigkeit
vonGICs über der von reinemGraphit liegt. UmdiesenHinweis zu überprüfen, bietet sich die
direkte Messung der elektronischen Leitfähigkeit der Elektrode in Abhängigkeit der Menge
an interkaliertem TFSI– an.
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A B S T R A C T
We analyze the influence of stray capacitances on three-electrode electrochemical impedance
measurements with ion-blocking electrodes. This setup is widely used for double layer capacitance
measurements. The analysis is based on a three-terminal equivalent network and reveals that stray
capacitances lead to different types of capacitive and inductive artifacts. We show that the type of artifact
depends strongly on (i) the positioning of the reference electrode between the working and the counter
electrode and (ii) on ratio of the double layer capacitance of the working electrode to the stray
capacitances. We compare the theoretical results to experimental results obtained for the double layer
capacitance of the working electrode in three electrochemical cells with different areas and positions of
the electrodes. On the basis of this work, we give advice on how to minimize and/or correct three-
electrode artifacts in double layer capacitance measurements.
ã 2015 Elsevier Ltd. All rights reserved.
1. Introduction
Electrochemical impedance spectroscopy (EIS) is a powerful
and widely used technique for the investigation of electrochemical
cells, such as batteries, supercapacitors, fuel cells, and dye-
sensitzed solar cells [1–4]. Electrochemical impedance spectra
yield information about different types of processes taking place in
the cells, such as bulk ion/electron transport, double layer
formation, charge transfer processes, and diffusion processes.
Measurements in a two-electrode setup are a fast and easy way to
study these processes. However, in general, it is difficult to
distinguish between the impedance contributions of both electro-
des. A solution to this problem is the utilization of a three-
electrode setup. Under ideal conditions, this setup allows for
measuring exclusively the impedance of the working electrode
(WE). In practice, however, there are several sources of error, which
can lead to severe artifacts in three-electrode impedance spectra.
One possible origin of artifacts is the so called voltage divider effect
[5]. If the impedance of the reference electrode (RE) is not
negligible compared to the input impedance of the impedance
analyzer, artifacts caused by a potential drop over the RE are
observed. Since the impedance of the RE is a complex quantity, the
measured modulus of the impedance as well as the phase angle can
be incorrect [5]. Another problem arises from the requirement that
the RE should probe an equipotential line in the cell. Since the
position of equipotential lines is frequency-dependent, artifacts
can originate from a non-ideal positioning of the RE with respect to
equipotential lines [6–8].
Even if these kinds of artifacts are prevented by ideal RE
positioning and a very high analyzer input impedance, stray
capacitances between the three electrodes are a potential source of
artifacts. Since stray capacitances can only be minimized, but
cannot be eliminated completely, it is important to understand
their influence on three-electrode impedance measurements.
Fletcher showed that these stray capacitances may lead to artifacts
over the entire frequency range [9]. He described the three-
electrode setup by means of a three-terminal equivalent network
with purely resistive electrodes. Since the existence of stray
capacitances leads to current flow between all three electrodes,
there is no straightforward way to analyze the impact of the stray
capacitances on the impedance spectra in the framework of
conventional two-electrode equivalent circuits. Sadkowski et al.
extended this model by introducing a complex impedance of the
WE [10]. This complex impedance was described by an electrolyte
resistance in series to a parallel combination of a charge transfer
resistance and a double layer capacitance. The RE and the counter
electrode (CE), however, were still purely resistive [10].
In this paper, we analyze a three-terminal equivalent network
with all three electrodes exhibiting a complex impedance, which is
described by a serial combination of an electrolyte resistance and a
double layer capacitance. Thus, all three electrodes are considered
as ion-blocking. This type of equivalent network is particularly
* Corresponding author.
E-mail address: marco.balabajew@chemie.uni-marburg.de (M. Balabajew).
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relevant for three-electrode impedance studies of the double layer
formation at the WE. For the characterization of double layer
formation, it is not only important to determine precise values for
the potential-dependent double layer capacitance, but also for the
electrolyte resistance. When both quantities are known, it can be
checked whether the double layer formation time t is determined
by the bulk electrolyte resistance or rather by resistances at the
WE/electrolyte interface [11].
Using this three-terminal equivalent network, we analyze the
influence of two parameters on the three-electrode impedance
spectra, namely (i) positioning of the RE and (ii) ratio of WE double
layer capacitance to stray capacitances. These parameters vary
considerably between different investigations published in the
literature, since different cell designs were used. [11–15] Several
groups used miniaturized cells, since only small amounts of new
electrolytes had been synthesized or since purchasable ionic
liquids were expensive. [12,14–16] We compare the results
obtained in the framework of the equivalent network to
experimental double layer capacitance measurements using three
different electrochemical cells: (i) Cell with a favorable positioning
of the RE, but with an unfavorable ratio of the double layer
capacitance to the stray capacitances; (ii) Cell with an unfavorable
positioning of the RE, but a favorable ratio of the double layer
capacitance to the stray capacitances; and (iii) Cell with both a
favorable positioning of the RE and a favorable ratio of the double
layer capacitance to the stray capacitances. On basis of these
results we give qualitative and quantitative recommendations on
how to minimize and/or correct three-electrode artifacts in double
layer capacitance measurements, so that precise values for both
double layer capacitance and electrolyte resistance can be
obtained.
2. Experimental
2.1. Three-terminal equivalent network
For describing the impedance response in a three-electrode
measurement we use a three-terminal equivalent network as first
introduced by Fletcher [9]. This network is shown in Fig. 1. Each
electrode is described by a serial combination of a capacitor and a
resistor. The capacitor stands for the double layer capacitance of
the respective electrode/electrolyte interface. The resistors of the
WE and the CE describe the electrolyte resistance between the
respective electrode and the RE. The resistor of the RE can be
considered as a spreading resistance due to the usually small
dimensions of the RE as compared to the WE and CE [17].
Using this equivalent network, we calculate a transfer function
Z3E, which is defined as the ratio of the potential drop between WE
and RE to the current flow between WE and CE. Thus, Z3E as a
function of complex angular frequency p = jv can be written as:
Z3EðpÞ ¼ iWEZWE þ iREZREi ¼
iWE RWE þ 1pCWE
 
þ iRE RCE þ 1pCRE
 
i
(1)
In order to calculate values for this transfer function, one has to
solve the equivalent network for its currents and potentials, which
can be done by using Kirchhoff’s rules. This results in a system of
equations that can be solved for the currents iWE, iRE and i. Inserting
the results for these currents into Eq. (1) leads to an equation of the
general form:
Z3E pð Þ ¼
1 þ a01p þ a
0
2p
2
b
0
1p þ b
0
2p2 þ b
0
3p3
(2)
Thus, the transfer function Z3E is of third order in p, while
Sadkowski’s simpler network (see Fig. S1 in the supporting
information) was characterized by a transfer function of second
order in p[10]. In addition, the expressions for the coefficients a
0
1,
a
0
2, b
0
1, b
0
2, and b
0
3 are bulkier (see Equations S2a-e) compared to the
coefficients a0, a1, b1 and b2 obtained by Sadkowski.
2.2. Transformation to a two-electrode equivalent circuit
For a better understanding of three-electrode artifacts, it is
helpful to find a two-electrode equivalent circuit, which exhibits
an impedance Z2E(p) identical to the transfer function Z3E (p). The
Fig. 1. Three-terminal equivalent network representing a three-electrode electro-
chemical cell with blocking electrodes and stray capacitances. Each electrode is
represented by a resistor and a capacitor connected in series.
Fig. 2. Two-electrode equivalent circuit with an impedance Z2E(p) identical to the
transfer function of the three-terminal equivalent network Z3E(p). (a) shows the
general circuit and (b) shows a simplified circuit that is applicable under certain
conditions, see text.
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simplest equivalent circuit we could find is shown in Fig. 2a.
Compared to the two-electrode circuit for purely resistive
electrodes given in [10], there is only one additional capacitor
C2. The impedance Z2E of our equivalent circuit is given by:
Using this equation and the results obtained for the coefficients of
Eq. (2) (see Equations S1a–e), it is possible to calculate the values of
the circuit elements of the two-electrode equivalent circuit using
the resistance and capacitance values of the three-terminal
equivalent network. However, this results in bulky expressions
for most of the elements (see Equations S3a-c), except for the two
given in Equations 4a-b.
C5 ¼ CstrayWECE þ CstrayWERE þ
CstrayWECEC
stray
WERE
CstrayRECE
(4b)
The capacitor that is in parallel to all the other circuit elements (C5)
depends exclusively on the stray capacitances. R4 depends on all
electrolyte resistances and stray capacitances, but is independent
of the double layer capacitances. The other elements of the two-
electrode equivalent circuit depend on all three-terminal equiva-
lent network elements, see Eqs. S3a–c. It is important to note that
the elements of the two-electrode equivalent circuit do not have a
direct physical meaning. The values of the resistances and
capacitances in Eq. (3), except for C5, can even become negative.
For vanishing stray capacitances, the two-electrode equivalent
circuit reduces to a simpler form: C1 and C5 become zero,
C2 becomes identical to CWE, and R3 and R4 can be summed up
to a single resistance, which is identical to RWE. Thus, as expected,
the equivalent circuit impedance Z2E becomes identical to the
impedance of the working electrode ZWE.
2.3. Experimental verification of three-terminal equivalent network
transfer function
In order to verify the results obtained for the three-terminal
equivalent network transfer function, we built experimental
equivalent networks as shown in Fig. 1 using ideal resistors and
capacitors with different resistance/capacitance values. The
capacitance values CWE and CCE were chosen as 4.7 mF, which is
a typical value for a double layer capacitance of an electrode
with an area in the range of cm2. The capacitance CRE was chosen
as 47 nF, motivated by the usually small area and thus small
double layer capacitance of the RE. All stray capacitances CstrayWECE,
CstrayWERE and C
stray
RECE were chosen as 270 pF. The stray capacitance is
often governed by the length of the cables connecting the
electrodes with the input channels of the potentiostat, when
passive shielding of the cables is used. 270 pF is a typical value for
cables with lengths in the range of meters. The resistance values
RWE, RCE and RREwere varied between 0 V and 20 kV. The accuracy
of the resistance and capacitance values was about 1% and 20%,
respectively.
Impedance measurements on the equivalent networks were
performed in three-electrode setup over a frequency range from
100 kHz to 100 mHz using a Zahner Zennium electrochemical
workstation.
2.4. Double layer capacitance measurements using three different
electrochemical cells
The first electrochemical cell (EC1) was the commercial cell TSC
70 closed (rhd instruments), which is shown in Fig. 3a. The cell
consists of (i) a platinum crucible acting as container for the liquid
electrolyte and as CE and (ii) of four glass-sealed platinum wires (;
= 250 mm), two of which were chosen as WE and as RE,
respectively. Two-electrode and three-electrode impedance meas-
urements were performed on a solution of lithium bis(trifluoro-
methane)sulfonylimide (LiTFSI, Sigma-Aldrich, purity: 99.95%) in
1-butyl-1-methylpyrrolidinium bis(trifluoromethane)sulfonyli-
mide (Pyr1,4TFSI) with a molar ratio LiTFSI:Pyr1,4TFSI of 1:4.5.
The ionic liquid (IL) was synthesized and purified by Passerini et al.
by means of a method described in [18,19] and was dried at a
pressure of 106 mbar at elevated temperatures of 50-80 C. The
water content of the IL was less than 15 ppm as measured by Karl-
Fischer titration (Mettler-Toledo, C20Coulometric Karl-Fischer-
Titrator). The temperature was varied between 10 C and 50 C. The
cell was connected to an Alpha high-performance impedance
analyzer combined with a POTGAL 10 V/15A electrochemical
Fig. 3. (a) Picture of the cell EC1 (provided by rhd instruments). The sample container is composed of platinum and acts as CE. In the lid, there are four platinum wires soldered
in glass. Two of the platinum wires were used as WE and RE, respectively. (b) Schematic illustration of the cell EC2. The WE and the CE are Au-coated Ni electrodes, while the
RE is a Au-coated stainless steel electrode. (c) Schematic illustration of the cell EC3. The WE is made of gold coated onto mica, the CE is a gold-coated stainless steel electrode,
and the RE is a gold wire.
Z2E pð Þ ¼ 1 þ ðC2R3 þ C1R4 þ C2R4Þp þ ðC1C2R3R4Þp
2
ðC1 þ C2 þ C5Þp þ ðC1C2R3 þ C2C5R3 þ C1C5R4 þ C2C5R4Þp2 þ ðC1C2C5R3R4Þp3
(3)
R4 ¼
CstrayRECE
2ðRCERRE þ RWEðRCE þ RREÞÞ
CstrayWECEðCstrayRECERCE  CstrayWECERWEÞ þ CstrayRECEðCstrayWERERRE  CstrayRECEðRCE þ RREÞÞ
(4a)
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interface (both Novocontrol Technologies, input impedance of the
impedance analyzer: >1012V | 10 pF) by using BNC cables of
different lengths between 60 cm and 1030 cm. Due to the high
input impedance of the instrument, the voltage divider effect was
negligible.
The second electrochemical cell (EC2) was a home-made three-
electrode cell, which is sketched in Fig. 3b (3D model see Fig. S2).
Planar Au-coated Ni electrodes were used as WE and CE, while a
thin Au-coated stainless steel sheet acted as RE. The RE was placed
very close to the WE. The electrolyte was an aqueous solution of
potassium chloride (HI 70031 by HANNA instruments).
The third electrochemical cell (EC3) was also a commercially
available cell (TSC surface by rhd instruments). In this cell, Au-
coated mica and Au-coated stainless steel acted as WE and CE,
respectively. The area of both electrodes was virtually identical
(about 0.28 cm2). As RE, a Au wire (; = 315 mm) was used, which
was placed in the middle between the WE and the RE (Fig. 3c). The
ionic liquid Pyr1,4TFSI was chosen as electrolyte.
3. Results and Discussion
3.1. Validation of the model
3.1.1. Experimental three-terminal equivalent networks
Table 1 shows the combinations of resistors and capacitors that
were chosen for building up the experimental three-terminal
equivalent networks. By changing the ratio RWE /RCE, three different
Table 1
Resistance values of the resistors used for building the experimental three-terminal
networks, and values obtained by fitting the impedance spectra of the networks
with the conventional equivalent circuits shown in Fig. 7. For all networks, the
double layer capacitances of the WE and CE (CWE and CCE) were chosen as 4.7 mF, the
double layer capacitance of the RE (CRE) was chosen as 47 nF and all three stray
capacitances ðCstrayWECE ¼ CstrayWERE and CstrayRECEÞ were 270 pF.
Identifier RWE / V RCE / V RRE / V RFit / V CFit / mF
Net1 51 20000 0 23 4.71
Net2 51 20000 510 153 4.77
Net3 51 20000 20000 153 4.80
Net4 20000 51 0 19795 4.62
Net5 20000 51 510 19861 4.61
Net6 20000 51 20000 20076 4.63
Net7 10000 10000 0 9826 4.76
Net8 10000 10000 510 9823 4.75
Net9 10000 10000 20000 9825 4.76
Zʼ
ʼ /
 k
Ω
0
−5
−10
−15
Zʼ / kΩ
0 5 10 15
a
|Z|
 / Ω
10−1
100
101
102
103
104
105
106
107
f / Hz
10−3 10−2 10−1 100 10 1 10 2 10 3 10 4 10 5 10 6 10 7 10 8 10 9
b
ϕ
 
/ Ω
−100
−80
−60
−40
−20
0
20
f / Hz
10−3 10−2 10−1 100 10 1 10 2 10 3 10 4 10 5 10 6 10 7 10 8 10 9
c
Fig. 4. Measured (black symbols) and simulated (red solid line) impedance spectra of the three-terminal equivalent network Net9 (values of parameters see Table 1) in
comparison to the impedance spectrum of the WE of Net9 (blue dashed line). (a) Nyquist plot. (b) Bode plot of the modulus of the impedance. (c) Bode plot of the phase angle.
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positions of the RE were simulated: (i) RWE <<RCE: RE close to the
WE (Net1, Net2, Net3); (ii) RWE >>RCE: RE close to CE (Net4, Net5,
Net6); (iii) RWE = RCE: RE in the middle between WE and CE (Net7,
Net8, Net9).
Figs. 4–6 show exemplary impedance spectra of the networks
Net9, Net1, and Net3, respectively. The black symbols represent the
measured impedance spectra of the three-terminal equivalent
networks, the red solid lines are the spectra obtained from Eq. (2)
(simulated impedance spectra) and the blue dashed lines represent
the impedance of the working electrode. The agreement between
the measured and the simulated impedance spectra is very good. In
the Bode plots (Figs. 4–6b and 4–6c), no significant differences are
visible. The very small differences in some Nyquist plots (Figs. 5a
and 6a) can be explained by uncertainties of resistance and
capacitance values for the used resistors and capacitors.
3.1.2. Transformation to two-electrode equivalent circuit
Table 2 shows the calculated values for the circuit elements of
the two-electrode equivalent circuit. It is obvious that C5 has the
same value for all investigated circuits. This is due to the fact that
C5 depends exclusively on the stray capacitances (see Eq. (4)b),
which are identical in all networks.
In most cases, either the capacitance C1 or the capacitance C2 is
virtually identical to the double layer capacitance of the WE, CWE.
Furthermore, either R3 or R4 is very close to the electrolyte
resistance of the WE, RWE. Remarkably, it is hard to predict which
resistor and which capacitor represents the properties of the WE.
The respective other resistor and the respective other capacitor
contribute to the artifacts.
3.1.3. Types of artifacts and usage of typical conventional equivalent
circuits
In all measured impedance spectra, 3-electrode artifacts are
observable within the accessible frequency range, i.e. there are
differences between the measured impedance spectra and the
impedance of the working electrode (see Figs. 4–6, black symbols
and blue dashed lines). In many cases, the artifacts manifest as a
single high-frequency semicircle, which starts at the origin of the
complex impedance plane (see Fig. 4a). Since such an artificial
semicircle may be easily confused with a semicircle originating
from the bulk properties of the electrolyte, we call this artifact
semicircle a “pseudo-bulk semicircle”. In a conventional approach,
an equivalent circuit shown in Fig. 7a is typically used for fitting an
impedance spectrum with such an artifact. The circuit consists of a
parallel RFitCpseudobulk element for fitting the pseudo-bulk semi-
circle connected in series to a capacitor CFit for fitting the double
layer capacitance. In many cases, the pseudo-bulk semicircle can
directly be identified as an artifact, since the capacitance
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Cpseudobulk is much higher than a typical bulk capacitance of an
electrolyte. In subsection 3.2.1, we will introduce an alternative
method for clearly differentiating between real bulk semicircles
and pseudo-bulk semicircles.
The second type of artifact are two consecutive semicircles, see
Fig. 5, a high-frequency semicircle and an intermediate-frequency
semicircle. This type of artifact can easily lead to misinter-
pretations, in particular since the high-frequency semicircle is
usually outside the typical frequency window of an impedance
measurement (as seen in Fig. 5). In this case, the low-frequency
limit of the high-frequency semicircle may be misinterpreted as
the electrolyte resistance. A conventional equivalent circuit for
fitting such impedance spectra is shown in Fig. 7b. Since the high-
frequency semicircle is outside the experimental accessible
frequency window, it is described by its low-frequency limit, that
is a serial resistor RFit.
The third type of artifacts manifests as inductive loop, see
Fig. 6a. Such an inductive loop is easily identified as an artifact,
since such loops are generally not expected in electrochemical
systems with double layer formation. We note, however, that there
are some cases, like adsorption or dissolution processes, that may
lead to impedance spectra with positive values for the imaginary
part of the impedance Z00 [20–22]. In the case of inductive artifacts,
the frequency range for fitting was restricted, and only the resistive
and capacitive part was fitted by using the conventional equivalent
circuit shown in Fig. 7c with a resistor RFit connected in series to a
capacitor CFit.
3.1.4. Artifacts in the case of RWE<< RCE (Net1, Net2, Net3)
Inductive loops or two consecutive semicircles are only present,
if RWE<< RCE (RE is close to the WE). In this case, the type of artifact
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Table 2
Capacitance and resistance values of the two-electrode equivalent circuit (Fig. 2),
which were obtained from the three-terminal equivalent networks Net1–Net9
(Fig. 1) by using Eqs. (4)(a), (b) and (S3a-c).
Identifier C1 / F C2 / F R3 / V R4 / V C5 / pF
Net1 7.622  108 4.62  106 142 26 810
Net2 1.00  107 4.80  106 107 275 810
Net3 4.34  109 4.70  106 4856 5029 810
Net4 2.66  1010 4.70  106 19937 51 810
Net5 2.46  1010 4.70  106 20481 596 810
Net6 4.83  108 4.75  106 110 20000 810
Net7 4.70  106 0 1 10000 810
Net8 4.70  106 0 1 10000 810
Net9 4.70  106 0 1 10000 810
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is determined by the ratio RRE /RWE. If RRE  RWE (Net1), two
consecutive semicircles are observed. If RRE  RWE (Net2, Net3), an
inductive loop is present. For all three networks, the fit value for
the electrolyte resistance RFit shows large deviations from the
correct value RWE (see Table 1). We conclude that in three-
electrode impedance measurements it is not recommendable to
place the RE in close proximity to the WE (as is usually done in
cyclic voltammetry).
3.1.5. Artifacts in case of RWE >> RCE (Net4, Net5, Net6)
In systems with RWE >> RCE (RE close to CE), pseudo-bulk
semicircles are the major type of artifact. Only in the case of a very
small spreading resistance of the RE, the simulations show phase
angles below 90 at very high frequencies (usually outside the
experimentally accessible frequency window, see Fig. S3). This
leads to data points in the second quadrant of the complex
impedance plane. However, this effect is small, and the artifact can
still be considered as a pseudo-bulk semicircle. For all three nets,
there are small deviations between the fit values RFit and CFit and
the correct values RWE and CWE.
3.1.6. Artifacts in case of RWE = RCE (Net7, Net8, Net9)
In the case of RWE = RCE (RE in the middle between WE and CE),
the two-electrode equivalent circuit simplifies considerably.
C2 vanishes and R3 becomes infinite. Furthermore, we find that
C1 = CWE and R4 = RWE. The non-zero value of C5 causes a pseudo-
bulk semicircle. Thus, the two-electrode equivalent circuit (Fig. 2b)
is not identical to the conventional equivalent circuit typically used
for fitting shown in Fig. 7a. Fitting with the conventional
equivalent circuit also leads to small, but significant deviations
between the fit results RFit and CFit and the correct values RWE and
CWE. As was shown in [23], the elements of the simplified two-
electrode equivalent circuit (Fig. 2b) and of the conventional
equivalent circuit (Fig. 7a) can be transformed into each other. In
subsection 3.2.1, this transformation procedure will be applied for
correcting the fit results.
3.1.7. Conclusions for reducing artifacts
The analyses presented above suggest that the simplified two-
electrode equivalent circuit presented in Fig. 2b is more suitable for
fitting experimental impedance spectra with a pseudo-bulk
semicircle than the conventionally used equivalent circuits. In
fact, for most networks with pseudo-bulk semicircle considered
here, the resistance R3 is very close to RWE, and the capacitance C2 is
very close to CWE, see Table 3.
A detailed analysis of the relation between the three-terminal
equivalent network and the two-electrode equivalent circuit reveals
that the simplified circuit shown in Fig. 2b can be used under the
following two conditions: (i) ZWE = ZCE and C
stray
WERE ¼ CstrayRECE; (ii)
ZWE= ZRE and C
stray
WERE ¼ CstrayRECE. Thus, the electrochemical cell
should be designed in a way that one of these conditions is
fulfilled to a good approximation. In addition, the stray capaci-
tances should be minimized by using short cables, if possible with
active cable shielding. This leads to lower values of C5 and thus
shifts the pseudo-bulk semicircle to higher frequencies.
In this context, we comment on a method for reducing artifacts
suggested by Battistel et al. The method is based on a capacitor
bridge between the RE and the CE [24]. Using this bridge, the stray
capacitance CstrayRECE is deliberately increased, which leads to a
decrease of C5 (see Eq. (4)b) in the two-electrode equivalent circuit.
Since this capacitance is the main reason for the appearance of
pseudo-bulk semicircles, this method does indeed suppress
pseudo-bulk semicircles. On the other hand, the enhanced stray
capacitance CstrayRECE also influences all other electrical circuit
elements of the two-electrode equivalent network (see Eqs. (4)a,
b and S2a–c). This can not only lead to inductive loops (as Battistel
et al. have shown themselves in [24]), but also to incorrect values of
RWE and CWE. Therefore, the benefit of this method has to be
analyzed in detail for the respective system under study.
Considering the results of our simulation, we cannot give a
general recommendation for using this approach.
3.2. Description of real electrochemical systems
To demonstrate the applicability of the three-terminal equiva-
lent network model, we performed measurements on three
different electrochemical cells (described in subsection 2.4) with
double layer formation at the WE.
3.2.1. Electrochemical cell 1 (EC1)
The cell EC1 shown in Fig. 3a is characterized by a large
difference in electrode area between WE and CE, so that the main
potential drop takes place close to the WE. This implies that
RWE  RCE, so that the setup mimics a position of the RE close to
the CE. Since the double layer capacitance of the WE is much lower
than that of the CE, the impedance measured in a two-electrode
setup is essentially the impedance of the WE. The impedances of
Fig. 7. Conventional equivalent circuits for fitting the three-electrode impedance
spectra with double layer formation at the WE. (a) This circuit was used for fitting
the spectra of most experimental networks and of the cells EC1 and EC3. In the case
of the cells EC1 and EC3, the capacitor describing the double layer capacitance (CFit)
was exchanged by a constant phase element. (b) Circuit used for fitting the
impedance spectrum of Net1. c) Circuit used for fitting the impedance spectra of
Net2 and Net3 in a limited frequency range.
Table 3
Capacitance and resistance values obtained by fitting the impedance spectra of the
networks Net4–Net9 with the simplified two-electrode equivalent circuit shown in
Fig. 2 b).
Identifier C2 / mF R3 / V C5 / pF
Net4 4.62 19941 282
Net5 4.61 19859 539
Net6 4.63 19915 816
Net7 4.76 9914 878
Net8 4.75 9910 862
Net9 4.75 9913 863
Table 4
Values of resistances and capacitances used for simulating the impedance spectra of
the cell EC1. The values for RWE,CWE, RRE and CRE were obtained from two-electrode
measurements. The values of RCE and CCE were estimated, see text.
Temperature / C RWE / kV CWE / nF RRE / kV CRE / nF RCE / V CCE / mF
10 34 3 34 3 50 9
30 14 3 14 3 20 9
50 7 3 7 3 10 9
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WE and RE are virtually identical due to their identical diameters.
Reliable values for the impedance of the CE cannot be obtained in
this setup. Therefore, estimated values were used for RCE and CCE.
The values for all three stray capacitances were chosen to be
identical, which is a good approximation, since the main
contribution to the stray capacitances was caused by the cables
(as will be discussed later in this paper).
The measured and estimated resistance and capacitance values
were used for simulating the impedance spectrum of the
simplified two-electrode equivalent circuit (shown in Fig. 2b).
This simplified circuit was suitable, since the condition ZWE = ZRE
and CstrayWECE = C
stray
RECE was fulfilled to a very good approximation. The
simulated impedance spectra were then compared to the
measured ones.
Measurements were performed at 10 C, 30 C and 50 C and
with cables of different lengths (60 cm, 130 cm, 180 cm and
1030 cm). All resistances decrease with rising temperature, while
the capacitances are independent of temperature. Table 4 sum-
marizes the resistance and capacitance values, which were used for
calculating the impedance spectra of the simplified two-electrode
equivalent circuits.
Fig. 8 shows exemplary spectra of the temperature-dependent
measured and simulated impedance for a cable length of 130 cm.
Measurements and simulations are in good accordance. The small
deviations (especially at low frequencies) are most likely due to a
non-ideal blocking behavior of the electrodes. The measured and
simulated spectra were further analyzed by fitting with the
conventional equivalent circuit (Fig. 7a). In Fig. 9, we show a
comparison between the fitting results of the measurements and
simulations for all temperatures and cable lengths. For all pseudo-
bulk capacitances (see Fig. 9a), double layer capacitances (see
Fig. 9b) and almost all electrolyte resistances (see Fig. 9c), the
agreement between measured values and simulated values is very
good. Merely the electrolyte resistances measured at 10 C shows
small deviations from the simulations. This is most likely due to
inaccurate values for RCE, which could only be estimated.
An important observation is that the obtained value for the
electrolyte resistance RFit is smaller than the correct value RWE. This
trend is seen for all temperatures. Furthermore, there is, to a good
approximation, a linear relation between the cable length and
pseudo-bulk capacitance. Under the assumption that all three stray
capacitances are identical, the pseudo-bulk capacitance is three
times the stray capacitance. This indicates a linear relation
between cable length and stray capacitance, yielding a stray
capacitance per unit length of 40-50 pF/m. This is in good
accordance to the typical value of cable capacitances (100 pF/m)
Zʼ
ʼ /
 k
Ω
0
−10
−20
−30
−40
−50
Zʼ / kΩ
0 10 20 30 40 50
a
|Z|
 / Ω
102
103
104
105
106
f / Hz
102 10 3 10 4 10 5 10 6
Measurement 10°C
Measurement 30°C
Measurement 50°C
Simulation 10°C
Simulation 30°C
Simulation 50°C
b
R
Fi
t 
/ Ω
0
5
10
15
20
25
30
35
Cable length / cm
0 10 0 20 0 1,00 0 1,10 0 1,200
c
Fig. 8. Impedance spectra obtained for the cell EC1 at different temperatures (data points) and simulations (solid lines). The cable length was 130 cm. (a) Nyquist plot. (b)
Bode plot of the modulus of the impedance. (c) Bode plot of the phase angle. The legend shown in (b) is valid for all subfigures.
914 M. Balabajew, B. Roling / Electrochimica Acta 176 (2015) 907–918
127
under the assumption that the cable capacitances are connected in
series. The stray capacitances CstrayWECE, C
stray
WERE and C
stray
RECE can thus
each be seen as the capacitance of two cables connected in series.
Also the double layer capacitance CFit and the electrolyte
resistance RFit obtained from fitting with the conventional
equivalent circuit exhibit a significant dependence of the cable
length (see Fig. 9b and c). On the other hand, in the simplified two-
electrode equivalent circuit (Fig. 2b), we find that C2 = CWE and
R3 = RWE. In order to rationalize these findings, we consider a
transformation between these two types of equivalent circuits (see
Fig. 2b and Fig. 7a), which was demonstrated by Fletcher [23].
Applying this transformation to our case yields Eqs. (5a)–(5d):
a ¼ C2
C5
¼ CWE
3Cstray
(5a)
RFit ¼
a
1 þ a
 2
R3 ¼ a1 þ a
 2
RWE (5b)
CFit ¼
1 þ a
a
C2 ¼ 1 þ aa CWE (5c)
Cpseudobulk ¼
1 þ a
a
C5 ¼ 1 þ aa 3C
stray (5d)
Since for the cell EC1, the ratio a is relatively small (in the range of
2-33), the differences between the correct values CWE and RWE and
the values obtained for CFit and RFit become quite large. However,
Eqs. (5a)–(5d) can be used for calculating the correct values CWE
and RWE
In conclusion, our results show that pseudo-bulk semicircles
can be easily identified, since their capacitance changes when the
cable lengths are varied. In each measurement, the cables used for
connecting the three electrodes should have identical length.
However, in electrochemical cells with small double layer
capacitance CWE, also the values of the double layer capacitance
and the electrolyte resistance (CFit and RFit, respectively) obtained
by fitting with the conventional equivalent circuit show a strong
dependence on cable length. The correct values can be calculated
by using the transformations shown in Eqs. (5a)–(5d).
Without such a transformation, the ratio a has to exceed
threshold values in order to obtain precise values for the double
layer capacitance and for the electrolyte resistance, respectively,
from fits with the conventional equivalent circuit. In order to
reduce the error of the double layer capacitance below 5%, the ratio
a needs be larger than 20. In order to obtain the electrolyte
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resistance with the same accuracy, the ratio a has to be larger than
41.
3.2.2. Electrochemical cell 2 (EC2)
In the case of the home-made cell EC2, the RE is placed very
close to the WE (Fig. 7b). The area of the working electrode is larger
as compared to the cell EC1, so that the ratio a is much larger than
41. Since the impedances of the three electrodes differ
(ZWE 6¼ ZRE 6¼ ZCE) due to area differences and due to the chosen
positioning of the RE, a different type of artifact was found.
In Fig. 10 we present an impedance spectrum obtained for
electrochemical cell 2. The Nyquist plot clearly shows one
intermediate-frequency semicircle with a high-frequency limit
Z0 > 0. This is due to the existence of two consecutive semicircles,
with the major part of high-frequency semicircle outside the
experimental frequency window, as already described in section
3.1.3 (see Fig. 5). In this case, it is not possible to determine a
reliable value for the electrolyte resistance.
This type of artifact can be reproduced in qualitative fashion in
the simulations (see Fig. 5). However, we were not able to find a set
of resistance and capacitance values for the three-terminal
equivalent network (Fig. 1), which reproduces the measured
spectrum in a quantitative fashion, see Fig. 10. The reason is that in
the case of RWE  RCE, even small changes in resistance and
capacitance values lead to large changes in the simulated spectra.
Consequently, the usage of a cell like EC2 with ZWE 6¼ ZRE 6¼ ZCE
and with the RE placed very close to the WE is not recommendable.
3.2.3. Electrochemical cell 3 (EC3)
The cell EC3 combines the beneficial aspects of EC1 and
EC2. The impedances ZWE = ZCE and all stray capacitances
CstrayWECE ¼ CstrayWERE ¼ CstrayRECE are virtually identical. Therefore, as in
the case of EC1, the simplified two-electrode equivalent circuit
(see Fig. 2b) is applicable. As in the case of EC2, the ratio
a ¼ CWE
3Cstray
> 1000is very large, so that fitting of the impedance
spectra with the conventional equivalent circuit (Fig. 7a) results in
RFit = RWE and CFit = CWE, independent of the length of the used
cables.
Indeed the impedance spectra obtained for different cable
lengths showed exclusively pseudo-bulk semicircles as artifact.
The electrolyte resistance RFit and the double layer capacitance CFit
obtained by fitting with the conventional equivalent circuit were
identical for all cable lengths (RFit = 612 V, CFit = 2.1 mF).
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Thus, the cell EC3 is the best choice for three-electrode double
layer capacitance measurements. Due to the large a value, the
transformation of the fitting results according to Eqs. (5a)–(5d) is
not necessary. Nevertheless, it is important to note that also for this
cell, the pseudo-bulk semicircle artifact is present, which should
not be confused with a real bulk semicircle.
4. Conclusions
We have used a three-terminal equivalent network, as first
introduced by Fletcher [9], for modeling the influence of stray
capacitances on three-electrode impedance measurements with
ion-blocking electrodes. A two-electrode equivalent circuit was
presented, which exhibits an impedance identical to the transfer
function of the three-terminal equivalent network.
The applicability of the approach was demonstrated experi-
mentally by building three-terminal equivalent networks with
ideal resistors and capacitors. The networks show different types
of capacitive or inductive artifacts: (i) pseudo-bulk artifacts, (ii)
two consecutive semicircles, and (iii) inductive loops. A further
analysis reveals that the type of artifact is determined mainly by
two factors: (i) the ratio of the electrolyte resistances, RWE / RCE and
(ii) the ratio of the double layer capacitance of the WE to the stray
capacitances.
Under two conditions, the two-electrode equivalent circuit
reduces to a simpler form (Fig. 2b) and only pseudo-bulk artifacts
are present: (i) ZWE = ZCE and C
stray
WERE ¼ CstrayRECE or (ii)
ZWE = ZRE and C
stray
WECE ¼ CstrayRECE. If one of these conditions is
fulfilled, two of the circuit elements reflect the impedance of the
working electrode: C2 = CWE and R3 = RWE.
Double layer capacitance measurements carried out with
different electrochemical cells show also different types of artifacts
which can be described by our approach. The impedance spectra
obtained for these cells were fitted with conventional equivalent
circuits, which differ from the two-electrode equivalent circuit
mentioned above. We have shown that the usage of the
conventional equivalent circuits may lead to an apparent depen-
dence of the fitted double layer capacitance and the electrolyte
resistance on the cable length, which governs the value of the stray
capacitances. By considering a transformation between the
simplified two-electrode equivalent circuit (Fig. 2b) and the
conventional circuit (Fig. 7a), the apparent dependence of the
fitting results on the cable length can be corrected. Furthermore,
we have demonstrated that for high ratios of the double layer
capacitance to the stray capacitances, the apparent dependence on
the cable length disappears, so that a correction is not necessary.
This is the case for the cell EC3.
In summary, we give four recommendations for minimizing
artifacts in three-electrode impedance measurements with ion-
blocking electrodes:
– Use a WE and a CE with virtually identical impedances.
– Place the RE in the middle between the WE and the CE.
– Use a WE with a double layer capacitance much larger than the
stray capacitances.
– Use three identical cables that are as short as possible, if possible
with active shielding.
By considering Eqs (5a)–(5c) and by taking a typical value for
the area-specific double layer capacitance (10 mF/cm2) and for the
stray capacitance of the cables (50 pF/m), we can give the following
advice for the minimum diameter of the WE: In order to reduce the
error of the measured double layer capacitance below 5%, the
diameter of a circular electrode should be larger than 200 mm for
cables of 1 m length and larger than 350 mm for cables of 3 m
length. In order to measure the electrolyte resistance with the
same accuracy, the electrode diameter should exceed 300 mm for
cables of 1 m length and 500 mm for cables of 3 m length. In this
case, the transformation via Eqs (5a)–(5c) can be avoided.
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Ion-Transport Processes in Dual-Ion Cells Utilizing
a Pyr1,4TFSI/LiTFSI Mixture as the Electrolyte
Marco Balabajew,* Tobias Kranz, and Bernhard Roling[a]
1. Introduction
Nowadays, lithium-ion batteries (LIBs) are one of the most
widespread electrochemical cell types for energy storage appli-
cations. Nevertheless, there are still enormous research efforts
towards improving the energy density, safety, and lifetime of
LIBs. At the same time, alternative cell concepts are being de-
veloped and tested, such as lithium-sulfur batteries,[1–3] lithi-
um–air batteries,[4–7] and sodium-ion batteries.[8–11] An interest-
ing cell concept with regard to long lifetime are so-called dual-
ion cells. In such cells, cations and anions from the electrolyte
are intercalated into graphite electrodes. While the intercala-
tion of Li+ ions into graphite is well known in LIBs,[8, 12–19] the
redox amphoteric nature of graphite allows also for a highly
reversible intercalation/deintercalation of anions.
The first application of such acceptor-type graphite interca-
lation compounds (GICs) for electrochemical charge storage
was proposed in 1938 by Rìdorff and Hofmann.[20] They rever-
sibly intercalated different anionic species (e.g. HSO4
¢ and
ClO4
¢) from concentrated acids. In 1989, McCullough et al. de-
scribed, for the first time, cells utilizing two electrodes of car-
bonaceous material and a non-aqueous electrolyte with a dis-
solved lithium salt as possible secondary batteries.[21,22] Energy
was stored by the intercalation of cations in one carbon elec-
trode and the intercalation of anions in the other carbon elec-
trode. Subsequently, the intercalation of numerous anions,
such as PF6
¢ , BF4
¢ , ClO4
¢ , AlCl4
¢ , bis(trifluoromethanesulfonyl)i-
mide (TFSI¢),[23–31] and cations, such as Li+ , Na+ , 1-ethyl-3-
methylimidazolium (EMI+), tetraethylammonium (Et4N
+), and
1,2-dimethyl-3-propylimidazolium (DMPI+),[24,26,30, 32] into differ-
ent carbon materials for possible use in dual-carbon cells was
investigated and has gained increasing interest in recent
years.[23,24, 33–35]
The intercalation of anions usually takes place at very high
potentials above 4.5 V vs. Li+/Li, whereas cations are intercalat-
ed at potentials below 1 V vs. Li+/Li.[23,26,27,33, 36,37] This large po-
tential difference of both electrodes leads to high demands on
the electrochemical stability of the electrolyte. A possible solu-
tion to this problem is the utilization of room-temperature
ionic liquids (RTILs), which exhibit wide electrochemical win-
dows.[38, 39] It has been demonstrated that the suitable combi-
nation of cations and anions allows for using pure RTILs in
dual-carbon cells without adding any additional salts.[24]
In 2010 Thapa et al. chose a different approach by replacing
graphite by TiO2 as anode material.
[40] By dissolving LiPF6 in
a mixture of carbonates they were able to build a working sec-
ondary cell. Due to the higher intercalation potential of lithium
in TiO2 (about 1.8 V vs. Li
+/Li), safety issues could be im-
proved.[40] Subsequently, various anode materials were tested
for further improving safety and lifetime of these dual-ion
cells.[41,42]
A major breakthrough regarding cycling stability was ach-
ieved by Placke et al. in 2012.[28,29] They used LiTFSI dissolved
in the ionic liquid 1-butyl-1-methylpyrrolidinium TFSI
(Pyr1,4TFSI) in combination with a graphite cathode and a metal-
lic lithium or lithium titanate (LTO) anode. They manufactured
dual-ion cells with high cycling stability (capacity retention
after 500 cycles >99%).[29] This demonstrates the crucial role
of the electrolyte in this kind of systems.
In this context, it is important to note that the role of the
electrolyte in dual-ion cells is distinct from that in conventional
LIBs. In LIBs, the electrolyte acts exclusively as an ion transport
medium between the electrodes. In dual-ion cells, however,
the electrolyte is also the ion source for the intercalation pro-
cess, that is, the electrolyte is an active material,[28,29] as in su-
In dual-ion cells, the extraction of ions from the electrolyte
during charging leads to the formation of ion concentration
gradients and to ion transport processes. In order to obtain in-
formation about these processes, we examine changes in the
electrolyte resistance in an exemplary dual-ion cell utilizing
a Pyr1,4TFSI/LiTFSI mixture as electrolyte. The negative and the
positive electrode are metallic lithium and graphite, respective-
ly. The individual changes in the electrolyte resistance in both
half-cells are monitored in situ by means of three-electrode
electrochemical impedance spectroscopy. The results are com-
pared to finite element simulations, for which concentration-
dependent diffusion and conductivity data of Pyr1,4TFSI/LiTFSI
mixtures are used as input parameters. We show that differen-
ces in the mobilities of the three types of ions play a decisive
role for the time evolution of the ion concentration gradients
and the resulting resistance changes in the two half-cells.
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percapacitors. During charging, both cations and anions are
extracted from the electrolyte and released back into the elec-
trolyte during discharging (Figure 1). Therefore, the concentra-
tion of the active ions has to be very high to achieve high
energy densities comparable to LIBs.[28,33] In addition, the con-
centration of ions in the electrolyte and consequently its ionic
conductivity changes during charging/discharging. These con-
centration changes lead to concentration gradients within the
cell, which give rise to a diffusion resistance. The electrolyte re-
sistance as well as the diffusion resistance result in overpoten-
tials and consequently have a direct influence on the power
density of dual-ion cells.
In this paper, we make use of such conductivity changes in
order to gain deeper insights into transport processes taking
place in the electrolyte during cycling of dual-ion cells. Our cell
consists of a metallic lithium anode, a graphite cathode, and
a solution of LiTFSI (1 mol L¢1) in the ionic liquid Pyr1,4TFSI as
electrolyte. In this case, the energy is stored by Li plating at
the anode and TFSI¢ intercalation at the cathode. The ionic
conductivity changes in the lithium and graphite half-cells are
monitored in situ by means of two- and three-electrode poten-
tiostatic and galvanostatic electrochemical impedance spec-
troscopy (EIS). For comparison, the ion transport is modeled by
means of finite-element method (FEM) simulations. Diffusion
and conductivity data measured for Pyr1,4TFSI/LiTFSI mixtures
with different LiTFSI concentrations are taken as input for the
simulations. In both experiment and simulation, we observe
a large decrease of the ionic conductivity in the lithium half-
cell and a small increase of the ionic conductivity in the graph-
ite half-cell. We show that the differences in the mobilities of
the three different types of ions are mainly responsible for
these conductivity changes.
2. Results and Discussion
2.1. Concentration-Dependent Electrolyte Conductivity
In Figure 2 we show the ionic conductivities sDC of pure
Pyr1,4TFSI and of different Pyr1,4TFSI/LiTFSI mixtures
plotted versus the mole fraction of LiTFSI,
xLiTFSI ¼ nLiTFSI
.
nLiTFSI þ nPyr1;4TFSI
 
. With increasing mole fraction
of LiTFSI the conductivity drops significantly. This behavior can
be described empirically by an exponential decay [Eq. (1), R2=
0.998]:
sDC¼ Aþ B ¡ exp ¢xLiTFSI=Cð Þ
¼ ¢0:591 mS cm¢1 þ 3:621 mS cm¢1 ¡ expð¢xLiTFSI=0:235Þ
ð1Þ
The main reason for the decreasing conductivity is the for-
mation of [Li(TFSI)n]
(n¢1)¢ clusters. These clusters exhibit long
lifetimes, leading to diffusion of Li+ together with the first co-
ordination shell consisting of TFSI¢ .[43–46] As the number of
[Li(TFSI)n]
(n¢1)¢ clusters increases with increasing LiTFSI concen-
tration, the diffusion coefficients of Li+ and TFSI¢ decrease, re-
sulting in an increasing viscosity and a decreasing
conductivity.[43,44,46]
2.2. Potentiostatic EIS
The electrolyte resistance in the dual-ion cell was measured at
different potentials (current density : 50 mAg¢1) by means of
potentiostatic EIS. Figure 3 shows exemplary impedance spec-
tra obtained during the second cycle by potentiostatic EIS in
Figure 1. Scheme of the working principle of a dual-ion cell (adapted from
Ref. [29]). a) During charging anions are intercalated into graphite and lithi-
um ions are plated at the metallic lithium electrode. b) While discharging
both types of ions are released back into the electrolyte.
Figure 2. Measured ionic conductivities of different solutions of LiTFSI in
Pyr1,4TFSI, plotted versus the mole fraction of LiTFSI, xLiTFSI. The data are
fitted by an exponential function according to Equation (1) (R2=0.998).
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two- and three-electrode setups. The second cycle is chosen
here, since during the first cycle, irreversible processes exert
a strong influence on the EIS spectra. The electrolyte resistan-
ces were obtained by fitting the spectra with the equivalent
circuit shown in the inset. The resistor connected in series de-
picts the electrolyte resistance. The two parallel connections of
a resistor and a constant phase element represent different in-
terfacial impedances in the cell, for example, the solid electro-
lyte interphase (SEI) of the lithium electrode, contact impedan-
ces between the particles in the graphite electrode and interfa-
cial impedances between the graphite particles and the Al cur-
rent collector. Finally, a constant phase element connected in
series is used to represent both the double-layer capacitance
and the chemical intercalation capacitance. The understanding
of these interfacial impedances and of the double layer/inter-
calation capacitance values is beyond the scope of this paper.
The main purpose of the fit was the exact determination of
the electrolyte resistance.
As expected, the overall electrolyte resistance (measured in
a two-electrode setup) drops during charging (Figure 4a), in
this case by 9W. This is due to the extraction of LiTFSI from
the electrolyte. As a function of the electrode potential, the
electrolyte resistance drops in two steps starting at 4.4 V and
at 4.8 V, respectively. These steps correspond to different
stages of anion intercalation, namely stages 4 and 3.[47]
By means of three-electrode measurements, the electrolyte
resistance changes in the lithium half-cell and the graphite
half-cell can be distinguished. We find that the electrolyte re-
sistance between the Li electrode and the reference electrode
(RE) drops by about 12W, while the electrolyte resistance be-
tween the graphite electrode and the RE increases by about
3 W. These results point to an increasing mole fraction of
LiTFSI in the lithium half-cell and to a decreasing mole fraction
of LiTFSI in the graphite half-cell. A detailed description of
local concentration changes is given in Section 2.4.2.
Figure 4b shows the same plot for the discharging process.
Again, two distinct steps are visible representing different
stages of deintercalation. Compared to the charging process,
the changes in electrolyte resistances are reversed. Remarkably,
the changes in electrolyte resistances are more pronounced
during discharging (overall : resistance increases by 12W; be-
tween RE and lithium: resistance increases by 16W; between
RE and graphite: resistance decreases by 4 W). This effect is
also observed in the first cycles of the FEM simulations and
will be discussed later.
In order to compare the potentials, at which changes of the
electrolyte resistances take place, to conventional galvanostatic
cycling experiments, we show in Figure 5 a differential capacity
curve of a dual-ion cell in a two-electrode setup. Anion interca-
lation starts at about 4.4 V vs. Li+/Li, which is in good agree-
ment with the first step of the electrolyte resistance drop.
However, the second intercalation step observable in the elec-
trolyte resistance at 4.8 V is not visible in the differential ca-
pacity curve. Most likely, the differential capacity peak is shifted
to potentials higher than 4.8 V due to kinetic limitations. It is
important to note that in the potentiostatic EIS measurements,
the system is allowed to equilibrate for 2 h at each potential,
before the measurement is started. Therefore, kinetic limita-
tions do not exert a strong influence on the potential-depen-
dent electrolyte resistance.
Figure 3. Exemplary potentiostatic impedance spectra measured at 4.4 V
versus Li+/Li.
Figure 4. Overall electrolyte resistance as well as electrolyte resistances in the lithium and in the graphite half-cell, respectively, during the second cycle:
a) charging; b) discharging.
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The rise in differential capacity characterizing the deinterca-
lation process starts at about 4.5 V. Overall, three differential
capacity peaks are detectable. The underlying deintercalation
processes are not completely resolved in the potential-depen-
dent electrolyte resistance (Figure 4b). Overall, the results indi-
cate higher overpotentials for anion deintercalation than for
ion intercalation.
2.3. Galvanostatic EIS
In order to obtain information about irreversible processes and
about the stability of the system, the electrolyte resistance was
measured over 50 cycles (each consisting of a charge and a dis-
charge process) by means of galvanostatic EIS, see Figure 6.
The main advantage of galvanostatic EIS is that it is not neces-
sary to interrupt the galvanostatic charging/discharging pro-
cesses. A drawback of galvanostatic EIS is, however, that
strong changes in the impedance with frequency cannot be
measured. Therefore, the measurements were limited to a fre-
quency range from 100 kHz to 1 kHz, from which the electro-
lyte resistance could be extracted.
Figure 6 shows the periodic changes in the overall electro-
lyte resistance and in the electrolyte resistances in the half-
cells. Overall, there is good agreement with the results of the
potentiostatic EIS, again pointing to an increase in the LiTFSI
mole fraction near the graphite electrode and a decrease in
the LiTFSI mole fraction near the lithium anode. These local
concentration changes are discussed in more detail in
Section 2.4.2.
During the first cycle, the electrolyte resistance between the
lithium and the graphite electrodes (blue dots in Figure 6)
shows a sudden increase followed by a slight decrease of the
average value. The initial increase is mainly caused by
a sudden increase of the electrolyte resistance between the
graphite electrode and the RE. One possible origin of this ini-
tial increase is the formation of an Al(TFSI)3 passivation layer
on the aluminum current collector.[48] This process leads to
a consumption of TFSI¢ anions and should thus have the same
influence on the electrolyte resistance as TFSI¢ anion intercala-
tion. Another possible origin is the oxidation of Pyr+ cations
on the Al current collector before the formation of the passiva-
tion layer is complete. This would lead to a local increase of
the mole fraction of LiTFSI.
The electrolyte resistance between the graphite electrode
and the lithium electrode over all measured cycles (see
Figure 6) oscillates with a certain amplitude. A closer look at
the time evolution of the oscillation amplitude reveals that the
oscillation amplitude increases over about 20 cycles and then
becomes constant. As shown in Section 2.4.2.2, the main
reason for the increasing oscillation amplitude is the formation
of stable concentration profiles.
2.4. FEM Simulations
2.4.1. Electrolyte Resistances
FEM simulations were performed for an idealized model
system neglecting irreversible processes and modeling the
electrodes as planar electrodes. Since we are interested in ion
transport processes in the electrolyte, the morphology of the
electrodes should not be of primary importance.
Figure 7 shows the changes in electrolyte resistances for the
complete cell as well as for the lithium and graphite half-cells
over 50 cycles. The resistances show periodic changes during
the cycles, as also observed in the galvanostatic EIS measure-
ments (see Figure 6).
The overall resistance in the cell exhibits an oscillation ampli-
tude of about 5 W (Figure 7, blue line). This change is mainly
caused by the distinct oscillation of the electrolyte resistance
in the lithium half-cell (Figure 7, green line) with an amplitude
of approximately 5.5W. The change of the electrolyte resist-
ance in the graphite half-cell is less pronounced (Figure 7, red
line). Its oscillation amplitude is only about 0.5W. An important
detail is the fact that the changes in the electrolyte resistances
in the lithium half-cell and in the graphite half-cell are re-
versed. During charging, the lithium half-cell exhibits a decrease
in electrolyte resistance, while the electrolyte resistance in the
graphite half-cell increases. During the discharge process the
Figure 5. Differential capacity curves obtained for a DC current of 50 mAg¢1.
Figure 6. Time-dependent electrolyte resistances over 50 cycles obtained by
galvanostatic EIS.
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changes are reversed. In the full cell, this leads to a decrease
of the electrolyte resistance during charging and an increase
during discharging. The cause of these trends is explained in
Section 2.4.2.1.
Furthermore, there is an increase in amplitude of the oscil-
lating electrolyte resistance between the lithium electrode and
the graphite electrode during the first few cycles, which is
mainly caused by an increase in the amplitude of oscillation
between the lithium electrode and the RE. This also is in good
qualitative agreement with the experimental results. The
reason for this change is discussed in Section 2.4.2.
During the first cycles, the average resistance between the
lithium electrode and the RE increases, while the average re-
sistance between the graphite electrode and the RE decreases.
In the overall electrolyte resistance, these changes cancel out
to a large extent. These trends cannot be clearly identified in
the galvanostatic EIS measurements due the existence of irre-
versible processes.
2.4.2. Concentration Profiles
2.4.2.1. First Cycle
To get a deeper insight into ion transport processes in dual-ion
cells utilizing ionic-liquid-based electrolytes, ion concentration
profiles were calculated by FEM simulations. As detailed in the
Experimental Section, the concentration-dependent self-diffu-
sion coefficients of the different ions of the used electrolyte
(LiTFSI dissolved in Pyr1,4TFSI) were adapted from Ref. [49] . Li
+
is the slowest species present, followed by TFSI¢ , while Pyr+ is
the fastest ion in the electrolyte (e.g. for xLiTFSI=0.233: DLiþ=
1.43Õ10¢8 cm2 s¢1; DTFSI=2.29Õ10
¢8 cm2 s¢1; DPyrþ =3.45Õ
10¢8 cm2 s¢1). For all species, the diffusion coefficient decreases
with increasing mole fraction of LiTFSI (as mentioned in the Ex-
perimental Section). As we show next, these differences in the
diffusion coefficients play a decisive role for concentration pro-
files and thus for the changes in the electrolyte resistance.
Figures 8a, c, e show the concentration profiles of Li+ , Pyr+ ,
and TFSI¢ at different times during the first charging process,
respectively. During charging, Li+ is plated at the lithium elec-
trode and therefore removed from the solution. This local de-
crease in the Li+ concentration (Figure 8a) leads to a negative
excess charge near the electrolyte, which is compensated by
transport of positively charged ions towards the electrode and
by transport of negatively charged ions away from the elec-
trode. Since Li+ is the slowest species present, the charge
compensation mainly takes place through transport of the
faster species TFSI¢ and Pyr+ . This results in an increase in the
Pyr+ concentration and a decrease in the TFSI¢ concentration
close to the lithium electrode (Figures 8c, e and Figure 9a). As
a result, the electrolyte close to the lithium electrode exhibits
a higher mole fraction of Pyr1,4TFSI and a lower mole fraction
of LiTFSI than the bulk of the electrolyte (Figure 10a). Thus,
the local ionic conductivity close to the Li electrode is higher
than in the bulk electrolyte.
At the graphite electrode, TFSI¢ is removed from the electro-
lyte by means of intercalation. Charge compensation takes
place via the transport of negatively charged ions towards the
electrode and of positively charged ions away from the elec-
trode. Since Pyr+ ions are more mobile than Li+ ions, the drop
of the Pyr+ concentration close to the graphite electrode (Fig-
ure 8c) is more pronounced than the drop of the Li+ concen-
tration (Figure 8a). As a result, the mole fraction of LiTFSI close
to the electrode is higher than in the bulk electrolyte
(Figure 10). This leads to a local increase of the electrolyte re-
sistance in the graphite half-cell.
During the first discharge, the processes at both electrodes
are reversed. At the lithium electrode, lithium is stripped, lead-
ing to a strong increase in the local Li+ concentration. To
maintain electroneutrality, a transport of positively charged
ions away from the electrode and of negatively charged ions
towards the electrode takes place. Again, the transport of Li+
is the slowest, giving rise to enhanced Li+ concentrations and
to decreased Pyr+ concentrations close to the lithium elec-
trode (Figures 8b,d, f, Figure 9b, Figure 10b). After completion
of the discharge process, the mole fraction of LiTFSI close to
the lithium electrode even exceeds the bulk value. At a certain
distance from the lithium electrode, the mole fraction of LiTFSI
exhibits a minimum and then rises to the bulk value. Integrat-
ing over the resulting local resistivity profile after a complete
charge/discharge cycle leads to an electrolyte resistance that is
higher than the initial value (Figure 8a).
During the first discharging, TFSI¢ anions are released back
into the electrolyte, giving rise to a strong increase of TFSI¢
concentration adjacent to the graphite electrode, finally reach-
ing values above the bulk concentration. At a certain distance
from the graphite electrode, the TFSI¢ concentration exhibits
a minimum before approaching the bulk value (Figure 8 f). Due
to the transport processes, the concentrations of Li+ and Pyr+
close to the graphite electrode exceed the bulk values, while
they also exhibit a minimum at a certain distance from the
electrode (Figures 8b,d and Figure 9b). After completion of
the discharge process, the mole fraction of LiTFSI close to the
graphite electrode is below the bulk value. Consequently, after
completion of the first charge/discharge cycle, the electrolyte
resistance in the graphite half-cell is below the initial value.
Figure 7. Time-dependent electrolyte resistances over 50 cycles obtained by
FEM simulations.
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2.4.2.2. Long-Term Behavior
The electrolyte resistance not only shows systematic changes
during a single cycle, but also in subsequent cycles. In particu-
lar, the oscillation amplitude of the electrolyte resistance in-
creases over the first cycles and becomes constant after about
20 cycles (Figure 7). These trends are caused by long-term
changes of the concentration profiles during charging and dis-
charging.
Figures 11a and b illustrate the mole fraction profiles of
LiTFSI over the entire cell at the end of the charging and the
discharging processes, respectively, for selected cycles in com-
parison with the initial bulk value. The time evolution of the
LiTFSI mole fraction profile can be explained as follows: During
charging, the concentration of the Li+ ions close to the elec-
trode is lower than in the bulk, while during discharging, the
concentration of Li+ ions close to the electrode is higher than
in the bulk. Consequently, due to the concentration-dependent
diffusion coefficient of the Li+ ions, the Li+ diffusion is slower
during discharging than during charging. Over the first cycles,
this leads to an effective transport of LiTFSI from the bulk to-
wards the Li electrode. To illustrate this, we have plotted in
Figure 8. Concentration profiles of the three ionic species during the first charging (a,c,e) and the first discharging processes (b,d, f). a,b) Concentration pro-
files of Li+ ; c, d) concentration profiles of Pyr+ ; e, f) concentration profiles of TFSI¢ .
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Figure 11c the time-averaged LiTFSI concentration during the
1st and the 20th charge/discharge cycles. During the 1st cycle,
the LiTFSI concentration in the bulk is still close to its initial
value, while during the 20th cycle, the LiTFSI concentration in
the bulk approaches the blue line. This line represents the
time-averaged LiTFSI concentration, if this concentration
would be homogeneous over the entire cell. After about 20
cycles, the time-averaged LiTFSI concentration becomes con-
stant, that is, there is no effective transport of LiTFSI anymore
in the following cycles.
The time scale t for establishing constant time-averaged
concentration profiles can be roughly estimated by assuming
that the diffusion distance of the slowest species, in this case
the Li+ ions, should be about half the electrode spacing L. This
results in Equation (2):
t 
L
2
¨ ¦2
2DLiþ
 500 mmð Þ
2
2  1:43  10¢8 cm2 s¢1  87500 s ð2Þ
The resulting time scale of 87500 s corresponds to approxi-
mately 22 simulated cycles. This is in good agreement with the
simulations that show stable concentration profiles after ap-
proximately 20 cycles (Figures 11a,b).
An additional effect is that the minimum concentration of
Li+ at the end of the charging process and the maximum con-
centration at the end of the discharging process increase
during the first cycles. This leads to a drop of the local conduc-
tivity close to the lithium electrode. Due to the exponential de-
pendence of the conductivity on xLiTFSI this even overcompen-
sates the increasing conductivity in the bulk region, resulting
in an overall increase in resistance between the lithium elec-
trode and the RE (see Figure 7, green line).
The behavior in the graphite half-cell is governed by the de-
crease of xLiTFSI in the bulk region. This also leads to a decrease
of the maximal and minimal value of the mole fraction of
LiTFSI adjacent to the graphite electrode during charging and
discharging, respectively, explaining the decrease of the aver-
age electrolyte resistance between the graphite electrode and
the RE (Figure 7, red line). The processes described here are vi-
sualized in the movies provided as Supporting Information.
3. Conclusions
We have investigated changes in the electrolyte resistance in
a dual-ion cell utilizing LiTFSI dissolved in Pyr1,4TFSI as an elec-
trolyte by means of EIS in two- and three-electrode setups. In
Figure 9. Normalized concentration profiles of the three ionic species at the
end of a) the first charging and b) the first discharging process.
Figure 10. Mole fraction profiles of LiTFSI in the dual-ion cell at different
times during the first cycle obtained by FEM simulation. a) Profiles for the
first charging process and b) profiles for the first discharging process.
ChemElectroChem 2015, 2, 1991 – 2000 www.chemelectrochem.org Ó 2015 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim1997
Articles
139
addition, the changes in the ion-concentration profiles during
charging/discharging were studied by means of FEM
simulations.
During cycling of the cell, there are periodic changes in the
electrolyte resistance. These changes are most pronounced in
the lithium half-cell. In this half-cell, the electrolyte resistance
drops during charging, since Li+ ions are removed by means
of plating, which in turn leads to a transport of Pyr+ and Li+
ions towards the electrode and of TFSI¢ ions in the opposite
direction. Since the transport of the Pyr+ ions is faster than
that of the Li+ ions, this leads to a drop of the mole fraction of
LiTFSI. During discharging, the reverse processes take place,
and the electrolyte resistance rises.
Close to the graphite electrode, TFSI¢ intercalation during
charging leads to transport of TFSI¢ towards the electrode and
a transport of Pyr+ and Li+ towards the bulk electrolyte. Since
the transport of the Pyr+ ions is faster than the transport of
Li+ ions, the mole fraction of LiTFSI increases and the electro-
lyte conductivity drops. As compared to the Li electrode, the
changes in the LiTFSI mole fraction and in the electrolyte re-
sistance are weaker.
The concentration profiles at the end of the charging and
discharging processes show a time evolution during the first
20 cycles. This time evolution causes an increase in the oscilla-
tion amplitude of the overall electrolyte resistance. The electro-
lyte resistance even rises above the initial value, although the
overall amount of LiTFSI never rises above the initial value. The
time to reach stable concentration profiles at the end of charg-
ing and discharging processes is governed by the diffusion of
the slowest species, namely the Li+ ions.
Overall, the experimental results and the FEM simulations
are in good qualitative agreement. However, the experimental
data shows irreversible processes in the first cycle. This mani-
fests in a sudden increase of the electrolyte resistance between
the graphite electrode and the RE. Possible origins of this
effect are the formation of a Al(TFSI)3 passivation layer on the
aluminum current collector and the oxidation of Pyr+ cations
at the current collector before the passivation is completed.
Experimental Section
Electrolyte Conductivity
The concentration-dependent electrolyte conductivity was ob-
tained by means of electrochemical impedance spectroscopy (EIS)
for solutions of LiTFSI (Sigma–Aldrich, purity: 99.95%) in Pyr1,4TFSI
with different LiTFSI concentrations. The RTIL was synthesized and
purified by Passerini et al. by means of a method described in[38,50]
and was dried at a pressure of 10¢6 mbar at elevated temperatures
of 50–80 8C. The water content of the RTIL was less than 15 ppm
as measured by Karl-Fischer titration (Mettler-Toledo, C20 Coulo-
metric Karl-Fischer-Titrator).
The electrochemical setup for the conductivity measurements con-
sisted of the Microcell HC basic package with the cell type TSC 70
closed (rhd instruments). This setup was connected to an Alpha
high-performance impedance analyzer combined with a POTGAL
10 V/15 A electrochemical interface (both Novocontrol Technolo-
gies). All measurements were carried out at 30 8C in a frequency
range from 1 MHz to 1 Hz. The cell constant was obtained using
a conductivity solution HI 70031 (HANNA instruments) with a con-
ductivity of 1.548 mScm¢1 at 30 8C.
Dual-Ion Cell Preparation and Electrochemical Tests
For the fabrication of the cathode slurry, a solution of 2.5 wt%
sodium carboxymethyl-cellulose (CMC, Walocel CRT 2000 PA, BIO-
Figure 11. Mole fraction profiles of LiTFSI at the end of a) the charging pro-
cess and b) the discharging process, shown for different cycles during the
FEM simulations and c) time-averaged LiTFSI concentration for the 1st and
the 20th cycle. The blue line represents the time-averaged LiTFSI concentra-
tion, if this concentration was homogeneous over the entire cell.
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GRUND GmbH) in de-ionized water was prepared, and carbon
black and graphite were dispersed by means of magnetic stirring
and subsequently using an ULTRA-TURRAX TP 18/10. The final
slurry contained 90 wt% of synthetic graphite C-NERGY KS6L
(TIMCAL), 5 wt% of carbon black C-NERGY SUPER C65 (TIMCAL)
and 5 wt% of CMC as binder. The slurry was cast onto aluminum
foil using the standard doctor-blade technique resulting in elec-
trode tapes with an average loading of 2 mgcm¢2. Disk electrodes
with a diameter of 12 mm were cut from the electrode tape and
dried for 24 h at 80 8C under a diffusion-pump vacuum. The elec-
trolyte was prepared by dissolving LiTFSI in Pyr1,4TFSI in a molar
ratio LiTFSI :Pyr1,4TFSI of 1:3.34 (1 molL
¢1).
Electrochemical cells were assembled in an argon-filled glove box
(UniLab, MBraun), and the measurements were performed in two-
and three-electrode setup in a TSC battery cell (rhd instruments).
As anode material, high-purity metallic lithium foil (Chemetall) was
used. The electrodes were separated by four layers of glass micro-
fiber filter (Whatman, grade GF/A) soaked with 70 mL of the elec-
trolyte. As reference electrode (RE) a silver grid (GoodFellow) was
placed centered between the electrodes. The cell is illustrated in
Figure 12. After its assembly, the cell was equilibrated at room tem-
perature for 24 h. The temperature during all measurements was
kept constant at 30 8C using the electrochemical measurement
system Microcell HC (rhd instruments).
Galvanostatic cycling was performed by means of a Multi Autolab
M101 (Metrohm) at 50 mAg¢1 between 3.4 V and 4.9 V in a two-
electrode setup.
Potentiostatic EIS measurements during galvanostatic cycling
(charging rate 50 mAg¢1) were carried out on an electrochemical
workstation Zennium (Zahner). The galvanostatic cycling was per-
formed in two-electrode setup. For potentiostatic EIS, the cycling
was interrupted at specific potentials. The cell was then held at
this potential for 2 h before the EIS measurement was started. The
measurements were performed in a frequency range from 100 kHz
to 100 mHz using an AC amplitude of 12.5 mV. A home-made con-
nection switch was used to automatically change between two-
electrode setup during the galvanostatic cycling and two-/three-
electrode setups during the EIS measurements.
Galvanostatic EIS was performed in time intervals of 300 s during
galvanostatic cycling (charging rate 50 mAg¢1) in a frequency
range from 100 kHz to 1 kHz with an AC current amplitude of
10 mA. The applied DC current was kept at 50 mAg¢1. EIS measure-
ments in two- and three-electrode setups were performed fully au-
tomated by using the homemade connection switch.
All impedance spectra were analyzed using the software suite “Re-
laxIS 3 - Impedance Spectrum Analysis” (rhd instruments).
FEM Simulations
One-dimensional FEM simulations were carried out using COMSOL
Multiphysics 5.0. The electrodes were modeled as ideal flat with an
electrode spacing of 1.0 mm. The charging and discharging time
was set to 2000 s, which is a typical charging time for the given
charging current of 50 mAg¢1. The current density was set to
a value of 130.5 mAcm¢2 which is the value used for the cell inves-
tigated by means of galvanostatic EIS.
The faradaic reactions at the lithium and the graphite electrode, re-
spectively, were simulated by using Butler–Volmer kinetics with
fast electron transfer at the electrodes. Consequently, the local
Nernst equation was fulfilled during the simulations.
The ion transport and the time evolution of the ion concentration
profiles were simulated by solving the Nernst–Planck equation for
each ionic species. Concentration-dependent self-diffusion coeffi-
cients were adopted from Ref. [49] (DLiþ =¢1.81Õ10¢9 cm2 s¢1+
9.22Õ10¢8 cm2 s¢1·exp(¢xLiTFSI/0.134); DTFSI¢ =¢1.03Õ10¢8 cm2 s¢1+
1.26Õ10¢7 cm2 s¢1·exp(¢xLiTFSI/0.172); DPyrþ =¢2.68Õ10¢8 cm2 s¢1+
1.58Õ10¢7 cm2 s¢1·exp(¢xLiTFSI/0.248). These self-diffusion coeffi-
cients were obtained by means of pulsed field-gradient NMR (PFG-
NMR). We note that due to the fast molecular exchange in liquids,
these diffusion coeffients are weighted averages over single ions,
ion pairs and clusters, in which the particular ion is contained. The
thermodynamic factor and the Haven ratio were set to unity.
The experimental ionic conductivity data of the Pyr1,4TFSI/LiTFSI
mixtures presented in subsection 2.1 were then used as input pa-
rameters for calculating local conductivity/resistivity values along
the ion concentration profiles. The overall electrolyte resistance in
the lithium and graphite half-cell were then calculated by integrat-
ing over the local resistivity profiles.
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Li+ Transference Numbers in Liquid Electrolytes Obtained by
Very-Low-Frequency Impedance Spectroscopy at Variable
Electrode Distances
F. Wohde,z M. Balabajew, and B. Roling
Department of Chemistry, University of Marburg, 35032 Marburg, Germany
The Li+ transference numbers of three different liquid electrolytes for Li-ion batteries were measured in a symmetrical Li |
electrolyte | Li cell by means of very-low-frequency impedance spectroscopy (VLF-IS). The electrolytes were: (i) The standard
battery electrolyte LP30; (ii) an equimolar mixture of tetraglyme (G4) and lithium bis(trifluoromethylsulfonyl)imide (Li-TFSI); (iii)
Li-TFSI dissolved in the ionic liquid 1-butyl-1-methyl-pyrrolidinium bis(trifluoromethylsulfonyl)imide (BMP-TFSI). We found that
the Li+ transference numbers of the two electrolytes LP30 and G4/Li-TFSI are much smaller than the Li+ transport numbers tNMRLi+
obtained from pulsed-field gradient NMR measurements. On the other hand, in the case of BMP-TFSI/Li-TFSI, the values for tcurrentLi+
and tNMRLi+ are more similar. In order to rationalize the large differences between t
current
Li+ and t
NMR
Li+ found for LP30 and G4/Li-TFSI,
we combined the Onsager reciprocal relations with linear response theory, and we derived expressions for tcurrentLi+ , which take into
account all correlations between ionic movements in the electrolyte. Thereby, we show that tcurrentLi+ can be considerably smaller than
tNMRLi+ , if strong directional correlations exist between the movements of cations and anions. Finally, we discuss differences in Li
+
transference numbers obtained by VLF-IS and by potentiostatic polarization measurements.
© 2016 The Electrochemical Society. [DOI: 10.1149/2.0811605jes] All rights reserved.
Manuscript submitted November 4, 2015; revised manuscript received December 22, 2015. Published February 5, 2016.
Liquid electrolytes based on carbonates, glymes or ionic liquids
(IL) are of considerable interest for various applications in electro-
chemistry, e.g. for electrodeposition,1 for corrosion inhibition,2 for
supercapacitors,3 for dye-sensitized solar cells4 and for lithium-ion
batteries.5 In the case of lithium-ion batteries, the transport proper-
ties of the Li+ ions under the influence of electric potential gradients
and concentration gradients play an important role for the battery
performance.6 In order to assess these transport properties, transport
numbers and transference numbers of Li+ ions have been measured
by means of different experimental techniques.6–10 By using pulsed
field-gradient NMR measurements (PFG-NMR), the averaged self-
diffusion coefficient of the Li+ ions and of the other ionic species in
an electrolyte were determined. Due to the fast molecular exchange
in liquids, these diffusion coefficients are weighted averages over
single ions, ion pairs and clusters, in which the particular ion is
contained. These self-diffusion coefficients were then used to cal-
culate transport numbers. For instance, in the case of the standard
Li-ion battery electrolytes containing Li+ cations and PF−6 anions dis-
solved in organic carbonates, the Li+ transport number can be writ-
ten as: tNMRLi+ = DLi+/(DLi+ + DPF−6 ) with DLi+ and DPF−6 denoting
the averaged self-diffusion coefficients of Li+ ions and PF−6 anions,
respectively.11 On the other hand, the transference number of an ion
species is defined as the fraction of the total ionic current Itotal car-
ried by the respective ionic species. Thus, in the case of Li+ ions, we
have tLi+ = ILi+/Itotal with ILi+ standing for the current carried by the
Li+ ions. In general, the transport number tNMRLi+ and the transference
number tLi+ are not identical.9,12
One common method for obtaining information about Li+ trans-
ference numbers are potentiostatic polarization (PP) experiments. In
this method, the electrolyte is placed between two reversible Li elec-
trodes, and the initial current carried by all ions and the stationary
current carried exclusively by the Li+ ions are measured.6,10,13,14 In
this case, a transference number t currentLi+ can be defined by the ratio of
the two currents, if no other cell resistances are relevant. However,
since Li | electrolyte interfacial resistances (e.g. due to the formation
of a solid electrolyte interface) usually exert an influence on both
the initial and the stationary current, the interfacial resistance has to
be measured in a separate experiment by means of impedance spec-
troscopy. A correction with respect to the interfacial resistance then
results in the transference number t currentLi+ . In the case of standard bat-
tery electrolytes with LiPF6 dissolved in organic carbonates, t currentLi+
zE-mail: wohdefa@staff.uni-marburg.de
values in the range between 0.3 and 0.4 have been reported, which are
similar to the respective tNMRLi+ values.
6
Newman and coworkers used aMaxwell-Stefan diffusion approach
to relate the currents measured in a PP experiment to a Li+ transfer-
ence number, which is defined relative to the solvent velocity.14,15
It was shown that for concentrated liquid electrolytes as well as for
polymer electrolytes, this transference number is not identical to t currentLi+
and can become even negative. The work of Newman and cowork-
ers demonstrated that concentration-dependent measurements of the
Li+ transference number provide valuable insights into the transport
properties of non-ideal electrolytes.
Although PP measurements are a well-established method, there
are two critical points when applying this method: (i) The “initial
current” depends on the time interval the potentiostat takes to measure
the first current data point after switching on the dc voltage Vdc.
Consequently, the influence of different cell resistances on the “initial
current” has to be checked carefully. (ii) It has to be verified that the
current measured on long time scale is the stationary Li+ ion current
and is not influenced by slow processes in the cell, which are not
related to Li+ transport.
An alternative method is very-low-frequency impedance spec-
troscopy (VLF-IS) on a symmetrical Li | electrolyte | Li cell. Transfer-
ence number measurements using this method are scarce.16–18 When
the frequency range extends from MHz to mHz or sub-mHz, different
contributions to the cell impedance, such as the total electrolyte re-
sistance, Li | electrolyte interfacial impedances and the Li+ diffusion
impedance can be clearly distinguished. The low-frequency limit has
to be chosen in a way that the Li+ diffusion impedance, caused by the
formation of a diffusion layer across the entire bulk of the electrolyte,
can be determined in a reliable fashion. If slow processes in the cell
take place causing instationary currents, this can be easily detected
via a Kramers-Kronig check of the impedance spectra.19–21
In order to apply VLF-IS to different liquid Li+ electrolytes, we
have constructed a novel sample cell, which allows for a very precise
control of the distance between the two Li electrodes without using a
separator. Consequently, our values for the transference number t currentLi+
are not influenced by the porous structure of a separator. For each elec-
trolyte, impedance spectra were taken at different electrode distances
in order to verify that the low-frequency diffusion impedance shows
the correct dependence on the electrolyte thickness. The electrode
distances were typically chosen between 100 μm and 1 mm.
The method was applied to three different electrolytes: (i) The
standard battery electrolyte LP30 with 1 mol/L Li-PF6 dissolved
in EC/DMC (1:1 wt.-%). (ii) An equimolar mixture of tetraglyme
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Figure 1. Chemical structures of the studied electrolytes.
(G4) and the lithium salt lithium bis(trifluoromethylsulfonyl)imide
(Li-TFSI). This type of electrolyte was extensively studied by Watan-
abe and coworkers7,22,23 and was called “solvate ionic liquid.” (iii)
A binary mixture of the ionic liquid 1-butyl-1-methyl-pyrrolidinium
bis(trifluoromethylsulfonyl)imide (BMP-TFSI) and the Lithium salt
Li-TFSI. The Li+ transport numbers of these electrolytes are well
established: (i) tNMRLi+ = 0.39 − 0.47,24–26 (ii) tNMRLi+ = 0.52,22 and (iii)
tNMRLi+ = 0.13.27
Here we report that in the case of the electrolyte (i) and (ii), the
transference numbers t currentLi+ are much smaller than the transport num-
bers tNMRLi+ , while more similar values for t
current
Li+ and t
NMR
Li+ are observed
for electrolyte (iii). In order to rationalize the strong discrepancies
between t currentLi+ and t
NMR
Li+ for electrolytes (i) and (ii) we combine the
Onsager reciprocal relations for ion diffusion and migration with lin-
ear response theory, and we derive a general expression for t currentLi+ ,
which takes into account all correlations between the ionic move-
ments. We show that t currentLi+ can be considerably smaller than t
NMR
Li+ ,
if strong Li+-anion interactions lead to preferential movements of
cations and anions into the same direction.
Experimental
Li+ electrolytes.—The chemical structures of the Li+ electrolytes
investigated in this work are sketched in Fig. 1. LP30 was purchased
from Merck, consisting of 1 mol/L LiPF6 in a mixture of ethy-
lene carbonate/dimethyl carbonate (1:1 wt.-% EC/DMC). Lithium
bis(trifluoromethylsulfonyl)imide (Li-TFSI) and tetraglyme (G4)
were purchased from Sigma-Aldrich (>99.0%). 1-Butyl-1-methyl-
pyrrolidinium bis(trifluoromethyl-sulfonyl)imide (BMP-TFSI) was
purchased from IoLiTec (Ionic Liquids Technologies) in high pu-
rity (99.5%). All chemicals, except LP30 and pure G4, were dried in
high vacuum and at moderate temperatures (10−6 mbar; 80–100◦C)
for at least 24 h. Prior to use of G4, the solvent was flushed with dry
argon, degassed carefully in vacuum, and dried with a molecular sieve
(3 Å).
The electrolytes G4/Li-TFSI and BMP-TFSI/Li-TFSI were pre-
pared by heating G4 and BMP-TFSI, respectively, up to 100◦C,
dissolving Li-TFSI, and stirring for 24–48 h, until a homogeneous
mixture was obtained. All preparation steps were carried out inside
an Ar-filled glove box (Unilab LMF from MBraun) with H2O and
O2 content below 1 ppm. Subsequently, the drying in vacuum (10−6
mbar; 80–100◦C) was done for the mixture G4/Li-TFSI. According to
our experience,28 the residual water content of mixtures prepared in
this way is below 20–25 ppm, the detection limit of the Karl-Fischer
titration. The mixtures were then stored within this glove box.
The compositions of all mixtures are written as follows:
(1 − x) · Li-PF6 + x · EC/DMC
(1 − x) · Li-TFSI + x · G4
(1 − x) · Li-TFSI + x · BMP-TFSI
The stoichiometric coefficients x are given in Table I. Taking into
account the density of the mixtures, ρ, the Li salt concentrations in
the solvents G4, EC/DMC and BMP-TFSI are given by:
cLi salt = (1 − x) · ρ(1 − x) · MLi salt + x · Msolvent [1]
Ionic conductivity.—Ionic conductivity measurements on all elec-
trolytes were carried out by means of a closed TSC 1600 liquid sample
cell (rhd instruments). A two-electrode setup was used with polished
platinum working and counter electrodes. The sample cell was filled
with about 0.1 mL electrolyte and thermostated in a range from –
30◦C to 100◦C for G4/Li-TFSI and BMP-TFSI/Li-TFSI and in a range
from 30◦C to 60◦C for LP30, respectively by means of a Eurotherm
2416 temperature controller. The accuracy of the temperature was
±0.1 K. Impedance measurements were carried out using an Alpha-
A impedance analyzer (Novocontrol Technologies) equipped with a
POT/GAL 30V 2A interface. The impedance spectra were taken in a
frequency range from 1 MHz to 1 Hz with an ac voltage amplitude of
10 mVrms. The cell constant was determined by means of a 0.1 mol/L
KCl standard solution from HANNA Instruments (Kcell = 55.3 cm–1).
The software WinDETA was used for controlling the experiments.
The fitting of impedance spectra was carried out by means of the
RelaxIS software (rhd instruments) using an equivalent circuit with a
resistance representing the bulk ion transport in series with a constant
phase element (CPE) representing electrode polarization.
Very-low-frequency impedance.—For the very-low-frequency
impedance measurements, a novel sample cell was constructed, see
Fig. 2. Herein, the distance d between two flattened Li metal elec-
trodes could be adjusted from electrical contact up to 6 mm. The
electrode distance was typically chosen between 100 μm and 1 mm
with an accuracy of about 10 μm. The precise distance control was
Table I. Stoichiometric coefficients and Li salt concentrations of the electrolytes.
Stoichiometric Coefficient Salt Concentration
Electrolyte Solvent Li salt x cLi salt/mol L–1
EC/DMC/Li-PF6 (LP30) EC/DMC Li-PF6 0.92 1.00
G4/Li-TFSI (solvate ionic liquid) Tetraglyme Li-TFSI 0.50 2.75
BMP-TFSI/Li-TFSI (binary mixture) BMP-TFSI Li-TFSI 0.63 1.49
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Figure 2. Top: Schematic of the symmetrical Li | electrolyte | Li cell; Bottom:
Photo of the sample cell used for VLF-impedance measurements.
verified by measuring the capacitance of the empty cell before fill-
ing in the electrolyte. The VLF-IS measurements were carried out
in a frequency range from 1 MHz to 0.1 mHz by using an Alpha-
A impedance Analyzer (Novocontrol Technologies) equipped with a
ZG2 interface and a Quatro Cryosystem (±0.1 K). The ac amplitude
was set to 1–2 mVrms. This very small amplitude was used to ensure
a linear response as well as very small concentration gradients in or-
der to avoid convection effects. The software WinDETA was used for
controlling the experiments.
After filling the cell with the electrolyte, impedance spectra in
an intermediate frequency range from 1 MHz to about 0.1 Hz were
taken continuously in order to monitor the Li | electrolyte interfacial
impedance. Typically after 24–48 h, the interfacial impedance became
constant, so that the VLF-IS measurement could be started.
The fitting of the impedance spectra was done by means of the
RelaxIS software (rhd instruments) using the equivalent circuit shown
in Fig. 3. Here, L represents the cable inductances, while Rbulk is
the bulk ion transport resistance. The two serial R||CPE elements
represent the interfacial impedances. The overall interfacial resistance
Rinterface is given by the sum of the charge transfer resistance RCT and
the solid electrolyte interphase (SEI) resistance RSEI. A Warburg-
short element Ws represents the diffusion impedance caused by the
cable
Ws
bulk
ion migraon
interface: electrode | electrolyte bulk
Li+ diffusion
CPESEI CPEDL
high
frequencies
intermediate
frequencies
low
frequencies
Rbulk
L RSEI RCT
Figure 3. Equivalent circuit used for fitting of the very-low-frequency
impedance spectra of the symmetrical Li | electrolyte | Li cell.
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Figure 4. Arrhenius plot of ionic conductivity of the three electrolytes.
formation of a diffusion layer across the bulk of the electrolyte:
ˆZWs (ω) = Rdiffusion ·
tanh
[( j · ω · τ)α]
( j · ω · τ)α [2]
Here, Rdiffusion denotes the diffusion resistance, ω denotes the angular
frequency, j the imaginary unit, τ a characteristic time for establish-
ing stationary diffusion profiles across the electrolyte, while α is a
characteristic exponent. In the ideal case with α = 0.5, the time τ can
be written as
τ = d
2
4 · Dsalt
[3]
with Dsalt denoting the salt diffusion coefficient.29,30
Results
Conductivity measurements.—Results for the total ionic conduc-
tivity of all electrolytes are shown in an Arrhenius plot in Fig. 4.
LP30 exhibits the highest ionic conductivity, while the binary mixture
BMP-TFSI/Li-TFSI exhibits the lowest conductivity.
Very-low-frequency impedance spectra.—After taking a very-
low-frequency impedance spectrum in a symmetrical Li | electrolyte
| Li cell configuration, a Kramers-Kronig transformation test was car-
ried out. For this test, the software Lin-KK (KIT) was used.19,21 This
software transforms the measured real part of the impedance into the
imaginary part and vice versa, and compares the calculated data to the
measured data. Residuals are defined as the relative deviation between
the calculated Kramers-Kronig impedances ˆZKK(ω) and the measured
impedances ˆZ (ω):
Re (ω) = Z
′
KK (ω) − Z ′ (ω)
| ˆZKK (ω)|
[4]
Im (ω) = Z
′′
KK (ω) − Z ′′ (ω)
| ˆZKK (ω)|
[5]
Fig. 5a shows a comparison of the measured with the calculated Z′′
data in a Nyquist plot. The good agreement shows that instationarities
in the cell during the recording of the VLF impedance spectrum were
negligible. In Fig. 5b, the residuals are plotted versus frequency. The
deviations are below 1% in the frequency range from 1 MHz down to
0.109 mHz.
The electrode distance d was calculated from the bulk resistance
Rbulk obtained from the fit of the VLF-IS and from the specific
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Figure 5. Kramers-Kronig transformation test of the very-low-frequency
impedance spectra obtained for the electrolyte G4/Li-TFSI. (a) Nyquist plot of
experimental data and Kramers-Kronig transformed data; and (b) frequency-
dependent residuals.
ionic conductivity σ determined independently (Conductivity mea-
surements section). Fig. 6a shows a representative VLF impedance
spectrumobtained for theG4/Li-TFSI electrolyte at different electrode
distances between 130 μm and 330 μm. A high-frequency semicircle
due to interfacial impedances (SEI and charge transfer) and a low-
frequency diffusion impedance are clearly detectable. In Fig. 6b, we
plot the resistances Rinterface and Rdiffusion versus the electrode distance
d. While Rinterface is independent of d, the diffusion resistance Rdiffusion
shows the expected linear dependence on d. Fig. 6c proves that the
time τ shows a quadratic dependence on d, as expected from Eq. 3.
The values obtained for Rbulk and Rdiffusion were then used to calculate
the transference number of the Li+ ions, t currentLi+ , according to:
t currentLi+ =
Rbulk
Rbulk + Rdiffusion [6]
The justification for using this equation will be given in the Discussion
section.
In the case of G4/Li-TFSI, we obtain a value of t currentLi+ = 0.025,
which is much lower than the transport number tNMRLi+ = 0.52. In Table
II, we compare t currentLi+ and t
NMR
Li+ for all electrolytes. In the case of
LP30, the transference number t currentLi+ is in the range of 0.05–0.07,
while the transport number tNMRLi+ is in the range of 0.4. In the case of
the IL-based electrolyte BMP-TFSI/Li-TFSI, the transference number
t currentLi+ is in the range of 0.05–0.06, which is only a factor of about 2.5
lower than the transport number tNMRLi+ = 0.13. Thus, we state that in
particular for the two electrolytes G4/Li-TFSI and LP30, there is a
strong difference between the transference number and the transport
number of the Li+ ions.
Discussion
Combination of Onsager reciprocal relations with linear re-
sponse theory for calculating ion fluxes and Li+ transference
numbers.—In the following, we use the Onsager reciprocal relations
for calculating the ion fluxes in an electrolyte with only two types of
univalent mobile ions in a neutral solvent. We assume that the driving
forces for the ion fluxes are the electrochemical potential gradients
of the cations, dμ˜+/dx , and of the anions, dμ˜−/dx . In this case, the
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Figure 6. (a) VLF impedance spectra of G4/Li-TFSI at different electrode
distances d; (b) Plot of resistances Rbulk, Rinterface, Rdiffusion versus electrode
distance d; and (c) Plot of fit parameter τ versus d2.
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Table II. Fit parameters Rbulk, Rinterface, Rdiffusion, τ, α; transference numbers tcurrentLi+ and transport numbers t
NMR
Li+ . The relative error of the
transference number is in the range of 10%.
Resistances/ Transference Numbers Transport Numbers
Electrolyte T/◦C d/mm Rbulk Rinterface Rdiffusion τ/s α tcurrentLi+ t
NMR
Li+
EC/DMC/Li-PF6 30 0.70 5.3 464 75 994 0.29 0.071 0.3924
(LP30) 30 0.71 5.4 435 77 874 0.31 0.061 0.4125
30 0.94 7.2 888 126 1226 0.30 0.057 0.4726
G4/Li-TFSI 30 0.13 7.5 291 280 400 0.46 0.026 0.5222
(solvate ionic liquid) 30 0.15 8.8 287 374 737 0.46 0.023 -
30 0.29 16.7 281 663 2648 0.46 0.025 -
30 0.33 19.3 274 782 3883 0.46 0.024 -
BMP-TFSI/Li-TFSI 60 0.34 23.2 165 486 1501 0.40 0.048 0.13a27
(binary mixture) 60 0.56 38.3 408 628 1700 0.49 0.061 -
60 0.62 41.9 449 678 1891 0.48 0.062 -
aPFG-NMR measurements were carried out at 20◦C.
molar flux of the cations, J+, and of the anions, J−, can be written as:
J+ = −
(
σ++
F2
dμ˜+
dx
+ σ+−
F2
dμ˜−
dx
)
[7]
J− = −
(
σ−−
F2
dμ˜−
dx
+ σ+−
F2
dμ˜+
dx
)
[8]
Here, σ++, σ−− and σ+− are transport coefficients, while F denotes
the Faraday constant.
The driving forces dμ˜i/dx are given by:
dμ˜i
dx
= zi F · dϕdx + RT ·
d ln ai
dx
[9]
Here, ϕ is the electric potential, while zi and ai denote the charge
number and the activity of the ionic species i, respectively. The other
symbols have their usual meaning. Inserting Eq. 9 into 7 and 8 results
in:
J+ = −
(
σ++
F2
·
[
F
dϕ
dx
+ RT · d ln a+
dx
]
+ σ+−
F2
[
−F dϕ
dx
+ RT · d ln a−
dx
])
[10]
J− = −
(
σ−−
F2
·
[
−F dϕ
dx
+ RT · d ln a−
dx
]
+ σ+−
F2
[
F
dϕ
dx
+ RT · d ln a+
dx
])
[11]
On short time scales in a potentiostatic polarization experiment and at
high frequencies in an impedance spectroscopy measurement, there
are no concentration and activity gradients in the bulk of the elec-
trolyte, so that the ion transport is exclusively due to migration. In this
case, we obtain:
J+ = −
(
σ++
F2
· F dϕ
dx
− σ+−
F2
· F dϕ
dx
)
= σ++ − σ+−
F
·
(
−dϕ
dx
)
= σ++ − σ+−
F
· E0bulk [12]
J− = −
(
−σ−−
F2
· F dϕ
dx
+ σ−+
F2
· F dϕ
dx
)
= −σ−− + σ+−
F
·
(
−dϕ
dx
)
= −σ−− + σ+−
F
· E0bulk [13]
with E0bulk denoting the initial electric field in the bulk electrolyte
without concentration gradients. Thus, the electric current density
due to migration jmigration is given by:
jmigraton = F · (J+ − J−)
= (σ++ + σ−− − 2σ+−) · E0bulk ≡ σmigration · E0bulk [14]
According to linear response theory,31,32 the bulk ion conductivity
σmigration is directly related to the equilibrium dynamics of the ions in
the absence of an electric field:
σmigration = e
2
6 · V · kbT · limt→∞ ·
d
dt
N++N−
i=1
zi ·  Ri (t)
2
= e
2
6 · V · kbT · limt→∞ ·
d
dt
[( N+
i=1 
Ri (t)
2
+ N−
j=1
 Rj (t)
2
−2 N+
i=1 
Ri (t) ·
N−
j=1 
Rj (t)
)]
[15]
Here, V denotes the volume of the sample, while N+ and N− are the
numbers of cations and anions, respectively.  Ri (t) and  Rj (t) stand
for the time-dependent displacement vectors of cation i and anion j,
respectively. Comparing Eqs. 14 and 15 reveals that the transport coef-
ficients σ++ and σ−− are given by the first and second term in squared
brackets in Eq. 15. Thus, σ++ is influenced by correlations between
the movements of different cations, while σ−− is influenced by cor-
relations between the movements of different anions. The transport
coefficient σ+− is determined by correlations between the movements
of cations and anions. In an ideal electrolyte, such correlations are
absent, and σ+− = 0.
In the stationary state of a potentiostatic polarization experiment
and at low frequencies in an impedance spectroscopic measurement,
the anions are blocked, i.e. J− = 0. In this case, cation and anion
diffusion layers extend across the bulk electrolyte. Assuming that due
to electroneutrality, the concentrations and activities of the ions in
these layers are identical (c+ = c− ≡ c and a+ = a− ≡ a), it follows
from Eq. 11 that
RT · d ln a
dx
= σ−− − σ+−
σ−− + σ+− · F ·
dϕ
dx
[16]
Consequently, the potential drop over the bulk electrolyte in the sta-
tionary state can be written as:
ϕssbulk =
σ−− + σ+−
σ−− − σ+− ·
RT
F
·  ln a = −E ssbulk · d, [17]
while the quasi-equilibrium potential drop over the interfaces for es-
tablishing the Li+ ion activities at the electrodes is given by:33
ϕNernst = RTF ·  ln a [18]
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Eqs. 17 and 18 imply that for non-ideal electrolytes with σ+− = 0, the
potential drop over the bulk and the quasi-equilibrium potential drops
over interfaces are not identical. However, the sum of both potential
drops is constant throughout a polarization experiment:
ϕ = ϕssbulk+ϕNernst =
(
1+ σ−− + σ+−
σ−− − σ+−
)
· RT
F
· ln a=−E0bulk ·d
[19]
Inserting Eqs. 16–18 into Eq. 10 results in the following expression
for the cation current density in the stationary state (ss):
jss = F · J ss+ =
(
(σ++ − σ+−) + (σ−− − σ+−) · σ++ + σ+−
σ−− + σ+−
)
· E ssbulk
=
(
(σ++ − σ+−) + (σ−− − σ+−) · σ++ + σ+−
σ−− + σ+−
)
·
(
σ−− + σ+−
2σ−−
)
· E0bulk [20]
In the case of an ideal electrolyte with σ+− = 0, this gives the well-
known result for the current density in the stationary state, jss =
σ++ · E0bulk.33
We now define the Li+ transference number by:
t currentLi+ =
jss
jmigration
=
(σ++ − σ+−) + (σ−− − σ+−) · σ++ + σ+−σ−− + σ+− ·
σ−− + σ+−
2σ−−
(σ++ + σ−− − 2σ+−)
= σ−− · σ++ − σ+−
2
σ−− · (σ++ + σ−− − 2 · σ+−) [21]
In the case of an ideal electrolyte with σ+− = 0, Eq. 21 results in:
t currentLi+ =
σ++
σ++ + σ−− =
D+
D+ + D− = t
NMR
Li+ , [22]
since the Nernst-Einstein equations σ++ = D+ · (cF2)/(RT ) and
σ−− = D−·(cF2)/(RT ) are valid. Thus, the transference number is
identical to the transport number.
From the results of an impedance spectroscopic experiment, the
initial current density due to migration and the stationary current den-
sity can be obtained via the expressions: jmigration = ϕ/(A · Rbulk)and
jss = ϕ/(A · (Rbulk + Rdiffusion)), respectively, with A denoting the
electrode area. This results in Eq. 6 for the calculation of the transfer-
ence number from impedance data.
Here, we note that our approach based on the Onsager relations is
equivalent to theMaxwell-Stefan diffusion approach used byNewman
and coworkers.15,34–36 In fact, the Maxwell-Stefan approach is based
on the inverse of the Onsager matrix. This implies, however, that
the Maxwell-Stefan transport coefficients can only be related to the
equilibriumdisplacement vectors of themobile ions after performing a
matrix inversion. The combination of the Onsager relations with linear
response theory advocated here provides a more direct link between
ionic displacements in equilibrium transport models/simulations and
experimental results for the transference number. Thus, combined
theoretical and experimental studies on electrolytes with different salt
concentrations should lead to a better understanding of the influence
of ion interactions on Li+ transference numbers.
Application to the electrolytes G4/Li-TFSI and LP30.—As men-
tioned above, discrepancies between the transport number tNMRLi+ and
the transference number t currentLi+ are related to the non-ideality of an
electrolyte, i.e. to cation-cation, anion-anion and cation-anion inter-
actions and the resulting correlations in the ionic movements. In order
to analyze the influence of the non-ideality in a more quantitative
fashion, we define the parameters α and β as follows:
α ≡ σ++
σ++ + σ−− and (1 − α) ≡
σ−−
σ++ + σ−− [23]
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Figure 7. Transference number tcurrentLi+ plotted versus the correlation parame-
ter β.
β ≡ 2 · σ+−
σ++ + σ−− [24]
In the case of an ideal electrolyte, the parameter α is identical to the
transport number tNMRLi+ (Eq. 22). On the other hand, this is not exactly
true for a non-ideal electrolyte due to correlated motions of different
cations and due to correlated motions of different anions. However,
if cation-cation correlations and anion-anion correlations are similar,
since they are both governed by long-range Coulombic interactions,
the parameter α should be rather close to the transport number tNMRLi+ .
The parameter β is determined by correlatedmovements of cations and
anions. According to Eq. 15, preferential movements of cations and
anions into the same direction, which are expected due to attractive
coulomb interactions, lead to positive values of σ+− and β.
Combining Eqs. 21, 23 and 24 results in the following expression
for the Li+ transference number:
t currentLi+ =
β2 − 4 · α + 4 · α2
4 · (1 − α) · (β − 1) [25]
In order to analyze this expression for the two electrolytes G4/Li-TFSI
and LP30, we make the assumption that α = tNMRLi+ . Thus in Fig. 7,
we plot t currentLi+ versus β for α = 0.52 (G4/Li-TFSI) and for α = 0.40(LP30). In principle, β can vary between 0 and 1. According to Eqs.
14 and 22, β values larger than unity would imply negative values for
σmigration and are therefore unphysical. For β = 0, the transference
number t currentLi+ is identical to α. With increasing β, the transference
number t currentLi+ becomes larger than α, then reaches a maximum and
finally decreases strongly as β approaches unity. The maximum is
found at βmax = 2α for α < 0.5 and at βmax = 2(1 − α) for α > 0.5.
When comparing Eqs. 14, 23 and 24, it becomes obvious that in the
regime β > βmax, the cation migration current, which is proportional
to σ++ − σ+−, is negative. However, at β values below
√
4α(1 − α),
the transference number is positive, i.e. a positive diffusion current
overcompensates the negative migration current. The low, but positive
t currentLi+ values found experimentally suggest that in the caseG4/Li-TFSI
and LP30, the β values are between βmax and
√
4α(1 − α). This implies
strongly correlated movements of cations and anions and negative Li+
migration currents.
Can the parameter β be determined experimentally? This is possi-
ble via separate measurements of cation and anion fluxes, J+ and J−,
by means of electrophoretic NMR methods.11,37 Thus, we emphasize
that the application of electrophoretic NMR methods is an important
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complementary tool for achieving an improved understanding of the
transport properties of Li ion battery electrolytes.
Discrepancy between Li+ transference numbers obtained from
VLF-IS and from potentiostatic polarization measurements.—The
Li+ transference numbers obtained from potentiostatic polarization
(PP) measurements are considerably higher than the values we have
obtained by VLF-IS. For instance, in the case of carbonate-based elec-
trolytes, PP measurements yielded Li+ transference numbers above
0.34,6 while in the case of a mixture Li-TFSI/BMP-TFSI electrolyte
(0.2 mol kg–1), Li+ transference numbers between 0.22 and 0.25 were
reported.38,39 These discrepancies between the results of VLF-IS and
PP deserve a discussion, since, in principle, both methods determine
the same quantity t current+ , either via a time-domain measurement (PP)
or via a frequency-domain measurement (VLF-IS).
As alreadymentioned, the value of the “initial current” I0 measured
in a PP experiment depends on the time interval t the potentiostat
takes to measure the first current data point after switching on the dc
voltage Vdc. The time resolution of common potentiostats is of the
order of 1 ms. However, also longer time intervals t can in principle
be chosen in a measurement protocol. From our VLF impedance
spectra, the initial current in a PP experiment can be estimated by
dividing the dc voltage in the PP experiment by the modulus of the
impedance measured at a frequency 1/t:
I0 ≈ Vdc∣ ˆZ (1/t)∣ [26]
Accordingly, the stationary current in a PP experiment can be esti-
mated from the impedance measured at low frequencies:
Iss ≈ Vdc∣ ˆZ (ν → 0)∣ [27]
Now, the Li+ transference number obtained in a PP experiment, tPPLi+ ,
can be estimated via:
tPPLi+ =
Iss · (Vdc − I0 · Rinterface)
I0 · (Vdc − Iss · Rinterface) ≈
∣ ˆZ (1/t)∣ − Rinterface
ˆZ (ν → 0) − Rinterface
[28]
Since the low-frequency impedance | ˆZ (ν → 0)| is given by Rbulk +
Rinterface + Rdiffusion, the PP transference number tPPLi+ is only then iden-
tical to t current+ , if the relation | ˆZ (1/t)| = Rbulk + Rinterface is fulfilled.
In Fig. 8a, we show a comparative Nyquist plot with the impedance
spectra of the two electrolytes G4/Li-TFSI and LP30. From this plot
we can determine the optimal time interval toptimal, for which the
condition | ˆZ (1/toptimal)| = Rbulk + Rinterface is fulfilled. These values
are: toptimal= 1 s for G4/Li-TFSI and toptimal = 0.22 s for LP30,
respectively. In Fig. 8b, we plot tPPLi+versus t . If t is chosen longer
than the optimumvaluetoptimal, tPPLi+ becomes larger than t
current
+ . Thus,
it is important to note that toptimal has to be determined individually
for each electrolyte. Only in this case, the PP method yields the correct
transference number t current+ .
Conclusions
We have determined the Li+ transference number t currentLi+ of three
different electrolytes by applying very-low-frequency impedance
spectroscopy (VLF-IS) to a symmetrical Li | electrolyte | Li cell.
For the two electrolytes LP30 and G4/Li-TFSI, the Li+ transference
numbers are in the range of 0.05–0.07 and 0.02–0.03, respectively.
These values are much smaller than the respective Li+ transport num-
bers tNMRLi+ obtained from PFG-NMR measurements of the ionic self-
diffusion coefficients. In the case of the ionic liquid-based electrolyte
BMP-TFSI/Li-TFSI, the values t currentLi+ = 0.045 − 0.065 are more
similar to tNMRLi+ = 0.13.
The Onsager reciprocal relations were combined with linear re-
sponse theory in order to derive theoretical expressions for the Li+
transference number t currentLi+ , which take into account all correlations
in the movements of cations and anions. We show that for a binary
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Figure 8. (a) Comparative Nyquist plot for the two electrolytes G4/Li-
TFSI and LP30 showing different frequencies at which the condition
| ˆZ (1/toptimal)| = Rbulk + Rinterface is fulfilled. (b) Apparent Li+ transfer-
ence numbers obtained from a PP measurement for different time intervals
t.
electrolyte, the Li+ transference number t currentLi+ can be much smaller
than the Li+ transport number tNMRLi+ , if strong correlations exist be-
tween the movements of cations and anions in the sense that cations
and anions move preferentially into the same direction.
In the case of LP30, the Li+ transference number obtained by
VLF-IS was also considerably smaller than typical values obtained by
potentiostatic polarization (PP) measurements, although, in principle,
both methods should yield the same transference number. While VLF-
IS is capable of clearly differentiating between the bulk resistance of
the electrolyte, the Li | electrolyte interfacial resistances, and the
diffusion resistance, great care has to be taken concerning this in PP
measurements. We have shown that the time scale toptimal for the
measurement of the initial current I0 has to be chosen individually
for each electrolyte. Only if the condition | ˆZ (1/toptimal)| = Rbulk +
Rinterface is fulfilled, the PP method yields the correct Li+ transference
number t currentLi+ .
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Abstract 
Anion intercalation into graphite is a central process for energy storage in dual-ion battery 
cells. Electrochemical investigations show a strong kinetic hindrance of the intercalation 
process in the first charging cycle and less kinetic hindrance in subsequent cycles. In order to 
obtain information about the structure and properties of the graphite electrode during cycling 
and about the origin of the kinetic hindrance, we carried out an in-situ Raman spectroscopy 
study during the first and second charging/discharging cycle of a dual-ion cell. This cell 
consisted of a metallic lithium anode, a graphite cathode and a Pyr1,4TFSI/LiTFSI mixture as 
electrolyte. We show that the TFSI
-
 anion intercalation is not fully reversible, implying that 
TFSI
-
 anions remain inside the graphite matrix after completion of the first 
charging/discharging cycle. This is in contrast to the reversible intercalation/deintercalation of 
cations, like Li
+
 ions. Remarkably, the TFSI
-
 intercalation leads to enhanced Raman signals, 
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also in stark contrast to Li
+
 intercalation. We discuss the in-situ Raman spectra in terms of 
staging phenomena, mechanical strain formation, electronic charge densities, and defects. 
Furthermore, we show that intercalation-induced defects are self-healing over time. Our 
results suggest that there is an anti-correlation between the kinetic barrier for TFSI
-
 
intercalation in graphite and the number of defects. 
 
Keywords: in-situ Raman; dual-ion cell; anion intercalation; graphite intercalation compound 
1. Introduction 
Nowadays, one of the major challenges in energy storage research is the development of 
secondary batteries with higher energy densities, higher power densities, longer life times, and 
reduced production costs. The most wide spread secondary batteries for many modern 
applications are lithium-ion batteries (LIBs). However, there are various alternative types of 
batteries, which are subject to intensive research, such as lithium-air batteries [1–4], lithium-
sulfur batteries [5–7], sodium-ion batteries [8–11] and dual-ion cells [12–23]. Dual-ion cells 
make use of the intercalation of anions into graphite cathode. Major advantages of this type of 
cell are: (i) The cells are free of heavy metals and thus environment-friendly. (ii) They often 
exhibit a very long cycle life [14,15,18,19].  
Ion intercalation into graphite is a phenomenon that has been used for decades in energy 
storage systems. The most prominent example is the electrochemical intercalation of Li
+
 ions 
into graphite [24–30]. This process has been investigated by means of various characterization  
techniques, such as in-situ XRD [31,32], X-ray photoelectron spectroscopy [33], dilatometry 
[34–36], computational simulations [37–39], and in-situ Raman spectroscopy [40–42]. In 
comparison to this donor-type graphite intercalation compound (GIC), anion intercalation into 
graphite is much less widespread due to the absence of an important technological application 
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of acceptor-type GICs. However, electrochemical intercalation of anions into graphite 
resulting in acceptor-type GICs has already been known since the 1930s [43]. It was also 
investigated with a view to potential applications in secondary batteries [21,22,44–46], but 
these systems were inferior to LIBs, in particular with regard to energy density [47]. 
However, recent work has demonstrated remarkable cycling stabilities of dual-ion cells with 
acceptor-type GICs [14,15,22]. In 2015, Lin et al. showed that secondary batteries based on 
anion intercalation can also show extraordinary high charging rates [19]. They developed an 
aluminum-ion battery which can be fully charged in less than one minute using intercalation 
of AlCl4
-
 into graphite [19]. In combination with the low cost of the electrode materials and 
the avoidance of heavy metals, batteries based on anion intercalation are promising candidates 
for stationary energy storage applications. 
In this paper, we focus on a cell that was introduced by Placke et al. in 2012 [14,15]. This cell 
consists of a lithium metal anode and a graphite cathode combined with a solution of lithium 
bis(trifluoromethanesulfonyl)imide (LiTFSI) in the room temperature ionic liquid (RTIL) 1-
butyl-1-methylpyrrolidinium TFSI (Pyr1,4TFSI) as electrolyte. During charging, lithium is 
plated on the metallic lithium electrode, while TFSI
-
 anions are intercalated into graphite. This 
implies that the lithium salt LiTFSI is extracted from the electrolyte during charging and 
released back into the electrolyte during discharging. This leads to strong concentration 
changes and local concentration gradients during cycling [48]. During the first cycles, this 
system shows a significant irreversible capacity [14–16,49]. Placke et al. showed that these 
irreversible processes are not related to the formation of a solid electrolyte interphase (SEI) 
[16], which is commonly formed on graphite anodes in LIBs. In a recent paper, we 
demonstrated that the irreversible processes take place mainly at the graphite electrode [48]. 
However, further studies are needed to understand the exact origin of the irreversible 
processes. 
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In 2014, Placke et al. studied staging behavior during the electrochemical intercalation of 
TFSI
-
 and other anions in dual-ion cells by means of in-situ powder x-ray diffraction (XRD) 
[23]. Staging of GICs is a well-known phenomenon first described by Rüdorff and Hofmann 
in 1938 [43]. The stage number indicates how many graphene layers are in between two 
intercalant layers (see Figure 1). The XRD technique provides information about the staging 
mechanism and the amount of expansion of the graphite structure due to higher interlayer 
distances. Placke et al. investigated only a single charging/discharging cycle and did not 
analyze irreversible processes during this cycle. Huesker et al. investigated the same system 
by means of dilatometry [50]. They found that the expansion of the graphite matrix during 
charging is not completely reversible, but they did not give an explanation for this 
phenomenon. 
 
 
Figure 1: Schematic illustration of different stages of GICs. The black lines represent 
graphene layers, while the blue dots represent intercalant layers.  
 
Here we report on an in-situ Raman investigation of the intercalation of TFSI
-
 into graphite. 
First studies on this field were carried out by Hardwick et al. [51]. However, they only 
investigated the first charging/discharging cycle with a focus on the unintentional 
intercalation of anions into conductive carbon inside high-voltage cathodes for lithium-ion 
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batteries. Instead we focus on the intentional intercalation of TFSI
-
 into graphite in dual-ion 
cells. We show that in the first charging/discharging cycle, the intercalation of TFSI
-
 is not 
completely reversible, implying that a certain amount of TFSI
-
 anions remain trapped in the 
graphite matrix during discharging. This is in contrast to Li
+
 intercalation/deintercalation in 
graphite. We also find clear evidence for mechanical strain and changes in the electronic 
charge density induced by the anion intercalation. Finally, we show that during charging, 
lattice defects are formed, which do not disappear after discharging, but which can be healed 
by long rest times of the cell. There seems to be an anti-correlation between the number of 
these defects and the kinetic barrier height for anion intercalation. 
 
2. Experimental 
2.1 Synthesis 
Graphitic foam was synthesized similar to the route described by Chen et al. [52]. Nickel 
foam (Ni-4753, Recemat BV) acted as a template for chemical vapor deposition (CVD) of 
carbon. Rectangular blanks of 40 mm x 20 mm and 1.6 mm thickness were laser-cut from a 
nickel foam sheet and placed in a horizontal quartz tube furnace of 35 mm inner diameter and 
500 mm length. The templates were heated to 1000 °C at a rate of 30 °C min
-1
 under forming 
gas (5% H2/95% N2) at a flow rate of 200 s.c.c.m. Carbon deposition on nickel was induced 
by adding 10 s.c.c.m CH4 to the forming gas flow for a period of 7 minutes. Subsequently, the 
samples were cooled to room temperature at a rate of about 100 °C min
-1
. As-prepared 
samples were drop-coated with a solution of 4 wt% polymethyl methacrylate (PMMA) in 
CHCl3 and dried for 30 min at 180 °C in ambient air. PMMA-coated samples were immersed 
in HCl (3 mol/L) at 85 °C for 3 h in order to dissolve the nickel templates. Finally, the 
protective PMMA-coatings were removed by immersing the samples in acetone at 55 °C for 
10 min.           
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2.2 Scanning Electron Microscopy 
The nickel foam used as template for the graphitic foam and the graphitic foam itself were 
characterized by means of a JSM-7500F (JEOL) scanning electron microscope (SEM). The 
SEM was operated at an accelerating voltage of 10.0 keV and at a working distance of 
8.0 mm. 
2.3 Electrochemical Measurements 
For the electrochemical measurements, the synthesized graphitic foam was used as active 
cathode material. It was cut into 10 mm disks, dried at 80 °C for 24 h under a diffusion-pump 
vacuum. To contact the active material as working electrode, it was pressed onto an aluminum 
grid (EL-CELL GmbH). As an electrolyte, a solution of LiTFSI (Sigma-Aldrich, purity: 
99.95%) in Pyr1,4TFSI with a molar ratio LiTFSI:Pyr1,4TFSI of 1:3.34 (1 mol/L) was used. 
The RTIL was synthesized and purified by Passerini et al. by means of a method described in 
[53,54] and was dried at a pressure of 10
-6
 mbar at 80 °C. The water content of the RTIL was 
less than 15 ppm as measured by Karl-Fischer titration (Mettler-Toledo, C20 Coulometric 
Karl-Fischer-Titrator). As anode and as reference electrode, high-purity lithium foil 
(Chemetall) was used. The electrodes were separated by a glass fiber separator (EL-CELL 
GmbH). 
All electrochemical measurements were performed in a three-electrode setup within an ECC-
Opto-Std Cell (EL-CELL GmbH) by means of an IviumStat Electrochemical Interface (Ivium 
Technologies). This cell allows for optical observation of the backside of the working 
electrode through an optical glass window of 0.3 mm thickness. The cells were assembled in 
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an argon-filled glove box (UniLab, MBraun) and equilibrated for 24 h prior to further use. 
The cells had an open circuit potential (OCP) of approximately 3.0 V vs. Li
+
/Li. Galvanostatic 
cycling was performed at room temperature (RT) with charging and discharging currents of 
12.5 mA/g in a potential range from 3.4 V to 5.0 V vs. Li
+
/Li. 
 
2.4 In Situ Raman Measurements 
The electrochemical cell used for the in-situ Raman measurements was assembled as 
described above. Raman spectra were recorded at OCP prior to cycling and at specific 
potentials during galvanostatic cycling with charging and discharging currents of 12.5 mA/g. 
After reaching a predefined potential, this potential was stabilized in a potentiostatic mode for 
1.5 h before recording a Raman spectrum. After recording of the spectrum, the galvanostatic 
cycling was continued. Synchronization of the electrochemical measurement and the Raman 
measurements was achieved by means of self-written software. 
Raman spectra were measured in backscattering geometry by means of a Raman microscope 
inVia (Renishaw), using a frequency-doubled Nd:YAG laser (532 nm wavelength) focused on 
the backside of the working electrode through a 20x objective (Leica). The spectra were 
recorded in confocal mode in a wave number range between 1230 cm
-1
 and 2780 cm
-1
. The 
laser power was reduced to 0.1 mW to prevent both heating of the sample area and 
degradation of electrolyte, which would produce fluorescence. 
 
3. Results and Discussion 
3.1 Characterization of Graphitic Foam 
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Figure 2a and b show SEM images of the nickel foam used as template and of the synthesized 
graphitic foam, respectively. The overall morphology of the foams is virtually identical. As 
seen from Figure 2b, some of the bars of the graphitic foam are cracked allowing the 
electrolyte to not only wet the outer surfaces of the bars, but also the inner surfaces. 
The magnification of the optical microscope (see Figure 2c) allows for focusing on the 
surface of a single bar. This is important for achieving a good signal to noise ratio in the 
Raman measurements. During the in-situ Raman measurements, the laser was focused onto 
the black marked spot. The Raman spectrum of the pristine graphitic foam is shown in Figure 
3. The main peaks observed are the G band at 1582 cm
-1
 and the 2D band. The latter band can 
be fitted by two peaks at 2682 cm
-1
 and 2722 cm
-1
. Such a Raman spectrum is typical for 
graphitic carbon [55–58]. The G band corresponds to the first-order E2g optical mode and is 
associated with a relative motion of sp
2
 carbon atoms. The 2D peak is the overtone of the so-
called D peak that is located at ca. 1350 cm
-1 
[57]. Even though the D band is related to 
defects in graphite, the 2D band is observed in defect-free graphite as well [58]. Here, the 
absence of the D band is a clear indication of highly ordered defect-free graphite. The origin 
of the small peak at 2449 cm
-1
 is not known and will not be further discussed in this paper. 
Here, it is worth mentioning that all bands of graphite are due to resonant Raman scattering, 
leading to very high intensities. Raman bands of the electrolytes, which are expected in the 
considered spectral range are caused by non-resonant scattering. Since these bands exhibit a 
much lower intensity, they cannot be observed under the experimental conditions in this 
study. 
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Figure 2: (a) SEM image of the nickel foam used as template, (b) SEM image of the 
synthesized graphite foam, and (c) optical microscope image of the working electrode used 
for the in-situ Raman measurements. 
 
 
Figure 3: Raman spectrum of the pristine graphitic foam. The spectrum clearly shows the G 
and 2D bands. The inset demonstrates the absence of the D band. 
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3.2 Galvanostatic Cycling 
In order to obtain information about the potentials, at which intercalation and deintercalation 
of TFSI
-
 in graphite takes place, a dual-ion cell was cycled for two complete 
charging/discharging cycles using a current of 12.5 mA/g. Figure 4 shows the differential 
capacity curves of both cycles. During the first charging, intercalation of TFSI
-
 starts at 
approximately 4.41 V vs. Li
+
/Li, followed by a sharp peak at ca. 4.44 V. At higher potentials 
between 4.5 V and 4.7 V, the peak shows a weak shoulder, while between 4.7 V and the 
cutoff potential of 5.0 V, the differential capacity is almost constant. During discharging, a 
total of five peaks is detected: (i) a weak peak at 4.67 V; (ii) a sharp peak at 4.50 V; (iii) 
another sharp peak at 4.47 V; (iv) a broad peak at 4.34 V; (v) a weak and broad peak at 
4.07 V. In the literature [15],  the occurrence of the different peaks is assigned to the existence 
of different stages of the GIC. This will be discussed in more detail in section 3.3.1.  
The differential capacity curve of the second cycle is quite similar to that of the first cycle, 
except for one important difference. Intercalation of TFSI
-
 starts at lower potentials (ca. 
4.36 V) than in the first cycle, resulting in a broad peak at 4.44 V. This effect was explained 
by Placke et al. [15] in terms of a kinetic hindrance of TFSI- intercalation during the first 
cycle. According to this explanation, the kinetic barrier is caused by an opening process of 
partially closed interlayer gaps during the first charging cycle. This kinetic hindrance is then 
absent during the second and subsequent cycles [15]. 
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Figure 4: Differential capacity curves of the first two charging/discharging cycles of a dual-
ion cell obtained with the in-situ Raman cell using a current of 12.5 mA/g. The dots mark the 
potentials, at which the Raman spectra were collected. 
 
 
 
3.3. In-situ Raman Measurements 
Figure 5 shows an overview of selected Raman spectra recorded during the first (Figure 5a) 
and the second cycle (Figure 5b). The most important changes of the spectra during cycling 
will be discussed in the following subsections and compared to phenomena observed during 
the intercalation of Li
+
 into graphite. 
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Figure 5: Overview over selected Raman spectra obtained during (a) the first cycle and (b) the 
second cycle. The dotted lines mark the initial positions of the G peak (E2g) and of the 
dominant 2D peak, respectively. 
 
 
 
3.3.1 Staging Behavior and Charge Density of Layers from G Band 
The most prominent change in Raman spectra during charging of the dual-ion cell is the 
splitting of the so-called G peak, accompanied by a blue shift of both resulting peaks (see 
Figure 5). Splitting of the G peak is a well-known phenomenon observed for GICs and is 
related to the formation of staged compounds with stage numbers larger than 3. The origin of 
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the splitting can be described by means of the nearest layer model [59]. The peak at lower 
wave numbers results from a vibrational mode of the inner graphene layers (E2g(i)) adjacent to 
other graphene layers, while the peak at higher wave numbers is due to a vibrational mode of 
the boundary graphene layers (E2g(b)) adjacent to intercalant layers. GICs with a stage of 2 or 
1 exhibit only boundary layers and therefore do not show two E2g modes. 
In the first cycle, splitting of the G peak starts at 4.40 V, at which the steep incline of the 
differential capacity is observed (see Figure 4). At higher potentials (starting at 4.70 V), the 
E2g(i) mode nearly vanishes and only manifests as a shoulder of the E2g(b) mode, making it 
difficult to fit this peak in a reliable fashion. 
Before the G peak splits up into two peaks, its wave number remains constant at 1584 cm
-1
 
(see Figure 6). This is a significant difference to the electrochemical intercalation of Li
+
, 
which manifests as a gradual blue shift of the G peak, before it splits up due to the formation 
of a dilute stage 1 GIC [40,41]. During TFSI
-
 intercalation, no dilute stage 1 compound is 
formed, but compounds with stage numbers 𝑛 ≥ 3 are instantaneously formed. 
As soon as the G peak splits up during the first charging cycle, there is a sudden blue shift 
followed by a more gradual increase of the wave number with increasing potential, up to a 
value of 1592 cm
-1
. The peak at higher wave numbers appears at 1607 cm
-1
 and blue shifts 
almost linearly with potential up to a value of 1623 cm
-1
. During the first discharging cycle, 
the E2g(b) mode shows a gradual red shift between 5 V and 4.3 V. At 4.3 V and 4.2 V, there 
are sudden red shifts of the boundary-layer mode (to 1609 cm
-1
) and of the inner-layer mode 
(to 1587 cm
-1
), respectively. These sudden changes seem to be related to the broad 
deintercalation peak visible in the differential capacity curve (see Figure 4). Remarkably, 
there is no big difference between the spectra recorded at 4.6 V and at 4.4 V (see Figure 5), 
even though the differential capacity curve exhibits two sharp peaks in this potential range. At 
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lower potentials, the position of the E2g(i) mode remains fairly constant at 1586 cm
-1
 , while 
the position of the E2g(b) mode further red shifts to 1606 cm
-1
. 
The blue shift of the peaks during intercalation can be explained by an increasingly positive 
electronic charge density of the graphene layers [57,60]. It is most likely caused by a 
breakdown of the adiabatic Born-Oppenheimer approximation due to strong electron-phonon 
coupling [61]. The positive charge is located almost entirely at the boundary graphene layers, 
while the inner layers remain nearly uncharged [62]. This also explains the more pronounced 
shift of the E2g(b) mode (nearly 20 cm
-1
)  compared to the E2g(i) mode (less than 10 cm
-1
). 
At the end of the first discharging process, the Raman spectrum (see Figure 5a) still exhibits 
two E2g modes that strongly overlap. This gives strong indication that the deintercalation of 
TFSI
-
 anions is not complete, implying that residual TFSI
-
 anions remain in the graphite 
matrix. This is also in accordance with the position of the E2g(i) mode at the end of the 
discharging process, which is still slightly higher than the position of the G peak before 
cycling.   
The trends observed during the second cycle are similar, except for a small difference (see 
Figure 6) which manifest mainly during discharging, even though the differential discharge 
capacity curves of the first and the second cycle (see Figure 4) are virtually identical. During 
the second discharging cycle, the red shift of the E2g modes (especially of the E2g(b) mode) 
are somewhat more gradual below 4.3 V. Even the significant differences between the first 
and the second charging cycle regarding the kinetic hindrance effect does only manifest in a 
slightly more gradual blue shift of the E2g(i) mode. 
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Figure 6: Wave number of the (a) E2g(i) mode and the (b) E2g(b) mode plotted versus 
potential.  
 
The intensity ratio 𝑅 of the E2g(i) mode and the E2g(b) mode gives detailed information about 
the staging of the GIC. 𝑅 depends on the stage number 𝑛 of the GIC in a linear fashion [63]:  
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𝑅 =
𝐼𝑖
𝐼𝑏
=
𝜎𝑖
𝜎𝑏
𝑛 − 2
2
 (1) 
𝐼𝑖 and 𝐼𝑏 denote the intensities of the E2g(i) mode and the E2g(b) mode, respectively. The stage 
independent value 
𝜎𝑖
𝜎𝑏
 represents the ratio of the cross sections for Raman scattering of the 
inner and the boundary layers. Sole et al. claimed that this ratio is unity in case of lithium 
intercalation [40]. This is not strictly correct, since the ratio of scattering cross sections 
strongly depends on the wavelength of the laser [62]. However, since Sole et al. obtained 
reasonable values for the stage numbers, their claim is plausible.  
Figure 7a shows the ratio of peak intensities of the E2g(i) mode to the E2g(b) mode plotted 
versus potential. On the right ordinate, the stage number is plotted under the assumption that 
the ratio 
𝜎𝑖
𝜎𝑏
 is unity. Under this assumption, the obtained stage numbers are in a plausible 
range between two and five. During the first charging cycle, the stage number drops rapidly to 
a virtually constant number slightly larger than two (at potentials above approximately 4.6 V). 
This value is in good agreement with the in-situ XRD study performed by Placke et al. [23] 
showing a stage 2 GIC for TFSI
-
 intercalation at a potential of 5.1 V. During the second 
charging cycle, the stage is fairly constant below 4.5 V and drops to similar values as in the 
first cycle at potentials above 4.5 V. 
The two discharging cycles are rather similar and show a gradually increasing stage number 
with decreasing potential with an indicated plateau region starting at ca. 4.2 V with a stage 
number in the range of 3-4. This, in fact, takes place at potentials below the occurrence of the 
broad deintercalation peak in the differential capacity curve during discharging (see Figure 4). 
It should again be mentioned that stage 2 compounds should not exhibit two E2g modes. 
However, it is possible that domains of stage 2 and domains of stage 3 GICs coexist and are 
simultaneously probed by the laser. 
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The stage number in dependence of the composition of the GIC is shown in Figure 7b. 
Remarkably, during discharging, low stage numbers seem to be stable over a broad 
composition range and then quickly rise in a composition range between x = 0.4 and x=0.55. 
 
Figure 7: Plot of the intensity ratio of the E2g(i) mode to the E2g(b) mode versus (a) potential 
and (b) composition of the GIC (TFSIxC24), respectively. The composition is calculated under 
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the assumption that the charge flow is exclusively caused by the intercalation and 
deintercalation of TFSI
-
. The stage number on the right y-axis was calculated under the 
assumption the ratio of the Raman scatter cross sections of the inner layers to the boundary 
layers,  
𝜎𝑖
𝜎𝑏
 , is unity. 
3.3.2. Relative changes in conductivity from peak intensities 
The change in absolute intensity of a set of peaks gives valuable information about changes in 
conductivity, since the optical skin depth 𝛿 correlates with the conductivity 𝜎 of a material as 
follows [64]: 
𝛿 = √
2
𝜇𝜎𝜔
 (2) 
Here, 𝜇 and 𝜔 are the magnetic permeability and the angular frequency, respectively. 
According to Eq. (2), a reduction of the electronic conductivity will result in an increase of 
optical skin depth and consequently of the detected Raman intensity.  
As soon as the intercalation of TFSI- starts (at approximately 4.5 V in the first charging 
cycle), the sum of the intensities of the E2g band increases gradually by a factor of up to 8 (see 
Figure 8), suggesting a strong decrease of the electronic conductivity of the GIC with 
increasing amount of intercalated TFSI
-
. During deintercalation, the sum of intensities 
decreases again, indicating an increase of the electronic conductivity. This finding is 
remarkable, since donor-type GICs as well as acceptor-type GICs are commonly known to 
exhibit higher electronic conductivities than pure graphite [65–67]. Indeed, in-situ Raman 
measurements on Li
+
 intercalation/deintercalation in graphite showed that the peak intensities 
decrease during Li
+
 intercalation and increase during Li
+
 deintercalation [40]. At high 
amounts of intercalated Li
+
 ions, Raman peaks are not detectable anymore. The origin of the 
opposite trend observed here for TFSI
-
 intercalation/deintercalation is not clear at present. 
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Therefore, further experimental and theoretical studies on the electronic charge density on 
graphite during anion intercalation are highly desirable. 
 
 
Figure 8: Plot of the normalized sum of intensities of the E2g bands in dependence of (a) the 
potential and (b) the composition. 
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3.3.3 Strain and Electron Concentration from 2D Band 
The intensity ratio of the dominant 2D band to the sum of the intensities of the E2g bands 
decreases with potential by a factor of approximately three, see Figure 9.  Such an effect has 
also been observed upon p doping of bilayer graphene top gated by a polymer electrolyte [60], 
suggesting that the change in intensity ratio observed here results from the decreasing electron 
concentration during anion intercalation .  
 
Figure 9: Ratio of the intensity of the dominant 2D band to the sum of intensities of the E2g 
bands, plotted vs. potential. 
Upon p doping of bilayer graphene, the decreasing electron concentration leads in addition to 
a blue shift the 2D band [60]. However in the present study, we observe an abrupt red shift of 
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the dominant 2D peak from ~2725 cm-1 to ~2700 cm-1, as soon as TFSI- intercalation starts.  
Subsequently, the position of the dominant 2D peak remains fairly constant throughout both 
cycles. Of course, the abrupt red shift cannot be explained by a change of the electron 
concentration, but most likely it is related to a mechanical strain due to a deformation of the 
graphene layers during TFSI
-
 intercalation. It is well known that strain leads to a significant 
red shift of the 2D band [68,69]. This strain can be explained in the framework of the 
Daumas-Hérold model of intercalation into graphite [70]. According to this model, layers are 
not sequentially filled as proposed by the Rüdorff model [43]. Instead, ions intercalate 
between all graphene layers at the same time, deforming the layers around the intercalant (see 
Figure 10). Staging then occurs by means of a lateral diffusion of the intercalant ions. This 
model also allows for an easy transition between stages by means of lateral diffusion (in 
contrast to diffusion along the c-axis in the Rüdorff model) and for coexistence of domains of 
different stages in a single crystallite. 
The fairly constant position of the dominant 2D peak after the initial red shift could be due to 
the compensation of two effects: (i) Blue shift due to decreasing electron concentration, and 
(ii) red shift due to increasing strain. 
 
 
Figure 10: Schematic representation of the Daumas-Hérold model for intercalation. The black 
lines represent graphene layers while the blue dots represent intercalant layers. 
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3.3.3 Disorder and Inter-defect Distance from D Band  
The D band represents a vibrational mode that is forbidden in defect-free graphite. The mode 
is only then active, if defects exist, such as crystallite edges, point defects or stacking faults 
[71–73]. The absence of the D band in the pristine sample (see Figure 3 and Figure 5a at 
OCP) indicates that the graphite consists of large crystallites with very few defects. 
During the first charging cycle, the D peak emerges at a potential of 4.9 V, and its relative 
intensity compared to the E2g modes increases with increasing TFSI
-
 content, see Figure 11. 
Obviously, defects are induced by the initial TFSI
-
 intercalation. In the second cycle, the 
intensity ratio of the D peak to the E2g peaks decreases during TFSI
-
 intercalation and 
increases during TFSI
-
 deintercalation., indicating that the amount of defects is reduced 
during intercalation and enhanced during deintercalation. The nature of these defects will be 
discussed below. 
Apart from its intensity, also the position of the D peak changes during charging/discharging. 
There is a blue shift of the D peak during TFSI
-
 intercalation and a red shift during TFSI
-
 
deintercalation (reversible behavior), see Figure 11b. Since this shift shows similar trends as 
the shift of the E2g modes, it results most likely from the varying electronic charge density of 
the graphene layers. 
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Figure 11: (a) Ratio of the intensity of the D peak to the sum of intensities of the E2g peaks 
and (b) position of the D peak, both plotted versus potential. 
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3.3.4 Raman Spectra after Long Rest Times of the Discharged Cell 
After the second cycle was completed, the electrochemical cell was stored for two weeks at 
room temperature. After one and two weeks rest time, respectively, Raman spectra were 
collected, see Figure 12. There are two significant changes over storage time. The most 
prominent change is the nearly complete disappearance of the D peak after storage. The ratio 
of the D peak intensity to the sum of the E2g peak intensities drops about one order of 
magnitude from ca. 0.28 to 0.029. This indicates that defects heal over time. 
The second important observation is that the two E2g modes, which are present due to residual 
TFSI
-
 anions in the graphite matrix, become sharper and better separated. This is most likely 
due to ordering of TFSI
-
 anions by lateral diffusion resulting in a better defined stage 
structure.  
The position of all observed peaks remains identical. Thus, neither the electron concentration 
nor the strain of the graphene layers seems to change significantly over time. 
After two weeks of storage, two more charge/discharge cycles were performed with a 
charging current of 12.5 mA/g.  Figure 13 shows the differential capacity curves of these 
cycles 3 and 4. Remarkably, the kinetic hindrance of TFSI
-
 intercalation observed for the 
pristine graphite shows up again after long-time storage of the discharged cell, even though 
residual TFSI
-
 ions are in the graphite matrix. This seems to contradict the theory of Placke et 
al. [15] that the kinetic hindrance is due to an initial opening of the interlayer gaps. Placke et 
al. proposed that mechanical impact due to milling of commercial graphite particles leads to a 
partial closure of the interlayer gaps. An alternative explanation for the kinetic hindrance 
given in [15]  is the insufficient wetting of the electrode. However, both of these explanations 
do not account for the reappearance of the kinetic hindrance after long-time storage of the 
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discharged cell. There rather seems to be a correlation between the number of defects and the 
kinetic hindrance. The formation of defects induced by the intercalation and deintercalation of 
TFSI- anions seem to play an important role for the removal of the kinetic hindrance. 
Consequently, the healing of the defects during storage increases the kinetic barrier for the 
intercalation. These defects could be stacking faults [71,72] due to a lateral movement of 
graphene layers during intercalation. A healing of such stacking faults during long-time 
storage requires only lateral movement of graphene layers and appears to be a highly 
plausible explanation for the reappearance of the kinetic hindrance. 
 
 
Figure 12: Normalized Raman spectra obtained at the end of the second cycle of the in situ 
Raman measurement and immediately after one and two weeks of storage at room 
temperature. 
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Figure 13: Differential capacity curve of cycles 3 and 4 measured after 2 weeks of storage at 
room temperature. 
 
4. Conclusion 
We have investigated changes in structure and physical properties of a graphite electrode 
during intercalation and deintercalation of TFSI
-
 in the first two charging/discharging cycles 
of a dual-ion cell by means of in-situ Raman spectroscopy. As known from Li
+
 intercalation, 
the formation of stages can be clearly observed by G band splitting during intercalation. 
However, in contrast to Li
+
 intercalation, no dilute stage 1 compound [40] forms at the 
beginning of the intercalation process, but immediately distinct stages are formed. A remanent 
splitting of the G band at the end of the deintercalation process shows that the intercalation of 
TFSI
-
 is not completely reversible, so that residual TFSI
-
 remains within the graphite matrix. 
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On basis of total intensity of the observed peaks it is possible to gain information about 
conductivity changes. The increasing sum of intensities of the E2g bands suggests a decreasing 
electronic conductivity of the graphite electrode. This is a remarkable observation, since GICs 
usually exhibit a higher electronic conductivity than pristine graphite. 
Peak shifts were used to investigate changes of the electronic charge of the graphite matrix. 
The blue shift of the E2g bands and the D band indicates a decreasing electron concentration 
within the graphite during intercalation. In contrast, the 2D band shows a sudden red shift as 
soon as intercalation takes place in the first cycle. This is a clear indication of strain induced 
by intercalation due to the formation of a Daumas-Hérold type GIC. 
A D band is not observed in the Raman spectra of the pristine graphitic foam due to a very 
small number of defects. The first intercalation process gives rise to the D peak, revealing the 
formation of intercalation-induced defects. Subsequently, the number of defects increases 
during deintercalation and decreases during intercalation. During storage of the discharged 
cell at room temperature over two weeks, the D band disappears almost completely. Thus, 
despite residual anions remaining in the graphite matrix, there is defect healing during long-
time storage of the cell. In addition, the stored cell shows a kinetic hindrance of TFSI
-
 
intercalation during a third charging cycle. These findings provide strong indication that there 
is a anti-correlation between the number of defects and the kinetic barrier for TFSI
-
 
intercalation and contradict the assumption that the kinetic hindrance is due to an initial 
opening of the interlayer gaps. 
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