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Abstract
Let X = {1,−1}N be the symbolic space endowed with a partial order , where
x  y, if xj ≥ yj , for all j ∈ N. A function f : X → R is called increasing if
any pair x, y ∈ X, such that x  y, we have f(x) ≥ f(y). A Borel probability
measure µ over X is said to satisfy the FKG inequality if for any pair of continuous
increasing functions f and g we have µ(fg)−µ(f)µ(g) ≥ 0. In the first part of the
paper we prove the validity of the FKG inequality on Thermodynamic Formalism
setting for a class of eigenmeasures of the dual of the Ruelle operator, including
several examples of interest in Statistical Mechanics. In addition to deducing this
inequality in cases not covered by classical results about attractive specifications
our proof has advantage of to be easily adapted for suitable subshifts. We review
(and provide proofs in our setting) some classical results about the long-range Ising
model on the lattice N and use them to deduce some monotonicity properties of
the associated Ruelle operator and their relations with phase transitions.
As is widely known, for some continuous potentials does not exists a positive
continuous eigenfunction associated to the spectral radius of the Ruelle operator
acting on C(X). Here we employed some ideas related to the involution kernel
in order to solve the main eigenvalue problem in a suitable sense for a class of
potentials having low regularity. From this we obtain an explicit tight upper bound
for the main eigenvalue (consequently for the pressure) of the Ruelle operator
associated to Ising models with 1/r2+ε interaction energy. Extensions of the Ruelle
operator to suitable Hilbert Spaces are considered and a theorem solving to the
main eigenvalue problem (in a weak sense) is obtained by using the Lions-Lax-
Milgram theorem. We generalize results due to P. Hulse on attractive g-measures.
We also present the graph of the main eigenfunction in some examples - in some
cases the numerical approximation shows the evidence of not being continuous.
Keywords: Monotone functions, Correlation Inequalities, FKG inequality, Ruelle operator,
Eigenfunctions, Eigenprobabilities, Equilibrium states, Measurable Eigenfunctions.
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1 Introduction
The primary aim of this paper is to relate the Fortuin-Kasteleyn-Ginibre (FKG) in-
equality to the study of the main eigenvalue problem for Ruelle operator associated to
an attractive potential A having low regularity (meaning A lives outside of the classical
Ho¨lder, Walters and Bowen spaces).
The FKG inequality [FKG71] is a strong correlation inequality and a fundamental
tool in Statistical Mechanics. An earlier version of this inequality for product measures
was obtained by Harris in [Har60]. Holley in [Hol74] generalized the FKG inequality in
the context of finite distributive lattice. In the context of Symbolic Dynamics the FKG
inequality can be formulated as follows. Let us consider the symbolic spaceX = {1,−1}N
with an additional structure which is a partial order , where x  y, if xj ≥ yj, for all
j ∈ N. A function f : X → R is said increasing if for all x, y ∈ X, such that x  y,
we have f(x) ≥ f(y). A Borel probability measure µ over X will be said to satisfy the
FKG inequality if for any pair of continuous increasing functions f and g we have∫
X
fg dµ−
∫
X
f dµ
∫
X
g dµ ≥ 0.
In Probability Theory such measure are sometimes called positively associated.
Our first result asserts that for any potential A ∈ E (Definition 2) the probability
measure defined in (3) satisfies the FKG inequality. As a consequence of this result we
are able to shown that at least one eigenprobability of L ∗A, associated to its spectral
radius, must satisfies the FKG inequality. Some similar results for g-measures where
obtained by P. Hulse in [Hul06, Hul97, Hul91]. Potentials satisfying a condition similar
to Definition 2 are called attractive potentials on these papers, which is a terminology
originated from attractive specifications sometimes used in Statistical Mechanics.
The class E includes some interesting examples of potentials A as the ones described
by (1) and (2).
Establishing FKG inequality for continuous potentials with low regularity is a key
step to study, for example, the Dyson model on the lattice N, within the framework of
Thermodynamic Formalism. A Dyson model (see [Dys69]) is a special long-range ferro-
magnetic Ising model, commonly defined on the lattice Z. The Dyson model is a very
important example in Statistical Mechanics exhibiting the phase transition phenomenon
in one dimension. This model still is a topic of active research and currently it is being
studied in both lattices N and Z, see the recent preprints [vEN16, JO¨P16] and references
therein. In both works whether the DLR-Gibbs measures associated to the Dyson model
is a g-measures is asked.
In [JO¨P16] the authors proved that the Dyson model on the lattice N has phase
transition. This result is an important contribution to the Theory of Thermodynamic
Formalism since very few examples of phase transition on the lattice N are known (see
[BK93, CL15, Geo11, Hof77, Hul06]). In this work is also proved that the critical temper-
ature of the Dyson model on the lattice N is at most four times the critical temperature of
Dyson model on the lattice Z. The authors also conjectured that the critical temperature
for both models coincides. We remark that the explicit value of the critical temperature
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for the Dyson model on both lattices still is an open problem. Moreover there are very
few examples in both Thermodynamic Formalism and Statistical Mechanics, where the
explicit value of the critical temperature is known. A remarkable example where the
critical temperatures is explicitly obtained is the famous work by Lars Onsager [Ons44]
and the main idea behind this computation is the Transfer Operator.
Although the Ruelle operator LA (associated to the potential A) have been inten-
sively studied, since its creation in 1968, and became a key concept in Thermodynamic
Formalism a little is known about LA, when A is the Dyson potential. The difficult
in using this operator to study the Dyson model is the absence of positive continuous
eigenfunctions associated to the spectral radius of its action on C(X). An alternative
to overcome this problem is to consider extensions of this operator to larger spaces than
C(X), where a weak version of Ruelle-Perron-Frobenius theorem can be obtained. We
point out that continuous potentials may not have a continuous positive eigenfunction
but the dual of the Ruelle operator always has an eigenprobability. Here we study the
extension of the Ruelle operator to the Lebesgue space L2(νA), where νA is an eigenmea-
sure for L ∗A. We study the existence problem of the main eigenfunction in such spaces
by using the involution kernel and subsequently the Lions-Lax-Milgram theorem.
In another direction we show how to use the involution kernel representation of the
main eigenfunction and the FKG inequality to obtain non-trivial upper bound for the
topological pressure of potentials of the form
A(x) = a0x0x1 + a1x0x2 + a2x0x3 + . . .+ anx0xn+1 + . . . (1)
which is associated to a long-range Ising model, when (an)n≥1 is suitable chosen. A
particular interesting case occurs when an = n
−γ with γ > 1 (see end of section 5 in
[CL14] for the relation with the classical Long-range Ising model interaction).
The above mentioned upper bound coincides with the topological pressure of a product-
type potential B (which is different but similar to the previous one) given by
B(x) = a0 x0 + a1 x1 + a2 x2 + . . .+ an xn + . . . . (2)
See [CDLS17] for the computation of the topological pressure of B. In some sense we
can think of this model as a simplified version of the previous one. In this simpler model
is possible to exhibit explicit expressions for the eigenfunction and eigenprobability of
the Ruelle operator LB, see [CDLS17].
Suppose that an = n
−γ for all n ≥ 1, for both potentials (1) and (2). Although
the potentials A and B have completely different physical interpretations (two-body
interactions versus self interaction) from the Thermodynamic Formalism point of view
they have interesting similarities. For example, in the simplified model (case (2)) one can
show that the Ruelle operator stops having positive continuous eigenfunction if γ ≤ 2
(see [CDLS17]). On the other hand, in a similar fashion, for the potential A in case (1)
and γ < 2, Figure 5 on section 8 - obtained via a numerical approximation - seems to
indicate that there exists a non-continuous eigenfunction.
.
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When γ > 2, the eigenfunctions associated to both potentials are very well-behaved
and they belong to the Walters space. Although for 3/2 < γ ≤ 2 we do not have phase
transition for the potential B the unique non-negative eigenfunction for LB is such that
its values oscillate between zero and infinity in any cylinder subset of X. On the other
hand, if 1 < γ < 2 then we know from [JO¨P16] that there is phase transition for the
potential A in the sense of the existence of two eigenprobabilities. These observations
suggest that the main eigenfunction of LB carries information about phase transition
for the potential A.
In Section 5 we show how to use the involution kernel in order to construct an “eigen-
function” (the quotes is because of they are only defined on a dense subset of X) for the
Dyson model associated to the spectral radius of the Ruelle operator.
Some results of P. Hulse are generalized to non normalized potentials in Section 7
and use some stochastic dominations coming from these extensions to obtain uniqueness
results for eigenprobabilities for a certain class of potentials with low regularity.
2 Increasing Functions and Correlation Inequalities
Let N be the set of the non-negative integers and a ∈ R be any fixed positive number.
Consider the symbolic space X = {−a, a}N and the left shift mapping σ : X → X defined
for each x ≡ (x1, x2, . . .) by σ(x) = σ(x0, x1, x2, . . .) = (x1, x2, x3 . . .). As usual we endow
X with its standard distance dX , where dX(x, y) = 2
−N , where N = inf{i ∈ N : xi 6= yi}.
As mentioned before we consider the partial order  in X, where x  y, iff xj ≥ yj, for
all j ∈ N. A function f : X → R is called increasing (decreasing) if for all x, y ∈ X
such that x  y, we have that f(x) ≥ f(y) (f(x) ≤ f(y)). The set of all continuous
increasing and decreasing functions are denoted by I and D, respectively.
For each n ≥ 1, t ∈ {−a, a} and x, y ∈ X will be convenient in this section to use the
following notations
[x|y]n ≡ (x0, . . . , xn−1, yn, yn+1, . . .) and [x|t|y]n ≡ (x0, . . . , xn−1, t, yn+1, . . .).
A function A : X → R will be called a potential. For each potential A, x ∈ X and
n ≥ 1 we define Sn(A)(x) ≡ A(x) + . . .+ A ◦ σn−1(x).
For any fixed y ∈ X and n ≥ 1 we define a probability measure over X by the following
expression
µyn =
∑
x0,...,xn−1=±a
exp(Sn(A)([x|y]n))
Zyn
δ([x|y]n), where Z
y
n ≡
∑
x0,...,xn−1=±a
exp(Sn(A)([x|y]n)) (3)
and δx is the Dirac measure supported on the point x. The normalizing factor Z
y
n is
called partition function (associated to the potential A).
Definition 1. Let ε > 0 be given. A function A˜ : [−(a + ε), a + ε]N → R is called
a differentiable extension of a potential A : X → R if for all x ∈ {−a, a}N we have
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A˜(x) = A(x) and for all j, n ∈ N the following partial derivatives exist and the mappings
(− (a+ ε), a+ ε) 3 t 7→ ∂A˜
∂xj
(x0, . . . , xn−1, t, xn+1, . . .)
are continuous for any fixed x ∈ [−a, a]N.
To avoid a heavy notation, a differentiable extension A˜ of a potential A will be simply
denoted by A. Note that the Ising type potentials are examples of continuous potentials
admitting natural differentiable extensions.
Definition 2 (Class E potential). We say that a continuous potential A : X → R belongs
to class E if it admits a differentiable extension satisfying: for any fixed t ∈ [−a, a],
y ∈ [−a, a]N, n ≥ 1 we have that
(x0, x1, . . .) 7−→ d
dt
Sn(A)([x|t|y]n), (4)
is an increasing function from X to R.
Let n ≥ 1 be fixed and f, g : X → R two real increasing functions, with respect to the
partial order , depending only on its first n coordinates. The main result of the next
section states that for all potential A in the class E the probability measure µyn given by
(3) satisfies the FKG Inequality∫
X
fg dµyn −
∫
X
f dµyn
∫
X
g dµyn ≥ 0 (5)
for any choice of y ∈ X.
Remark 1. If for all n ≥ 1 the probability measure µyn satisfies (5) and µyn ⇀ µ then µ
satisfies (5).
In what follows we exhibit explicit examples of potentials in the class E .
2.1 Dyson Potential
An Ising type model, on the lattice N, in Statistical Mechanics is a model defined in the
symbolic space X, with a = 1. Here we call a Ising type potential any real function
A : X → R of the form A(x) = hx0 + x0
∑
i aixi, where x ∈ {−1, 1}N and h, a1, a2, . . .
are fixed real numbers satisfying
∑
n |an| <∞. An interesting family of such potentials
is given by
A(x) ≡ hx0 + x0x1 + x0x2
2α
+
x0x3
3α
+ . . . , where α > 1 and h ∈ R (6)
When 1 < α < 2 the potential A is sometimes called Dyson potential. It is worth to
mention that a Dyson potential is not an increasing, decreasing or Ho¨lder function.
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As will be shown latter the probability measure µyn determined by the potential A
given in (6) satisfies the correlation inequality, of the last section, for any choice of
y ∈ X.
Remark. The Dyson potential for any fixed h ∈ R and 1 < α < 2 belongs to the class
E . Indeed, a straightforward computation shows that
Sn(A)([x|t|y]n) = x0 t n−α + x1 t (n− 1)−α + . . .+ xn−1 t+Dn,
for some constant Dn, which depends on x and y but not on t. From this expression the
condition (4) can be immediately verified. More generally, any Ising type potential
with an ≥ 0 for all n ≥ 1, satisfies the hypothesis of Theorem 1. In this case, the
potential A is sometimes called ferromagnetic potential.
2.2 The FKG Inequality
The results obtained in this section are inspired in the proof of the FKG inequality for
ferromagnetic Ising models presented in [Ell06]. In this reference the inequality is proved
under assumptions on the local behavior of the interactions of the Ising model but here
our hypothesis are about the global behavior of the potential. For sake of simplicity
we assume that a = 1. The arguments and results obtained here can be immediately
generalized for any other choice of a > 0.
In order to keep the paper self-contained we recall the following classical result.
Lemma 1. Let E ⊂ R and (E,F , λ) a probability space. If f, g : E → R are increasing
functions then ∫
E
fg dλ ≥
∫
E
f dλ
∫
E
g dλ. (7)
Proof. Since f and g are increasing functions, then for any pair (s, t) ∈ E × E we have
0 ≤ [f(s)− f(t)][g(s)− g(t)]. By integrating both sides of this inequality, with respect
to the product measure λ × λ, using the elementary properties of the integral and λ is
a probability measure we finish the proof.
Now we present an auxiliary combinatorial lemma that will be used in the proof of
Theorem 1.
Lemma 2. Let E = {−1, 1}, y ∈ X fixed and f : X → R a continuous function. Then
the following identity holds for all n ≥ 1∫
E
[∫
X
f dµ[y|t|y]nn
]
dλ(t) =
∫
X
f dµyn+1, where λ ≡
∑
t=±1
Z
[y|t|y]n
n
Zyn+1
δt.
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Proof. By using the definitions of λ and µyn, respectively we get∫
E
[∫
X
f dµ[y|t|y]nn
]
dλ(t) =
∑
t=±1
Z
[y|t|y]n
n
Zyn+1
∫
X
f dµ[y|t|y]nn
=
∑
t=±1
Z
[y|t|y]n
n
Zyn+1
∑
x0,...,xn−1=±1
f([x|t|y]n)exp(Sn(A)([x|t|y]n))
Z
[y|t|y]n
n
=
∑
t=±1
1
Zyn+1
∑
x0,...,xn−1=±1
f([x|t|y]n) exp(Sn(A)([x|t|y]n))
=
1
Zyn+1
∑
t=±1
∑
x0,...,xn−1=±1
f([x|t|y]n) exp(Sn(A)([x|t|y]n))
=
1
Zyn+1
∑
x0,...,xn=±1
f([x|y]n) exp(Sn(A)([x|y]n))
=
∫
X
f dµyn+1.
To shorten the notation in the remaining of this section, we define for each n ≥ 1,
x ∈ X and t ∈ [−1, 1] the following weights
Wn([x|t|y]n) ≡ exp(Sn(A)([x|t|y]n)∑
z0,z1,...,zn−1=±1
exp(Sn(A)([z|t|y]n))
=
exp(Sn(A)([x|t|y]n)
Z
[y|t|y]n
n
(8)
Lemma 3. Let n ≥ 1 and y ∈ X be fixed, f : X → R an increasing function, depending
only on its first n coordinates (x0, . . . , xn−1). If the potential A belongs to the class E
and µn satisfies the inequality (5), then
[−1, 1] 3 t 7→
∫
X
f dµ[y|t|y]nn (9)
is a real increasing function.
Proof. We first observe that the integral in (9) is well-defined because A admits a dif-
ferentiable extension defined in whole space [−(1 + ε), 1 + ε]N.
By using that f depends only on its first n coordinates we have the following identity
for any y ∈ X∫
X
f dµ[y|t|y]nn =
∑
x0,...,xn−1=±1
f([x|t|y]n)Wn([x|t|y]n) =
∑
x0,...,xn−1=±1
f([x|y]n)Wn([x|t|y]n).
Since A belongs to the class E follows from the expression (8) that Wn([x|t|y]n) has
continuous derivative and therefore to prove the lemma is enough to prove that
d
dt
∫
X
f dµ[y|t|y]nn =
∑
x0,...,xn−1=±1
f([x|y]n) d
dt
Wn([x|t|y]n) (10)
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in non-negative.
By using the quotient rule we get that the derivative appearing in the above expression
is equal to
d
dt
Wn([x|t|y]n) = d
dt
exp(Sn(A)([x|t|y]n)
Z
[y|t|y]n
n
=
exp(Sn(A)([x|t|y]n)
Z
[y|t|y]n
n
[
d
dt
Sn(A)([x|t|y]n)− 1
Z
[y|t|y]n
n
d
dt
Z [y|t|y]nn
]
.
= Wn([x|t|y]n)
[
d
dt
Sn(A)([x|t|y]n)− 1
Z
[y|t|y]n
n
d
dt
Z [y|t|y]nn
]
. (11)
Note that the last term in the rhs above is equal to
1
Z
[y|t|y]n
n
d
dt
Z [y|t|y]nn =
1
Z
[y|t|y]n
n
d
dt
∑
x0,...xn−1=±1
exp(Sn(A)([x|t|y]n))
=
1
Z
[y|t|y]n
n
∑
x0,...xn−1=±1
exp(Sn(A)([x|t|y]n)) d
dt
Sn(A)([x|t|y]n)
=
∫
X
d
dt
Sn(A)([x, t, y]n) dµ
[x|t|y]
n (x). (12)
Replacing the expression (12) in (11) we get
d
dt
Wn([x|t|y]n) = Wn([x|t|y]n)
[
d
dt
Sn(A)([x|t|y]n)−
∫
X
d
dt
Sn(A)([x, t, y]n) dµ
[x|t|y]
n (x)
]
.
By replacing the above expression in (10) we obtain
d
dt
∫
X
f dµ[y|t|y]nn =
∫
X
f(x)
d
dt
Sn(A)([x, t, y]n) dµ
[x|t|y]n
n (x)
−
∫
X
f dµ[x|t|y]nn
∫
X
d
dt
Sn(A)([x, t, y]n) dµ
[x|t|y]n
n (x)
which is non-negative because f is increasing A ∈ E and the probability measure µn
satisfies the inequality (5) by hypothesis.
Theorem 1. Let A : X → R be a potential in the class E. For any fixed y ∈ [−1, 1]N
and for all n ≥ 1 the probability measure
µyn =
∑
x0,...,xn−1=±1
exp(Sn(A)([x|y]n)
Zyn
δ([x|y]n), (13)
where Zyn is the standard partition function, satisfies the correlation inequality (5).
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Proof. The proof is by induction in n. The inequality (5), for n = 1, follows from a
straightforward application of Lemma 1. Indeed, for any fixed y ∈ X the mappings
X 3 x 7−→ f(x0, y1, y2, . . .) and X 3 x 7−→ g(x0, y1, y2, . . .) are clearly increasing. By
thinking of these maps as functions from E = {−1, 1} to R and µy1 as a probability
measure over E, we can apply Lemma 1 to get the conclusion.
The induction hypothesis is formulated as follows. For some n ≥ 2 assume that for
all y ∈ X and any pair of real continuous increasing functions f and g, depending only
on its first n coordinates, we have∫
X
fg dµyn ≥
∫
X
f dµyn
∫
X
g dµyn.
Now we prove that µyn+1 satisfy (5). From the definition we have that∫
X
fg dµyn+1 =
∑
x0,...,xn=±1
f([x|y]n)g([x|y]n)exp(Sn(A)([x|y]n)
Zyn
=
Z
[y|1|y]n
n
Zyn+1
∑
x0,...,xn−1=±1
Wn([x|1|y]n)f([x|1|y]n)g([x|1|y]n)+
Z
[y|−1|y]n
n
Zyn+1
∑
x0,...,xn−1=±1
Wn([x| − 1|y]n)f([x| − 1|y]n)g([x| − 1|y]n)
=
Z
[y|1|y]n
n
Zyn+1
∫
X
fg dµ[y|1|y]nn +
Z
[y|−1|y]n
n
Zyn+1
∫
X
fg dµ[y|−1|y]nn
By using the induction hypothesis on both terms in the rhs above we get that∫
X
fg dµyn+1 ≥
∑
t=±1
Z
[y|t|y]n
n
Zyn+1
∫
X
f dµ[y|t|y]nn
∫
X
g dµ[y|t|y]nn
≡
∫
E
[(∫
X
f dµ[y|t|y]nn
)(∫
X
g dµ[y|t|y]nn
)]
dλ(t), (14)
where E = {−1, 1} and λ is defined as in Lemma 2. Since Z [y|1|y]nn + Z [y|−1|y]nn = Zyn+1
follows that λ is a probability measure over E. From Lemma 3 we get that both functions
t 7→
∫
X
f dµ[y|t|y]nn and t 7→
∫
X
g dµ[y|t|y]nn
are increasing functions. To finish the proof it is enough to apply Lemma 1 to the rhs
of (14) obtaining∫
X
fg dµyn+1 ≥
∫
E
[∫
X
f dµ[y|t|y]nn
]
dλ(t)
∫
E
[∫
X
g dµ[y|t|y]nn
]
dλ(t)
=
∫
X
f dµyn+1
∫
X
g dµyn+1,
where the last equality is ensured by the Lemma 2.
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2.3 FKG Inequality and the Ising Model
In this section we recall the classical FKG inequality for the Ising model as well as some
of its applications. For more details see [Ell06, FKG71] and [Lig05].
Let h = (hi)i∈N ∈ `∞(N) and J ≡ {Jij ∈ R : i, j ∈ N and i 6= j} be a collection of real
numbers belonging to the set
R(N) =
J : supi∈N ∑
j∈N\{i}
|Jij| < +∞
 . (15)
For each n ∈ N we define a real function Hn : X ×X ×R(N)× `∞(N)→ R by following
expression
Hn(x, y,J ,h) =
∑
0≤i<j≤n−1
Jijxixj +
∑
0≤i≤n−1
hixi +
∑
0≤i≤n−1
j≥n
Jijxiyj. (16)
Note that the summability condition in (15) ensures that the series appearing in (16) is
absolutely convergent and therefore Hn is well defined.
For each n ≥ 1, y ∈ X and (J ,h) ∈ R(N) × `∞(N) we define a probability measure
by the following expression
µy,J ,hn =
1
Zy,J ,hn
∑
x0,...,xn−1=±1
exp(Hn(x, y,J ,h))δ([x|y]n), (17)
where Zy,J ,hn is the partition function. In the next section we show that for suitable
choices of J and h the expression (17) can be rewritten in terms of the Ruelle operator.
Theorem 2 (FKG-Inequality). Let n ≥ 1, h ∈ `∞(N) and J ∈ R(N) so that Jij ≥ 0
for any pair i, j. If f, g : X → R are increasing functions depending only on its first n
coordinates, then ∫
X
fg dµy,J ,hn −
∫
X
f dµy,J ,hn
∫
X
g dµy,J ,hn ≥ 0.
Proof. We can prove this theorem using the same ideas employed in the proof of Theorem
1. For details, see [Ell06].
Note that the Hamiltonian Hn : X × X × R(N) × `∞(N) → R admits a natural
differentiable extension to a function defined on RN × RN × R(N) × `∞(N) and so for
any f , depending on its first n coordinates, the following partial derivatives exist and
are continuous functions
∂
∂hj
∫
X
f dµy,J ,hn ,
∂
∂yj
∫
X
f dµy,J ,hn and
∂
∂Jij
∫
X
f dµy,J ,hn
Corollary 1. Under the hypothesis of Theorem 2 we have
∂
∂hi
∫
X
f dµy,J ,hn =
∫
X
f(x)xi dµ
y,J ,h
n (x)−
∫
X
f(x) dµy,J ,hn (x)
∫
X
xi dµ
y,J ,h
n (x) ≥ 0.
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In particular, if h˜  h then ∫
X
f dµy,J ,h˜n ≥
∫
X
f dµy,J ,hn .
Corollary 2. Under the hypothesis of Theorem 2 if x  y then∫
X
f dµx,J ,hn ≥
∫
X
f dµy,J ,hn .
Proof. By considering the natural differentiable extension of Hn to RN × RN ×R(N)×
`∞(N) we can proceed as in (11) obtaining
∂
∂yi
∫
X
f dµy,J ,hn =
∫
X
f(x) · ∂
∂yi
Hn(x, y,J ,h) dµ
y,J ,h
n (x)
−
∫
X
f(x) dµy,J ,hn (x)
∫
X
∂
∂yi
Hn(x, y,J ,h) dµ
y,J ,h
n (x).
By using that Jij ≥ 0 we get from (16) that the mapping x 7−→ (∂/∂yi)Hn(x, y,J ,h) is
an increasing function. So we can apply the FKG inequality to the rhs above to ensure
that function
y 7−→
∫
X
f dµy,J ,hn
is coordinate wise increasing and therefore the result follows.
To lighten the notation µy,J ,hn , when y = (1, 1, 1, . . .) ≡ 1∞ or similarly y = −1∞, we
will simply write µ+,J ,hn or µ
−,J ,h
n , respectively. If the parameters J and h are clear from
the context they will be omitted.
Corollary 3. Under the hypothesis of Theorem 2 we have∫
X
f dµ+,J ,hn ≤
∫
X
f dµ+,J ,hn−1 and
∫
X
f dµ−,J ,hn−1 ≤
∫
X
f dµ−,J ,hn
Proof. The proof of these inequalities are similar, so it is enough to present the argument
for the first one. From Corollary 1 we get that∫
X
f dµ+,J ,hn ≤ lim
hn→∞
∫
X
f dµ+,J ,hn .
By using the definition of µ+,J ,hn we have∫
X
f dµ+,J ,hn =
∑
t=±1
Z
[1∞|t|1∞]n,J ,h
n−1
Z1
∞,J ,h
n
∑
x0,...,xn−1=±1
f([x|t|1∞]n)exp(Hn(x, [1
∞|t|1∞]n, J ,h))
Z
[1∞|t|1∞]n,J ,h
n−1
(18)
A straightforward computation shows that
lim
hn→∞
Z
[1∞|1|1∞]n,J ,h
n−1
Z1
∞,J ,h
n
= 1 and lim
hn→∞
Z
[1∞|−1|1∞]n,J ,h
n−1
Z1
∞,J ,h
n
= 0.
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The expression below is clearly uniformly bounded away from zero and infinity, when
hn goes to infinity
exp(Hn(x, [1
∞| − 1|1∞]n, J ,h))
Z
[1∞|−1|1∞]n,J ,h
n−1
.
Finally by using l’hospital rule one can see that
lim
hn→∞
exp(Hn(x, [1
∞|1|1∞]n, J ,h))
Z
[1∞|−1|1∞]n,J ,h
n−1
=
exp(Hn−1(x, [1∞|1|1∞]n, J ,h))
Z
[1∞|1|1∞]n,J ,h
n−1
.
Piecing the last four observations together, we have
lim
hn→∞
∫
X
f dµ+,J ,hn =
∑
x0,...,xn−1=±1
f([x|1|1∞]n)exp(Hn−1(x, [1
∞|1|1∞]n, J ,h))
Z
[1∞|1|1∞]n,J ,h
n−1
= µ+,J ,hn−1 (f).
Corollary 4. Under the hypothesis of Theorem 2 we have∫
X
f dµ−,J ,hn−1 ≤
∫
X
f dµ−,J ,hn ≤
∫
X
f dµx,J ,hn ≤
∫
X
f dµ+,J ,hn ≤
∫
X
f dµ+,J ,hn−1 .
Proof. These four inequalities follows immediately from the two previous corollaries.
3 Ruelle Operator
We denote by C(X) the set of all real continuous functions and consider the Banach
space (C(X), ‖ · ‖∞). Given a continuous potential A : X → R we define the Ruelle
operatorLA : C(X)→ C(X) as being the positive linear operator sending f 7−→ LA(f),
where for each x ∈ X
LA(f)(x) ≡
∑
i∈{−1,1}
eA(i ,x0,x1,x2,...)f(i , x0, x1, x2, ...).
Let λA denote the spectral radius of LA acting on (C(X), ‖ · ‖∞). If A is a continuous
potential, then there always exists a Borel probability νA defined over X such L ∗A(νA) =
λA νA, where L ∗A is the dual operator of the Ruelle operator. We refer to any such νA
as an eigenprobability for the potential A.
Proposition 1. Let n ≥ 1 and J ∈ R(N) such that Jij = a|i−j| ≥ 0, for some sequence
(an)n≥1 and h ∈ `∞(N) such that hi = h for all i ∈ N. Consider the potential A : X → R
given by A(x) = hx0 + x0
∑
n anxn. Then for all x, y ∈ X we have Hn(x, y,J ,h) =
Sn(A)([x|y]n) and therefore for all continuous f : X → R we have
L nA (f)(σ
ny)
LA(1)(σny)
=
∫
X
f dµyn =
∫
X
f dµy,J ,hn .
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Proof. We first observe that the hypothesis J ∈ R(N) guarantee that the potential A
is well-defined since its expression is given by an absolutely convergent series, for any
x ∈ X. By rearranging the terms in the sum Sn(A)([x|y]n) it is easy to check that we
can end up in Hn(x, y,J ,h). Note that the translation invariance hypothesis placed in
Jij is crucial for validity of the previous statement. The above equation follows directly
from the equality Hn(x, y,J ,h) = Sn(A)([x|y]n) and definitions of such measures.
Corollary 5. If A(x) = hx0 + x0
∑
n anxn, where an ≥ 0 for all n ≥ 1 and
∑
n an <∞
then
L n−1A (f)(−1∞)
L n−1A (1)(−1∞)
≤ L
n
A (f)(−1∞)
L nA (1)(−1∞)
≤ L
n
A (f)(σ
n(x))
L nA (1)(σ
n(x))
≤ L
n
A (f)(1
∞)
L nA (1)(1
∞)
≤ L
n−1
A (f)(1
∞)
L n−1A (1)(1∞)
.
Proof. This is straightforward application of the Proposition 1 and Corollary 4.
If A is a potential of the form A(x) = hx0+x0
∑
n anxn, where an ≥ 0 and
∑
n an <∞,
then the above corollary implies that following limits exist
lim
n→∞
L nA (f)(−1∞)
L nA (1)(−1∞)
and lim
n→∞
L nA (f)(1
∞)
L nA (1)(1
∞)
, (19)
for all increasing function f depending only on a finite number of coordinates.
Let us consider a very important class of increasing functions. For any finite set B ⊂ N
we define ϕB : X → R by
ϕB(x) =
∏
i∈B
1
2
(1 + xi). (20)
For convenience, when B = ∅ we define ϕB(x) ≡ 1. The function ϕB is easily seen to be
increasing since it is finite product of non-negative increasing functions. For any i ∈ N
the following holds (1/2)(1 + xi)
1
2
(1 + xi) = (1/4)(1 + 2xi + x
2
i ) = (1/4)(1 + 2xi + 1) =
(1/2)(1+xi). Therefore for any finite subsets B,C ⊂ N we have ϕB(x)ϕC(x) = ϕB∪C(x).
This property implies that the collection A of all linear combinations of ϕB’s is in fact
an algebra of functions
A ≡
{
n∑
j=1
ajϕBj : n ∈ N, aj ∈ R and Bj ⊂ N is finite
}
.
It is easy to see that A is an algebra of functions that separate points and contains
the constant functions. Of course, A ⊂ C(X). Since X is compact it follows from the
Stone-Weierstrass theorem that A is dense in C(X).
Since ϕB depends only on #B coordinates follows from (19) and the linearity of the
Rulle operator that we can define a linear functional F+ : A → R by the following
expression
F+(
n∑
j=1
ajϕBj) =
n∑
j=1
aj lim
n→∞
L nA (ϕBj)(1
∞)
L nA (1)(1
∞)
.
13
From the positivity of the Ruelle operator it follows that F+ is continuous. Indeed,
F+(
n∑
j=1
ajϕBj) =
n∑
j=1
aj lim
n→∞
L nA (ϕBj)(1
∞)
L nA (1)(1
∞)
= lim
n→∞
L nA (
∑n
j=1 ajϕBj)(1
∞)
L nA (1)(1
∞)
≤ lim
n→∞
L nA (‖
∑n
j=1 ajϕBj‖∞ · 1)(1∞)
L nA (1)(1
∞)
= ‖
n∑
j=1
ajϕBj‖∞.
We prove analogous lower bounds and therefore∣∣∣F+( n∑
j=1
ajϕBj)
∣∣∣ ≤ ‖ n∑
j=1
ajϕBj‖∞.
Since A is dense in C(X) the functional F+ can be extended to a bounded linear
functional defined over all C(X). Clearly F+ is positive bounded functional and F+(1) =
1. Therefore it follows from the Riesz-Markov theorem that there exists a probability
measure µ+ such that
F+(f) =
∫
X
f dµ+.
For the functions ϕ ∈ A a bit more can be said
lim
n→∞
L nA (ϕ)(±1∞)
L nA (1)(±1∞)
= F±(ϕ) =
∫
X
ϕdµ±. (21)
Of course, the probability measures µ± and both depends on A which in turn depends
on (an)n∈N and h, but we are omitting such dependence to lighten the notation.
Theorem 3. Let A be a potential as in Corollary 5 and µ± the probability measures
defined above. Then
µ+ = µ− ⇐⇒
∫
X
xi dµ
+(x) =
∫
X
xi dµ
−(x) ∀ i ∈ N (22)
Proof. If µ+ = µ− then the rhs of (22) is obvious. Conversely, assume that lhs of (22)
holds. Let ϕ ∈ A be an increasing function. From the Corollary 5 and the identity (21)
we have
0 ≤ lim
n→∞
L nA (ϕ)(1
∞)
L nA (1)(1
∞)
− lim
n→∞
L nA (ϕ)((−1)∞)
L nA (1)((−1)∞)
=
∫
X
ϕdµ+ −
∫
X
ϕdµ−. (23)
Fix a finite subset B ⊂ N and define
ψ(x) =
∑
i∈B
xi − ϕB(x).
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Clearly we have ψ ∈ A . We claim that ψ is increasing function. To prove the claim
take x, y ∈ X such that y  x. If xi = yi for all i ∈ B then ψ(x) = ψ(y) and obviously
ψ(x) ≤ ψ(y). Suppose that there exist j ∈ B such that −1 = xj < yj = 1. Since ϕB
takes only values zero or one, we have −1 ≤ ϕB(x) − ϕB(y) ≤ 1, by definition of j we
have yj − xj = 2 so
ψ(y)− ψ(x) =
∑
i∈B
yi − ϕB(y)−
∑
i∈B
xi + ϕB(x)
=
∑
i∈B
(yi − xi) + ϕB(x)− ϕB(y)
=
∑
i∈B\{j}
(yi − xi) + 2 + ϕ(x)− ϕB(y) ≥
∑
i∈B\{j}
(yi − xi) ≥ 0.
Since ψ ∈ A and increasing follow from (23) and the hypothesis that
0 ≤
∫
X
ψ dµ+ −
∫
X
ψ dµ− =
∫
X
[
∑
i∈B
xi − ϕB(x)] dµ+(x)−
∫
X
[
∑
i∈B
xi − ϕB(x)] dµ−(x)
=
∫
X
ϕB(x) dµ
−(x)−
∫
X
ϕB(x) dµ
+(x)
≤ 0.
Therefore for any finite B ⊂ N we have∫
X
ϕB(x) dµ
−(x) =
∫
X
ϕB(x) dµ
+(x).
By linearity of the integral the above indentity extends to any function ϕ ∈ A . Since
A is a dense subset of C(X) it follows that µ+ = µ−.
We denote by G∗(A) the set of eigenprobabilities for the dual of the Ruelle operator
of the potential A.
The set GDLR(A) is the set of probabilities satisfying the DLR condition (see [CL16]).
DLR probabilities are very much studied on Statistical Mechanics.
Theorem 4 (See [CL16]). If A : X → R is any continuous potential then
G∗(A) = GDLR(A).
Theorem 5 (Uniqueness). Let A be a potential as in Corollary 5. If µ+ = µ− then
G∗(A) is a singleton.
Proof. Since A(x) = hx0 + x0
∑
n anxn and
∑
n an < ∞ then A is continuous. For this
potential it is very well known that the set GDLR(A) is the closure of the convex hull of
all the cluster points of the sequence (µyn)n∈N for all y ∈ X.
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Given a finite subset B ⊂ N let n ≥ 1 be such that B ⊂ {1, . . . , n}. From Corollary
4 we get ∫
X
ϕB dµ
−
n ≤
∫
X
ϕB dµ
y
n ≤
∫
X
ϕB dµ
+
n .
If µ is any cluster point of (µyn)n∈N then follows from the last inequalities that∫
X
ϕB dµ
− ≤
∫
X
ϕB dµ ≤
∫
X
ϕB dµ
+.
The above inequality is in fact an equality by hypothesis. By linearity we can extend
the last conclusion to any function g ∈ A and therefore follows from the denseness of
A and from the hypothesis that∫
X
f dµ− =
∫
X
f dµ =
∫
X
f dµ+, ∀ f ∈ C(X).
Thus proving that the set of the cluster points of (µyn)n∈N is a singleton, implying that
GDLR(A) = G∗(A) is also a singleton.
4 Symmetry Preserving Eigenmeasures and Examples
In this section we work with the symbolic space X = {a,−a}N , where a > 0 will be
convenient choose latter.
Definition 3. We say that a continuous potential A : X → R is mirrored
if A(x0, x1, x2, . . .) = A(−x0,−x1,−x2, . . .), for all x ∈ X. We denote by I the set
of mirrored potentials.
As an example consider Ising type potentials of the form
A(x0, x1, x2, . . .) = x0x1a1 + x0x2a2 + . . .+ x0xnan + . . . ,
where
∑
n |an| < ∞. Of course, the Dyson potential with h = 0 is an element on the
above family of potentials.
If in addition we assume that in the above potential that aj ≥ 0, for all j ≥ 1 then we
have that A ∈ E . In this section we established some results for potentials of this form
but not living in the space E .
Proposition 2. If A ∈ I and ϕ is an eigenfunction for LA associated to an eigenvalue
λ of LA, then ϕ˜ : X → R, given by ϕ˜(x0, x1, x2, . . .) ≡ ϕ(−x0,−x1,−x2, . . .) is also an
eigenfunction associated to λ.
Proof. Indeed, for any (x0, x1, . . .) ∈ X we have
λϕ(x0, x1, . . .) = e
A(a,x0,x1,...) ϕ(a, x0, x1, . . .) + e
A(−a,x0,x1,...) ϕ(−a, x0, x1, . . .).
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Since A ∈ I follows from the last equation that
λϕ˜(−x0,−x1, . . .) = eA(−a,−x0,−x1,...) ϕ˜(−a,−x0,−x1, . . .)+
eA(a,−x0,−x1,...) ϕ˜(a,−x0,−x1, . . .).
By taking yj = −xj, for all j ∈ N, we get
λϕ˜(y0, y1, . . .) = e
A(−a,y0,y1,...) ϕ˜(−a, y0, y1, . . .) + eA(a,y0,y1,...) ϕ˜(a, y0, y1, . . . ),
which means that ϕ˜ is an eigenfunction associated to the eigenvalue λ.
We point out that the above analytical reasoning applies whenever is well defined -
even if ϕ is not continuous.
Remark 2. If A ∈ I and ϕ is a strictly positive and continuous eigenfunction associated
to the spectral radius λA then ϕ(x0, x1, . . .) = ϕ(−x0,−x1, . . .). This equality follows
from the above and the uniqueness of a strictly positive eigenfunction associated to the
maximal eigenvalue for a continuous potential, for details see [PP90]. Figure 5 on the
section 8 illustrate this fact.
Proposition 3. Let A ∈ I and ν an eigenprobability forL ∗A, associated to the eigenvalue
λA. If ν˜ is the unique Borel probability measure defined by the following functional
equation ∫
X
f(x) dν˜(x) =
∫
X
f(−x0,−x1,−x2, ...) dν(x), ∀f ∈ C(X)
then ν˜ is also an eigenprobability associated to the eigenvalue λA.
Proof. It is enough to prove that for any real continuous function g : X → R, we have
λA
∫
X
g(x) dν˜(x) =
∫
X
eA(a,x0,x1,...) g(a, x0, x1, . . .) + e
A(−a,x0,x1,...) g(−a, x0, x1, . . .) dν˜(x).
Given any continuous function f(x) = f(x0, x1, x2, ...) it follows from the hypothesis
that
λA
∫
X
f(x) dν(x) =
∫
X
eA(a,x0,x1,...) f(a, x0, x1, . . .) + e
A(−a,x0,x1,...) f(−a, x0, x1, . . .) dν(x)
=
∫
X
eA(−a,−x0,−x1,...) f(a, x0, x1, . . .) + eA(a,−x0,−x1,...) f(−a, x0, x1, . . .) dν(x)
=
∫
X
eA(−a,x0,x1,...) f(a,−x0,−x1, . . .) + eA(a,x0,x1,...) f(−a,−x0,−x1, . . .) dν˜(x).
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By taking f(x0, x1, . . .) = g(−x0,−x1, . . .) in the above expression, we get
λA
∫
X
g(x0, x1, . . .) dν˜(x) = λA
∫
X
g(−x0,−x1, . . .) dν(x) = λA
∫
X
f(x) dν(x)
=
∫
X
eA(−a,x0,x1,...) f(a,−x0,−x1, . . .) + eA(a,x0,x1,...) f(−a,−x0,−x1, . . .) dν˜(x)
=
∫
X
eA(−a,x0,x1,...) g(−a, x0, x1, . . .) + eA(a,x0,x1,...) g(a, x0, x1, . . .) dν˜(x).
Remark 3. If the eigenprobability ν associated to λA, of a mirrored potential is unique,
then for any continuous function f : X → R we have that∫
X
f(x)dν(x) =
∫
X
f(−x0,−x1,−x2, ...)dν(x).
We shall observe that the results of this section can be applied to the Dyson potential,
under appropriate assumptions and restrictions.
4.1 The Binary Model
In this section we take X = {−1/2, 1/2}N. We recall that any point in x˜ ∈ [−1, 1] has
a binary expansion of the form x˜ = x0 + x12
−1 + x22−2 + . . ., where xi ∈ {−1/2, 1/2}
for all i ∈ N. Using this binary expansion we get a bijection (with only countably many
exceptions) between the points of the symbolic space x = (x0, x1, x2, . . .) ∈ X with the
points of the closed unit ball in R, i.e., x˜ ∈ [−1, 1] ⊂ R. For example, the point x˜ = 1 can
be represent in the symbolic space by x = (1/2, 1/2, 1/2, . . .), and similarly the point x˜ =
−1 is represented by x = (−1/2,−1/2,−1/2, . . .). Furthermore, the value 1/2 ∈ [−1, 1]
can be written as (1/2,−1/2, 1/2, 1/2, 1/2, ...), or, as (1/2, 1/2,−1/2,−1/2,−1/2, ...),
and etc... Changing (x0, x1, x2, . . .) to (−x0,−x1,−x2, . . .) corresponds to change x˜ to
−x˜.
An important point on the reasoning below is that for any n ≥ 2, if x0 = 1/2, then
we have
x0x1 + x0x22
−1 + . . .+ x0xn2−(n−1) ≥ x0xn+12−n + x0xn+22−(n+1) + . . . .
In other words, the tail is smaller than the first n terms of the series. Therefore a point
x˜ represented by a sequence x = (1/2, x2, x3, . . .) is such that x˜ ≥ 0. On the other hand,
if it is represented by a sequence like x = (−1/2, x2, x3, . . .), then x˜ ≤ 0.
Note that if (y0, y1, y2, . . .) and (x0, x1, x2, . . .) are two comparable points in (X,),
we have (y0, y1, y2, ..)  (x0, x1, x2, ....), if and only if, y˜ = y0 + y12−1 + y22−2 + . . . ≥ x˜ =
x0 + x12
−1 + x22−2 + . . ..
By using the binary expansion we can think of f : X → R as a function f : [−1, 1]→
R. By abusing notation we will write f(x0, x1, x2, ..) = f(x˜). Whenever f : X → R
is continuous and take same values where the representation is not unique, then the
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associated function f : [−1, 1]→ R is also continuous. Clearly if f : X → R is increasing
function and (y0, y1, y2, . . .)  (x0, x1, x2, . . .), then we have f(y˜) ≥ f(x˜).
Note that the shift on {−1/2, 1/2}N can be represented under such change of coordi-
nates as the expanding transformation T : [−1, 1] → [−1, 1] such that T (x) = 2x − 1,
for x > 0, and by T (x) = 2x + 1, when x ≤ 0. The inverse branches of T are y → y+1
2
and y → y−1
2
.
Example 1 (The Binary Model). Let X = {−1/2, 1/2}N and A : X → R the Ising type
potential given by
A(x) = A(x0, x1, x2, ...) = x0x1 + x0x22
−1 + x0x32−2 + . . .+ x0xn2−n+1 + . . .
which will be called the binary potential. Clearly A is a Lipchitz potential and A ∈ I.
Note that if x = (x0, x1, . . .) is a representation of x˜ ∈ [−1, 1] then A can be represented
as a function A : [−1, 1] → [−1, 1], where A(x) = x − 1/2, for x > 0, and, A(x) =
(−1/2)−x, for x ≤ 0. If x˜ is associated to (x0, x1, x2, . . .), then A(1/2, x0.x1, ..) = (1/2)x˜
and A(−1/2, x0.x1, ..) = −(1/2)x˜+1. So the equation for the eigenfunction of the Ruelle
operator is
LA(ϕ)(x˜) = e
x˜/2ϕ((x˜+ 1)/2) + e−x˜/2 ϕ((x˜− 1)/2) = λϕ(x˜).
The function ϕ(x˜) = 3
4
x˜2 + 3
32
(15 +
√
353) is not an eigenfunction of LA but the
functions 1
32
(49 +
√
353)ϕ and LA(ϕ) are quite close on the interval [−1, 1] (see Figure
1 on Section 8). The corresponding Taylor series around zero agree up to order two.
From numerical point of view one could get better approximations - polynomials of
higher order - by using, for example, the command Expand in Mathematica (and solving
some equations in order to get the coefficients of the polynomial).
5 Involution Kernel Representations of Eigenfunctions
In this section we obtain a semi-explicit expressions for eigenfunctions of the Ruelle
operator LA, associated to the maximal eigenvalue for a large class of potentials A. The
main technique used here is the involution Kernel. Before present its definition and some
of its basic properties we need set up some notations.
From now on the symbolic space is taken as X = {−1, 1}N and we use the notation
Xˆ ≡ {−1, 1}Z. The set of all sequences written in “backward direction” {(. . . , y2, y1) :
yj ∈ {−1, 1}} will be denoted by X∗, and given a pair x ∈ X and y ∈ X∗ we defined
(y|x) ≡ (. . . , y2, y1|x1, x2, . . .). Using such pairs we can identify Xˆ with the cartesian
product X∗ × X. This bi-sequence space is sometimes called the natural extension of
X. The left shift mapping on Xˆ will be denoted by σˆ and defined as usual by
σˆ(. . . , y2, y1|x1, x2, x3 . . .) = (. . . , y2, y1, x1|x2, x3, . . .).
Definition 4. Let A : X → R be a continuous potential (considered as a function on
Xˆ). We say that a continuous function W : Xˆ → R is an involution kernel for A, if
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there exists continuous potential A∗ : X∗ → R (considered as a function on Xˆ) such that
for any a ∈ {−1, 1}, x ∈ X and y ∈ X∗, we have
(A∗ +W )(ya|x) = (A+W )(y|ax). (24)
We say A∗ the dual of the potential A (using W ) and A is symmetric if for some
involution kernel W , we have A = A∗.
To simplify the notation we write simply A(x), A∗(y) and W (y|x) during the compu-
tations. For general properties of involutions kernels, the reader can see the references
[BLT06], [LMMS15] and [GLP16].
In several examples one can get the explicit expression for W and A∗ (see section 5 of
[BLL13]).
The reader should be warned that the involution kernel W is not unique.
Example 2. Let A : X → R be a continuous potential (considered as a function on Xˆ)
given by A(x1, x2, x3, ...) = a1 x1 + a2 x2 + ...+ xn an + . . ., where
∑
k
∑
n≥k |an| <∞. A
large class of such potentials were carefully studied in [CDLS17] and spectral properties
of the Ruelle operator were obtained there.
We claim that A∗ = A (for some choice of W ). Indeed, let k =
∑
j≥2 aj. and define
for any (x|y) ∈ Xˆ the following function
W (y|x) = [ . . .+ (k − (a2 + a3 + a4)) y4 + (k − (a2 + a3)) y3 + (k − a2) y2 + k y1
+ k x1 + (k − a2)x2 + (k − (a2 + a3))x3 + (k − (a2 + a3 + a4))x4 + . . . ].
Using the hypothesis placed on the coefficients an’s we can rewrite
W (y|x) =
∑
i≥1
(xi + yi) (ai+1 + ai+2 + . . .).
A simple computation shows that for any a ∈ {−1, 1}, x ∈ X and y ∈ X∗, we have
the following identity
A(a y) +W (y a |x) = (A+W )(y a |x) = (A+W )(y | a x) = A(a x) +W (y |a x),
thus showing that A is simetric, i.e., A = A∗.
In [CDLS17] is shown that the main eigenfunction of LA is given by
ϕ(x) = exp(α1x1 + α2x2 + . . .), where αn = an+1 + an+2 + . . .
and the main eigenvalue is exp(
∑∞
j=1 aj) + exp(−
∑∞
j=1 aj). If β > 0 is fixed and the
coefficients (an)n≥1 are given by aj = β j−γ for all j ∈ N, we get that the main eigenvalue
is equals to 2 cosh(βζ(γ)). Figure 8 gives an idea what is the shape of the graph of this
eigenfunction.
Example 3. For an Ising type potential of the form A(x) =
∑∞
j=1 x1 xjaj+1, we can
formally written an expression for the involution kernel W , which is
W (y|x) = y1 (
∞∑
j=1
xj aj) + y2 (
∞∑
j=1
xj aj+1) + . . .+ yk (
∞∑
j=1
xj aj+k−1) + . . . . (25)
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Of course, to give a meaning for the above expression some restrictions need to be
imposed on (an)n≥1. We return to this issue latter.
One can show that when an = λ
n, for 0 < λ ≤ 0.5, this involution kernel satisfies the
twist property (see definition on [BLL13]). One has to consider the lexicographic order
on this definition which is a total order.
Theorem 6. Let A be a continuous potential for which there exists an involution kernel
W . Let A∗ be a continuous potential satisfying the equation (24) and νA∗ an eigenprob-
ability of L ∗A∗, associated to the spectral radius λA∗. Then the function
ϕ(x) ≡
∫
X∗
eW (y|x)dνA∗(y) (26)
is a continuous positive eigenfunction for the Ruelle operator LA associated to λA∗.
Proof. Since L ∗A∗νA∗ = λA∗νA∗ . we have for any continuous function f : Xˆ → R the
following identity ∫
X∗
f(y)dνA∗(y) = λA∗
∫
X∗
LA∗(f)(y) dνA∗(y).
On the other hand,
LA(ϕ)(x) = LA
(∫
X∗
eW (y|x)dνA∗(y)
)
(x) =
∑
a=±1
eA(a x)
∫
X∗
eW (y|ax)dνA∗(y)
=
∫
X∗
[∑
a=±1
eA(a x)eW (y|ax)
]
dνA∗(y) =
∫
X∗
[∑
a=±1
eA
∗(y a)eW (ya|x)
]
dνA∗(y)
=
∫
X∗
LA∗
(
eW (·|x)
)
(y) dνA∗(y) = λA∗
∫
X∗
eW (y|x)dνA∗(y)
= λA∗ϕ(x).
Figure 9 on the Section 8 provides a numerical comparison between the approximations
computed by using the involution kernel and the explicit expression of the eigenfunction
for some product type potentials, see [CDLS17].
5.1 Involution Kernel and the Dyson model
Now we consider some continuous Ising type potentials of the form
A(x) =
∞∑
j=1
x1xj+1
jγ
, where γ > 1
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and the formal series
W (y|x) = y1 (
∞∑
j=1
xj j
−γ) +y2 (
∞∑
j=1
xj (j+1)
−γ) +. . .+yk (
∞∑
j=1
xj (j+k−1)−γ)+. . . (27)
Such W is well defined and is continuous, whenever γ > 2. If the terms in the above
formal sum can be rearranged then we can show that W (x|y) = W (y|x). In such cases,
a simple algebraic computation give us the following relation
A(ay) +W (ya |x) = (A+W )(ya|x) = (A+W )(y| a x) = A(a x) +W (y | a x) (28)
for any a ∈ {−1, 1}, showing that A is symmetric. By multiplying both sides of the
above equation by β > 0 we get that βW is an involution kernel for βA.
A natural question: is the involution kernel νA × νA almost everywhere well-defined,
where νA is some eigenprobability ? If the answer is affirmative, then above formula for
W provides an measurable eigenfunction.
Let X˜ be the subset of all x = (x1, x2, . . .) in X = {−1, 1}N such that there exist and
N such that xj = −xj+1 for all N ≤ j. Note that the set X˜ is dense subset of X and if
x ∈ X˜, then their preimages are also in X˜.
Suppose 1 < γ < 2, then, for each k we have that
∑∞
j=1 xj (j + k − 1)−γ converges
and it is of (at most) order k−γ, when k →∞. In this way for such x ∈ X˜ we get that
W (y|x) is well defined for all y.
Theorem 7. Consider the potential A(x) =
∑∞
j=1 j
−γx1xj+1, where 1 < γ < 2. There
exist a non-negative function ϕ˜ : X˜ → R such that for any x ∈ X˜ we have
LA(ϕ˜)(x) = λA ϕ˜(x),
where λA is the spectral radius of LA, acting on C(X).
Proof. Let νA the eingenprobability of L ∗A, associated to the spectral radius λA, that is,
L ∗AνA = λAνA. We denote by νA∗ the eingenprobability of LA∗ . Since A = A
∗, we get
that νA∗ = νA.
Note that for all x ∈ X˜ the expression (27) for W (y|ax) is well-defined for any a and
y. Finally, for such x we can proceed as in the proof of Theorem 7 to verify that
0 ≤ ϕ˜(x) ≡
∫
X∗
eW (y|x)dνA(y)
is a solution to the eigenvalue problem LA(ϕ˜)(x) = λAϕ˜(x).
In section 8 we present some numerical data sketching the shape of the graph of
eigenfunction associated to Dyson potentials (see Figure 5).
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5.2 Topological Pressure of some Long-Range Ising Models
Now we show how to use the involution kernel representation of the main eigenfunc-
tion, to obtain bounds on the main eigenvalue λβA, where A is an Ising type poten-
tial, of the form A(x) =
∑∞
j=1 j
−γx1xj+1, where γ > 2 and β > 0. For such po-
tentials the main eigenfunction ϕβ, associated to the main eigenvalue λβ, is given by
ϕβ(x) =
∫
X∗ e
βW (y|x)dνβA(y) and positive everywhere. From the definitions we have
λβϕβ(1, 1, 1, ..) = e
βA(1,1,1,..)ϕβ(1, 1, ...) + e
βA(−1,1,1,..)ϕβ(−1, 1, ...)
and therefore
λβ = e
βA(1,1,1,..) + eβA(−1,1,1,..)
ϕβ(−1, 1, ...)
ϕβ(1, 1, 1, ..)
= eβζ(γ) + e−βζ(γ)
ϕβ(−1, 1, ...)
ϕβ(1, 1, 1, ..)
= eβζ(γ) + e−βζ(γ)
∫
X∗ exp(βW (y| − 11∞))dνβA(y)∫
X∗ exp(βW (y|1∞))dνβA(y)
.
Let us foccus on the integrals appearing above. By using the expression (27) we have∫
X∗ exp
(
−y1β(ζ(γ)− 1) + β
∑
n≥2 yn (−n−γ +
∑
j≥2(j + n− 1)−γ)
)
dνβA(y)∫
X∗ exp
(
y1βζ(γ) + β
∑
n≥2 yn (n
−γ +
∑
j≥2(j + n− 1)−γ)
)
dνβA(y)
Note that the numerator is a product of an decreasing function by an increasing and
the denominator is a product of two increasing functions therefore we can use the FKG
inequality to get an upper bound to the above fraction which is given by∫
X∗ e
−y1β(ζ(γ)−1)dνβA(y)∫
X∗ e
y1βζ(γ)dνβA(y)
∫
X∗ exp
(
β
∑
n≥2 yn (−n−γ +
∑
j≥2(j + n− 1)−γ)
)
dνβA(y)∫
X∗ exp
(
β
∑
n≥2 yn (n
−γ +
∑
j≥2(j + n− 1)−γ)
)
dνβA(y)
The first quotient above can be explicit computed as follows∫
X∗ e
−y1β(ζ(γ)−1)dνβA(y)∫
X∗ e
y1βζ(γ)dνβA(y)
=
eβ(ζ(γ)−1)νβA(y1 = −1) + e−β(ζ(γ)−1)νβA(y1 = 1)
eβζ(γ)νβA(y1 = 1) + e−βζ(γ)νβA(y1 = −1)
=
cosh(β(ζ(γ)− 1))
cosh(βζ(γ))
< 1,
where we have used that G∗(A) is a singleton and Remark 3 to conclude that the prob-
abilities νβA(y1 = ±1) = 1/2. The second quotient can be bounded by one using again
the FKG inequality and Remark 3. The above estimates implies that the pressure of
this long range Ising model is bounded by
P (βA) = log λβA < log(2 cosh(βζ(γ))).
Tights lower bounds are much harder to obtain. Anyway this computation let it clear
the relevance of the involution kernel to obtain upper bounds for the pressure functional.
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6 L2(X, νA) Eigenfunctions for the Ruelle Operator
The space C(X) is not a suitable space to solve the main eigenvalue problem for the
Ruelle Operator LA for a general continuous potential A. In [CDLS17] and [CL16] the
authors exhibit a family of potentials for which the Ruelle operator has no continuous
main eigenfunction. For example, if the potential A is of the form
A(x) =
∑
n≥1
xn
nα
, where 1 < α < 2
the authors prove the existence of a measurable non-negative “eigenfunction” taking
values from zero to infinity in any fixed cylinder set of X. Of course, such function can
not be extended to a continuous function defined in whole space X. Some extension to
Lebesgue space should be considered in order these functions can be viewed as legitimate
eigenfunctions. In this section we study the main eigenvalue problem for the natural
extension of the Ruelle operator to L2(X, νA).
We start by proving that the Ruelle operator can be extended to a positive operator
defined on L2(X, νA) (short notation L
2(νA)) for any continuous potential A.
Lemma 4. Let A : X → R be a continuous potential and νA any element in G∗(A).
Then the Ruelle operator LA : C(X) → C(X) can be extended to a bounded linear
operator defined on L2(νA).
Proof. It is enough to prove that the Ruelle operator is bounded on a dense subspace
with respect to the L2(νA)-norm. Since X is a compact metric space, we have that C(X)
is a dense subset of L2(νA). Let ψ be a continuous function. By using the positivity and
duality relation of the Ruelle operator we get
‖LA(ψ)‖2L2(νA) =
∫
X
LA(ψ)LA(ψ) dνA ≤
∫
X
LA(|ψ|)LA(|ψ|) dνA
=
∫
X
LA(LA(|ψ|) ◦ σ · |ψ|) dνA = λA
∫
X
LA(|ψ|) ◦ σ · |ψ| dνA.
Developing the integrand by using the definition of the Ruelle operator and the continuity
of the potential A we get
LA(|ψ|) ◦ σ · |ψ| = |ψ(1x2x3 . . .)| · exp(A(1x2x3 . . .)) · |ψ(x1x2x3 . . .)|
+ |ψ(−1x2x3 . . .)| · exp(A(−1x2x3 . . .)) · |ψ(x1x2x3 . . .)|
≤ exp(‖A‖∞)
[
|ψ(1x2x3 . . .)| · |ψ(x1x2x3 . . .)|
+ exp(‖A‖∞)|ψ(−1x2x3 . . .)| · |ψ(x1x2x3 . . .)|
]
.
By using this upper bound and the Cauchy-Schwarz Inequality we can conclude from
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the above inequalities that
‖LA(ψ)‖2L2(νA) ≤ λA exp(‖A‖∞)
(∫
X
ψ2(1x2 . . .) dνA
) 1
2
‖ψ‖L2(νA)
+ λA exp(‖A‖∞)
(∫
X
ψ2(−1x2 . . .) dνA
) 1
2
‖ψ‖L2(νA)
≤ λA exp(‖A‖∞)
(∫
X
1{x1=1}ψ
2 dνA
) 1
2
‖ψ‖L2(νA)
+ λA exp(‖A‖∞)
(∫
X
1{x1=−1}ψ
2 dνA
) 1
2
‖ψ‖L2(νA)
≤ 2λA exp(‖A‖∞)‖ψ‖2L2(νA).
Thus proving that the Ruelle operator can be extended in L2(νA) to a bounded linear
operator.
Given a continuous potential A, a point z0 ∈ Ω and n ∈ N, is natural to approx-
imate A by a potential An defined by the mapping x = (x1, x2, .., xn, xn+1, ..) 7−→
A(x1, x2, .., xn, z0). Note that An depends on a finite number of coordinates and therefore
belongs to the Ho¨lder class. Typical choices of z0 could be either 1
∞ or (−1)∞.
Lemma 5. Let A be a continuous potential and for each n ∈ N we define An(x) =
A(x1, . . . , xn, 1, 1, . . .). Let ϕn denotes the main eigenfunction of LAn normalized so
that ‖ϕn‖L1(νn) = 1, where νn is the unique eigenprobability of L ∗An. Then there exist a
σ-invariant Borel probability measure µA (called asymptotic equilibrium state) such that,
up to subsequence,
lim
n→∞
∫
X
LAn(ϕn)ψ dνn = λA
∫
X
ψ dµA, ∀ψ ∈ C(X)
Proof. Let λAn be the main eigenvalue of the Ruelle operator associated to the potential
An and ϕn its normalized eigenfunction, i.e., ‖ϕn‖L1(νn) = 1 . By the Corollary 2 of
[CL16] we get that λAn → λA, when n → ∞. Since ϕn ≥ 0 and ‖ϕn‖L1(νn) = 1 the
measure µn = ϕnνn is a probability measure for each n ∈ N. Since X is compact, there
is a probability measure µA such that, up to subsequence, µn ⇀ µA. Therefore for all
ψ ∈ C(X) we have∫
X
LAn(ϕn)ψ dνn = λn
∫
X
ϕnψ dνn
= λn
∫
X
ψ dµn
n→+∞−−−−→ λA
∫
X
ψ dµA.
Theorem 8 (Equilibrium States). Let A : X → R be a continuous potential. Suppose
that {An : n ∈ N} is a sequence of Ho¨lder potentials such that ‖An − A‖∞ → 0,
when n → ∞. Then any the asymptotic equilibrium state µA given by Lemma 5 is an
equilibrium state for A.
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Proof. See [CL16].
Definition 5 (Weak-Solution). Let νA be an eigenprobability for L ∗A and µA be given
by the Lemma 5. We say that a non-negative function ϕA ∈ L2(νA) is a weak solution
to the eigenvalue problem for the Ruelle operator, if ‖ϕA‖L1(νA) = 1 and∫
X
LA(ϕA)ψ dνA = λA
∫
X
ψ dµA,
for all ψ ∈ C(X).
Proposition 4. If A is a Ho¨lder potential and ϕA is the main eigenfunction of LA,
then ϕA is a weak solution to the eigenvalue problem in the sense of the Definition 5.
Proof. We first consider a sequence of potentials An : X → R defined, for each n ∈ N
and x ∈ X, by An(x) = A(x1, . . . , xn, 1, 1, . . .). Note that A is Ho¨lder and one can
immediately check that ‖An − A‖∞ → 0, when n → ∞. As in the Lemma 5, let ϕn
denotes the main eigenfunction of LAn normalized so that ‖ϕn‖L1(νn) = 1, where νn is
the unique eigenprobability of L ∗An . Then there exist a σ-invariant Borel probability
measure µA such that, up to subsequence,
lim
n→∞
∫
X
LAn(ϕn)ψ dνn = λA
∫
X
ψ dµA, ∀ψ ∈ C(X)
From the Theorem 8 we have that µA is an equilibrium state for A. Since the potential
A is Ho¨lder its unique equilibrium state is known to be given by the probability measure
γA = ϕAνA and therefore µA = γA. This last equality together with the hypothesis give
us for all ψ ∈ C(X) that∫
X
LA(ϕA)ψ dνA =
∫
X
λAϕAψ dνA = λA
∫
X
ψ d[ϕAνA]
= λA
∫
X
ψ dγA
= λA
∫
X
ψ dµA.
The main tool in this section is the Lions-Lax-Milgram Theorem and it is used to
provide weak solutions to the eigenvalue problem for the Ruelle operator, see [Sho97]
for a detailed proof of this result.
Theorem 9 (Lions-Lax-Milgram). Let H be a Hilbert space and V a normed space,
B : H × V → R so that for each v ∈ B the mapping h 7→ B(h, v) is continuous. The
following are equivalent: for some constant c > 0,
inf
‖v‖V =1
sup
‖h‖H≤1
|B(h, v)| ≥ c;
for each continuous linear functional F ∈ V ∗, there exists h ∈ H such that
B(h, v) = F (v) ∀v ∈ V.
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Theorem 10. Let A : X → R be a continuous potential, νA be an element of G∗(A) and
µA as constructed in Lemma 5. Assume that there is K > 0 such that for all v ∈ C(X)
we have ‖v‖L2(νA) ≤ K‖v‖L2(µA). Then there exist a weak solution ϕA ∈ L2(νA) to the
eigenvalue problem for the Ruelle operator.
We get the same claim using an alternative hypothesis:
lim sup
n→∞
∫
X
ϕ2n dνn < +∞,
where ϕn and νn are chosen as in Lemma 5 (see Remark 4)
Proof. We will prove the theorem assuming that: there is K > 0 such that for all
v ∈ C(X) we have ‖v‖L2(νA) ≤ K‖v‖L2(µA).
The main idea of the proof is to use the Lions-Lax-Milgram Theorem with the space
H = L2(νA), V = (C(X), ‖ · ‖L2(νA)), B : L2(νA)×C(X)→ R and F : C(X)→ R given
respectively, by
B(h, v) =
∫
X
LA(h)v dνA and F (v) =
∫
X
v dµA.
In the sequel we prove the coercivity condition of the Lions-Lax-Milgram theorem and
then the continuity of the bilinear form B. For any v ∈ V such that ‖v‖L2(νA) = 1 we
have ∫
X
v2 dνA =
1
λA
∫
X
LA(v
2) dνA =
1
λA
∫
X
(v2 ◦ σ)LA(1) dνA
≥ exp(−‖A‖∞)
λA
∫
X
(v2 ◦ σ) dνA
and therefore
1
‖v ◦ σ‖L2(νA)
≥ exp(−‖A‖∞)
λA
.
Similarly we prove that for all h ∈ L2(νA) we have h ◦ σ ∈ L2(νA). So it follows from
the elementary properties of the Ruelle operator that
sup
‖h‖≤1
∫
X
LA(h)v dνA ≥
∫
X
LA
(
v ◦ σ
‖v ◦ σ‖L2(νA)
)
v dνA
=
1
‖v ◦ σ‖L2(νA)
∫
X
LA(1)v
2 dνA
≥ exp(−2‖A‖∞)
λA
∫
X
v2 dνA.
From the last inequality we get
inf
‖v‖V =1
sup
‖h‖H≤1
|B(h, v)| = inf
‖v‖L2(νA)=1
sup
‖h‖≤1
∫
X
LA(h)v dνA ≥ exp(−2‖A‖∞)
λA
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which proves the coercivity hypothesis.
Now we prove the continuity of the mapping h 7−→ B(h, v), where v ∈ L2(µA) is
fixed. From Lemma 4 we have that LA(h) ∈ L2(νA) for every h ∈ L2(νA). So we can
use Cauchy-Schwarz inequality to bound B(h, v) as follows
|B(h, v)| =
∣∣∣∣∫
X
LA(h)v dνA
∣∣∣∣
≤
(∫
X
[LA(h)]
2 dνA
) 1
2
(∫
X
v2 dνA
) 1
2
≤ (2λA exp(‖A‖∞)) 12‖h‖L2(νA) · ‖v‖L2(νA),
where the last inequality comes the Lemma 4 proof’s. The above inequality proves that
h 7−→ B(h, v) is continuous.
The hypothesis ‖v‖L2(νA) ≤ K‖v‖L2(µA) guarantees the continuity of the functional F
so we can apply the Lions-Lax-Milgram theorem to ensure the existence of a function
ϕA ∈ L2(νA) so that∫
X
LA(ϕA)v dνA =
∫
X
v dµA ∀ v ∈ L2(µA). (29)
By using the identity (29) with v ≡ 1 we get
1 =
∫
X
LA(ϕA)dνA =
∫
X
ϕA d
[
L ∗AνA
] ≤ λA‖ϕA‖L1(νA).
Therefore the following function
ϕ =
ϕA
λA‖ϕA‖L1(νA)
is a non-trivial weak solution for the eigenvalue problem.
Remark 4. We can weaken the hypothesis ‖v‖L2(νA) ≤ K‖v‖L2(µA) for all v ∈ C(X) of
Theorem 10 by only requiring that
lim sup
n→∞
∫
X
ϕ2n dνn < +∞,
where ϕn and νn are chosen as in Lemma 5. Indeed, in order to get the inequality
‖v‖L2(νA) ≤ K‖v‖L2(µA) from the above condition it is enough to note that νn ⇀ νA and
then to apply the Cauchy-Schwarz inequality (we leave the details of the proof to the
reader).
7 Monotonic Eigenfunctions and Uniqueness
In this section we follow closely [Hul91, Lac00] adapting, to our context, their results
for g-measures to non-normalized potentials.
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Definition 6 (Class F). We say that a potential A belongs to the class F if for all y  x
we have both inequalities eA(−1x) + eA(1x) ≤ eA(−1y) + eA(1y), and eA(1y) − eA(1x) ≥ 0.
Note that the above condition is equivalent to requiring LA(1)(x) and LA(1[1])(x) be
increasing functions. A simple example of a potential belonging to the class F is given
by A(x) = a1x1 + a2x2 + a3x3 + a4x4 + . . .+ anxn + . . ., where an ≥ 0.
Proposition 5. If A ∈ F and f is an increasing non-negative function, then LA(f) is
increasing function.
Proof. Suppose A ∈ F , f ≥ 0, and f ∈ I. Then follows directly from the definition of
the class F that if y  x then
eA(−1x) − eA(−1y) ≤ eA(1y) − eA(1x) and eA(1y) − eA(1x) ≥ 0.
By using the above observations and the definition of the Ruelle operator we get for
y  x the following inequalities
LA(f)(y)−LA(f)(x) = eA(1y)f(1y) + eA(−1y)f(−1y)− eA(1x)f(1x)− eA(−1x)f(−1x)
= eA(1y)(f(1y)− f(1x)) + eA(−1y)(f(−1y)− f(−1x))
+ f(1x)(eA(1y) − eA(1x))− f(−1x)(−eA(−1y) + eA(−1x))
≥ eA(1y)(f(1y)− f(1x)) + eA(−1y)(f(−1y)− f(−1x))
+ f(1x)(eA(1y) − eA(1x))− f(−1x)(eA(1y) − eA(1x))
= eA(1y)(f(1y)− f(1x)) + eA(−1y)(f(−1y)− f(−1x))
+ (f(1x)− f(−1x))(eA(1y) − eA(1x))
≥ 0.
Corollary 6. If A ∈ F then for any n ≥ 1, when defined, the function
x 7−→ L
n
A (1)(x)
λnA
is an increasing function.
Proof. If f : X → R is a non-negative increasing function and A ∈ F , then follows
from the previous corollary that g(x) ≡ LA(f)(x) is increasing and from positivity of
the Ruelle operator we get g ≥ 0. Therefore we can ensure that L 2A(f)(x) ≥ 0 and
increasing. Finally, by a formal induction we get that L nA (f)(x) ≥ 0 is monotone for
each n. Since λnA > 0 and f ≡ 1 is non-negative increasing function the corollary
follows.
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Remark 5. If A ∈ F and A is a Ho¨lder potential then we know that
L nA (1)(x)
λnA
n→∞−−−−→ ϕ(x),
uniformly in x, and ϕ is the main eigenfunction of LA, associated to λA. Since pointwise
limit of increasing functions is an increasing function it follows that the eigenfunction ϕ
is an increasing function.
We now consider a more general situation than the one in previous remark. We assume
again that A ∈ F , but now we also assume that the sequence of functions (ϕn)n≥1 given
by
ϕn(x) ≡ 1
n
n−1∑
j=0
λ−jA L
j
A(1)(x)
has a pointwise everywhere convergent subsequence (ϕnk)k≥1. We also need to assume
that
0 < lim inf
n→∞
L nA (1)(1
∞)
λnA
≤ lim sup
n→∞
L nA (1)(1
∞)
λnA
< +∞.
From monotonicity it will follow that λ−nA L
n
A (1)(x) is uniformly bounded away from
zero and infinity in n and x.
Under such hypothesis it is simple to conclude that 0 ≤ ϕ is a L1(νA) eigenfunction
of LA, associated to its main eigenvalue λA. If ϕ((−1)∞ ≥ c > 0, then 0 < c ≤ ϕ.
Since the set of all cylinders of X is countable, up to a Cantor diagonal procedure, we
can assume that the following limits exist for any cylinder set C
µ+(C) ≡ lim
k→∞
1
nk
nk−1∑
j=0
L jA(1C)(1
∞)
λjA
and µ−(C) ≡ lim
k→∞
1
nk
nk−1∑
j=0
L jA(1C)(−1∞)
λjA
. (30)
By standards arguments one can show that µ± can be both extended to positive measures
on the borelians of X (they are not necessarily probability measures). These measures
satisfy for any continuous function f the following identity∫
X
f dµ± = lim
k→∞
1
nk
nk−1∑
j=0
L jA(f)(±1∞)
λjA
.
We claim that µ± are eigenmeasures associated to λA. Indeed, they are both non-
trivial measures since 0 < ϕ(−1∞) = µ−(X) ≤ µ+(X) and also bounded measures since
µ−(X) ≤ µ+(X) ≤ ϕ(1∞) < +∞. For any f ∈ C(X) the condition ϕ(1∞) < +∞
implies
lim sup
n≥1
[
1
n
L nA (f)(1
∞)
λnA
]
= 0.
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From the above observations and the definition of the dual of the Ruelle operator, for
any continuous function f we have
1
λA
∫
X
f d[L ∗Aµ
+] =
1
λA
∫
X
LA(f) dµ
+ =
1
λA
lim
k→∞
1
nk
nk−1∑
j=0
L jA(LA(f))(1
∞)
λjA
= lim
k→∞
1
nk
[
L nkA (f)(1
∞)
λnkA
− f(1∞) +
nk−1∑
j=0
L jA(f)(1
∞)
λjA
]
= lim
k→∞
1
nk
nk−1∑
j=0
L jA(f)(1
∞)
λjA
=
∫
X
f dµ+.
The above equation shows that µ+ is an eigenmeasure. A similar argument applies to
µ− and therefore the claim is proved.
Proposition 6. Let A be a continuous potential, and λA the spectral radius of LA acting
on C(X). Assume that for any continuous function f : X → R, the following limit exists
and is independent of x
lim
n→∞
1
n
n−1∑
j=0
L jA(f)(x)
λjA
= c(f) and sup
n≥1
∥∥∥∥∥ 1n
n−1∑
j=0
L jA(f)
λjA
∥∥∥∥∥
∞
< +∞ (31)
Then G∗(A) is a singleton.
Proof. Since A is continuous follows from [CL16] that G∗(A) is not empty. If ν ∈ G∗(A),
then follows from the basic properties of LA that for any f ∈ C(X) and j ∈ N we have∫
X
f dν =
∫
X
L jA(f)
λjA
dν.
From this identity and the Lebesgue Dominated Convergence Theorem we have∫
X
f dν = lim
n→∞
1
n
n−1∑
j=0
∫
X
L jA(f)(x)
λj
dν(x) = c(f).
Since the above equality is independent of the choice of ν, we conclude that G∗(A) has
to be a singleton.
Proposition 7. Let A be a potential F and λA the spectral radius of LA acting on the
space C(X). If for some x ∈ X we have 0 < inf{λ−nA L nA (1)(x) : n ≥ 1} and for all
B ⊂ N we have
lim
n→∞
∣∣∣∣∣ 1n
n−1∑
j=0
λ−jA L
j
A(ϕB)(1
∞)− 1
n
n−1∑
j=0
λ−jA L
j
A(ϕB)(−1∞)
∣∣∣∣∣ = 0. (32)
Then, there exists a continuous positive eigenfunction h for the Ruelle operator LA,
associated to λA. Moreover, the measures µ
+ and µ− defined as in (30) are the same
and G∗(A) is a singleton.
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Proof. The first step is to show that the sequence (ϕn)n≥1 defined by
ϕn =
1
n
n−1∑
j=0
λ−jA L
j
A(1)
has a cluster point in C(X). The idea is to use the monotonicity of ϕn to prove that
this sequence is uniformly bounded and equicontinuous. In fact, for any j ≥ 1 we have
λ−jA L
j
A(1)(−1∞) ≤
∫
X
λ−jA L
j
A(1) dνA =
∫
X
1 dνA = 1.
Therefore ϕn(−1∞) is a bounded sequence of real numbers. From the hypothesis (32),
with B = ∅, follows that ϕn(1∞) is also bounded. Since ϕn are increasing function
we have the following uniform bound |ϕn(x)| = ϕn(x) ≤ supn≥1 ϕn(1∞), thus proving
that (ϕn)n≥1 is uniformly bounded sequence in C(X). To verify that (ϕn)n≥1 is an
equicontinuous family it is enough to use the following upper and lower bounds
ϕn(−1∞)− ϕn(1∞) ≤ ϕn(x)− ϕn(y) ≤ ϕn(1∞)− ϕn(−1∞), ∀ x, y ∈ X
together with the hypothesis (32). Now the existence of a cluster point for the sequence
(ϕn)n≥1 is a consequence of Arzela-Ascoli’s Theorem, that is, there is some ϕ ∈ C(X)
such that ‖ϕnk − ϕ‖∞ → 0, when k → ∞. Since 0 < inf{λ−nA L nA (1)(x) : n ≥ 1}
follows from the monotonicity of ϕ that ϕ(x) 6= 0. By using the continuity of ϕ and
the argument presented in [PP90] to prove uniqueness of the eigenfunctions one can see
that ϕ(y) 6= 0 for every y ∈ X. As we observed next to Remark 4, ϕ is an eigenfunction
of LA, associated to λA.
Now we will prove the statement about G∗(A). Since ϕB is an increasing function
follows from Proposition 5 that
1
n
n−1∑
j=0
λ−jA L
j
A(ϕB)(−1∞) ≤
1
n
n−1∑
j=0
λ−jA L
j
A(ϕB)(x) ≤
1
n
n−1∑
j=0
λ−jA L
j
A(ϕB)(1
∞) (33)
for all n ≥ 1. From the above inequality and the hypothesis (32) is clear that the limit,
when n → ∞, of the second sum in (33) exist and is independent of x. Therefore the
linear mapping
A 3 f 7−→ lim
n→∞
1
n
n−1∑
j=0
λ−jA L
j
A(f)(x) = c(f),
defines a positive bounded operator over the algebra A . By using the denseness of
A in C(X) and the Stone-Weierstrass theorem it follows that the above limit is well-
defined and independent of x for any continuous function f . Since ϕ(1∞) < +∞ all the
hypothesis of Proposition 6 are satisfied and so we can ensure that G∗(A) is a singleton,
finishing the proof.
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8 Numerical Data
Given a general continuous potential A defined on the symbolic pace {−a, a}N it would
be helpful to get an idea of what one would expect for the corresponding main eigen-
function and eigenvalue (if they exist). In this section we present some numerical data,
obtained by using suitable approximations of the previous examples, using the software
Mathematica. The aim is to present numerical data related to approximations of the
eigenfunctions and how the shape of these approximated functions looks like. Some of
the numerical computations are based on rigorous mathematical results - for instance if
the potential is of Holder class - and the approximations we show give a more concrete
idea of the behavior of an eigenfunction. For some complicated models the numerical
data is not backed up by rigorous results and they can be viewed only as illustration -
some of the observations we made in the paper agree with the numerical computations.
To plot the graphs in this section we fixed a = 1/2 and used the identification of the
points in X = {−1/2, 1/2}N, with their “binary” expansion on the interval [−1, 1] as
described on Section 4.1. Therefore, a graph of a real function defined on X will be
plotted as a graph of a real function function defined on [−1, 1].
For example, the Figure 1 shows how close numerically are the Taylor approximation
of the function ϕ of Section 4.1, and the graph of its image by the Ruelle operator
-1.0 -0.5 0.5 1.0
7.0
7.5
8.0
Figure 1: The graphs of 1
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(49 +
√
353)ϕ (in blue) and LA(ϕ) (in red).
As we will be interested on potentials defined on {−1, 1}N (as the Dyson model for
example) we use the natural identification of −1/2 with −1 and of 1/2 with 1. Under
this convention, we present in the sequel the graph of the potential A of the Dyson
model for some parameters (see Figures 2 and 3). In all of our numerical computations
we worked with potentials approximated by its 16 first terms.
As an approximation of the eigenfunctions we used in all examples of this section the
following expression
zn(x) =
L nA (1) (x)
L nA (1)(1
∞)
,
for n = 3, 4, . . . , 7. The reader should have in mind that zn(x) can only be regarded
as a true approximation as long as the pressure functional can be approximately at a
fast rate. When γ > 2 this is indeed the case. We point out that higher order iterates
(more time consuming for the computer by using a larger n) does not change very much
the pictures we got. If the eigenfunction (we want to get) is continuous on x = 1∞,
then, this choice of L nA (1)(1
∞) seems plausible. However, if the eigenfunction is not
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Figure 2: The Dyson potential - (Left) the graph of A for γ = 2.2. (Right) the graph of
A for γ = 2.0.
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Figure 3: The Dyson potential - (Left) the graph of A for γ = 1.88. (Right) the graph
of A for γ = 1.3.
defined on x = 1∞ (could be just a measurable function and then we can not be sure)
someone could argue that this choice is unjustifiable. Anyway, the simulations indicate
a stationary pattern, revealing that a careful numerical analysis is worth to be done.
In order to illustrate the fact that our numerical data are not completely misleading
and works well for Ho¨lder potentials depending on infinite number of variables, we
present the data for the case where the potential is given by
A(x) = x1 + x22
−1 + x32−2 + . . .+ xn2−n+1 + . . .
In this case the explicit expression of the eigenfunction ϕ is known and given by the
following expression ϕ(x) = exp(α1x1 + α2x2 + . . .), where αn =
∑∞
j=n+1 2
−j+1 (see
[CDLS17]). For this potential the Figure 4 illustrate that seven iterates of the Ruelle
operator are enough to get a reasonable approximation of the eigenfunction.
Figure 5 compare the graph of the Dyson potential with the parameters γ chosen above
and below γ = 2 and their respective “approximated” eigenfunctions. The numerical
data suggests that the sequence of functions x → zn(x) converges, when n gets large.
There is also an indication that in some cases the better one can hope is a measurable
eigenfunction - but not a continuous one.
From now on (Figures 6, 7, 8 9) we present the numerical data for the potential
A(x) =
∑∞
j=1 j
−γxj, which was considered in [CDLS17, Hul06, Hul91].
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Figure 4: The graphs of the eigenfunction ϕ (red) and z7(x) (black).
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Figure 5: Dyson Potential - (Left) the graphs of z3(x) and z4(x) for γ = 2.2. (Right) the
graphs of z5(x) (black) and z6(x) (red) for γ = 1.88
Figure 6: The graph of the potential A when γ = 1.88. The potential A : {−1, 1}N → R
is continuous and the apparent discontinuity on x = 0 is due to the multiplicity
of the “binary” expansion of 0. Here we using the approximation
∑37
j=1 j
−γxj.
When γ > 2 the eigenfunction ϕ is continuous, unique (up to scalar factor) and is given
by the following expression ϕ(x) = exp(α1x1 + α2x2 + . . .), where αn =
∑∞
j=n+1 j
−γ.
In the case γ < 2, the expressions are similar but the analysis of this model is more
complex. In such cases it is also possible to ensure that there exists a measurable
eigenfunction g which is defined on the support of the maximal entropy probability. For
almost every x with respect to the maximal entropy probability, this eigenfunction is
given by g(x) = exp(α1x1 + α2x2 + . . .), where αn =
∑∞
j=n+1 j
−γ. There is also another
measurable eigenfunction, denoted here by f , which is defined almost everywhere with
respect to the eigenprobability for A.
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Figure 7: The graph of z6(x) (above the graph of g) and g(x) for γ = 1.88.
In this case our numerical data suggest that zn(x), for large n, will be closed to an
eigenfunction which is not the function g (see Figure 7). In [CDLS17] it is proved for
this cases the existence of more than one measurable eigenfunctions.
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Figure 8: (Left) The graphs of z3(x) and z4(x) for γ = 1.88. (Right) graphs of z5(x) and
z6(x) for γ = 1.88.
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Figure 9: The graphs of the eigenfunction ϕ and of the approximation obtained via the
involution kernel when γ = 3.3. The picture on the left side was obtained via
thermodynamic limit and the one on the right side was obtained via simulation
of a Bernoulli process - the picture on green is the graph of the numerical
analytical approximation of the explicit eigenfunction and the picture on black
is the approximation obtained via involution kernel.
We recall that in Section 5 the expression (26) describes the eigenfunction in terms of
the eigenprobability (explicitly known when γ > 2) and the involution kernel (explicitly
known when γ > 2). In Figure 9 we use the parameter γ = 3.3 and plotted the graphs
of the continuous eigenfunction and the graph of an approximation obtained using the
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expression of the eigenprobability and the involution kernel - in the case of the potential
A(x) =
∑∞
j=1 j
−γxj. In this case, in order to compute the expression of the eigenfunction
via this method we need a ”numerical approximation” of the eigenprobability. A natural
procedure to do that is via thermodynamic limit as described on Section 3.1 in [Sar09]
or on Section 8 of [CL14]. We took preimages at level 6 of the point 1∞ to generate the
left hand side picture of Figure 9.
The eigenprobability for the potential A(x) =
∑∞
j=1 j
−γxj is a non-stationary inde-
pendent Bernoulli probability explicitly known. Then, we can simulate - with better
precision - the eigenprobability via the following procedure: take a sequence of flipping
coins with different probabilities. In this case the result is presented on the right hand
side of figure 9.
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