Abstract. We introduce the wave-front set, W F F L q (ω)
with respect to weighted Fourier Lebesgue space F L q (ω) , where ω is an appropriate weight function and q ∈ [1, ∞]. We prove that usual mapping properties for a quite general class of pseudo-differential operators a(x, D) hold for such wave-front sets. Especially we prove that
(a(x, D)f ) Char(a)
for appropriate ω 1 , ω 2 . Here Char(a) is the set of characteristic points of a.
Introduction
In this paper we introduce wave-front sets of (weighted) Fourier Lebesgue types, a familly of wave-front sets which contains the wavefront sets of Sobolev type, introduced by Hörmander in [20] , as well as the classical wave-front sets with respect to smoothness (cf. Sections 8.1 and 8.2 in [19] ), as special cases. Roughly speaking, the wave-front set W F F L q (ω) (f ) of a distribution f on R d with respect to the (weighted) Fourier Lebesgue space (See Sections 1 and 2 for strict definitions.) We prove that usual mapping properties for a quite general class of pseudo-differential operators, which are valid for classical wave-front sets (cf. Chapters VIII and XVIII in [19] ) also hold for wave-front sets of Fourier Lebesgue types. For example we prove that such operators to some extent shrink the wave-front sets and that opposite embeddings can be obtained by using sets of characteristic points of the operator symbols (cf. (*) in the abstract).
The symbol classes for the pseudo-differential operators are of the form S ρ (ω) (R 2d ) which consists of all smooth functions a on R 2d such that a/ω ∈ S 0 ρ,0 (R 2d ). Here ω is an appropriate smooth function on R 2d . We note that S ρ (ω) (R 2d ) agrees with the Hörmander class S r ρ,0 (R 2d ) when ω(x, ξ) = ξ r , where r ∈ R and ξ = (1 + |ξ| 2 ) 1/2 . The set of characteristic points which we consider can be carefully adjusted to the symbol classes for the pseudo-differential operators, i. e. the characteristic sets depend on the choice of ρ and ω. In contrast to Section 18.1 in [19] , the set of characteristic points is defined for symbols which are not polyhomogeneous. In the case of polyhomogeneous symbols, our sets of character points are smaller than the set of characteristic points in [19] (see Remark 1.4 and Example 3.11) . This is especially demostrated for certain types of hypoelliptic operators. For any hypoelliptic operator, we may choose the symbol class which contains the symbol of the operator in such way that the corresponding set of characteristic points is empty. Consequently, in view of (*) in the abstract, it follows that hypoelliptic operators preserve the wave-front sets, as it should (see Theorem 3.8 and Corollary 3.9).
However, note that information in background of wave-front sets of Fourier Lebesgue types might be more detailed comparing to classical wave-front sets, because we may play with the exponent q ∈ [1, ∞] and the weight function ω in our choice of Fourier Lebesgue space F L . Consequently, our wave-front sets can be used to investigate a type of regularity which is close to smoothness of order N.
Another example is obtained by choosing q = ∞ and ω 2 (ξ) = 1. If E is a parametrix to a pseudo-differential operator a(x, D), then (*) in the abstract shows that W F F L ∞ (ω 1 ) (E) is contained in Char(a). In fact, for some ϕ ∈ C ∞ (R d ) we have that a(x, D)E = δ 0 + ϕ, which belongs locally to F L ∞ , giving that W F F L ∞ (a(x, D)E) is empty. In particular, if a(x, D) in addition is hypoelliptic, it follows that W F F L ∞ (ω 1 ) (E) is empty. A consequence of these properties is that for each fixed x ∈ R d and a test function χ on R d we have
for some constants N and C. (See Theorem 3.8 and Corollary 3.9 for the details.) Furthermore we are able to apply results on pseudo-differential operators in context of modulation space theory, when discussing mapping properties of pseudo-differential operators with respect to wave-front sets. In the second part of the paper (Sections 5 and 6) we define wavefront sets with respect to (weighted) modulation spaces and spaces related to Wiener amalgam spaces, and prove that they coincide with the wave-front sets of Fourier Lebesgue type. (Cf. [11-15, 17, 18, 22, 23, 26, 27, 29-34, 36] . In particular, we may extend some wave-front results to pseudo-differential operators with symbols which are defined in terms of modulation spaces of "weighted Sjöstrand type". These symbol classes are superclasses to S ρ (ω) (R 2d ), and contain non-smooth symbols.
The modulation spaces was introduced by Feichtinger in [4] , and the theory was developed further and generalized in [5] [6] [7] 10] . The modulation space M p,q (ω) (R d ), where ω denotes a weight function on phase (or time-frequency shift) space R 2d , appears as the set of tempered (ultra-) distributions whose short-time Fourier transform belong to the weighted and mixed Lebesgue space L p,q (ω) (R 2d ). It follows that the parameters p and q to some extent quantify the degrees of asymptotic decay and singularity of the distributions.
From the construction of these spaces, it turns out that modulation spaces and Besov spaces in some sense are rather similar, and sharp embeddings between these spaces can be found in [1, 28, 32, 33] . (See also [9, 21] for other embeddings.)
Parallel to this development, modulation spaces have been incorporated into the calculus of pseudo-differential operators, in the sense of the study of continuity of (classical) pseudo-differential operators acting on modulation spaces (cf. [3, 22, 23, [29] [30] [31] , and studying operators of non-classical type, where modulation spaces are used as symbol classes.
In [26] , Sjöstrand introduced the modulation space M ∞,1 , a superspace of S corresponds to an algebra of operators which are bounded on L 2 . Sjöstrand's results were thereafter further extended in [11, 13, 14, 32, 34, 36] .
The paper is organized as follows. In the first part of Section 1 we recall the definition and basic properties for pseudo-differential operators, and (weighted) Fourier Lebesgue spaces. Here we also define characteristic sets for a broad class of pseudo-differential operators, and prove that these sets might be smaller than characteristic sets in [19] . (See also Example 3.11 in Section 3.) In the second part of Section 1 we recall the definition and basic properties of modulation spaces. This part is needed for discussing micro-local properties for pseudo-differential operators with non-smooth symbols in Section 6. In Section 2 we define wave-front sets with respect to (weighted) Fourier Lebesgue spaces, and prove some important properties for such wave-front sets. Thereafter we consider in Section 3 mapping properties for pseudo-differential operators in context of these wave-front sets. In particular, in Section 3 we prove (*) in the abstract, when ω 1 , ω 2 are appropriate and a belongs S ρ (ω) for some appropriate ω.
In Section 4 we consider wave-front sets, obtained from sequences of Fourier Lebesgue space spaces. Here we show that these types of wave-front sets contain the classical wave-front set (with respect to smoothness), and that the mapping properties for pseudo-differential operators also hold in context of such wave-front sets. In particular we recover the well-known property (*) in the abstract, for usual wavefront sets (cf. Section 18.1 in [19] ).
In Section 5 we introduce wave-front sets with respect to modulation and Wiener amalgam related spaces, and prove that they coincide with wave-front sets of Fourier Lebesgue types. In Section 6 we consider mapping properties on wave-front sets of pseudo-differential operators with symbol classes defined in terms of weighted Sjöstrand classes.
Finally, we remark that the present paper is the first one in a serie of papers. In the second paper [24] we consider products in Fourier Lebesgue spaces, related to the new notion of wave-fronts with applications to a class of semilinear partial differential equations.
Preliminaries
In this section we recall some notations and basic results. The proofs are in general omitted. We start to introduce some notations. In what follows we let Γ denote an open cone in
an open cone which contains ξ is sometimes denoted by Γ ξ .
Next we discuss appropriate conditions for the involved weight functions. Assume that ω and v are positive and measureable functions on
for some constant C which is independent of x, y ∈ R d . If v in (1.1) can be chosen as a polynomial, then ω is called polynomially moderated. We let P(R d ) be the set of all polynomially moderated functions on
is constant with respect to the x-variable (ξ-variable), then we sometimes write ω(ξ) (ω(x)) instead of ω(x, ξ). In this case we consider ω as an element in P(R 2d ) or in P(R d ) depending on the situation.
For conveniency we also need to consider appropriate subclasses of P. More precisely, we let
for some constant C.
Assume that 0 ≤ ρ. Then we let P ρ (R 2d ) be the set of all ω(x, ξ) in
for every multi-indices α and β. Note that in contrast to P 0 , we do not have an equivalence between P ρ and P when ρ > 0 in the sense of (1.2). On the other hand, if s ∈ R and ρ ∈ [0, 1], then P ρ (R 2d ) contains ω(x, ξ) = ξ s , which seems to be the most important classes in the applications.
The Fourier transform F is the linear and continuous mapping on
. The convention of indicating weight functions with parenthesis is used also in other situations. For example, if
Remark 1.1. It might seem to be strange that we permit weights ω(x, ξ) in (1.3) that are dependent on both x and ξ, though f (ξ) only depends on ξ. The reason is that later on it will be convenient for us to permit such x dependency. We note however that the fact that ω is v-moderate for some v ∈ P(R 2d ) implies that different choices of x give rise to equivalent norms. Therefore, the condition
We need to recall some facts in Chapter XVIII in [19] concerning pseudo-differential operators. Assume that a ∈ S (R 2d ), and that t ∈ R is fixed. Then the pseudo-differential operator a t (x, D) is the linear and continuous operator on S (R d ), defined by the formula
2 a)((1 − t)x + ty, x − y). Here F 2 F is the partial Fourier transform of F (x, y) ∈ S ′ (R 2d ) with respect to the y-variable. This definition makes sense, since the mappings F 2 and
are homeomorphisms on S ′ (R 2d ). We also note that the latter definition of a t (x, D) agrees with the operator in (1.4) when a ∈ S (R 2d ). If t = 0, then a t (x, D) agrees with the Kohn-Nirenberg representation a(x, D).
If a ∈ S ′ (R 2d ) and s, t ∈ R, then there is a unique
. By straight-forward applications of Fourier's inversion formula, it follows that
(Cf. Section 18.5 in [19] .) Next we discuss symbol classes which we are using. Assume that ρ, r ∈ R are fixed. Then we recall from [19] that S r ρ,0 (R 2d ) is the set of all a ∈ C ∞ (R 2d ) such that for each pairs of multi-indices α and β, there is a constant C α,β such that
Usually we assumed that 0 < ρ ≤ 1. More generally, assume that ω ∈ P ρ (R 2d ). Then we recall from the introduction that S
We note that S ρ (ω) (R 2d ) = S(ω, g ρ ), when g = g ρ is the Riemannian metric on R 2d , defined by the formula
r , as remarked in the introduction. The following result shows that pseudo-differential operators with symbols in S ρ (ω) behave well.
and extends uniquely to a continuous operator on
Proof. It is no restriction to assume that ρ = 0. Then g ρ = g 0 is a constant metric which coincides with the standard euclidean metric on R 2d . The condition that ω is v-moderate for some polynomial v then implies that ω is g 0 -continuous and σ, g 0 temperate in the sense of Sections 18.4-18.6 in [19] . The result is now a consequence of Proposition 18.5.10 and Theorem 18.6.2 in [19] . The proof is complete.
We also need to define the set of characteristic points of a symbol a ∈ S ρ (ω) (R 2d ), when ω ∈ P(R 2d ) and ρ ∈ (0, 1]. As remarked in the introduction, this definition is slightly different comparing to the set of characteristic points in Section 18.1 in [19] in view of Remark 1.4 below.
Also let Ξ X,Γ,R,ρ be the set of all c ∈ S
) (with respect to ω), if there is a conical neighbourhood Γ of ξ 0 , a neighbourhood X of x 0 , a real number R > 0, and elements
is called characteristic for a (with respect to ω ∈ P ρ (R 2d )), if it is not non-characteristic for a with respect to ω ∈ P ρ (R 2d ). The set of characteristic points (the characteristic set), for a ∈ S ρ (ω) (R 2d ) with respect to ω, is denoted by Char(a) = Char (ω) (a).
(Cf. Definition 18.1.5 in [19] .) Also let Char ′ (a) be the set of charactheristic points of a(x, D) in the classical sense (i. e. in the sense of Definition 18.1.25 in [19] ). We claim that
In fact, assume that (x 0 , ξ 0 ) / ∈ Char ′ (a). This means that there is a neighbourhood X of x 0 , a conical neighbourhood Γ of ξ 0 , R > 0 and c ∈ S −r 1,0 (R 2d ) such that a r (x, ξ)c(x, ξ) = 1 when (1.9) x ∈ X, ξ ∈ Γ, and |ξ| > R.
We want to prove that a(x, ξ)c 1 (x, ξ) = 1 when (x, ξ) satisfies (1.9) for some c 1 ∈ S −r 1,0 and some choices of U, Γ and R, which implies that
for some constant C, it follows that
when (x, ξ) satisfies (1.9), for some constants C and R. Hence, if χ ∈ S 0 1,0 is supported in X ×Γ, and equal to one in a conical neighbourhood of (x 0 , ξ 0 ), it follows that c 1 = χ · a fulfills the required properties. This proves the assertion.
In the remaining part of the section we consider properties on modulation spaces which are needed in the extensions of the wave-front properties for pseudo-differential operators with non-smooth symbols in Section 6. The reader who is not interested in these extensions might immediately pass to Sections 2 and 3.
For these considerations we need to recall the definition of the shorttime Fourier transform. Assume that
We note that the right-hand side makes sense, since it is the partial Fourier transform of the tempered distribution
with respect to the y-variable.
It is usually assumed that ϕ ∈ S (R d ), and in this case V ϕ f takes the form
In the following lemma we recall some general continuous properties of the short-time Fourier transform. We omit the proof since the result can be found in e. g. [8] .
Then the following is true:
(1) T restricts to a continuous map from
, and restricts to a continuous map from
For Lemma 1.6 below, we recall some formulas for the short-time Fourier transform which are important in time-frequency analysis (see e. g. [11] ). For this reason it is convenient to let * be the non-commutative convolution on L 1 (R 2d ), defined by the formula
By straight-forward computations it follows that * restricts to a continuous multiplication on S (R 2d ). Furthermore, the map (
). The following lemma gives motivation for introducing * .
Here and in what follows we let f(x) = f (−x).
Then the following is true:
Proof. The assertion (1) follows from (1.10) and Parseval's formula, and (2) follows by straight-forward applications of Fourier's inversion formula. We omit the details since the results and their proofs can be found in [11] . The assertion (3) follows from the computations
Finally, by putting ψ = ϕ 2 , (1) and (3) give
This proves (4) . [5, 34] ). Hence, most of the properties for modulation spaces carry over to spaces of the form W p,q (ω) . The following proposition is a consequence of well-known facts in [4] or [11] . Here and in what follows, we let p ′ denote the conjugate exponent of p, i. e. 1/p + 1/p ′ = 1.
is a Banach space under the norm in (1.11), and different choices of ϕ give rise to equivalent norms;
are equivalent norms;
Proposition 1.7 (1) permits us to be rather vague about to the choice
≤ C for every a ∈ Ω, means that the inequality holds for some choice of ϕ ∈ M 1 (v) \ 0 and every a ∈ Ω. Evidently, for any other choice of ϕ ∈ M 1 (v) \ 0, a similar inequality is true although C may have to be replaced by a larger constant, if necessary.
Locally, the spaces
in view of Remark 4.4 in [25] . In Section 2 and 5 we extend these properties in context of the new type of wave-front sets, based on modulation and Fourier Lebesgue spaces.
Remark 1.8. In [5, 6] , Feichtinger and Gröchenig introduce and establish the theory on coorbit spaces, which in particular involve the modulation spaces. Assume that ω ∈ P(R 4d ) and ϕ ∈ S (R 2d ) \ 0. Then an example of a coorbit space in Section 6 is M (ω) (R 2d ), which consists of all a ∈ S ′ (R 2d ) such that
is finite, where
This space is neither a modulation space nor related to Wiener amalgam spaces. On the other hand, we note that the definition of M (ω) (R 2d ) is similar to the definition of the modulation spaces M ∞,1
be lattices in R d , and let
Then it follows from the coorbit space theory that we may, by Gabor expansions, valid for any coorbit space, identify M ∞,1
with sequences {c j,k,l,m } j,k,l,m∈J which fulfill
respectively. From these observations it follows that
Furthermore, by using the fact that the left-hand sides in (1.13) can be used to define norms that are equivalent to the norms for M ∞,1
for some constant C which is independent of a ∈ S ′ (R 2d ). Also note that M (ω) (R 2d ) is independent of the choice of window function ϕ in [5] (cf. the analysis in Chapter 11 in [11] ).
Next we discuss some properties on pseudo-differential operators in context of modulation space theory, and start with the following special case of Theorem 4.2 in [36] . We omit the proof.
Also assume that ω ∈ P(R 2d ⊕ R 2d ) and ω 1 , ω 2 ∈ P(R 2d ) satisfy
In Section 6 we shall discuss wave-front set properties for pseudodifferential operators, where the symbol classes are defined by means of modulation spaces. It is then convenient to set
when ρ ∈ R and s ∈ R 4 . Definition 1.10. Assume that s ∈ R 4 is such that s 2 ≥ 0, ρ ∈ R, ω ∈ P(R 4d ), and that ω s,ρ is given by (1.15) . Then the symbol class 0
for each multi-indices α such that |α| ≤ 2s 2 .
It follows from the following lemma that symbol classes of the form 0 s,ρ (ω) (R 2d ) are interesting also in the classical theory.
Then the following conditions are equivalent:
Before the proof of Lemma 1.11 we make some remarks on the simplest case when ρ = s 4 = 0 and ω = 1. Let
, which is the set of all smooth functions on R 2d which are bounded together with all their derivatives. Hence, (3.2) in [32] and Theorem 4.4 in [33] imply that
By Theorem 2.2 in [34] it follows more generally that
Proof of Lemma 1.11 . In order to prove the equivalence between (1) and (2) we note that the condition ω 0 ∈ P ρ implies that ω 0 ∈ S ρ (ω 0 ) (R 2d ) and ω
, then it follows by straight-forward computations that
(see also Lemma 18.4.3 in [19] ). This proves that (1) implies (2), and in the same way the opposite implication follows. This proves the equivalences between (1) and (2). Next we consider (3). We observe that for some positive constants C and N we have
which implies that
Since the map a → ω
when ω 1 ∈ P, by Theorem 2.2 in [34] , we may assume that ω = ω 0 = 1. Furthermore we may assume that s 4 = 0, since (4) is invariant under the choice of s 4 . For such choices of parameters, the asserted equivalences can be formulated as
The result is now an immediate consequence of (1.16) and the fact that a ∈ S The proof is complete.
Wave front sets with respect to Fourier Lebesgue spaces
In this section we define wave-front sets with respect to Fourier Lebesgue spaces, and show some basic properties.
Assume that
(with obvious interpretation when q = ∞).
defines a semi-norm on S ′ which might attain the value +∞. Since ω is v-moderate for some v ∈ P(R 2d ), it follows that different
agrees with the Fourier
(f ) are open respectively closed subsets in R d \ 0, which are independent of the choice of x ∈ R d in (2.1). We have now the following result.
, and choose open cones Γ 1 and
By using the fact that ω 0 is v 0 -moderate for some v 0 ∈ P(R d ), and letting F (ξ) = | f (ξ)ω 0 (ξ)| and ψ(ξ) = | χ(ξ)|v 0 (ξ), it follows that ψ turns rapidly to zero at infinity and
for some constant C, where
Let q 0 be chosen such that 1/q 0 + 1/q 1 = 1 + 1/q 2 , and let χ be the characteristic function of Γ 1 . Then Young's inequality gives
, where C ψ = ψ L q 0 < ∞ since ψ is turns rapidly to zero at infinity.
In order to estimate J 2 , we note that the conditions ξ ∈ Γ 2 , η / ∈ Γ 1 and the fact that Γ 2 ⊆ Γ 1 imply that |ξ − η| > c max(|ξ|, |η|) for some constant c > 0, since this is true when 1 = |ξ| ≥ |η|. Since ψ turns rapidly to zero at infinity, it follows that for each n 0 > d and N ∈ N such that N > N 0 , it holds
for some constants C 1 , C 2 , C 3 > 0. This proves (2.3), and the result follows. 
for some constant C which is independent of x, ξ ∈ R d . Then
Proof. It is no restriction to assume that f has compact support, and that ω 1 (x, ξ) = ω 2 (x, ξ) = ω 0 (ξ). This implies that
(f ), and the result follows.
Wave-front sets for pseudo-differential operators with smooth symbols
In this section we consider mapping properties for pseudo-differential operators in background of wave-front sets. More precisely, we prove that (*) in the abstract holds for reasonable choice of wave-front sets of Fourier Lebesgue types.
We start with the following result. Here it is natural to assume that the involved weight functions satisfy
We need some preparations for the proof. The first part concerns the contribution to the wave-front set of a(x, D)f at a particular point x 0 , outside the support of f . The following proposition shows that this contribution is empty.
Proposition 3.2. Assume that
Also let T a be the operator on S ′ (R d ), defined by the formula
. Then the kernel of T a belongs to S (R 2d ). In particular, the following is true:
Proof. Since χ 1 has compact support it follows that for some ε > 0 it holds χ 1 (x)χ 2 (y) = 0 when |x − y| ≤ 2ε. Hence, if χ ∈ C ∞ (R d ) satisfy χ(x) = 0 when |x| ≤ ε and χ(x) = 1 when |x| ≥ 2ε, f 2 = χ 2 f and a 1 = χ 1 a, then it follows by partial integrations that
where s 2 = s ≥ 0 is an integer,
and
From the fact that |x − y| ≥ C x − y , when (x, y, ξ) ∈ supp b s , and that a ∈ S (ω 0 ) (R 2d ), it follows from (3.2) that
for some constant N 0 which is independent of s. In the same way it follows that
Now let N ≥ 0 be arbitrary. Since the distribution kernel K a of T a is equal to
it follows by choosing s large enough in (3.3) that for each multi-index α, there is a constant C α,N such that
This proves that K a ∈ S (R 2d ), and the result follows.
Next we consider properties of the wave-front set of a(x, D)f at a fixed point when f is concentrated to that point.
is supported in X × R d for some compact set X ∈ R d , and that f ∈ E ′ (R d ). Then the following is true: 
, for some constant C and semi-norm · which is independent of a ∈ S (ω 0 ) (R 2d ) and
We note that a(x, D)f in Proposition 3.3 makes sense as an element in S ′ (R d ), by Proposition 1.9.
Proof. We may assume that ω j (x, ξ) = ω j (ξ), since the statements only involve local assertions. We only prove the result for q < ∞. The slight modifications to the case q = ∞ are left for the reader. By straight-forward computations we get
where F 1 a denotes the partial Fourier transform of a(x, ξ) with respect to the x-variable. We need to estimate the modulus of F 1 a(η, ξ).
From the fact that a ∈ S ρ (ω 0 ) (R 2d ) is smooth and compactly supported in the x variable, it follows that for each N ≥ 0, there is a constant C N such that
Hence (3.1) and the fact that ω j (η) ≤ ω j (ξ) ξ − η N 0 for some N 0 give that for each N > d it holds
for some constants C 
We have to estimate
By (3.6) we get
In order to estimate J 1 and J 2 we argue as in the proof of (2.3). More precisely, for J 1 we have
In order to estimate J 2 , we assume from now on that Γ 2 is chosen such that Γ 2 ⊆ Γ 1 , and that the distance between the boundaries of Γ 1 and Γ 2 on the d − 1 dimensional unit sphere S d−1 is larger than r > 0. This gives (3.8) |ξ − η| > r when ξ ∈ Γ 2 S d−1 , and η ∈ (∁Γ 1 ) S d−1 .
Then for some constant c > 0 we have |ξ − η| ≥ c max(|ξ|, |η|), when ξ ∈ Γ 2 , and η ∈ ∁Γ 1 .
In fact, when proving this we may assume that |η| ≤ |ξ| = 1. Then we must have that |ξ − η| ≥ c for some constant c > 0, since we otherwise get a contradiction of (3.8).
Since f has compact support, it follows that F (η) ≤ C η t 1 for some constant C. By combining these estimates we obtain
Hence, if we choose N > 2d + 2t 1 , it follows that the right-hand side is finite. This proves (1).
The assertion (2) follows immediately from (1) and the definitions. The proof is complete.
Proof of Theorem 3.1. Assume that (x
be such that χ = 1 in a neighborhood of x 0 , and set χ 1 = 1−χ. Then it follows from Proposition 3.2 that
in view of Proposition 3.3. The result is now a consequence of the inclusion We also have the following counter result to Theorem 3.1. Here it is natural to assume that the involved weight functions satisfy (3.9)
for some constant C, instead of (3.1).
For the proof of Theorem 3.5 we need the following lemma. Here we recall Definition 1.3 for notations.
and that
Proof. For j = 1, the result is obvious in view of Definition 1.3. Therefore assume that j > 1, and that b k , c k and h k for k = 1, . . . , j − 1 have already been chosen which satisfy the required properties. Then we inductively define b j by the formula
By the inductive hypothesis it follows that
Here [ · , · ] denotes the commutator between operators. By Theorem 18.1.18 in [19] it follows that h 2 ∈ S holds for l = 2.
Next we consider the term h 1 (x, D). By Theorem 18.1.18 [19] it follows that
. Since the sum belongs to S −jρ ρ,0 in view of the definitions, it follows that (3.10) also holds for l = 1.
It remains to consider the term c. By Theorem 18.1.18 in [19] again, it follows that
and h 4 ∈ S −jρ ρ,0 , provided N was chosen sufficiently large. Since c j−1 = 1 on Ω U,Γ,R , it follows that c j ∈ Ξ U,Γ,R,ρ . The result now follows by letting h j = h 1 + h 2 + h 4 . The proof is complete.
Proof of Theorem 3.5. By Proposition 3.2 it follows that it is no restriction to assume that f has compact support. Assume that
and choose b j , c j and h j as in Lemma 3.6. We shall prove that (
the result follows if we prove
where
We start to consider S 2 . By Theorem 3.1 it follows that
Since we have assumed that
(a(x, D)f ), it follows that (x 0 , ξ 0 ) / ∈ S 2 . Next we consider S 3 . Since f has compact support and ω 1 , ω 2 ∈ P(R 2d ), it follows from Lemma 3.6 that for each
. This implies that S 3 is empty, provided N (and therefore j) was chosen large enough.
Finally we consider S 1 . By the assumptions it follows that a 0 = 1 − c j = 0 in Γ, and by replacing Γ with a smaller cone, if necessary, we may assume that a 0 = 0 in a conical neighborhood of Γ. Hence, if Γ = Γ 1 , Γ 2 , J 1 and J 2 are the same as in the proof of Proposition 3.3, then it follows from that proof and the fact that a 0 (x, ξ) ∈ S 0 ρ,0 is compactly supported in the x-variable, that J 1 < +∞ and for each N ≥ 0, there are constants C N and C
This proves that (x 0 , ξ 0 ) / ∈ S 1 , and the proof is complete.
Remark 3.7. We note that the statements in Theorems 3.1 and 3.5 are not true if ω 0 = 1 and ω 1 = ω 2 and the assumption ρ > 0 is replaced by ρ = 0. In fact, let a(x, ξ) = e −i x 0 ,ξ for some fixed x 0 ∈ R d , and choose α in such way that f α (x) = δ
by straight-forward computations, it follows that for some closed cone
which are not overlapping when x 0 = 0.
Next we apply Theorems 3.1 and 3.5 on hypoelliptic operators. Assume that a ∈ C ∞ (R 2d ) is bounded by a polynomial. Then a(x, D) is called hypoelliptic, if there are positive constants C, C α,β , N, ρ and R such that (3.12)
(See e. g. [2, 19] .) We note that if
Furthermore, since Char (ωa) (a) = ∅, by the definitions, the following result is an immediate consequence of Theorems 3.1 and 3.5.
Theorem 3.8. Assume that a ∈ C ∞ (R 2d ) is hypoelliptic and satisfies (3.12), q ∈ [1, ∞], and that ω 1 , ω 2 ∈ P(R 2d ). Also assume that there is a constant C such that
Corollary 3.9. Assume that the hypothesis in Theorem 3.8 is fulfilled when in addition ω 1 = ω a , ω 2 = 1, and that E is a parametrix for
Proof. From the assumptions it follows that a(x, D)E = δ 0 +ϕ for some
by Theorem 3.8, where the last equality follows from the fact that
Remark 3.10. We note that the conclusions in Theorem 3.8 and Corollary 3.9 hold for certain operators a(x, D) that are locally hypoelliptic in the sense that the conditions on a(x, ξ) and ω a are relaxed in such way that it is merely assumed that the involved estimates hold locally with respect to the x-variable. That is, for each compact subset X of R d , it is sufficient that the following conditions holds in order for these conclusions to hold true:
(1) a(x, ξ) is bounded by a polynomial with respect to the ξ variable when x ∈ X; (2) there are positive constants C, C α,β , ρ and R such that (3.12) holds for each x ∈ X and |ξ| ≥ R; (3) (3.13) holds for some constant C which is independent of x ∈ X and ξ ∈ R d .
Example 3.11. The symbol for the heat operator
, is given by a(x, t, ξ, τ ) = |ξ| 2 + iτ . In this case, ω a in Theorem 3.8 is given by
and hence it follows from Theorem 3.8 and Corollary 3.
We note that
which is not empty (see Remark 1.4 for the definition of Char ′ (a)). Hence, Char (ωa) (a) is strictly smaller than Char ′ (a) in this case.
Wave-front sets of superposition types and pseudo-differential operators
In this section we define wave-front sets which are obtained by using sequences of wave-front sets of Fourier Lebesgue type, and discuss some consequences of results in previous sections.
Before defining wave-front sets of superposition types, we introduce some notations. Let X be an open subset of R d , and let
) and q j ∈ [1, ∞] when j belongs to the index set J, and let
when j belongs to the index set J, and let J be as in (4.1).
(1) The wave-front set W F sup J (f ) of superior type with respect to J , consists of all pairs (x 0 , ξ 0 ) in
of inferior type with respect to J , consists of all pairs (x 0 , ξ 0 ) in
in Definition 4.1 is equal to the standard wave front set W F in Chapter VIII in [19] .
The following result follows immediately from Theorems 3.1 and 3.5, and their proofs. We omit the details. Here the conditions (3.1) and (3.9) is replaced by
(1) if (3.1) ′ holds for some constant C j which depends on j ∈ J only, then
′ holds for some constant C j which depends on j ∈ J only, then
Remark 4.4. We note that many properties valid for the wave-front sets of Fourier Lebesgue type also hold for wave-front sets in the present section. For example, the conclusions in Remark 3.7 hold for wave-front sets of superior and inferior types.
Wave front sets with respect to modulation spaces and Wiener amalgam related spaces
In this section we define wave-front sets with respect to modulation spaces, and show that they coincide with wave-front sets of Fourier Lebesgue types. In particular, any property valid for wave-front set of Fourier Lebesgue type carry over to wave-front set of modulation space type.
Assume
(with obvious interpretation when p = ∞ or q = ∞). We note that
defines a semi-norms on S ′ which might attain the value
agrees with the modulation space
We have now the following continuation of Proposition 2.1.
Proof. It suffices to prove (5.2) in view of Proposition 2.1. For the proof we let B r (ξ) to be the open ball in R d with center at ξ ∈ R d and radius r. Let p 0 , p 1 ∈ [1, ∞] and ϕ 1 ∈ C ∞ 0 \ 0 be chosen such that p 1 ≤ p and 1/p 1 + 1/p 0 = 1 + 1/p. In the first step we prove that
(f ) and that Γ = Γ ξ 0 is chosen such that |f | M 
When proving this we may assume that
and we set
Then G and g are rapidly decreasing to zero at infinity. Furthermore, since (x, y) → f (y)ϕ 1 (y − x) is compactly supported, it follows that there exists a compact set X ⊆ R d such that V ϕ 1 f (x, ξ) is zero when x is outside X. In particular, since H(x, ξ) ≤ C x, ξ N for some constants C, N ≥ 0 (cf. [11] ), it follows that h is smooth and satisfies h(ξ) ≤ C ′ ξ N for some constant C ′ . From the definitions it follows that there exists a ball B r (ξ 0 ) ⊆ Γ for some 0 < r ≤ 1. Let Γ ′ be the smallest cone which contains B r/4 (ξ 0 ) and set c = r/4.
Then it follows from Lemma 1.6 (2), Young's inequality and the fact that w is v-moderate that
, and
For J 1 we observe that if ξ ∈ Γ ′ and |η| ≤ c|ξ|, then ξ − η ∈ Γ. In fact, when proving this we may assume that ξ ∈ B c (ξ 0 ) = B r/4 (ξ 0 ). Then
which implies that ξ − η ∈ B r (ξ 0 ) ⊆ Γ. An application of Minkowski's inequality therefore gives
In order to estimate J 2 we observe that for some N 0 ≥ 0 and any
Hence if |η| ≥ c|ξ| it follows that
Hence J 1 and J 2 are finite, and we have proved that
In particular it follows that Θ M p,q,ϕ (ω) (f ) is invariant of the choice of ϕ ∈ C ∞ 0 \ 0. Next we prove that
, and then it is no restriction to assume that p 1 < p. Since there exists a compact set K ⊆ R d such that V ϕ f (x, ξ) is zero when x is outside K, Hölder's inequality gives
. This proves (5.5), and (5.4) follows.
(f ) does not depend on x in (2.1) we put ω 0 (ξ) for ω(x 0 , ξ) for some fixed x 0 ∈ R d . In order to prove (5.2), it is enough to prove that
(f ), and let Γ = Γ ξ 0 be chosen such
for some constant C. In the last inequality we have used the fact that for some compact
This gives the first inclusion in (5.6).
In order to prove the second inclusion in (5.6) we assume that ξ 0 ∈ Θ F L q (ω 0 ) (f ) satisfies |ξ 0 | = 1, and we let r, Γ ′ and K ⊆ R d be the same as in the first part of the proof. We have
for some positive constants C 1 , C 2 and
for some constant C > 0. This proves (5.6) and (5.2) follows. The proof is complete.
, we may, in a way similar as for modulation spaces and Fourier Lebesgue spaces, define
It is now straight-forward to check that the formulas in (5.2) and (
. Also let ω 0 (ξ) = ω(y 0 , ξ). Then the following conditions are equivalent: 
The following definition makes sense in view of Corollary 5.3.
By Corollary 5.3 it follows that
for some constants C and N. By the same corollary it follows that the following holds.
and ω ∈ P(R 2d ) are such that ω 0 (ξ) = ω(y 0 , ξ) for some
(f ).
We also note that if f ∈ E ′ (R d ), then it follows from Corollary 5.3 that
In particular, we recover Theorem 2.1 and Remark 4.4 in [25] .
6. Wave-front sets and pseudo-differential operators with non-smooth symbols
In this section we generalize wave-front results in Section 3 to pseudodifferential operators with symbols in 0 s,ρ (ω) (R 2d ) (see Definition 1.10). In particular we prove such properties for pseudo-differential operators when the symbols belong to 0 s,ρ (ω) (R 2d ) for appropriate s ∈ R 4 , ρ ∈ R and ω ∈ P(R 4d ) (cf. Theorem 6.1 below). In order to state the results we use the convention (6.1) (ϑ 1 , ϑ 2 ) (ω 1 , ω 2 ) when ω j , ϑ j ∈ P(R d ) for j = 1, 2 satisfy ϑ j ≤ Cω j for some constant C.
If instead ω j ∈ P(R 2d ), then it follows that (6.2) ω j (x, ξ 1 + ξ 2 ) ≤ Cω j (x, ξ 1 ) ξ 2 t j , for some constants C > 0 and t j , j = 1, 2, independent of x, ξ 1 , ξ 2 ∈ R d . Then it is necessary that t 1 and t 2 are non-negative. Here we let ω s,ρ be the same as in (1.15) and we use the notation (ω 1 , ω 2 ) ω when (1.14) holds for some constant C. We also recall Definition 1.10 for the definition of 0 s,ρ (ω) (R 2d ).
Theorem 6.1. Assume that 0 < ρ ≤ 1, ω j , ϑ j ∈ P(R 2d ) for j = 1, 2, ω ∈ P ρ (R 4d ) satisfy (6.1), and that (ω 1 , ω 2 ) ω s,ρ and (ϑ 1 , ϑ 2 ) ω s,ρ , for some s ∈ R 4 , are such that 
When proving Theorem 6.1, we shall mainly follow the proof of Theorem 3.1, and prove some preparing results. The first one of these results can bew considered as a generalization of Proposition 3.2.
Proposition 6.2. Assume that ω ∈ P ρ (R 4d ), s ∈ R 4 is such that 0 ≤ s 1 and 0 ≤ s 2 ∈ Z, a ∈ 0 s,ρ a(x, ξ)χ 1 (x)χ 2 (y)f (y)e i x−y,ξ dydξ.
Then the following is true:
(1) T a = a 0 (x, D), for some a 0 ∈ S ′ (R 2d ) such that We also note that (6.7) ω j (ξ 1 + ξ 2 ) ≤ Cω j (ξ 1 ) ξ 2 t j , j = 1, 2, for some real numbers t 1 and t 2 .
Proposition 6.3. Assume that q ∈ [1, ∞], s ∈ R 4 , t j ∈ R, ω ∈ P(R 3d ), ω j , ϑ j ∈ P(R d ) for j = 1, 2 and ω s ∈ P(R 4d ) fulfill (ϑ 1 , ϑ 2 ) (ω 1 , ω 2 ), (6.5)-(6.7), s 4 > d and s 3 > t 1 + t 2 + 2d. 
(f ).
We note that by Proposition 1.9, it follows that a(x, D)f in Proposition 6.3 makes sense as an element in M ∞ (ϑ 2 ) (R d ), which contains each space M p,q (ω 2 ) (R d ).
Proof. As for the proof of Proposition 3.3, we only prove the result for q < ∞. The slight modifications to the case q = ∞ are left for the reader. We also use similar notations as in the proof of Proposition 3.3. From the assumptions it follows that s 3 = t 1 + t 2 + 2d + ε, for some ε > 0. Let χ 1 , χ 2 ∈ C ∞ 0 (R d ) be such that 
