Neural activity recorded simultaneously across multiple neurons allows neuroscientists to study the importance of synchronous or correlated activity for the neural code. Although correlated neural activity had been shown to be important for information processing tasks such as visual feature integration (Singer and Gray, 1995) and top-down attention (Mitchell et al., 2009 ) including attention processes during learning (Jones and Wilson, 2005) , its role in memory storage had remained unknown until very recently. In this issue of Neuron, Jeanne et al. (2013) show changes in the correlated activity of avian auditory cortical neurons in response to auditory cues as a result of an associative learning task.
In these experiments, starlings learned to discriminate song motifs in a twoalternative forced-choice experimental design. Once the task had been learned, simultaneous recordings of multiple neurons were obtained using 16-and 32-channel polytrodes. The researchers used a clever experimental design wherein a pair of song motifs was presented as a single stimulus for each trial but where only one of the two motifs was relevant for the behavioral task (task-relevant sound). During the learning experience, the set of second motifs (task-irrelevant sounds) was heard with the same frequency and could therefore be used to distinguish familiarity from learning effects. Thus, during the neurophysiological recordings, responses to task-irrelevant sounds could be considered to be surrogates for neural representations before learning and responses to the task-relevant stimuli to be neural representations from the same neurons after learning. The results were striking: the correlated activity in the population code resulted in increased neural discrimination for the task-relevant sounds relative to the correlations observed for both novel and task-irrelevant sounds. The study replicates similar findings in the primate visual system (Gu et al., 2011) and, together, these two studies show, for the first time, that the memory for behaviorally relevant stimuli could be reflected not only in changes in the magnitude of the average responses to the stimuli but also, and irrespective of whether such stimulus response effects occur, in changes in correlated activity across neurons.
To appreciate the role of correlated activity in the population code and in memory, it is useful to think of simple examples. Take first the case of two binary auditory neurons, 1 and 2, that represent four sounds A, B, C, and D in a noiseless fashion (Table 1 ). The information from neuron 1 can be used to distinguish A or B from C or D while the information from neuron 2 distinguishes A or D from B or C. When the responses of both neurons are taken together, the ensemble code can be used to perfectly discriminate the four sounds. Although new information seems to be available in the joint neural response, one can appreciate that this result can be obtained from independent characterization of the responses of neurons 1 and 2 to each stimuli (i.e., from nonsynchronous recordings of neurons): all the information is embedded in the stimulus-response function of single neurons, yet it is the specifics of the signal correlation for neurons 1 and 2 (correlated or positive for A and C and anticorrelated or negative for B and D) that yield a highly informative scheme. In an informationtheoretic framework, the mutual information between the stimulus, S, and the response, R, is only I(R 1 ; S) = 1 bit for neuron 1, and similarly for neuron 2, I(R 2 ; S) = 1 bit (each neuron can only code two states). In this case, the information in the ensemble response is I(R 1 , R 2 ; S) = 2 bits and is exactly the sum of the information from the individual neurons. One can say that ensemble code is perfectly nonredundant (or perfectly complementary) but it is not synergistic in the sense that the information in the ensemble is not greater than the sum of the information present in the response of each neuron. Consider a second example of two noisy neurons, 1 and 2, that encode sounds A and B (Table 2) . For both neurons, stimulus A elicits no spikes (0) 50% of the time and one spike (1) 50% of the time. Stimulus B elicits similarly ambiguous responses and thus these neurons appear to lack any stimulus selectivity. However, as it turns out, the neural activity between the two neurons And note that these noise correlations could only be measured in simultaneous neural recordings. In the informationtheoretic framework, I(R 1 ; S) = 0 bit and I(R 2 ; S) = 0 bit but I(R 1 , R 2 ; S) = 1 bit; this is an extreme example of a synergistic code where extracting the information relies on the interpretation of the noise correlations. At this point, one can start to appreciate that changes in neural discrimination, such as those expected during a perceptual learning task, could come about either by changes in joint neural representation of the signal or by changes in the correlated activity across neurons given a signal, i.e., changes in the correlated noise. The study by Jeanne et al. (2013) is a striking example of the second: while there appear to be only very small changes in the signal representation, the correlated activity changes significantly as a result of the learning, resulting in significant gains in neural discrimination.
To interpret the results presented in the study, one needs to further understand how the relationship between stimulus representation and the correlated activity affects neural discriminability. As described previously (Averbeck et al., 2006) , noise correlations could either increase or decrease neural discrimination depending on how the noise correlations covary with the signal representation (see also Figure 1 ). Succinctly, if the magnitude of the responses of neurons 1 and 2 varies in the same direction as one varies the stimulus identity (positive signal correlation), then, relative to uncorrelated noise, positive noise correlations will decrease neural discriminability while negative noise correlations will increase neural discriminability. The opposite is true for negative signal correlations. In the study by Jeanne et al. (2013) , learning resulted in a decrease in the noise correlation for a pair of neurons with positive signal correlation and an increase in the noise correlation for a pair of neurons with negative correlations. As illustrated in Figure 1 , both of these changes lead to a gain in discriminability. Note, however, that in all cases the noise correlations remain positive; in this system at least, noise correlations appear to vary from values close to zero to relatively large positive values.
The biophysical mechanisms underlying the described changes in noise correlation are unknown but, as shown by the authors of the study, a realistic small network system where learning modulates the synaptic strength of common input to noise-correlated neurons can easily reproduce the observed results. Thus, on one hand, as for other putative memory traces, local synaptic changes could be sufficient to explain the phenomenon. On the other hand, the origin of the ''learning signal'' and how it would modulate the synapses that affect noise correlation remain open questions. One also might wonder why noise correlations are not always in a form that maximizes neural discrimination as might be the case in the macaque visual cortex (Ecker et al., 2010) . Therefore, maintaining optimal noise correlations must bear a cost or there might be other coding advantages for the nonoptimal noise correlation regime. A theory that unifies changes in correlated activity as they relate to sensory integration, attention, and now memory formation might shed light on this puzzle. And the wealth of population data that neurophysiologists are acquiring and will acquire in the future might very well allow us to develop and test such theories (Stevenson and Kording, 2011) . 
