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Abstract
Recent methods of making integral tables and symbolic integration programs for elliptic integrals depend critically on
reduction theorems for two particular integrals. These theorems assume that certain variables have positive real part, and
the assumption is not always satised if the integrand contains the square root of two quadratic polynomials, each with
conjugate complex zeros. A new remedy for this diculty is the use of duplication theorems, leading to the weaker
assumption that only sums of two variables must have positive real part. Numerical examples are given. In an Appendix
related methods are used to simplify part of an algorithm for numerical computation of a symmetric elliptic integral of
the third kind. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Integrals of the form
I(m) =
Z x
y
hY
i=1
(ai + bit)−1=2
nY
j=1
(aj + bjt)mj dt; (1.1)
where m=(m1; : : : ; mn) is an n-tuple of integers, h64, and n>h, ll many pages of familiar integral
tables [1,9,10] and are often dicult to integrate symbolically in the elliptic case (h=3 or 4). Some
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newer tables, such as [4,5], and a method of symbolic integration [7,8], recently implemented by
one of us (JF) for Derive, are based on reduction of I(m) to symmetric canonical forms
RF(z1; z2; z3) =
1
2
Z 1
0
dtQ3
i=1
p
t + zi
; (1.2)
RJ(z1; z2; z3; z) =
3
2
Z 1
0
dtQ3
i=1
p
t + zi(t + z)
; z 6= 0 (1.3)
and their degenerate cases
RC(z1; z2) = RF(z1; z2; z2) =
1
2
Z 1
0
dtp
t + z1(t + z2)
; z2 6= 0; (1.4)
RD(z1; z2; z3) = RJ(z1; z2; z3; z3) =
3
2
Z 1
0
dtQ2
i=1
p
t + zi(t + z3)3=2
; z3 6= 0: (1.5)
The functions RF and RJ are, respectively, homogeneous of degree − 12 and − 32 in their variables
and are plainly symmetric in z1; z2; z3, which are assumed to lie in the complex plane cut along the
negative real axis, at most one of them being 0. If their variables are distinct, RF; RD , and RJ are
elliptic integrals of the rst, second, and third kinds, respectively. Any real inverse circular (inverse
hyperbolic or logarithmic) function can be written in terms of RC with z1<z2 (z1>z2). If the last
variable of RJ or RC is real and negative, a Cauchy principal value is taken. Algorithms for numerical
computation of all four functions are given in [6].
A critical step is the reduction of two particular integrals with h= 4 (quartic cases),Z 1
0
dtQ4
j=1
p
t + zj
;
Z 1
0
t + zi
t + z
dtQ4
j=1
p
t + zj
; 16i64; (1.6)
to RF and RJ, in which h = 3 (cubic cases). The resulting variables of RF and RJ include squares
of variables V12; V13; V23 that must have phase less in magnitude than =2 if the V 2ij are to have
phase less in magnitude than  and the R-functions are to be unambiguously dened. If the quartic
polynomial
Q4
j=1(t+ zj) is the product of two irreducible real quadratic polynomials and so has two
pairs of conjugate complex zeros, then the Vij are real, but exactly one of them may possibly be
negative, with phase . If so, its positive square appears to have phase 0 instead of 2, and
errors result.
Two remedies for this diculty have been rather unsatisfactory. One [2] is to split the interval
of integration into two parts; this requires determining an appropriate split and doubles the number
of R-functions in the result. Another [5] is to use Landen transformations, which lead to many new
denitions and somewhat cumbersome formulas.
A third remedy is proposed here. Use of duplication theorems replaces V 2ij by the product (Vij +
Vik)(Vij+Vil) of two sums that are positive even if Vij is negative. The new formulas are not much
more complicated than the old ones and are valid whenever the old ones are valid.
The duplication theorems in question are [11,3,7]
RF(x; y; z) = 2RF(x + ; y + ; z + ); =
p
x
p
y +
p
x
p
z +
p
y
p
z; (1.7)
RJ(x; y; z; p) = 2RJ(x + ; y + ; z + ; p+ ) + 3RC(2; 2); (1.8)
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= p(
p
x +
p
y +
p
z) +
p
x
p
y
p
z;  =
p
p (p+ ) 6= 0; (1.9)
  = (pppx)(pppy)(pppz); (1.10)
where upper (lower) signs go together. If y = z, (1.7) can be written conveniently as
RC(2; 2 − ) = 2RC(r2; r2 − ); r =  +
p
2 − ;  = r
2 + 
2r
; (1.11)
where 2 −  6= 0.
We shall want also the addition theorem for RC [11,3] in the form
RC(r2; r2 − ) + RC(s2; s2 − ) = RC(2; 2 − );  = rs+ r + s (1.12)
of which (1.11) is the special case r = s. In the appendix the last two theorems will be used again
to simplify part of an algorithm for numerical computation of RJ.
2. Previous results and where they fail
For convenient reference we restate a reduction theorem and its corollary [4,7,8] as follows:
Theorem 2.1. Let z1; z2; z3; z4 lie in the plane cut along the negative real axis; at most one of
them being 0; and take their square roots in the right half-plane. Let fi; j; k; lg = f1; 2; 3; 4g; and
dene
zij = zi − zj; Vij =pzipzj +pzkpzl; (2.1)
whence
Vij  Vik = (pzi pzl)(pzj pzk); V 2ij − V 2ik = zilzjk ; (2.2)
where upper (lower) signs go together. Assume Vij has positive real part or is 0: (At most one of
the V ’s is 0 because the sum of any two is not 0:) ThenZ 1
0
dtQ4
j=1
p
t + zj
= 2RF(V 212; V
2
13; V
2
23): (2.3)
Let z be nonzero; possibly complex; and not equal to zi. Dene
zi = zi − z; V 2i = V 2ij −
zikzilzj
zi
; i = z +
pzjpzkpzlp
zi
(2.4)
and assume V 2i is nonzero and i has positive real part or is 0. ThenZ 1
0
t + zi
t + z
dtQ4
j=1
p
t + zj
=
2zijzikzil
3zi
RJ(V 212; V
2
13; V
2
23; V
2
i) + 2RC(
2
i; 
2
i); (2.5)
2i =
z
zi
V 2i; 
2
i − 2i =
zjzkzl
zi
: (2.6)
If  2 fi; j; k; lg; say = l where Vil 6= 0; then (2:5) reduces toZ 1
0
t + zi
t + zl
dtQ4
j=1
p
t + zj
=
2
3
zijzik RD(V 2ij ; V
2
ik ; V
2
il) +
2
p
zip
zl Vil
: (2.7)
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Because Vij = Vji = Vkl = Vlk (in particular, V23 = V14), there are only three distinct V ’s with
subscripts 1,2,3,4.
A corollary of Theorem 2.1 allows more freedom in both the integrand and the interval of inte-
gration, provided of course that the open interval does not contain a branch point of the integrand.
We dene n-tuples
e0 = (0; 0; : : : ; 0);
e1 = (1; 0; : : : ; 0);
... (2.8)
en = (0; : : : ; 0; 1);
so that the n-tuple of integers that appears in (1.1) can be written as
m= (m1; : : : ; mn) =
nX
j=1
mjej: (2.9)
Thus (1.1) with h= 4 includes the particular cases
I(e0) =
Z x
y
dtQ4
j=1
p
aj + bjt
; I(ei − e) =
Z x
y
ai + bit
a + bt
dtQ4
j=1
p
aj + bjt
: (2.10)
Corollary 2.2. Let x>y and fi; j; k; lg= f1; 2; 3; 4g. Assume the line segment with endpoints
ai + bix = X 2i and ai + biy = Y
2
i (2.11)
lies in the complex plane cut along the negative real axis; and take all square roots in the right
half-plane. Dene
Uij =
XiXjYkYl + YiYjXkXl
x − y ; (2.12)
whence
Uij  Uik = 1x − y (XiYl  YiXl)(XjYk  YjXk); (2.13)
where upper (lower) signs go together; and
U 2ij − U 2ik = dildjk ; dij = aibj − ajbi 6= 0: (2.14)
Assume Uij has positive real part or is 0. Then
I(e0) = 2RF(U 212; U
2
13; U
2
23); (2.15)
where I(e0) is dened by (2:10).
Let a + bx = X 2 and a + by = Y
2
 ; and assume X
2
 Y
2
 6= 0. Dene
U 2i = U
2
ij −
dikdildj
di
; di = aib − abi; (2.16)
Si =
1
x − y

XjXkXl
Xi
Y 2 +
YjYkYl
Yi
X 2

(2.17)
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and assume U 2i is nonzero and Si has positive real part or is 0: Then; if I(ei − e) is dened by
(2:10);
I(ei − e) = 2dijdik dil3di RJ(U
2
12; U
2
13; U
2
23; U
2
i) + 2RC(S
2
i; Q
2
i); (2.18)
Q2i =
X 2 Y
2

X 2i Y 2i
U 2i; S
2
i − Q2i =
djdkdl
di
: (2.19)
If  2 fi; j; k; lg; say = l where Uil 6= 0; then (2:18) reduces to
I(ei − el) = 23dijdikRD(U
2
ij ; U
2
ik ; U
2
il) +
2XiYi
XlYlUil
: (2.20)
To see a limitation of these results, we consider the case (by far the most important in practice)
of Theorem 2.1 in which
Q4
j=1(t + zj) is real and (for convergence of I(e0)) at most one of the z’s
is 0. If all four z’s are real and nonnegative, then V12; V13; V23 are positive by (2.1). If z3 and z4
are real and nonnegative while z1 and z2 are not real but conjugate complex, then V12 is positive,
V13 has positive real part, and V23 is the complex conjugate of V13. In both these cases RF in (2.3)
is well dened because its variables have phase less in magnitude than . However, suppose that
none of the z’s are real, but z1 and z2 are conjugate complex and so are z3 and z4. Then
V12 = jz1j+ jz3j> 0; V13 = 2R (pz1pz3); V23 = 2R (pz2pz3): (2.21)
All three V ’s are real, and one of them (not two, as we shall show) may or may not be negative (see
the examples in Section 4). If it is negative, one variable of RF will have phase 2, but numerical
computation may take the phase to be 0 and give a wrong answer. Provided that computation is done
by iterating the duplication theorem [6], the error could be avoided by modifying the rst iteration; as
a safeguard we shall perform the rst iteration analytically and also give a less restrictive condition
of validity for integrals with complex integrand.
The condition involves sums of two V ’s. From (2.2) we nd that
V12 + V13 = (
p
z1 +
p
z4)(
p
z2 +
p
z3);
V12 + V23 = (
p
z1 +
p
z3)(
p
z2 +
p
z4);
V13 + V23 = (
p
z1 +
p
z2)(
p
z3 +
p
z4):
(2.22)
If z1 and z2 are conjugate complex while z3 and z4 are real and nonnegative, then the last sum is
positive and the rst two sums have positive real part because they are products of one factor in
the rst quadrant and one in the fourth. If z1 and z2 are conjugate complex and likewise z3 and z4,
we see that
V12 + V13 = jpz1 +pz4j2;
V12 + V23 = jpz1 +pz3j2;
V13 + V23 = 4(R
p
z1)(R
p
z3)
(2.23)
and all three sums are positive (verifying incidentally that at most one V can be negative, as asserted
earlier).
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In the next section we shall see that the duplication theorem replaces V 2ij by (Vij +Vik)(Vij +Vil).
In the cases just considered, we have shown that each sum in parentheses has positive real part, and
so their product has phase less in magnitude than . More generally, for example if the integrand is
complex, a condition of validity will be that each sum of two V ’s (instead of each V , as in Theorem
2.1) has positive real part.
3. Results with wider validity
Theorem 2.1 and Corollary 2.2 are modied in this section so that a key assumption is relaxed.
Instead of requiring each element of fV12; V13; V23g (or fU12; U13; U23g in the corollary) to have
positive real part or be 0, only the sum of each pair of elements is required to do so. A sucient
but not necessary condition for this is that the integrals converge and, for all t in the open interval
of integration,
Q4
j=1(t + zj) (or
Q4
j=1(aj + bjt) in the corollary) is real and positive, while t + zj (or
aj + bjt in the corollary), 16j64, lies in the plane cut along the nonpositive real axis.
Theorem 3.1. Let z1; z2; z3; z4 lie in the plane cut along the negative real axis; and take their
square roots in the right half-plane. Let fi; j; k; lg= f1; 2; 3; 4g; and dene
zij = zi − zj ; Vij = Vji = Vkl = Vlk =pzipzj +pzkpzl; (3.1)
whence
Vij  Vik = (pzi pzl)(pzj pzk); V 2ij − V 2ik = zilzjk ; (3.2)
where upper (lower) signs go together. Assume that V12 + V13; V12 + V23; V13 + V23 have positive
real part. Then; provided the integrals converge;Z 1
0
dtQ4
j=1
p
t + zj
= 4RF(V 212 + ; V
2
13 + ; V
2
23 + ) (3.3)
and Z 1
0
t + zi
t + zl
dtQ4
j=1
p
t + zj
=
4
3
zijzikRD(V 2ij + ; V
2
ik + ; V
2
il + )
+
2(
p
zi +
p
zl)p
zl(
pzj +pzl)(pzk +pzl) ; (3.4)
where
= V12V13 + V12V23 + V13V23; V 2ij + = (Vij + Vik)(Vij + Vil): (3.5)
Let z be nonzero; possibly complex; and not equal to zi. Dene
zi = zi − z; V 2i = V 2ij −
zikzilzj
zi
: (3.6)
Assume V 2i lies in the plane cut along the negative real axis; and take Vi in the right half-plane.
Then Z 1
0
t + zi
t + z
dtQ4
j=1
p
t + zj
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=
4zijzikzil
3zi
RJ(V 212 + ; V
2
13 + ; V
2
23 + ; V
2
i + )
+
4
!i
RC(1; 1− i=!2i); !i 6= 0; (3.7)
where
!i =
ii + i
i + i
; i =
zi
zijzikzil
(Vi + Vij)(Vi + Vik)(Vi + Vil); (3.8)
i =
zjzkzl
zi
; i = z +
pzjpzkpzlp
zi
+
p
zp
zi
Vi: (3.9)
If !i = 0 the last term in (3:7) reduces to 2=
p−i.
Proof. Application of (1.7) to (2.3) proves (3.3). To prove (3.7), of which (3.4) is a special case,
we denote the integral on the left-hand side of (2.5) by Ii and rewrite the equation as
Ii =
2
3i
RJ(V 212; V
2
13; V
2
23; V
2
i) + 2RC(
2
i; 
2
i − i); (3.10)
where
i =
zi
zijzikzil
; i =
zjzk zl
zi
; (3.11)
i = z +
pzjpzkpzlp
zi
; 2i − i =
z
zi
V 2i: (3.12)
The duplication theorem (1.8) for RJ changes this to
Ii=
4
3i
RJ(V 212 + ; V
2
13 + ; V
2
23 + ; V
2
i + )
+
2
i
RC(2i; 
2
i − i) + 2RC(2i; 2i − i); (3.13)
where
= V12V13 + V12V23 + V13V23; i = V 2i(V12 + V13 + V23) + V12V13V23; (3.14)
q
2i − i = Vi(V 2i + ); −i = (V 2i − V 212)(V 2i − V 213)(V 2i − V 223): (3.15)
From the middle equation in (2.4) it follows that i = i=2i, and the homogeneity of RC implies
that
2
i
RC(2i; 
2
i − i) = 2RC(A2i; A2i − i); Ai = ii: (3.16)
From (3.14) and (3.15) we have
Ai +
q
A2i − i = i(i +
q
2i − i) = i(Vi + V12)(Vi + V13)(Vi + V23): (3.17)
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The last two terms in (3.13) now become
2RC(A2i; A
2
i − i) + 2RC(2i; 2i − i): (3.18)
To take advantage of (3.17), we rst apply the duplication theorem (1.11) to both terms to get
4RC(2i; 
2
i − i) + 4RC(2i; 2i − i); (3.19)
i = Ai +
q
A2i − i; i = i +
q
2i − i (3.20)
before using the addition theorem (1.12) to combine them in the form
4RC(!2i; !
2
i − i) =
4
!i
RC(1; 1− i=!2i); (3.21)
where
!i =
ii + i
i + i
; i =
zi
zij zikzil
(Vi + Vij)(Vi + Vik)(Vi + Vil); (3.22)
i =
zjzkzl
zi
; i = z +
pzjpzkpzlp
zi
+
p
zp
zi
Vi: (3.23)
If !i = 0 we apply to the left-hand side of (3.21) the elementary relation RC(0; y) = =2
p
y. This
completes the proof of (3.7).
To prove the special case (3.4) we put =l, with the result that zl=0, i=0, 1=!i=1=il+1=il,
and
Iil =
4
3
zijzikRD(V 2ij + ; V
2
ik + ; V
2
il + ) +
4
il
+
4
il
; (3.24)
il =
2Vil
zijzik
(V 2il + ); il = zl +
pzjpzkpzlp
zi
+
p
zlp
zi
Vil = 2
p
zlp
zi
Vil; (3.25)
where we have used (3.1). Writing
4
il
+
4
il
=
2
Vil
 
zijzik
V 2il + 
+
p
zip
zl
!
=
2
Vil
(S); (3.26)
we see that the sum S in parentheses must be proportional to Vil because the other terms in (3.24)
are nite if Vil = 0. Indeed, using (3.2) to expand
V 2il + = (Vil + Vij)(Vil + Vik) = (
p
zi +
p
zk)(
p
zj +
p
zl)(
p
zi +
p
zj)(
p
zk +
p
zl);
we nd that
S =
(
p
zi −pzj)(pzi −pzk)
(pzj +pzl)(pzk +pzl) +
p
zip
zl
; (3.27)
whence
p
zl (
p
zj +
p
zl)(
p
zk +
p
zl)S =
p
zl(zi +
p
zj
p
zk) +
p
zi(
p
zj
p
zk + zl)
= (
p
zl +
p
zi)(
p
zj
p
zk +
p
zi
p
zl)
= (
p
zl +
p
zi)Vil: (3.28)
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Substituting in (3.26), we nd
4
il
+
4
il
=
2(
p
zi +
p
zl)p
zl(
pzj +pzl)(pzk +pzl) : (3.29)
In view of (3.24) this completes the proof of (3.4).
Corollary 3.2. Let x>y and fi; j; k; lg= f1; 2; 3; 4g. Assume the line segment with endpoints
ai + bix = X 2i and ai + biy = Y
2
i (3.30)
lies in the complex plane cut along the negative real axis; and take all square roots in the right
half-plane. Dene
Uij =
XiXjYkYl + YiYjXkXl
x − y = Uji = Ukl = Ulk ; (3.31)
whence
Uij  Uik = 1x − y (XiYl  YiXl)(XjYk  YjXk); (3.32)
where upper (lower) signs go together; and
U 2ij − U 2ik = dil djk ; dij = aibj − ajbi: (3.33)
Assume that U12 + U13; U12 + U23; U13 + U23 have positive real part. Then
I(e0) = 4RF(U 212 + ;U
2
13 + ;U
2
23 + ) (3.34)
and
I(ei − el) = 43 dij dik RD(U
2
ij + ; U
2
ik + ; U
2
il + )
+
2(x − y)il
XlYl jl kl
; (3.35)
where
= U12U13 + U12U23 + U13U23; U 2ij + = (Uij + Uik)(Uij + Uil); (3.36)
ij = XiYj + YiXj: (3.37)
Let a + bx = X 2 and a + by = Y
2
 ; and assume X
2
 Y
2
 6= 0. Dene
U 2i = U
2
ij −
dik dil dj
di
; di = aib − abi 6= 0; (3.38)
assume U 2i lies in the plane cut along the negative real axis; and take Ui in the right half-plane.
Then
I(ei − e) = 4dij dik dil3di RJ(U
2
12 + ; U
2
13 + ; U
2
23 + ; U
2
i + )
+
4
Pi
RC(1; 1− Ti=P2i); Pi 6= 0; (3.39)
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where
Pi =
BiCi + Ti
Bi + Ci
; Bi =
di
dij dik dil
(Ui + Uij)(Ui + Uik)(Ui + Uil); (3.40)
Ti =
dj dk dl
di
; Ci =
1
x − y

XjXkXl
Xi
Y 2 +
YjYkYl
Yi
X 2

+
XY
XiYi
Ui: (3.41)
If Pi = 0 the last term of (3:39) reduces to 2=
p−Ti.
Proof. Map the open interval of integration in
I(e0) =
Z x
y
dtQ4
j=1
p
aj + bjt
(3.42)
onto the positive real line by substituting
t =
xs+ y
s+ 1
; s=
t − y
x − t ;
dt
ds
=
x − y
(s+ 1)2
; (3.43)
aj + bjt = X 2j
s+ zj
s+ 1
; zj =
Y 2j
X 2j
; zij = zi − zj = (x − y)dijX 2i X 2j
: (3.44)
Comparing (3.1) and (3.31), we have
Vij = NUij; = N 2; N =
x − yQ4
j=1 Xj
: (3.45)
Eq. (3.2) becomes (3.32) and (3.33), and (3.42) becomes
I(e0) =N
Z 1
0
dsQ4
j=1
p
s+ zj
=4N RF(V 212 + ; V
2
13 + ; V
2
23 + );
=4RF(U 212 + ; U
2
13 + ; U
2
23 + ); (3.46)
where we have used (3.3) and the homogeneity of RF. The last line proves (3.34) while (3.1) and
(3.2) become (3.31){(3.33).
Making the same change of integration variable and allowing j in (3.44) to take the value  as
well as 1, 2, 3, or 4, whence (3.6) and (3.45) imply (3.38), we nd
I(ei − e) =
Z x
y
ai + bit
a + bt
dtQ4
j=1
p
aj + bjt
= Li
Z 1
0
s+ zi
s+ z
dtQ4
j=1
p
s+ zj
; Li =
NX 2i
X 2
: (3.47)
The denition of Li shows that
Li zij zik zil
zi
=
NX 2i
X 2
(x − y)2X 2 dij dik dil
X 4i X 2j X 2k X
2
l di
=
N 3dij dik dil
di
: (3.48)
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We have also
p
zi +
p
zj =
Yi
Xi
+
Yj
Xj
=
ij
XiXj
(3.49)
by (3.37), and
Lil (
p
zi +
p
zl)p
zl (
pzj +pzl)(pzk +pzl) =
NX 2i
X 2l
Xl
Yl
XjXkXlil
Xi jl kl
=
(x − y)il
XlYl jl kl
: (3.50)
Thus, if = l, (3.47) reduces by (3.4) to
I(ei − el) = 43 Lil zij zik RD(V
2
ij + ; V
2
ik + ; V
3
il + ) +
2Lil (
p
zi +
p
zl)p
zl (
pzj +pzl)(pzk +pzl)
=
4
3
N 3dij dik RD(V 2ij + ; V
2
ik + ; V
2
il + ) +
2(x − y)il
XlYl jl kl
: (3.51)
By (3.45) and the homogeneity of RD, this proves (3.35).
Returning to (3.47) and using (3.7), we nd
I(ei − e) = 4Li zijzikzil3zi RJ(V
2
12 + ; V
2
13 + ; V
2
23 + ; V
2
i + )
+4Li RC(!2i; !
2
i − i): (3.52)
Substitution from (3.44) and (3.45) in (3.8) and (3.9) shows that
i = LiBi; i = L2iTi; (3.53)
i
Li
=
XjXkXlX 2
(x − y)Xi
 
Y 2
X 2
+
XiYjYkYl
YiXjXkXl
!
+
XYVi
XiYiN
= Ci; (3.54)
whence, by (3.8) and (3.40),
!i = LiPi: (3.55)
These three equations show that the last term of (3.52) becomes the last term of (3.39). Use of
(3.48) and the homogeneity of RJ completes the proof of (3.39).
4. Numerical examples
Numerical computation of the following examples was done in three ways: the old method of
Corollary 2:1, the new method of Corollary 3:1, and numerical integration. The last was done using
Derive, and the rst two were carried out in both Derive and Macsyma. The old and new methods
agreed to 30D (rounded here to 10D) except in the last example, where the old method failed. The
numerical integration agreed with the new method to 10D in all cases.
The rst example is
I(e0) =
Z 4
−1
dtp
(t2 + 8t + 15)(10 + 3t − t2) = 0:32272 28378; (4.1)
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I(e1 − e5) =
Z 4
−1
p
t + 3dtp
(t + 5)(10 + 3t − t2) (t + 4) = 0:25291 59038: (4.2)
Since t2 + 8t + 15 = (t + 3)(t + 5) and 10 + 3t − t2 = (t + 2)(5 − t), the quartic polynomial under
the square root in I(e0) has four real zeros.
If 10 + 3t − t2 is replaced by t2 − 4t + 5 = (t − 2 + i)(t − 2 − i), the quartic polynomial has
two conjugate complex zeros and two real zeros. As expected from the paragraph following (2.20),
U12; U13, and U23 all have positive real part, and the three methods again give a common value:
I(e0) =
Z 4
−3
dtp
(t2 + 8t + 15)(t2 − 4t + 5) = 1:01390 74613; (4.3)
I(e1 − e5) =
Z 4
−3
p
t + 3dtp
(t + 5)(t2 − 4t + 5) (t + 4) = 0:62570 85685: (4.4)
After further replacement of t2 + 8t + 15 by t2 + 2t + 5 = (t + 1 + 2i)(t + 1 − 2i), the quartic
polynomial has two pairs of conjugate complex zeros: −1  2i and 2  i. These are the vertices
of a quadrilateral in the complex plane whose diagonals intersect at a point z = 1 on the real axis
called the crossing point [2, p. 241]. For several values of the lower limit y of integration, we shall
evaluate the integrals
I(e0) =
Z 4
y
dtp
(t2 + 2t + 5)(t2 − 4t + 5) ; (4.5)
I(−e5) =
Z 4
y
dtp
(t2 + 2t + 5)(t2 − 4t + 5) (t + 4) : (4.6)
Because I(−e5) is real, it is more likely to be useful than the complex I(ei − e5), from which it is
obtained by the relation
(aib5 − a5bi)I(−e5) = b5 I(ei − e5)− biI(e0); 16i64; (4.7)
in the notation of (1.1) and (2.8). (This relation follows from aib5−a5bi=b5(ai+bit)−bi(a5+b5t).)
In the present case, if we choose i = 1 and a1 + b1t = t + 1 + 2i , (4.7) becomes
(2i− 3)I(−e5) = I(e1 − e5)− I(e0): (4.8)
If y=2 the crossing point (z=1) is outside the interval (2,4) of integration, and all three methods
give the same values:
I(e0) = 0:33605 19711; I(−e5) = 0:049785 02489; y = 2: (4.9)
They still agree if y = 1, when the interval of integration starts at the crossing point:
I(e0) = 0:61023 69066; I(−e5) = 0:099680 10491; y = 1: (4.10)
These two cases, in which U12; U13; and U23 are real and positive, support the conclusion in [2] that
the old method is valid for I(e0) if the open interval of integration does not contain the crossing
point, z.
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If the open interval does contain z, the old method remains valid for I(e0) if the interval is nite
and suciently short [2]. This is supported by the case y = − 13 , where one of the three U ’s has
decreased to 0 while the other two remain real and positive:
I(e0) = 0:89766 80126; I(−e5) = 0:16604 78352; y =− 13 : (4.11)
If y=−3 the open interval of integration contains z and is no longer suciently short. The values
of U12; U13; U23 are, respectively,
4:82623 08223; −2:30054 42725; 3:64588 86365 (4.12)
and because U13 is negative, the old method gives values that are wrong:
I(e0) 6= 0:56161 60415;
I(−e5) 6= 0:016567 77612− i 0:14324 42951; y =−3: (4.13)
However, the sum of any two of the three U ’s is positive, as expected from the corresponding sums
of V ’s in (2.23), and the new method of Corollary 3.2 gives values in agreement with numerical
integration:
I(e0) = 1:23371 99838; I(−e5) = 0:31311 02038; y =−3: (4.14)
Appendix
An algorithm in [6] for numerical computation of RJ makes repeated use of its duplication theorem
(1.8), and the term in RC is computed in each iteration:
RJ(x; y; z; p) = 4−nRJ(xn; yn; zn; pn) + 6
n−1X
m=0
4−m
dm
RC(1; 1 + 4−3m=d2m): (A.1)
With initial conditions (x0; y0; z0; p0)=(x; y; z; p) equations [6, (2:17){(2:20)] determine xm; ym; zm; pm
for m=1; 2; : : : ; n. The quantities dm and  are dened below in (A.2). Because pm−xm=4−m(p−x),
and similarly with x replaced by y or z, the variables of RJ on the right side approach equality with
increasing n. Hence this RJ becomes easier to compute at the expense of more computations of RC.
By using the duplication theorem (1.11) and the addition theorem (1.12) for RC in much the same
way as in the proof of Corollary 3:1, we shall show how to replace the sum of n RC’s in (A.1) by
a single RC whose variables are computed by recurrence relations.
Theorem A.1. Let x; y; z; p satisfy conditions specied in the Algorithm for RJ in [6]. Dene
= (p− x)(p− y)(p− z); dm = (ppm +pxm)(ppm +pym)(ppm +pzm): (A.2)
With initial condition s0 = d0=2 compute sn−1 from the recurrence relations
rm = sm−1(1 +
q
1 + 4−m=s2m−1); sm =
dm rm − 4−2m
2(dm + 4−mrm)
: (A.3)
Then (A:1) is equivalent to
RJ(x; y; z; p) = 4−nRJ(xn; yn; zn; pn) +
3
sn−1
RC(1; 1 + 4−n=s2n−1): (A.4)
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Proof. We make an inductive assumption that
2
n−1X
m=0
4−m
dm
RC(1; 1 + 4−3m=d2m) =
1
sn−1
RC(1; 1 + 4−n=s2n−1): (A.5)
Because s0 =d0=2, (A.5) is true for n=1, and we need only prove that truth for n implies truth for
n+ 1. Denoting the left side by n−1, we see that
n=n−1 +
2
4ndn
RC(1; 1 + 4−3n=d2n)
=RC(s2n−1; s
2
n−1 + 4
−n) + 2RC(42nd2n; 4
2nd2n + 4
−n); (A.6)
where we have used the homogeneity of RC. Applying the duplication theorem (1.11), we nd
n = 2RC(r2n ; r
2
n + 4
−n) + 2RC(42nd2n; 4
2nd2n + 4
−n); (A.7)
where rn is dened by (A.3). Applying the addition theorem (1.12), we nd
n = 2RC(4s2n; 4s
2
n + 4
−n); (A.8)
where
2sn =
4ndn rn − 4−n
4ndn + rn
(A.9)
in agreement with (A.3). The homogeneity of RC changes (A.8) to
n =
1
sn
RC(1; 1 + 4−n−1=s2n); (A.10)
which is (A.5) with n replaced by n+ 1.
The numerical values of RJ listed in [6] have been checked using (A.4). Computation of
RJ(xn; yn; zn; pn) and RD(xn; yn; zn) can be speeded up by including higher terms in the polyno-
mial in parentheses in [6, (2:25), (2:34)]. For instance, in both equations the terms of degree 6 and
7 are
− 116 E32 + 340 E23 + 320 E2E4 + 45272 E22E3 − 968 (E2E5 + E3E4): (A.11)
If these are included, then (r=4)−1=6 in [6, (2:18), (2:28)] should be changed to (r=4)−1=8.
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