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We prove duals of Radon’s theorem, Helly’s theorem, Carathkdory’s theorem, 
and Kirchberger’s theorem for arrangements of pseudolines in the real projective 
plane, which generalize the original versions of those theorems for plane 
configurations of points. We also prove a topological generalization of the 
pseudolinedual of Helly’s theorem. 
INTRODUCTION 
Helly’s theorem for a finite set of plane polygons says that if S, ,..., S, are 
finite sets in the euclidean plane E* such that the convex hulls of any three 
meet, then the convex hulls of all the S, meet. If, in the projective plane P*, 
we distinguish a line 15, and identify P’w* with E’, then this can be 
restated as follows: 
HELLY’S THEOREM FOR POINTS. If S, ,..., S, arej?nite sets of points in E* 
and for any i, j, k there is a point Qrik such that L, cannot be moved 
continuously to pass through Qijk without meeting each of S,, S,, S,, then 
there is a point Q such that L, cannot be moved continuously to pass 
through Q without meeting each of S, ,..., S,. 
In [3, Theorem 2.61 we showed how this theorem could be dualized to 
prove the following result for arrangements of lines in the projective plane P* 
with a distinguished point P: 
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HELLY'S THEOREM FOR LINES. If S, ,..,, S, are finite sets of lines in P’, 
none passing through P, and for any i,j, k there is a line L,, such that P 
cannot be moved continuously to L,, without meeting each of Si, Sj, S,, then 
there is a line L such that P cannot be moved continuously to L without 
meeting each of SL,..., S,. 
(If we define the P-convex hull of a set S of lines-by duality with the 
convex hull of a point set-as the set of all lines L which cannot be reached 
by a path starting at P without meeting some member of S, then this can be 
restated: If S, ,..., S, are finite sets of lines in P*, none passing through a 
point P, any three of whose P-convex hulls meet, then the P-convex hulls of 
all the Si meet.) 
In a similar way, it follows from Theorem 1.6 of [3] that other well 
known theorems about convex sets in the plane can be dualized, among them 
Radon’s theorem, Caratheodory’s theorem, Kirchberger’s theorem, and the 
separation theorem. The results are as follows. (In each case we state first 
the original form of the theorem, then the dual version.) 
RADON'S THEOREM (for points). Any set S of at least four points in E2 
can be split into two disjoint subsets, S, and S,, whose convex hulls meet. 
(For lines). Any set S of at least four lines in P* with a distinguished point P 
can be split into two disjoint subsets, S, and S,, whose P-convex hulls meet. 
CARATHBODORY'S THEOREM (for points). If a point is in the convex hull 
of points P, ,..., P, (n > 3) in E2, then it is already in the convex hull of three 
of the Pi. (For lines). If a line is in the P-convex hull of lines L, ,..., L, 
(n > 3) in P2, then it is already in the P-convex hull of three of the Li. 
KIRCHBERGER'S THEOREM (for points). If S, and S, are disjoint finite 
sets of points in E*, and for any subset T of S, v S, consisting of four points 
those of S, n T can be separated from those of S, n T by a line, then S, can 
be separated from S, by a line. (For lines). If S, and S, are disjoint sets of 
lines in P’ (with a distinguished point P), and for any subset T of S, U S, 
consisting of four lines those of S, ~7 T can be separated from those of 
S2 n T by a point Q (meaning the line m intersects the lines of S, n T in 
one segment determined by P and Q and intersects those of S, c7 T in the 
other segment), then S, can be separated from S, by a point. 
SEPARATION THEOREM (for points). If two Jinite sets S, and S2 of points 
in E* cannot be separated by a line, then their convex hulls meet. (For lines). 
If in P2 with a distinguished point P, two finite sets S, and S, of lines 
cannot be separated by a point, then their P-convex hulls meet. 
HELLY-TYPE THEOREMS 3 
Recall, from [5], for example, that a pseudoline in Pz is a simple closed 
curve which is homotopic to a line. It follows from this definition that a 
pseudoline does not separate P2, and that its inverse image under the map 
from S2 to P2 which identifies antipodal points is a connected curve. It also 
follows that any two pseudolines must meet, and that-if they meet only 
once-they must cross. If & = {L,,..., L,} is a set of pseudolines, any two of 
which meet only once, and not all of which have a common point (a 
“pencil”), &’ is called an arrangement of pseeudolines. 
Each connected component of P2\(L, U .e. U L,) is called a cell of the 
arrangement (or pencil) XY = {L1,..., L,}. If the cell complexes which two 
arrangements, JX? and zZ’, of pseudolines induce are isomorphic, it follows 
from the Schoenflies theorem that this isomorphism is exhibited by the 
existence of a homeomorphism f: P2 -+ P2 such that the images of the 
pseudolines of & are those of d’. In particular, if &’ is isomorphic to an 
arrangement sd’ of straight lines in this sense, & is called stretchable. Not 
every arrangement of pseudolines is stretchable; there are arrangements of 
nine or more which are not [5], while every arrangement of eight or fewer is 
[4]. Hence arrangements of pseudolines are more general than arrangements 
of lines, and it is natural to ask which properties of arrangements of lines 
hold for pseudolines as well. 
The purpose of this paper is to extend all of the theorems above to 
pseudoline arrangements, and to point out that in the case of Helly’s theorem 
if we drop the requirement that the pseudolines in question form an 
arrangement, then-curiously enough-we obtain a “stronger” theorem 
(namely, the number 3 can be reduced to 2). 
Recall [5, Theorem 3.41 the basic result known as the Levi enlargement 
lemma; it says that if points P and Q are specified, not both on the same 
pseudoline of an arrangement &‘, there is an extension d’ of & containing 
a pseudoline passing through P and Q. 
We will also need several topological facts below, whose proofs can be 
found (or pieced together) from standard textbooks in topology, such as 
Alexandrov-Hopf (for (0.1) and (0.2), which come out of the 
Mayer-Vietoris theorem), or Massey (for facts about covering spaces used to 
prove (0.3)). These are: 
(0.1) If K, and K, are homology cells such that K, n K, is a 
homology cell, so is K, UK,. (“Homology cell” means a set S with trivial 
homology in every dimension, i.e., that of a point; in particular S # 0.) 
(0.2) Helly’s topological theorem: If, in R”, K, ,..., K, are compact 
sets such that Ki, n . . . n K,s is a homology cell whenever 1 < s Q n + 1 and 
rI ,..., is E [ 1, t], then 0, GiGt K, is a homology cell. 
By an open (resp. closed) topological disk we mean a set 
4 GOODMANANDPOLLACK 
homeomorphic to the standard disk x2 + y2 < 1 (resp. <l) in the euclidean 
plane. 
40.3) If S is a closed, connected subset of P’, the following are 
equivalent: 
(a) There is a pseudoline not meeting S, 
(b) S is contained in an open topological disk, 
(c) S is contained in a closed topological disk, 
(d) If f: S’-+P* is the covering map which identifies antipodal 
points, f -l(S) has two components. 
We will call S pseudo-boundable if each of these conditions holds. 
1. RADON'S THEOREM 
DEFINITION 1.1. If P is a point and & a set of pseudolines in P*, we will 
say a pseudoline L is in the P-convex hull of ~4 if every path from P to a 
point of L meets some member of .d. 
THEOREM 1.2. If P is a point in P2, any arrangement (or pencil) -EC? of 
n > 4 pseudolines may be partitioned into disjoint subsets jB,, d2 so that ./ 
admits an extension to an arrangement (or pencil) ,/’ 2 & containing a 
pseudoline L belonging to the P-convex hull of each 4.; furthermore, if& is 
a subset of an arrangement .& L may be chosen compatible with the 
pseudolines of .8. 
Proof: If A?’ is a pencil, or if P lies on any member of -?p, the theorem is 
trivial. Otherwise, choose a subarrangement do = {L, ,..., L4} of &‘. If the P- 
cell A of .dO is bounded by only three pseudolines of <ryb, let L be the fourth 
and let Ld, = L, -d2 = ,rd\{L) (or &&\{L)). Suppose, on the other hand, that 
A is bounded by all four of L, ,..., L,, in that (cyclic) order. Use the Levi 
enlargement lemma to pass a new pseudoline L compatible with & (or with 
.J) through the intersection points P,3 of L, and L, and P,, of L, and L,, if 
they are not already joined by a pseudoline L of &’ (or of 2). Since P,, is 
in the non-P-“halfplane” formed by L, and L, (because it can be reached 
from P by crossing L, or L, once), and P,, is in the non-P-halfplane formed 
by L, and L, for the same reason, and since L crosses none of L, ,..., L, 
except at PI3 and Pz4, every point of L is in each of these halfplanes. Hence 
the conclusion holds if we let L&, = {L,, L3}, d2 = ,d\&, (or &\d,). 
COROLLARY 1.3. Suppose .M is an arrangement of pseudolines in P2 and 
S is a set of at least four closed sets Ai meeting at a point P such that each 
member of S is disjoint from some pseudoline in .Ep. Then there is a partition 
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FIGURE 1 
S = S, V S, into two nonempty sets and a closed topological disk A 
containing P such that A contains the P-component of n4,EsjAi for j = 1,2; 
furthermore, A may be found disjoint from some pseudoline L such that 
.d V {L} is an arrangement. 
Proof. This is immediate from Theorem 1.2 (and from (0.3) (b) =z=- (c)). 
Remark 1.4. If we drop the arrangement hypothesis and arrangement 
conclusion, Corollary 1.3 becomes false: Fig. 1 shows a set 9 = {L, ,..., L4} 
of four pseudolines disjoint from a point P E P* such that for no partition 
Y’ = Yi U Y2 is there a pseudoline avoiding the P-component of 
p2\(ULieSPi L,) and also avoiding the P-component of P2\(ULiEYz L,); then 
just take the complement of a sufficiently small neighborhood of the L;s for 
the sets Ai. 
Corollary 1.3 (and Theorem 1.2) would also be false for n = 3: for any 
arrangement ~2 = {L,, L,, L3], if we let Ai be the complement of a 
sufficiently small neighborhood of Li, we get a counterexample. 
2. HELLY'S THEOREM 
The pseudoline analogue of Helly’s theorem follows from that of Radon’s 
theorem by a modification of Radon’s original argument: 
THEOREM 2.1. Zf -&I ,..., J$ are subsets of an arrangement J/ of 
pseudolines, and P is a point not on any pseudoline of any -4, such that, for 
any i, j, k, ~4 contains a pseudoline in the P-convex hull of each of 
-6, J$, dk, then there is an extension &’ of J/ containing a pseudoline in 
the P-convex hull of each of d, ,..., dn. 
Proof: We use induction on n, beginning with n = 3; the statement is 
trivial for n < 3. Suppose n > 3 and we have arrangements d, ,..., JS$~ c S/ as 
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in the hypothesis. Applying the induction hypothesis to the sets 
sd* )...) &” c -r4, we get an extension J (‘) of J/ containing a pseudoline L, 
in the P-convex hull of each of dz,..., dn, Next, applying the induction 
hypothesis to the sets zZ,, M,,..., J(~ cd(‘), we get an extension &(*I of 
~4”’ containing a pseudoline L, in the P-convex hull of each of 
dl ) Jd3 ,..., &,. Continuing inductively, we wind up with a sequence of 
arrangements 
<&f,(l) c ,,42) c . . . c J&“) 
such that every JS?‘(‘) contains a pseudoline Li in the P-convex hull of each of 
Ml )...) d;- * , -4+ * )...) J$. Now apply Theorem 1.2 to the set 
w  1 ,..., L,} c .d OO* there are two disjoint nonempty sets S, , S, whose union . 
is [ 1, n] and an extension &” of J@“) containing a pseudoline L in the P- 
convex hull of {Li]i E S,} for k = 1,2. But for any i E [ 1, n], if iE S, we 
have that Li is in the P-convex hull of each dj for j E Sjpk; hence-by the 
obvious transitivity of convex hull formation-L is in the P-convex hull of 
each ,dj for j = l,..., n. 
The form in which the Helly theorem for lines is stated in [ 3, Corollary 
2.71 is: 
If, in P*, any three members of a finite set of convex polygons all 
containing a given point P are simultaneously boundable [meaning there is a 
line not meeting their union, so that when we take this as the line at infinity 
the union is at finite distance], then all the polygons in that set are 
simultaneously boundable. 
We stated our expectation there that the result would undoubtedly prove 
true for more general sets than convex polygons, and-in fact-this is the 
case, as Proposition 2.3 shows: 
LEMMA 2.2. If S is a closed, connected set not meeting lines L, ,..., L,, 
then there is a polygon A which is convex with respect to each of L, ,..., L, 
(meaning each A CT Li = QJ and A is convex in P2wi), with S c A. 
Proof. Throw L, to infinity. Since S is compact, we can find a convex 
polygon A, containing S. L, may cut A,, but only into two convex polygons, 
only one of which contains S. Shrink it away from L, slightly to get a closed 
convex polygon A, disjoint from L, and L,, with A, 3 S. Proceeding by 
induction, we arrive at the desired polygon A. 
PROPOSITION 2.3. Zf Sl,..., S, are closed, connected sets in P* all 
meeting at a point P, such that any three are simultaneously boundable, then 
all the Si are simultaneously boundable. 
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Proof: For each i E [ 1, n], consider all the triples i,j, k with j, k E [ 1, n], 
and a corresponding line L,,, not meeting S, U Sj U S,. Using Lemma 2.2, 
find a convex polygon A, I S, such that A, does not meet L,, for all j, k. 
Notice that any three of these polygons At are now simultaneously boun- 
dable. Hence-by the Helly theorem from [3] quoted above-there is a line 
L disjoint from all the Ai, and in particular disjoint from all the Si. 
We may now ask whether Proposition 2.3 holds for pseudolines instead of 
lines, and the answer is that it does; we get the following corollary of 
Theorem 2.1: 
COROLLARY 2.4. Ifs,,‘.., S, are closed, connected sets in P2 all meeting 
at a point P, and ~4 is an arrangement of pseudolines such that for all i, j, k 
some L,, E ~8 is disjoint from Si u Sj U S,, then there is an arrangement 
.d’ 2 .d and a pseudoline L E &” disjoint from U Si. 
Proof. Let 4 = (Lijk}lGj, kGn. Notice that the P-cell of the subset .,$ 
contains Si since Si contains P, is connected, and is disjoint from every 
member of -<. Since, for any i, j, k, Lij, is the P-convex hull of each of 4, 
%$, L&k, we can apply Theorem 2.1 and find an extension J/’ of &’ 
containing a pseudoline L which belongs to the P-convex hull of each of 
.d ,,“., crP,. But this means L is disjoint from’the P-cell of each 4, and we 
are done. 
Remark 2.5. Corollary 2.4 would be false if we did not insist that (a) the 
sets S I ,..., S, are connected, or (b) they have nonempty intersection, or (c) 
for any three (as opposed to two) of them, there is a pseudoline in ~6’ 
disjoint from their union. Counterexamples are shown in Fig. 2a, b, c (resp.). 
In (c), where L, has opposite points identified, notice that the arrangement 
sd = {L, )...) L5} is minimal for the given family of sets. Yet there is no way 
of extending it to an arrangement containing a pseudoline L missing all of 
S 1 ,..., S, : such an L would have to cross L, at least three times, since it has 
no way of getting across the barrier formed by sets S,, S,, and S, . 
Notice that the pseudolines disjoint from the sets Si in Corollary 2.4 had 
to form an arrangement for the argument to be valid. It is natural to ask 
whether we can drop this requirement, and still conclude that there is some 
pseudoline disjoint from IJ Si (or, in the terminology of (0.3), that (J S, is 
pseudo-boundable). In fact, the following “purely topological” theorem holds 
in that case: 
THEOREM 2.6. If S, ,..., S, are closed, connected sets in P2 all meeting at 
a point P, any two of which are simultaneously pseudo-boundable, then all of 
them are simultaneously pseudo-boundable. 
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Proof: Iff: S2 -+ P2 is as in (0.3) andf-‘(P) = (PI, P2}, then by (0.3), 
f-‘(SJ splits into two connected components, T; and Tf, for all i, where Tf 
contains P, for k = 1, 2. By hypothesis, f -‘(SiU Sj) also splits into two 
components for all i, j, i.e., (since c and q meet at Pk), (T; U T/‘) n 
(Tf U Tj) = 0, hence in particular Ti n T,! = 0 for all i, j (distinct or not). It 
follows that (U Ti) n (IJ Tj) = 0, so that-again by (0.3)-U S, is pseudo- 
boundable. 
Note that this is not a “Helly-type” theorem; the number “two” comes 
from the fact that the universal covering map f has degree 2, hence-for 
example-the theorem holds in all dimensions (with the appropriate 
definitions) with the number “two” unchanged. (This is clearly not the case 
with Theorem 2.1 or Corollary 2.4.) 
If, in Theorem 2.6, each Si and the union of any two S, are actually 
assumed to be homology cells, we can assert that their union also is one, 
which answers a recent question of B. Grtinbaum (private communication): 
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THEOREM 2.7. If S,,..., S, are (simplicial) homology cells in Pz with a 
common point P, such that the union of any two of them is also a (simplicial) 
homology cell, then so is U Si. 
ProoJ: We use induction for n > 2, the result being trivial for n ( 2. 
Consider UIGiGn S, = (Ui.,, Si) U S,. By induction hypothesis, Ui, n Si is 
a cell; so is S,. If we can show (U,<,, Si) n S, also is, then we are done by 
(0, 1). Since each Sin S,(i < n) is connected and contains P, so is 
(Ui<nsOnsn= Ui<n (SinSn); h ence it is enough to show that any 
simple closed curve r in (Ui<,, Si) n S, bounds a subset of (U,,, Si) n S,. 
But r bounds a subset of each of lJi<,, Si and S,, by the induction 
hypothesis, and-in P2-at most one “side” of a simple closed curve can be 
part of a homology cell; therefore r bounds the same set in both Ui.,n Si 
and S,, so we are done. 
3. CARATH~~ODORY'S THEOREM 
THEOREM 3.1. Zf {L,L1,..., L,} (n > 3) is an arrangement of pseudolines 
in P2 such that L is in the P-convex hull of L, ,..., L, for some point P, then L 
is in the P-convex hull of three of the Li. 
Proof: If {L, ,..., L,} is a pencil, or if P lies on any Li, the theorem is 
trivial. Otherwise, let A be the P-cell of the arrangement (Li,..., L,}, and let 
Li )...) Lik be the pseudolines having segments along the boundary of A; we 
wiil find three of the Li, that satisfy the conclusion of the theorem. Hence we 
may assume that P lie’s in an n-cell A of the arrangement {L, ,..., L,}, and 
that segments of L,,..., L.-in that cyclic order-make up aA. (Levi 
[ 6, p. 2581 has shown that each pseudoline of an arrangement contributes at 
most one segment to the boundary of a cell.) We will actually prove the 
stronger statement: For some i with 2 < i < n - 1, L is in the P-convex hull 
of L,9 Li9 Li+*- 
Recall from [4] that we may associate, to any numbered arrangement J&’ 
of k pseudolines in P2 with a distinguished point P, an “allowable sequence 
of permutations of { l,..., k},” i.e., a periodic sequence . . . . ZZ,, f12 ,..., 
zz,, , z7; ,...) n, )... in which each term ni or II{ is a permutation of {l,..., k}, Iti 
is the reverse of 17,, and the move from each term to the next consists of the 
reversal of one or more disjoint substrings, subject to the condition that no 
two numbers which are switched in a move can be switched again in the 
same half-period. (An example is shown in Fig. 3, in which the permutations 
n, have been obtained by sweeping a vertical line across the (piecewise 
linear) arrangement {L 1 ,..., L5}, and reading its intersections with the L, 
from bottom to top; P is the “vertical point at infinity” here, and the 
substrings reversed in each move have been indicated in the sequence.) This 
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sequence, which is not uniquely determined by &, reflects the incidence and 
order properties of ~4; in particular, the boundary of the P-cell A of &’ is 
made up of all the pseudolines whose indices occur in initial (or terminal) 
position in the terms of any associated sequence, and they enter position 1 in 
the same (or opposite) cyclic order as they occur on &l. (In Fig. 3, the P-cell 
is bounded by L,, L,, L,, L, in (cyclic) order.) The conclusion therefore 
follows from the following purely combinatorial statement, which generalizes 
Corollary 2.19 of [ 21, where only “simple” sequences were considered (each 
move consisting of just two indices being reversed); the proof is nearly iden- 
tical. 
PROPOSITION 3.2. If, in an allowable n + l-sequence 2, all of the 
numbers l,..., n occur in first position-in that cyclic order-while the 
number n + 1 does not occur in first position, then for some i with 
2 < i < n - 1 one of the numbers 1, i, i + 1 precedes n + 1 in each term of 2. 
Proof. Since in order to get from position 1 to position n + 1 a number 
must switch with n other numbers, each initially to its right, each of the 
numbers 1 through n clearly moves monotonically left-to-right until it is in 
position n + 1, then returns monotonically to position 1. It therefore makes 
sense to talk about the direction that it is moving in at some stage when it is 
not at either end of a term; by convention we will also say it is moving to the 
left when it occupies position 1 or position n + 1. Because of the monotonic 
motion in each direction, it is clear that no two of the numbers l,..., n can 
change places when moving in the same direction; in particular, no three of 
the numbers 1 through n can switch simultaneously with each other 
(although the number n + 1 may of course be involved in a triple switch). 
Thus l,..., n follow each other in their back-and-forth motion, changing 
places with each other only in pairs, and only when two are moving in 
opposite directions. 
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Let 17 be the term of Z immediately preceding the move in which 1 and 
n + 1 switch, with 1 moving to the right. If Zi’ has the form . . . . 1, n t 1, j,..., 
with all three of 1, n + 1,j switching simultaneously in the next term, then 
one of 1, j already precedes n + 1 in every term of Z. Otherwise, say, only 1 
and n t 1 switch in ZZ = . . . . 1, n t l,.... Let i and i + 1 be the successive left- 
moving numbers which surround n + 1 in n; they exist, by virtue of our 
convention about the endpoints of R: (Notice that 1 cannot be the initial 
number in n because of the move that is about to take place: n t 1 is never 
in first position.) In other words, n has the form 
-  
.  .  .  )  + -i n+l,..., i+ l,..., 1 )  .  .  .  )  ,  (“1 
where the arrow indicates the direction in which the corresponding number is 
moving. We claim one of 1, i, i f 1 is always to the left of n t  1. Since the 
(cyclic) order in which these three numbers reach position 1 is 1, i, it 1, we 
can argue as follows: For the half-period immediately preceding ZZ, 1 is to 
the left of n t  1. From n until the switch i, n t  1 -+ n t  1, i occurs, i is to the 
left of n t  1. When the switch i, n + 1 + II t  1, i occurs, i has left position 1, 
hence it 1 has already entered it, and in particular has switched with n t 1 
and is still to the left of n + 1, since it is “following” i; it remains so until the 
end of the half-period following n, for the position then is exactly the reverse 
of the one shown in (*). This yields the conclusion. 
COROLLARY 3.3. If (L, L, ,..., L,] is a pseudoline arrangement and L 
does not meet the P-cell of the subarrangement {L, ,..., L, ), then L does not 
meet the pseudo-triangle containing P formed by some three of the Li. 
Proof: This is just a restatement of Theorem 3.1. 
4. KIRCHBERGER'S THEOREM 
If ,& is an arrangement of pseudolines in Pz with a distinguished point P, 
it is easy to see that M’ can be realized (up to an isomorphism, which 
extends to a homeomorphism of P* to itself by the Schoenflies theorem) in a 
coordinatized euclidean plane E* by a set of curves Li each of which is the 
graph of a continuous, piecewise linear function y =f;:(x), such that the two 
unbounded segments of each L, are eventually parallel, with P playing the 
role of the “vertical point at infinity,” as in Fig. 3. (See [4] for details.) In 
this section, an “arrangement of pseudolines” will mean precisely such an 
arrangement realized in E*. If 9 and $9 are subsets of ,t4, to say that 28 and 
G? can be separated therefore means that for some point (x,, , y,) we have 
either A(x,) < y, C&(X,,) for all Li E 9, Lj E ‘F, or else A(x,) > y, >&(x0) 
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for all L, E 39, L, E Q. Similarly, to say that a pseudoline L: y =f(x) 
belongs to the convex hull of X? means that for each x there are pseudolines 
L,, L, E &’ such that fi(x) <f(x) <J(x). Finally, it is easy to see that the 
Levi enlargement lemma also works when we restrict ourselves to 
arrangements of this type. 
DEFINITION 4.1. Suppose a subset S of R’ occupying the region 
0 < z < b has the property that whenever 0 ( z0 < b, S n {z Q z,,} lies in the 
cone spanned by S n {z = zO} having the origin 0 as vertex (see Fig. 4). 
Then we call S a truncated semicone spanned by S, = S n {z = b} and 0. 
(Similar definition if S occupies the region 0 > z 2 b.) 
LEMMA 4.2. A truncated semicone S spanned by a homology cell S, in 
the plane z = b > 0 and 0 is a homology cell. 
Proof: The mapping f: S--t S, given by projection from 0 is a defor- 
mation retraction, hence preserves homology type. 
LEMMA 4.3. If d = (L ,,..., L,\ is an arrangement of pseudolines in E2 
and points P and Q lie in duerent cells of & (i.e., connected components of 
E’\(U L,)), then P and Q lie on opposite sides of some Li. 
Proof. Suppose not. Then if (say) L, ,..., L, are below P and L,, , ,..., L, 
above P, the same holds for Q. Let L, be the graph of y =fi(x), and let 
P=(x~,Y~), Q=(x2,y2); say, x1 <x2. Since no pseudolines of JZ? cross 
more than once, for each x in (x,, x2] we have fi(x) <h(x) whenever 
1 < i < m, m + 1 <j < n. Hence if, for each x in [xl, x,], we let 
and if f (x,) = y’, and f (x2) = y; , the path from P to Q consisting of the line 
segment from (x, , y,) to (x1, y;), followed by the graph of f(x) from x, to 
x1, followed by the line segment from (x2, y;) to (x,, y2), would not meet 





LEMMA 4.4. If, for each member Li of an arrangement & ofpseudolines, 
zi is one of the two components of the complement of L,, then fl pi, if it is 
nonempty, is a cell of d. 
Proof Since each cell belongs entirely to one of the “halfplanes” deter- 
mined by Li, n zi must be either a cell or a union of cells; but since, by 
Lemma 4.3, any two distinct cells lie on opposite sides of some Li, the 
former is necessarily the case. 
LEMMA 4.5. If, in the arrangement J/ = {L, ,..., L,}, a point P lying in a 
bounded cell A of ,F9 is above pseudolines L, ,..., L, and below L,, , ,..., L, , 
then there is no point Q E E2 which is below L,,..., L, and above 
L L *+,,..a, “. 
Proof Suppose L, ,..., L, (resp. L, ,..., LJ, in that order, make up the 
lower (resp. upper) boundary of A as we go from left to right. If x, is the x- 
coordinate of the intersection of L, and L,, and x2 that of L, and L,, then 
for x < x2 we have L, below L,, while for x > x, we have L, below L,. 
Q.E.D. 
LEMMA 4.6. Suppose an arrangement &’ is the disjoint union of subsets 
59 and g. Then there are numbers a, d > 0 such that r the pseudolines in 23’ 
are translated upward any distance >d, and those in Q downward the same 
distance, to obtain sets of pseudolines 9’ and Q’ (resp.), then all crossings 
between any two members of 9’ or between any two members of B’, as well 
as all corners of any pseudoline of d’ = 9’ V SY’, will occur in the open 
strip -a < x < a, while all mutual crossings between members of 9’ and GY” 
will once again be simple, and will occur in the open complement of that 
strip; in particular the set .# will once again be an arrangement. (See 
Fig. 5.) 
FIGURE 5 
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Proof. As we move 9 up and Q down, the pseudolines of 9 and G? may 
cross multiply. However, if we move them far enough apart, they cross only 
in their unbounded segments, and simply, and these crossings move further 
and further to the left or to the right. On the other hand, the crossings within 
3 or within @?, as well as the corners in each pseudoline, remain fixed as far 
as their x-coordinates are concerned. The conclusion follows. 
LEMMA 4.7. Suppose a pseudo&e arrangement &’ is the disjoint union 
of subsets .9 and @?, each of whose crossings and corners occur in the strip 
S: -a ( x < a, and whose mutual crossings occur in the open complement of 
S. Suppose further that all the pseudolines of 9 cross the line x = a above 
those of g, and similarly for the line x = -a. Then if--for each i-H, is the 
halfplane above (resp. below) the pseudoline Li E .3 (resp. @), any nonempty 
set of the form n IgjCs Hij, where at least one of Lij belongs to .9 and at 
least one to p’, is an unbounded cell of the arrangement (Li,,..., Li,} which 
lies either in x < -a or in x > a, and whose boundary consists of just two 
rays meeting at a point. (See Fig. 5, where the halfplanes above .S’, and .Sl, 
and below ‘&; meet in the shaded wedge.) 
Proof. The fact that the intersection cannot meet the strip S is clear, 
since for -a < x < a no point lies both above some Li E 53 and below some 
Lj E P, and the rest follows since a cell bounded below by members of 9 
and above by members of g, which had more than two boundary segments, 
would have two members of 23 or two members of G? meeting on its 
boundary. 
We can now state Kirchberger’s theorem for pseudoline arrangements: 
THEOREM 4.8. Zf an arrangement ,cP of pseudolines is the union of 
subsets 59 and g such that for any set .Y’ of four pseudolines of -ou”, 5.9 n .Y 
can be separated from %Y n 9, then .9 and 59 can be separated. 
Proof Choose E > 0 small enough so that when the members of .5!? are 
translated up (resp. down) by E, and the members of P down (resp. up) by E, 
the resulting set of curves is still a legitimate arrangement, and one in which 
no cell of .d disappears (even though new cells may be created). Embed E2 
in E3 as the plane z = 1. Form the cone Ei over each pseudoline Li of -d, 
with vertex O(0, 0,O). Since the ends of each Li are parallel, if we take the 
closure Li of ei in E3 we get a surface meeting the plane z = 0 in a well- 
defined line through 0 (see Fig. 6). Let Hi be the closed “half-space” deter- 
mined by ci containing y + 0 (resp. y < 0) if L, E .5? (resp. F). For each 
L, E ~.d, let 
it = {(x, y + F, z)(resp. (X, Y - c, Z)) I (X3 YI Z) E Li 1 
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FIGURE 6 
and 
Hf = { (4 .Y + 6 z)(resp. (XT y - E, z)) 1 (x, y, Z) E Hi} 
if Li E 9 (resp. g). (Notice that H; is then a proper subset of Hi for each i, 
and that 0 & u HT.) Let y be a disk in the plane z = 1 with center at 
(0, 0, 1) which properly contains all the crossings and corners of the 
pseudolines of ,r9 and of the arrangement M” (resp. d”) obtained by 
moving the pseudolines of 9 up (resp. down) by E and those of %T down 
(resp. up) by E. Suppose the radius of y is R. Now translating some of the 
surfaces li in the y-direction by E and the rest by -E, and then looking at 
cross sections of the resulting sets of surfaces at levels closer and closer to 
z = 0, gives figures similar (by projection from 0) to those obtained by 
translating the corresponding pseudolines within a fixed cross section 
(namely, at level z = 1) by larger and larger distances in the positive (resp. 
negative) y-direction. Hence by Lemma 4.6 and 4.7 it follows that for some [ 
with 0 < [ ( 1, and each z0 # 0, -[ & z,, < 5, any nonempty set of the form 
fll,j,sH!jn P=zoL h w  ere at least one LijE 59 and at least one E Q, will 
be the region in the plane z = z,, bounded by two rays meeting at a point. Let 
Z be a truncated circular cylinder with axis x =y = 0, lying between the 
planes z = c and z = -<, of radius a@, which properly includes ail crossings 
and corners of the three arrangements {L;,n {z = c}}, {L;,n (z = 0}}, and 
(L;n {z = -c}}. (Since Z is convex, and the intersection of two planes is a 
line, C also meets every nonempty set of the form (J H;.n {z = z,,}, where at 
least one L,.E 9 and at least one E %T, for -[ < z,, < d and for 0 < z0 < C.) 
Let r be the’ truncated cone over C n {z = [} with 0 as vertex, lying between 
~=1andz=-1,andletd=CU~.(SeeFig.7.)Let~,=H~~dforeach 
i. Each K, is now a compact subset of R3, and we are going to apply Helly’s 
topological theorem (0.2) to the family 3’ = {Ki 1 Li E d }. 
582a/32/1-2 
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Let us show first that any four members Ki,,..., K,( of 3’ have nonempty 
intersection. If Li ,,..., Lid all belong to .9(resp. %Y), then n ,GjC4 Hij, hence 
n i<jG4 HFj, contains the points (0, y, 1) for y B 0 (resp. y < 0), SO that in 
either case n I GjG 4 Ki # 0, since A contains the disk y in which all crossings 
occur. Now suppose at least one member of -dO = (L[,,..., Lt,j belongs to 9, 
and at least one to %Y’. By hypothesis, there is a point P(x, y, 1) which 
separates the members of 9 n do from those of 59 17 J&. This means, in 
particular, that P lies in a cell c of the subarrangement (or pencil) Jo (whose 
intersection with the y-axis is bounded). If P lies above the members of 
9 n J”. and below those of ‘29 f? s$, since the cell u does not disappear 
when we translate 29 up and SF down by E, n Ki. must contain a point in the 
plane z = 1; if P lies below the members of .5$ n Ldo and above those of 
‘Y n &t,, since CI does not disappear when we translate 9 down and 5F up by 
E, n Kil must contain a point in the plane z = -1. 
We must show next that the intersection of up to four members of 3’ is a 
homology cell. We claim, in fact, that any nonempty intersection (7 Kij of the 
members of a subset C&, of X is a homology cell. To see this, we have to 
distinguish three cases: (a) all Lij (for Ki.E.&) E 2, or all E 57; (b) the L,,?s 
(for Ki, E &) come from both .9 and &, and the corresponding halfspaces 
Hi, meet in a bounded set (which is necessarily a cell, by Lemma 4.4) at the 
level z = 1 (or z = -1); (c) they come from both 9 and SF’, and the 
corresponding Hi;s meet in an unbounded set (necessarily a cell) at the level 
z= 1 (or z=-1). 
In (a), 0 Kij is star-shaped with respect to the point (0, 0, E) if all Li, E 9, 
or with respect to (0, 0, -E) if all L,, E 9, hence is contractible. In (b), 
suppose first that n K,, contains a point P with z = 1. Then any Li, E 9 lies 
below (in the y-direction) P, while any Lir E F lies above P. By Lemma 4.5 
there can be no point Q where the opposite is true, which means that n Kii 
contains no point with z = - 1. In fact, n K,, is clearly a truncated semicone 
with respect to 0, lying entirely between z = 0 and z = 1, hence-by 
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Lemma 4.2-is a homology cell. On the other hand, if nKi, contains a point 
with z = -l, we get a truncated semicone with respect to 0 lying entirely 
between z = -1 and z = 0, and the conclusion follows similarly. But by the 
above argument, if n Ki, is nonempty it must contain a point with z = 1 or 
z = -1; hence we are done in case (b). Finally, in case (c), it is sufficient to 
note that n Kij splits into four parts: -1 < z < -[, -c < z < 0, 0 < z < c, and 
[,< z < 1. The first and last are homology cells by the same argument as in 
case (b) (retract them to their sections z = -1, z = 1 (resp.)), and the two 
others are cells because each of them is the intersection of a triangular prism 
with a circular cylinder, hence is convex. Since these cells are glued pairwise 
along 2-cells (whose boundaries, in each case, consist of two line segments 
and a portion of a circle), it follows from (0.1) that they are themselves 
homology cells. 
We may now apply the Helly topological theorem, and conclude that 
ni Ki is nonempty. Suppose P(x,, y,, z,) E ni Ki. Then P E ni Hf , so 
P E ni int(H,). Hence we may assume z,, # 0. It follows that the point 
so that-reversing the argument earlier in the proof-if z,, > 0, we get a 
point which is above all the pseudolines of L? and below those of Q, while if 
z0 < 0, we get a point below those of 9 and above those of Q; in either case 
we are done. 
Remark 4.9. It may strike the reader, as it strikes us, that the proof 
above (which is actually a distant relative of Rademacher and Schoenberg’s 
proof [ 7] of the original Kirchberger theorem) is much more involved that 
should be necessary for such a simple, purely combinatorial theorem; what 
we have proven, after all, is easily expressible in terms of allowable 
sequences of permutations (cf. Remark 5.2). We know, however, of no 
simpler means of proving Theorem 4.8. [See Remark 5.4 below.] 
As a corollary of Theorem 4.8, we get the separation theorem for 
pseudolines: 
THEOREM 4.10. If an arrangement &’ of pseudolines is the union of 
subsets .B and g which cannot be separated, then JXY can be extended to an 
arrangement &” containing a pseudoline belonging to the convex hulls of 
each of 58 and %T. 
ProoJ: If .W and GY cannot be separated, then by Theorem 4.8 there is a 
set .Y’ of four pseudolines of J/ such that 9 n Y cannot be separated from 
g n .Y’. If (say) 3 n 9 consists of just one pseudoline L, this means that 
L is in the convex hull of Q n Y’, hence the conclusion holds with M” = M. 
On the other hand, if each of .S n P’ and %Y n 9 contains two pseudolines, 
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it is easy to see that 9 is isomorphic to one of the arrangements (or pencils) 
of Fig. 8, possibly with the letters “9” and “e’ interchanged, and in each 
case the line QQ’ shows the location of a pseudoline common to the convex 
hulls of 53 and %?‘; we may therefore use the Levi enlargement lemma, if 
necessary, to find such a pseudoline L passing through Q and Q’ which is 
compatible with the rest of the original arrangement &. This proves the 
theorem. 
5. SOME GENERAL REMARKS 
(5.1) If we begin with an arrangement of straight lines, then in each of 
the proofs above, whenever we invoke the Levi enlargement lemma to 
construct a new pseudoline through two points, the straight line joining them 
will obviously do; hence every theorem remains valid if we replace 
“pseudoline” by “line”, so that the results above include all of the theorems 
stated in the Introduction. 
(5.2) The theorems proven above have been stated for pseudoline 
arrangements. But the machinery of [l] shows they are equally valid for 
what one might call “generalized configurations,” i.e., configurations of 
points in P2 joined in pairs by pseudolines forming an arrangement, rather 
than by lines. In fact, all of the results above can be stated simply for 
allowable sequences of permutations, and it is the case that these can be 
realized both by arrangements of pseudolines and by generalized 
configurations of points, as described in [I]. 
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(5.3) The fact that the convexity theorems of this paper hold for 
(nonstretchable!) pseudoline arrangements, and not only for arrangements of 
lines, shows that these theorems are essentially topological, rather than 
linear, in nature. (We expect that-with the right definitions-the same will 
be found true in higher dimensions.) It would be interesting to find 
generalizations to other two-manifolds besides P2; “pseudoline” might be 
replaced by “simple homology generator” for example, and an 
“arrangement” of these would mean a set in which any two intersect 
minimally. 
Note added in proof: (5.4) R. Cordovil [preprint] has recently found another proof of 
Theorem 4.8, based on the Folkman-Laurence representability theorem for oriented matroids, 
which itself also requires a non-trivial topological argument. He has also generalized our 
Caratheodory theorem (Theorem 3.1) to higher-dimensional arrangements. 
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