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Abstract
We find an error bound for the pseudospectral approximation of a function in terms of Hermite
functions, hn(x) = e−x2Hn(x), in certain weighted Sobolev spaces. We use properties of Hermite
polynomials, as well as an asymptotic expression for their largest zeroes to achieve the mentioned
estimate.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We are interested in the approximation of functions defined on the whole real line by
interpolation over the zeros of Hermite polynomials. Let Hn be the Hermite polynomial of
degree n. We define the Hermite functions as
hn(x) = e−x2Hn(x), n = 0,1,2, . . . .
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∞∫
−∞
hn(x)hm(x)e
x2 dx = 2n n!√π δn,m, n,m = 0,1, . . . ,
and thus they form an orthogonal basis of the weighted L2 space
L2w =
{
ϕ :R → R
∣∣∣∣
∞∫
−∞
∣∣ϕ(x)∣∣2ex2 dx < ∞
}
.
Consequently, any ϕ ∈ L2w can be developed in a Fourier–Hermite series of the form
ϕ(x) =
∞∑
k=0
ϕˆkhk(x),
where
ϕˆk = 12kk!√π
∞∫
−∞
ϕ(x)hk(x)e
x2 dx, k = 0,1, . . . . (1)
Given ϕ ∈ L2w , its spectral approximation of order N is the orthogonal projection of ϕ
onto VN , the subspace of L2w generated by the first N + 1 Hermite functions, that is
πNϕ(x) =
N∑
k=0
ϕˆkhk(x).
There is another way of approximating in terms of Hermite functions. Let z0, . . . , zN be
the zeros of HN+1, which are all real and distinct. Given a continuous function ϕ, its N th
pseudospectral approximation, INϕ, is the interpolator over the zeros of HN+1, that is,
INϕ is the unique function such that
INϕ ∈ VN and INϕ(zk) = ϕ(zk), k = 0,1, . . . ,N.
The error of spectral and pseudospectral approximations has been analysed in [2,4]. If we
denote by ‖ · ‖s,w the norm in the weighted Sobolev space Hsw , which will be properly
defined later on, then it is proved in [4] that given σ  0 and 0  µ  σ , there exists a
positive constant C, independent of N , such that
‖ϕ − πNϕ‖µ,w CN µ−σ2 ‖ϕ‖σ,w, ∀ϕ ∈ Hσw. (2)
The error estimate obtained in [4] for the pseudospectral approximation is more demanding
with respect to the regularity of the function and gives a poorer convergence rate. The
authors prove that given ε > 0, σ  1+ε, and 0 µ σ , there exists a positive constant C,
independent of N , such that
‖ϕ − INϕ‖µ,w  CN 12 +µ−σ2 +ε‖ϕ‖σ,w, ∀ϕ ∈ Hσw.
An improvement of this result is given in [2]. The regularity imposed to the function is
reduced and so is the exponent of N , giving a better convergence rate. More precisely, it
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of N , such that
‖ϕ − INϕ‖µ,w  CN 13 +µ−σ2 ‖ϕ‖σ,w, ∀ϕ ∈ Hσw. (3)
These estimates are used in [1,2,4,6], where spectral and pseudospectral methods based on
Hermite functions are applied to approximate the solutions of elliptic and parabolic partial
differential equations.
We give here an even sharper bound for the error of the pseudospectral approximation.
Under the same hypothesis needed for (3) we prove that there exists a positive constant C,
independent of N such that
‖ϕ − INϕ‖µ,w  CN 16 +µ−σ2 ‖ϕ‖σ,w, ∀ϕ ∈ Hσw.
There is an intimate connection between pseudospectral approximations and the Gauss
quadrature formulae whose nodes are the zeros of Hermite polynomials. If ϕ :R → R is a
continuous function, its integral with respect to the weight function e−x2 can be approxi-
mated by means of a finite sum in the following way:
∞∫
−∞
ϕ(x)e−x2 dx ≈
N∑
k=0
wkϕ(zk), (4)
where
wk = 2
N+2(N + 1)!√π
(H ′N+1(zk))2
, k = 0,1, . . . ,N.
This quadrature formula is exact for polynomials of degree less than 2N + 2.
If INϕ(x) =∑Nk=0 ϕ˜khk(x), the kth coefficient ϕ˜k is precisely the result of applying the
quadrature formula (4) to the integral defining the kth coefficient of the Fourier–Hermite
expansion of ϕ given in (1).
Moreover, when estimating the error of the pseudospectral approximation, we will need
to bound the quantity
‖INϕ‖20,w =
∞∫
−∞
(
INϕ(x)
)2
ex
2
dx. (5)
Since e2x2(INϕ(x))2 is a polynomial of degree 2N , we can rewrite (5) as a finite sum by
means of (4).
The proof of our main result reduces to bounding the weights wk appearing in (4). This
will be accomplished in Section 2 where estimates related to the biggest zero as well as
other properties of Hermite polynomials are needed.
Finally, Section 3 is devoted to the proof of our estimate for the error of the pseudospec-
tral approximation, which is performed following the lines of [3], who consider the case of
approximation of functions in terms of Legendre polynomials.
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This section is devoted to the study of the weights of the quadrature formula (4). In fact,
we are interested in bounding the quantities
ez
2
kwk = 2
N+2(N + 1)!√π
e−z2k (H ′N+1(zk))2
, k = 0,1, . . . ,N. (6)
We recall first some properties of Hermite polynomials which will be needed in the
sequel and can be found in [7]:
• Hermite polynomials verify the second order differential equation
H ′′n (x) − 2xH ′n(x) + 2nHn(x) = 0, n = 0,1,2, . . . (7)
and the identity
H ′n(x) = 2nHn−1(x), n = 1,2, . . . . (8)
• Hn has n real and distinct zeros which are symmetric with respect to the origin. If dn
denotes the smallest distance between two consecutive zeros of Hn, then
dn 
π
(2n + 1)1/2 
√
3
n
, ∀n ∈ N. (9)
• Let x = (2n + 1)1/2 − 2−1/23−1/3n−1/6t , with t complex and bounded. Then
e−x2/2Hn(x) = 31/3π−3/42n/2+1/4(n!)1/2n−1/12
(
Ai(t) + O(n−2/3)), (10)
where Ai denotes Airy’s function, the only solution, up to a constant, of Airy’s equa-
tion y′′ + 13xy = 0 which is bounded when x → −∞.
Finally, we state the following result about the largest zero of the Hermite polynomial
of degree n, which is a direct consequence of [5, Theorem 1.26].
Theorem 1. Let i1 denote the smallest zero of Airy’s function and z∗ the largest zero of Hn.
There exists a positive constant C, independent of n, such that
z∗ = (2n)1/2
(
1 − 3
−1/3i1
2n2/3
+ O
(
1
n
))
.
We can now start with the analysis of the quantities (6).
Lemma 2. For all n ∈ N, the function e−x2(H ′n(x))2 is decreasing over the non-negative
zeros of Hn.
Proof. Let Ψ (x) = e−x2(H ′n(x))2. We multiply Eq. (7) by e−x2H ′n(x) and integrate be-
tween two consecutive non-negative zeros of Hn, 0 zj < zj+1:
zj+1∫ [(1
H ′2n (x)
)′
− 2xH ′2n (x) + 2n
(
1
H 2n (x)
)′]
e−x2 dx = 0.zj
2 2
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1
2
(
Ψ (zj+1) − Ψ (zj )
)=
zj+1∫
zj
[
xH ′2n (x) − 2nxH 2n (x)
]
e−x2 dx.
From (7) we can write −2nHn(x) = H ′′n (x) − 2xH ′n(x). We substitute this expression in
the integral above, obtaining
1
2
(
Ψ (zj+1) − Ψ (zj )
)
=
zj+1∫
zj
[
xH ′2n (x) + xHn(x)H ′′n (x) − 2x2Hn(x)H ′n(x)
]
e−x2 dx.
Finally, integration by parts in the second summand yields
1
2
(
Ψ (zj+1) − Ψ (zj )
)= −
zj+1∫
zj
Hn(x)H
′
n(x)e
−x2 dx = −1
2
zj+1∫
zj
(
H 2m(x)
)′
e−x2 dx
= −
zj+1∫
zj
xH 2m(x)e
−x2 dx < 0.
Hence Ψ (zj+1) < Ψ (zj ). 
Lemma 3. Let zN be the largest zero of HN+1. There exists a positive constant C, inde-
pendent of N , such that
e−zN 2H 2N(zN)C2NN !N−5/6, ∀N ∈ N.
Proof. From Theorem 1, we have
zN = (2N + 2)1/2
(
1 − 3
−1/3i1
2(N + 1)2/3 + O
(
1
N
))
= (2N + 2)1/2 − 2−1/23−1/3i1(N + 1)−1/6 + O
(
N−1/2
)
= (2N + 1)1/2 − 2−1/23−1/3N−1/6tN ,
where
tN =
(
N
N + 1
)1/6
i1 + O
(
N−1/3
)
is bounded. Hence, we can make use of (10) to get
e−zN 2H 2N(zN) = 32/3π−3/22N+1/2N !N−1/6
(
Ai(tN ) + O
(
N−2/3
))2
. (11)
Ai has continuous strictly negative derivative near i1. Therefore, from the mean value the-
orem,
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((
N
N + 1
)1/6
− 1
)
i1 + O
(
N−1/3
)= O(N−1/3).
Consequently, substituting in (11), there exists a positive constant C, independent of N ,
such that
e−zN 2H 2N(zN) = 32/3π−3/221/22NN !N−1/6
(
O
(
N−1/3
)+ O(N−2/3))2
 C2NN !N−5/6. 
Now we are ready to prove the desired estimate for (6).
Theorem 4. Let z0, . . . , zN be the zeros of HN+1 and let w0, . . . ,wN be the weights of the
associated quadrature formula. There exists a positive constant C, independent of N , such
that
ez
2
kwk = 2
N+2(N + 1)!√π
e−z2k (H ′N+1(zk))2
 CN−1/6, k = 0, . . . ,N.
Proof. We recall that the zeros of HN+1 are symmetric with respect to the origin and
H ′2N+1 is an even function. Hence, from Lemma 2 we deduce that
ez
2
kwk  ez
2
N wN, k = 0,1, . . . ,N.
Taking into account (8), we can rewrite ez2N wN to apply Lemma 3,
ez
2
N wN = 2
NN !√π
(N + 1)e−z2N H 2N(zN)
 2
NN !√π
(N + 1)C2NN !N−5/6  CN
−1/6. 
Remark 5. Theorem 4 implies that the sequence {N1/6ez2N wN }N∈N is bounded. Numerical
computations show that this quantity decreases in the range 1N  512.
3. The error of the pseudospectral approximation
Our aim is to estimate the norm of the error of the pseudospectral approximation in the
weighted Sobolev spaces associated to L2w , which are defined as
Hkw =
{
ϕ :R → R ∣∣ ϕ,ϕ′, . . . , ϕ(k) ∈ L2w}, ∀k ∈ N.
For non-integer s > 0, Hsw is defined by interpolation.
These spaces have been considered in [4,6]. We collect here the properties that will be
needed in the sequel.
The natural norm in Hkw , with k ∈ N, is given by
‖ϕ‖k,w =
k∑∥∥ϕ(j)∥∥0,w with ‖ϕ‖0,w =
( ∞∫ ∣∣ϕ(x)∣∣2ex2 dx
)1/2
.j=0 −∞
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above.
Given µ 0, there exists a positive constant C, independent of N , such that
‖ϕ‖µ,w  CNµ/2‖ϕ‖0,w, ∀ϕ ∈ VN. (12)
Finally, given ϕ :R → R, if we denote φ(x) = ex2/2ϕ(x), there exists a constant C > 0,
independent of N , such that
‖φ‖L2(R) = ‖ϕ‖0,w, ∀ϕ ∈ L2w, (13)
‖φ′‖L2(R)  C‖ϕ′‖0,w, ∀ϕ ∈ H 1w. (14)
We turn now to the analysis of the error of the pseudospectral approximation, ϕ − INϕ,
in the different weighted Sobolev norms. We will follow the ideas of [3], who study the
case of approximation of functions defined in [−1,1] in terms of Legendre polynomials.
We consider first the L2w norm of INϕ.
Theorem 6. There exists a constant C > 0 such that, for all ϕ ∈ H 1w ,
‖INϕ‖20,w  CN1/3
(‖ϕ‖20,w + N−1‖ϕ‖21,w).
Proof.
‖INϕ‖20,w =
∞∫
−∞
(
INϕ(x)
)2
ex
2
dx =
∞∫
−∞
e2x
2(
INϕ(x)
)2
e−x2 dx.
e2x
2
(INϕ(x))
2 is a polynomial of degree 2N , therefore the quadrature formula with nodes
the zeros of HN+1 is exact. Then,
‖INϕ‖20,w =
N∑
k=0
wke
2z2k
(
INϕ(zk)
)2 = N∑
k=0
wke
2z2k ϕ2(zk).
From Theorem 4 we deduce that
‖INϕ‖20,w  CN−1/6
N∑
k=0
ez
2
k ϕ2(zk).
Taking into account (9), one can choose N + 1 disjoint compact subsets K0,K1, . . . ,KN
such that zj ∈ Kj and |Kj | = √3/N for 0 j N . Then,
‖INϕ‖20,w  CN−1/6
N∑
j=0
sup
x∈Kj
∣∣ex2/2ϕ(x)∣∣2.
We apply now the Sobolev inequality
sup
∣∣φ(θ)∣∣2  C21
(
1 ‖φ‖2 2 + (b − a)‖φ′‖2 2
)
,aθb b − a L (a,b) L (a,b)
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‖INϕ‖20,w  CN−1/6
N∑
j=0
(√
N
3
‖φ‖2
L2(Kj )
+
√
3
N
‖φ′‖2
L2(Kj )
)
 CN1/3
N∑
j=0
‖φ‖2
L2(Kj )
+ CN−2/3
N∑
j=0
‖φ′‖2
L2(Kj )
 CN1/3‖φ‖2
L2(R) + CN−2/3‖φ′‖2L2(R).
Finally, we make use of (13) and (14) to get
‖INϕ‖20,w  CN1/3‖ϕ‖20,w + CN−2/3‖ϕ‖21,w. 
Theorem 7. Let σ  1 and 0 µ σ . There exists a constant C > 0 such that
‖ϕ − INϕ‖µ,w  CN1/6+µ−σ2 ‖ϕ‖σ,w, ∀ϕ ∈ Hσw.
Proof.
‖ϕ − INϕ‖2µ,w 
(‖ϕ − πNϕ‖µ,w + ‖πNϕ − INϕ‖µ,w)2
 C
(‖ϕ − πNϕ‖2µ,w + ∥∥IN(πNϕ − ϕ)∥∥2µ,w),
since πNϕ is a polynomial of degree N and therefore INπNϕ = πNϕ. We make use of (2)
in the first term and (12) in the second one to get
‖ϕ − INϕ‖2µ,w  CNµ−σ‖ϕ‖2σ,w + CNµ
∥∥IN(πNϕ − ϕ)∥∥20,w.
Finally, we apply Theorem 6 which yields
‖ϕ − INϕ‖2µ,w
 CNµ−σ‖ϕ‖2σ,w + CNµ+1/3
(‖ϕ − πNϕ‖0,w + N−1‖ϕ − πNϕ‖1,w)
 CNµ−σ‖ϕ‖2σ,w + CN1/3+µ
(
N−σ‖ϕ‖2σ,w + N−1N1−σ‖ϕ‖2σ,w
)
= CNµ−σ‖ϕ‖2σ,w + CN1/3+µ−σ ‖ϕ‖2σ,w
 CN1/3+µ−σ‖ϕ‖2σ,w. 
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