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Introduction
Limiting and reducing emissions of greenhouse gases (GHG) to mitigate global climate change is to a large part a long-term challenge affecting the global energy sector. Renewable energy technologies have the potential to contribute substantially to supplying energy at low GHG emissions. The 2011 Special Report on Renewables by the Intergovernmental Panel on Climate Change (IPCC) 1 reviewed the published scientific global scenario literature that covers a large number of Integrated Assessment Models (IAMs). It finds considerable variations of renewable energy technology deployment levels for the coming decades ranging from negligible to substantial: some scenarios exceed 400 EJ/year of renewable energy, up from about 64 EJ in 2008 (IPCC 2011 . The report documents substantial knowledge gaps with respect to (1) the economic resource potential under various scenarios of future development, and (2) the potential role of renewable energy technologies in the context of an integrated climate change mitigation strategy. This paper summarizes initial steps to improving the robustness and accuracy of such global resource and techno-economic assessments. Specifically, this paper deals with wind resource assessments: the development of an algorithm to construct country-level resource supply curves, delineated by resource quality and other parameters; introduction of specific offshore wind supply curves; and progress updates in two areas of ongoing research for improving the fidelity of onshore assessments.
Ongoing energy-economic analysis at the country, regional, and international levels, including the activities of the Energy Modeling Forum, the Integrated Assessment Modeling Consortia, and many independent policy and technology analysis activities, plus the upcoming publication of the fifth assessment report (AR5) of the IPCC in 2014, represents the breadth of related research of climate change mitigation strategies and other related policy and technology analyses. These policy-relevant research tasks address key questions related to the role of energy technologies for climate mitigation (as well as a host of additional policy goals) and offer the opportunity to address knowledge gaps to more accurately assess the potential role of renewable energy in deployment scenarios. In particular, scenarios developed with IAMs that deploy wind and solar energy resources at large scale and integrate these variable sources into the electricity system can be substantially improved. The final section of this paper is an analysis of the impacts of a new resource assessment on a set of scenarios of an IAM, the Global Change Assessment Model (GCAM).
Modeling Renewable Energy Technologies and the Energy System: Scope and Detail
In order to model renewable energy technologies in a way that is relevant to policymakers and other stakeholders, the system under consideration needs both scope and detail. Scope-having system boundaries wide enough to include global and economy-wide interactions: economic development, trade, GHG restrictions or incentives for low-GHG solutions, electrification (in reference to both countries and economic sectors)-allows feedback, systemic change, and policy levers to operate within the model. Meanwhile, detail in resource availability, technology performance, and the impact on reliability of integrating renewable technologies into the electric grid are necessary for the model to properly choose among technology options.
This paper presents initial results of a collaborative effort to incorporate more accurate resource potential estimates and improve technological representation in integrated assessment models while maintaining their long-term and global perspective. One of the major challenges for largescale scenario modeling (e.g., national, regional, or global) is to capture the geospatial detail of renewable energy resources both for resource potential and economic calculus of the spatial dependencies such as transmission costs. Specifically, the key goals include: (1) robust assessments of the size and quality of the renewable resource potential; (2) representation of challenges related to constraints, costs, and the integration of fluctuating renewable electricity sources into existing electric power systems; and (3) the generation of new climate change mitigation scenarios, including the improved representation of renewable energy given different assumptions on climate and energy policy frameworks.
Assessment of the Size and Quality of the Renewable Resource Potential
Both on-and offshore wind are important technology options for renewable electricity production. For this initial study, we develop offshore wind supply curve estimates-as the technology is maturing rapidly and represents an important option to be incorporated in scenario analysis-and present initial work toward improving the resource potential of onshore wind for global analysis.
For offshore wind, we used NOAA's Blended Sea Winds 2 global offshore wind dataset. The dataset contains ocean surface vector winds and wind stresses gridded at 0.25°. Multiple time resolutions are available: 6-hour, daily, and monthly. Wind speeds were generated from satellite observations; directions, from a combination of National Centers for Environmental Prediction (NCEP) Reanalysis and European Center for Medium-Range Weather Forecasts (ECMWF) data assimilation products.
Hub height is an important determinant of wind resource at a given location. Due to drag close to ground-level, wind speeds fall at lower altitudes. Over rough terrain, that drop can be precipitous, but there is substantial drag even over relatively smooth ocean surfaces. Wind speeds in the Blended Sea Winds database are at 10 m above ground level. To extrapolate them to higher hub heights, we applied a power-law wind-shear adjustment using a shear exponent of 0.11. The exponent value was chosen based on the guidance of Schwartz et al. (2010) , who support its use for U.S. marine areas. The coarseness of the escalation assumption is regretful but necessary given this dataset; future analysis will use a different source dataset that includes wind speeds modeled at multiple heights such that it needs only interpolation over small height increments.
Moving from wind speed to supply curves that can be easily incorporated into energy-economic models and IAMs involves multiple steps. These supply curves use annual expected capacity factor (full load hours) as the metric of wind quality. Averaging over monthly wind speed produced annual average wind speed. There were some missing months in the dataset, especially at polar latitudes. For cells with at least 10 months of data, we took the 10-month average as the annual average; for cells with fewer than 10 months of data, we gave no resource. As those grid cells tended to be at extreme northern latitudes, and the missing months were generally in winter, we took the gaps to be ice-caused and regarded those sites as too icy for economic wind development. We were unable to address seasonal adjustments for missing months, which may introduce an unintended bias for those cells we prorated to cover a missing month or two.
As a representative power curve for converting wind speed to power output, we chose an IEC Class I Composite 3.5-MW turbine (power curve represented in Figure 2 ). Given that the raw data was mean monthly wind speed, we needed to make an assumption about the distribution of speeds: a wind speed distribution based on the mean wind speed for the grid cell and a Weibull-k parameter of 2.0, convolved with the representative power curve, produced annual power output, from which annual average capacity factor was rendered. The dataset for the next generation analysis contains hourly timeseries and therefore will incorporate endogenous distribution estimates.
Other losses of output, namely those associated with availability and wake losses, are worth accounting for. Availability captures the percentage of time during a year for which a turbine will be available for operation while the local wind speed is above the minimum level necessary for power production. Hoogwijk et al. (2004) use an availability of 0.95 (i.e., a turbine will only be operational for 95% of the full-load hours in a year due to maintenance and breakdowns). Other turbine power losses result from the design of the wind farm turbine array. Air flow interference can result when turbines are located too close in proximity. The turbine array efficiency reflects the losses due to the turbine array design. Hoogwijk et al. (2004) give 0.9 for the array efficiency (i.e., 10% of the turbine power will be lost due to wake losses). For bathymetry, we used the ETOPO1 1 Arc-Minute Global Relief Model 3 to estimate water depth for each grid cell. The supply curve is binned according to ocean depth to differentiate among different turbine-infrastructure regimes. In order to assign offshore resource to specific Not all windy maritime area is suitable for wind development. Shipping lanes and maritime protected areas, for instance, are unlikely locations for wind farms. We identified heavily traveled shipping lanes, as determined from a density analysis of the shipping tracks database developed by the National Center for Ecological Analysis and Synthesis. 4 Shipping density was measured in kilometers of tracks per square kilometer, then reclassified into three categories; 0-3, 5-15, and >15 km per km 2 . Limitations with the shipping-lane database forced us to ignore that data layer for this analysis; we hope to remedy those issues and consider shipping lane exclusions for the next round. Protected areas were mapped from a database by Protected Planet, 5 with areas were identified by their International Union for the Conservation of Nature (IUCN) rankings.
To convert from available surface area to wind potential in nameplate-capacity terms, we applied a uniform factor of 5 MW/km 2 . This conversion represents turbine spacing of approximately eight rotor diameters (Musial and Ram 2010) . As the assumptions are sourced from different studies, an eight-rotor array spacing may not relate directly to the assumed 10% array losses. Musial and Ram are coy, stating only that "the community is still determining the optimal spacing with no consensus yet" and elsewhere that "[a]rray losses of more than 10% for offshore wind farms have been documented."
These assumptions (representative power curve, hub height, exclusions, turbine density) and other parameters-minimum and maximum distance from shore, maximum water depth, and Weibull shape parameter-are all embedded in an algorithm that draws from a spatially enabled PostgreSQL database. The database contains the gridded wind speed information, along with bathymetry, distance from shore, and shipping-lane and protection status. The script that processes the algorithm is easily modified to allow different assumptions to guide the development of supply curves. As such, this paper presents two different sets of supply curves generated through the algorithm. The first, only a partial presentation, aligns assumptions with those in the Harvard global wind assessment by Lu et al. (2009) for the purposes of comparing the two databases and methods. The second, which we present in its entirety in the appendix, is described in detail below.
Supply Curve Comparison: Harvard Global Wind Potential Study
The Harvard study by Lu et al. (2009) used version 5 of the Goddard Earth Observing System Data Assimilation System (GEOS-5) database for wind speeds to produce onshore and offshore wind supply curves. They assumed hub heights of 100 m and interpolated between the vertical layers of the GEOS-5 pressure fields to produce them. Accordingly, we scaled wind speeds to a 100-m hub height. We also matched the Harvard study's limit of 50 nautical miles from shore, water depth limit of 200 m, and a resource cutoff at 20% annual average capacity factor. The
Harvard study did not exclude protected areas from their assessment, so we left them out as well, for consistency. The Harvard study assumed 3.6-MW GE turbines and a turbine density of 5.84 MW/km 2 ; we maintained the 3.5-MW turbine and 5-MW/km 2 density from our standard assumptions. Turbine size does not directly impact the results; density does, but only by the ratio of 5.84/5. If all else were equal, the Harvard study would show 17% more resource than this NREL analysis. Table 1 shows total wind resource potential out to 50 nm and for all depth classes to 200 m for the top 10 CO 2 -emitting countries; Table 2 shows wind resource potential by depth class globally and for the continental United States. For Table 2 , we matched the depth classes used in the Harvard study: shallow (0-20 m), transitional (20-50 m), and deep (50-200 m). Magnitude of potential resource generally aligns between the two studies, with the Harvard study including somewhat less resource globally than the aligned NREL assessment. Some of the greatest differences are among the countries with large northern borders, Canada and Russia, where the NREL database excludes some extreme-northern sea area. Germany takes a smaller hit, but some of its North Sea area is excluded because of missing data. Totals for the United States differ between the two tables because only Table 1 includes Alaska and Hawaii.
Updated Offshore Wind Resource Assessment
Using the same Blended Sea Winds database, but with some altered processing assumptions (described below), we created a second set of supply curves. Assumptions that differ in this assessment from those in the Harvard comparison include a hub height of 90 m, maximum water depth of 1,000 m, and a minimum resource cutoff of 8.0 m/s annual average wind speed (replacing the 20% annual capacity factor used in the aligned assessment). In addition, we deepened the depth classes to correspond to those used by Musial and Ram (2010) : shallow (0-30 m), transitional (30-60 m), and deep (60-1,000 m), and we extended the maximum distance from shore to 100 nautical miles. As mentioned above, we did not exclude shipping lanes in this analysis because of limitations in the database of shipping tracks, but we did exclude protected areas with IUCN codes of I-III. The protected areas amounted globally to about 5% of the total considered area within 100 nautical miles of shore. We also excluded all area within 5 nautical miles of shore as a coarse application of public resistance to visual disturbance. These supply curves are delineated in nameplate capacity terms rather than annual energy output, and wind classes are differentiated by annual average capacity factor.
The complete country-by-country supply curve, indexed by wind class and depth, is re-created in Appendix A. Figure 4 includes selected countries, generally larger economies with substantial wind resources. The entry for the United States includes only the continental United States. Alaska has more apparent potential than the continental United States in this assessment, but its distance from continental United States loads makes potential development of Alaskan wind resource fundamentally different, and worth keeping separate. 
Exploration of Statistical Downscaling to Create Improved Supply Curves
In addition to the offshore wind assessment presented above, we are working on developing onshore wind supply curves that more accurately reflect the fine geospatial dependencies of wind resources, which present an additional challenge. Estimating wind resource in complex terrain areas, especially mountainous regions, is challenging because small-lengthscale terrain features can strongly affect the path and strength of local winds (Landberg et al. 2003) . The reanalysis datasets typically used for regional or global wind assessments do not have sufficient resolution to resolve windward and leeward faces of steep features and properly assess the terrain-induced acceleration thereof. Without such features included, such datasets tend to miss both the highresource terrain-accelerated areas and low-resource alee areas, lumping them together as regions of intermediate quality.
Methods exist to reanalyze coarse datasets with high-resolution terrain information but have limitations in either fidelity or computational expense. Classical wind downscaling techniques were developed for low-to-moderate slopes and are less effective when applied to steep and complex terrain. Particularly steep areas where wind flow separates from the terrain or leeward areas where winds are dominated by recirculation are not well-resolved in flow-or numerical downscaling models. In contrast, detailed computational fluid dynamic modeling, with explicit and comprehensive modeling of wind flows, are resource-intensive. While they work effectively for limited areas, they are currently too time-consuming and expensive to apply to large regions that span the globe.
Because a global resource assessment for integrated assessment modeling requires even-handed treatment of all areas, we are investigating downscaling techniques with some capability to account for complex terrain while remaining computationally reasonable over large areas. This investigation includes microscale linearized flow models, 6 dynamic mesoscale models, 7 terrainbased statistical methods, and combinations thereof.
The Technical University of Denmark (DTU) Wind Energy meteorology team has performed initial experiments on terrain-spectral statistical approaches to downscaling coarse reanalysis wind speed data. As introduced by Badger and Jørgensen (2011) , the simple spectral orography model (SSOM) estimates the terrain-induced spatial wind variance in a mesoscale grid cell based on variation in elevation. The simple geostrophic drag model (SGDM) applies geostrophic drag, based on surface roughness, to estimate the variance in wind speeds due to roughness. The total spatial variance in wind speed over the grid cell is taken to be the sum of the variances from the SSOM and SGDM. The theory behind the method is that there is a relationship between terrain elevation and roughness and expected spatial distributions of wind power. Recognizing that terrain-induced speedup is caused by features on scales generally less than 10 km, and that terrain spectra are monotonically decreasing over those scales (usually describable by one or two power-laws, particularly for ring-averaged spectra), we generalize this concept to the terrain spectrum for the range of scales between 10 km down to a scale that is twice the map resolution. For linearized flow models, in many cases a terrain spectrum can also be translated into an expected distribution of relative speed-ups-or into the cumulative distribution of wind power densities relative to a domain-averaged power density. Application of this approach allows one to statistically estimate the wind power density (in W/m 2 ), leading to wind power in PW at each resource-quality level for a given grid cell. Additionally, technical resource estimates rely on knowledge of high-quality resource areas and ignore low-quality resource areas; fractiles of power density conform well to that need.
Over several test areas in Denmark, Spain, and China, the DTU team developed a technique of rescaling wind power density distributions based on the underlying terrain features. Given a lowresolution wind power distribution, new spatially based distributions can be estimated that account for orography and surface roughness.
The statistical downscaling technique was applied over multiple small, 50 km x 50 km test areas, and shows reasonable agreement-with distributions reached through physical model downscaling-for most, but not all, types of terrain features within the limited initial test areas, as shown in Figure 5 .
Further testing of this approach is being conducted on the complex terrain of the Columbia Gorge, in the Northwest United States. The 650 km x 400 km test area extends from the Pacific Ocean inland over several mountain ranges and includes the large valley defined by the Columbia River. Initial results showing the distribution of the highest power density areas are shown in Figure 7 . As this work is ongoing, quantitative results are not yet available. Nevertheless, comparing the left and right maps in Figure 7 shows clearly that wind-speed information at the sub-grid-cell level can reveal the existence of areas of higher-quality resource than the area average. While this statistical downscaling method does not pinpoint physical location of high-quality resource in the way that the dynamically downscaled map in Figure 8 does, it can be useful if the data are to be aggregated into supply curves. The algorithm testing currently underway aims to determine whether this statistical method can produce large-area supply curves that approximate those created through more computationally intensive methods. 
Accounting for Geographic Integration Costs to Develop the Potentials
The deployment of renewables comes with three main problems: competition with other land-use purposes including human uses and environmental protection; cost of installing, operating, and maintaining the generating facilities; and challenges of integrating renewable power sources into the existing electric sector while maintaining reliable power provision. Though the theoretical developable potential of renewable energy sources is important, it is crucial to consider the spatial heterogeneity and temporal variability of supply when designing models to make economic-based projections of renewable power deployment. In particular, resource supply curves should account for differences in the costs associated with developing different resource sites. In regions with robust electric grids, this would be the cost of connecting a potential facility to the existing network; in a region without, it would be the cost of connecting it directly to a load. To incorporate connection cost as a dimension in resource supply curves, we are developing a methodology to estimate accessibility for resource at each grid cell. We present initial results on the development of methods to determine synthetic transmission grids, particularly for countries and regions where high-quality transmission grid data is not available, and apply techno/economic algorithms for inclusion in climate/energy modeling frameworks.
Initial analysis to develop a proxy for major global transmission lines utilizes publicly available global data on power plants available through the Carbon Monitoring for Action (CARMA) website (http://www.carma.org) and the locations of large urban areas with populations greater than 50,000. CARMA publishes the power plant location coordinates, present annual generation, and annual carbon emissions. Large power plants were identified based on the annual generation, limiting the analysis to plants with generation of 200,000 MWh and greater (approximately a 25-MW plant with a 90% capacity factor). The data does not include the fuel type of the power plant, so no modifications to account for variance based on fuel type could be applied.
The power plant and urban area locations were compiled into a database representing nodes, and links created between the nodes to generate a simplified synthetic transmission grid. Rules for linking the nodes were empirically developed based on multiple iterations and visual evaluation of the results in areas where existing transmission line data was available for comparison. Each node links to the two closest nodes, regardless of type of node (power plant or urban area). Isolated networks that were within 200 km of another node network were joined together based on the shortest distance between the networks, eliminating artificial islands caused by dense clusters of nodes. Finally, a maximum link distance of 500 km was applied to prevent linking in isolated nodes in remote areas. Representative comparative results are shown in Figure 9 . We observe relatively good qualitative agreement and note that while the synthetic network is not as dense, it can approximate major arteries. Line density can be increased by including more cities; however, further work will be required to develop adequately robust representation to incorporate into quantitative analysis. 
Climate Change Mitigation Scenarios
The assessment of renewables for climate change mitigation must also go beyond the technical perspective and must take into consideration the interrelationship with the broader economic system. The overall demand for renewable electricity depends on economic development, the degree of electrification, and the availability and performance of alternative technologies. Moreover, the policy frameworks are essential for the deployment of renewables and the effect on GHG emissions and prices.
The use of high-quality data for resource potentials, as described above, as well as the improved representation of challenges of constraints, costs, and integration will make it possible to generate advanced climate change mitigation scenarios that will provide new insights about the role of renewable energy under a number of alternative, self-consistent future development pathways, and make it possible to derive key determinants for its deployment.
Here, we present a first round of results from the Global Change Assessment Model (GCAM), a recursive-dynamic IAM of economy, energy, and land-use from the Pacific Northwest National Laboratory (PNNL). GCAM explicitly models markets in the energy and industrial system and solves for equilibrium prices in those areas as well as cross-industry goods such as emissions. GCAM is a long-term model, operating through 2095 with regional resolution of 14 distinct regions across the globe. For a thorough description of how the GCAM models the energy production, transformation, and demand systems, see Clarke et al. (2008) . For the present analysis, we adopt the GCAM's current core assumptions for the cost and performance characteristics of wind technologies for the electricity sector: onshore, offshore, and onshore with co-located storage. Offshore resource supply curves are from the above assessment.
Electricity generation in GCAM is broken out into four load regimes: base, intermediate, subpeak, and peak. Generation technologies compete to provide power in each of the four load regimes according to the load factor associated with the respective segments-as high as 83% for baseload down to 6% for peak producers. Due to the variability of wind production, high penetrations of wind capacity are assumed to be paired with gas turbine backup, with the backup requirement increasing exponentially with penetration ( Figure 10 ). While there is a generic low-emissions alternative backup technology, it is much more expensive than the gas turbine and rarely gains market share. The costs for offshore turbines are from the same report, and include turbines, towers, foundations, installation, and interconnection fees. 2020 cost assumptions are presented in Table 3 . Transmission costs for both onshore and offshore wind are included in a parameterized way and are based on the 20% Wind Energy by 2030 report. Base transmission costs are $510/kW and increase with penetration. The representative policy case is a modified Energy Modeling Forum-22 (EMF-22) scenario: a carbon-mitigation scenario with a target of 3.7 W/m 2 of radiative forcing at the end of the century, roughly equivalent to 550 ppmv CO 2 -equivalent. In the scenario, the majority of developed regions begin mitigation efforts in 2012, and the remaining regions phase in their efforts over the course of the century.
Comparing electric-sector results between the two scenarios, shown in Figure 11 , total electric demand is higher in the carbon policy scenario than in the reference due to electrification of other sectors. Of the roughly 60 EJ of additional demand in 2095, eight are derived from wind power: wind output increased from 28 EJ to 36 EJ for that year. Wind is but one of several carbon-abatement options available in the electric sector, along with carbon-capture and storage (CCS), nuclear, solar, coal/gas fuel-switching, and biopower. Biomass with CCS, a negative- Of the total wind production, the vast majority is from onshore turbines. In the reference case, only 6% of wind energy is produced by offshore turbines. That measure increases to 17% in the policy case, when offshore wind claims a majority of the increase in penetration (Figure 12 ).
We executed several additional scenarios to test the initial scenarios' sensitivity to a few of the assumptions. Lowering all wind technology costs by 20% produced a substantial increase in total wind production over the base policy scenario (Figure 13 ). The increase in offshore wind production was even larger: onshore wind production is slightly lower in the policy+advanced technology scenario than in the policy baseline scenario. With the lower prices, less onshore resource depletion is necessary to reach equilibrium between onshore and offshore wind: the better resource offshore nearly offsets the higher costs.
To study the impact of the intermittency assumptions on wind penetration, additional sensitivity scenarios involved delaying the intermittency penalty. Rather than the backup requirement ramping in strongly from 20% to 30% of energy from variable renewables, the two intermittency sensitivities push the ramp back by 5 or 15 percentage points. Both relaxed scenarios result in increased wind penetration, but as seen in Table 4 , the increases are not fully described by the backup penalty. That is, a delay in the onset of the backup requirement from 20% to 25% does not result in a commensurate increase in variable renewable penetration. Resource depletion, transmission, load-curve shape, and other factors influence penetration as well. 
Conclusions and Further Research
These initial results indicate that more accurate wind resource potential estimates are an important element of ongoing climate mitigation scenario analysis and may have important impacts on the energy mix results and overall economic calculus of mitigation options. Further research with a comprehensive set of models that incorporate improvements in model inputs will improve our understanding of how renewable resources can contribute to GHG mitigation efforts. Input improvements include next-generation potential estimates and supply curves for onshore wind, solar, geothermal, and biomass resources in addition to offshore wind as described here, as well as methodologies for representing the geospatial economics and variability considerations of renewable energy technologies.
Resource assessments, such as that described here, are vital for informing models and still have room for improvement. Consistent, high-quality, global resource assessments require highresolution modeled or measured datasets with complete global coverage that are only now becoming available. Processing the measurements to create resource supply curves also requires new techniques and knowledge to produce assessments that accurately describe resource quality, quantity, and accessibility while properly accounting for such factors as proper exclusion of areas due to protected status or land-use competition. The assessment discussed in this paper takes steps in that direction both in the dataset chosen and the processing steps, but work remains to be done, in particular on downscaling onshore data to account for terrain effects and on developing metrics that can describe accessibility of particular sites in a robust way. 
