Transformations of Steiner tree problem variants have been frequently discussed in the literature. Besides allowing to easily transfer complexity results, they constitute a central pillar of exact state-of-the-art solvers for well-known variants such as the Steiner tree problem in graphs. In this paper transformations for both the prize-collecting Steiner tree problem and the maximum-weight connected subgraph problem to the Steiner arborescence problem are introduced for the first time. Furthermore, we demonstrate the considerable implications for practical solving approaches, including the computation of strong upper and lower bounds.
Introduction
The classical Steiner tree problem in graphs has been investigated for long time, latest during the 11th DIMACS Challenge dedicated to the study of Steiner tree problems [1] . In practical applications, however, the problem usually arises in modified form. As a result, there exist a large number of problem variants. One of the oldest and most widely known is the prize-collecting Steiner tree problem [12] , while during the last years the, related, maximum-weight connected subgraph problem has received considerable attention [3, 4, 7] .
Many transformations between Steiner problem variants are known, most notably perhaps the one of the Steiner tree problem in graphs to its directed kinsman, the Steiner arborescence problem. This transformation is used by state-of-the-art solvers for the Steiner tree problem in graphs [10, 17] for row generation within branch-and-cut [13, 17] as well as for powerful reduction techniques [5, 17] . Other well-known transformations include those for the rectilinear Steiner tree problem and the group Steiner tree problem to the Steiner tree problem in graphs [6, 11] . In order to apply results that have been achieved for the classical Steiner tree problem in graphs it is particularly convenient, if possible, to transform the variant at hand to the classical problem, either in its undirected or its directed form. But while any polynomial transformation is enough to transfer complexity results, efficient transformations in the size of the transformed problem can also allow to employ existing advanced solvers for the Steiner tree problem in graphs.
In the following we will present transformations for the (rooted and unrooted) prize-collecting Steiner tree problem and the maximum-weight connected subgraph problem to the Steiner arborescence problem. These novel transformations allow to use state-of-the-art solvers for the Steiner tree problem in graphs to solve the problems. Moreover, we demonstrate how to use the transformations to employ powerful -primal and dual -heuristics to obtain strong upper and lower bounds within very short time.
2 Transforming PCSTP to SAP First, we define the Steiner arborescence problem (SAP ), which constitutes the result of all transformations described in this paper. Given a directed graph D = (V, A), costs c : A → Q ≥0 , a set T ⊆ V of terminals, and a root r ∈ T , a directed tree S = (V S , A S ) ⊆ D is required that first, for all t ∈ T contains exactly one directed path from r to t and second, minimizes
Having defined the resulting problem, we now turn towards the other end and introduce the prize-collecting Steiner tree problem (PCSTP ), a variant well-studied both theoretically and practically [12, 14] . Given an undirected graph G = (V, E), edge weights c : E → Q ≥0 , and vertex weights p : V → Q ≥0 , a tree S = (V S , E S ) in G is required such that
is minimized. Hereinafter it is assumed for ease of presentation that at least one vertex v is of positive weight (otherwise any vertex constitutes an optimal solution).
To set the stage, we first introduce a transformation for a problem closely related to the PCSTP, the rooted prize-collecting Steiner tree problem (RPCSTP ). This variant incorporates the additional condition that one distinguished node r, called root, is part of every feasible solution to the problem.
Transformation 1 (RPCSTP to SAP).
Input: An RPCSTP P = (V, E, p, r) Output: An SAP P = (V , A , T , c , r )
1. Set V := V , A := {(v, w) ∈ V × V | {v, w} ∈ E}, r := r and c : A → Q ≥0 with c a = c {v,w} for a = (v, w) ∈ A .
2. Denote the set of all v ∈ V with p v > 0 by T = {t 1 , ..., t s }. For each node t i ∈ T , a new node t i and an arc a = (t i , t i ) with c a = 0 is added to V and A respectively.
3. Add arcs (r , t i ) for each i ∈ {1, ..., s}, setting their respective weight to p ti .
4. Define the set of terminals T := {t 1 , ..., t s } ∪ {r}.
Return (V , A , T , c , r ).
Lemma 1 (RPCSTP to SAP). Let P = (V , A , T , c ) be an SAP obtained from an RPCSTP P = (V, E, c, p) by applying Transformation 1. Each solution S = (V S , A S ) to P can be mapped to a solution S = (V S , E S ) to P defined by:
If S is an optimal solution to P , then S is an optimal solution to P and their objective values are equal. Proof. Preliminarily, define the set of all arcs of P corresponding to edges of P as A := {(v, w) ∈ A : {v, w} ∈ E} and accordingly A S := A S ∩ A. Furthermore, let T = {t 1 , ..., t s } and T = {t 1 , ..., t s }∪{r } as defined in Transformation 1. To acknowledge that (3) and (4) constitute a mapping S → S, it can be observed that first the root node is conserved and second that the set A S (of all arcs of S that correspond to edges in the original graph (V, E)) forms a tree, so E S forms a tree as well.
Next, assume that S is an optimal solution to S, which implies that
so the costs of S and S are equal. It remains to be shown that S is optimal as well. Assume that it is not, i.e. that there is añ S ∈ S such that P (S) < P (S). We build a solutionS = (V S , A S ) to the SAP P as follows: First, define A S as the set of all arcs obtained by traversing all forward arcs (v, w) such that {v, w} ∈ ES starting from r . Second, we add for each t i ∈ T reachable by arcs in A S the arc (t i , t i ) to A S . For all other t i ∈ T we add (r , t i ) to A S . Consequently, all t i ∈ T are reachable from r through forwards arcs and, being cycle-free and connected,S is a solution to P . Moreover, we can infer that: which contradicts the assumption of S being optimal. Thus S is an optimal solution to P . Likewise, the PCSTP can be transformed to an SAP. In [15] a transformation of the PCSTP to an SAP was introduced and formed the base of an exact solving approach. However, this SAP contains arcs of negative weight and is therefore not consistent with the common definition of an SAP (and cannot be used for the SAP derived solving approaches described in Section 4). To the best of our knowledge, the following transformation allows for the first time to solve a PCSTP as a pure SAP:
Transformation 2 (PCSTP to SAP).
Input:
2. Add two vertices r and v 0 to V .
3. Denote the set of all v ∈ V with p v > 0 by T = {t 1 , ..., t s } and define M := t∈T p t .
4. For each i ∈ {1, ..., s}:
(c) Add arcs (t i , v 0 ) and (t i , t i ) to A , both being of weight 0.
5. Define the set of terminals T := {t 1 , ..., t s } ∪ {r }.
6. Return (V , A , T , c , r ). Lemma 2 (PCSTP to SAP). Let P = (V, E, c, p) be a PCSTP and P = (V , A , T , c , r ) the corresponding SAP obtained by applying Transformation 2. Denote by S and S the sets of solutions to P and P respectively. There exists a function H P C : S → S such that for each optimal solution S = (V S , A S ) to S also S := (V S , E S ) := H P C (S ) is optimal (with respect to S) and:
Furthermore, if S is optimal, it holds that C(S ) − M = P (S).
Proof. Consider an arbitrary S = (V S , A S ) ∈ S and define the mapping S → H P C (S ) = (V S , E S ) in the following way: Let i 0 = min{i ∈ {1, ..., s} : (r , t i ) ∈ A S } and let (V S , A S ) be the subtree of S consisting of all vertices and arcs reachable from t i0 through forward arcs in A S . Thereupon, define V S = {v ∈ V : v ∈ V S } and E S = {{v, w} ∈ E : (v, w) ∈ A S or (w, v) ∈ A S }. AsS is cycle free and connected in P , so is S in P . Next, assume that S is optimal, which by definition of M implies that exactly one (r , t i ) is contained in S . Therefore, H P C (S ) = (V S , E S ) corresponds to (6) and (7) . To verify that C(S ) − M = P (S) holds, let A := {(v, w) ∈ A : {v, w} ∈ E} and A S := A ∩ A S . Since S is optimal we can infer t i / ∈ V S ⇐⇒ (r , t i ) ∈ A S and thereupon:
which implies C(S ) − M = P (S). Finally, suppose that there is an S ∈ S such that P (S) < P (S). Since we have presupposed that at least one vertex of V is of positive prize in P , we can find anS = (VS, ES) that satisfies P (S) ≤ P (S) and contains at least one u ∈ V with p u > 0. Thereupon, we build a solution S = (VS , A S ) to the SAP P as follows: First, we define V S = {r , u, v 0 }, A S = {(r , u), (u, v 0 )} and add to A S all arcs reachable from u through forward arcs (v, w) such that {v, w} ∈ ES. Concomitantly, we add all vertices corresponding to arcs in A S to V S . Second, we add for each t i ∈ T contained in V S the arc (t i , t i ), which is of cost 0, to A S . For all t i ∈ T not connected we add the arc (v 0 , t i ), which is of cost p ti , to A S . Finally, we add all t i ∈ T to V S . Consequently, all t i ∈ T are reachable from r through forwards arcs and, being cycle-free and connected,S is a solution to P . Furthermore, it holds that:
which contradicts the assumption that S is optimal. Therefore, S is an optimal solution to P .
Transforming MWCSP to SAP
The last problem considered in this paper is the maximum-weight connected subgraph problem (MWCSP ), which involves a variety of real-world applications, for instance in computational biology [4] . Given an undirected graph (V, E) and weights p : V → Q, the objective is to find a tree S = (V S , E S ) that maximizes
Once again, it will be assumed for the ease of presentation that at least one vertex v ∈ V is of positive weight.
In [4] a transformation of the MWCSP to the PCSTP was introduced. Consequently, we could transform the MWCSP to the SAP by applying Transformation 2 on the resulting PCSTP. However, in [18] it was shown that the transformation [4] usually results in an PCSTP with a large number of positive-weight vertices, which not only leads to a considerably larger size of the final SAP, but also renders the solving approaches described in Section 4 less efficient. Therefore, we introduce a direct transformation of the MWCSP to the SAP:
Transformation 3 (MWCSP to SAP).
Input: An MWCSP P = (V, E, p) Output: An SAP P = (V , A , T , c , r )
2. Set c : A → Q ≥0 such that for a = (v, w) ∈ A :
Perform Transformation 2 to (V , A , c , p ), slightly changed in such a way that in step 1, instead of constructing a new arc set, A is being used. This procedure results in an SAP P = (V , A , T , c , r ).
Return P .
Lemma 3 (MWCSP to SAP). Let P = (V, E, p) be an MWCSP and P = (V , A , T , c , r ) an SAP obtained from P by Transformation 3, with solution sets S and S respectively. Thereupon, a function H M W : S → S exists such that for each solution S = (V S , A S ) ∈ S that is optimal, S := (V S , E S ) := H P C (S ) is an optimal solution to the original MWCSP P and:
Furthermore, if S is optimal, it holds that:
Proof. The function H M W can be defined analogously to H P C in the proof to Lemma 2.
To prove (11), let S = (V S , A S ) be an optimal solution to P and S := (V S , E S ) := H M W (S ). Further, define A := {(v, w) ∈ A : {v, w} ∈ E} and A S = A ∩ A S . First, one observes that for each v ∈ V S such that p v ≤ 0 there is exactly one incoming arc a ∈ A S , so:
Second:
Finally, by combining (12) and (13) the equation:
is obtained, which coincides with (11). Finally, verifying that S is optimal can be done analogeously to the procedure in the proof to Lemma 2.
Practical Implications
When it comes to practical solving, the arguably most natural application of the transformations described in this paper is to solve the resulting SAPs to optimality. For the rooted prize-collecting Steiner tree problem this strategy works remarkably well: The Steiner problem solver SCIPJack [10, 18] which uses Transformation 1 to solve an RPCSTP instance as an SAP took first place in the category exact solving of rooted prize-collecting Steiner tree problems at the 11th DIMACS Challenge in December 2014. However, for the PCSTP and MWCSP we have found that a solving approach based on additional model constraints as described in [18] yields better results than solving the SAPs arising from the transformations described in this paper.
Besides the direct approach, the three transformations introduced in this paper bring in their wake considerable further advantages for practical (exact) solving: An important point is the possibility to transfer reductions techniques for the SAP to the respective original problem, as has successfully been done for the Steiner tree problem in graphs [5, 17] . Here we want to focus on two other aspects: The fast computation of strong upper and lower bounds. To this end, we introduce an IP formulation for the SAP, originally stated in [19] . Given an SAP (V, A, c, r), we associate with each arc a ∈ A a variable y a indicating whether a is contained in the Steiner arborescence (y a = 1) or not (y a = 0). These definitions give rise to the directed cut formulation:
y a ∈ {0, 1} for all a ∈ A.
In [19] a dual-ascent algorithm for the SAP was introduced that empirically not only provides strong lower bounds, but also allows for fast computation. At termination, dual-ascent provides a dual solution to the LP-relaxation of the directed cut formulation, involving directed paths along arcs of reduced cost 0 from the root to each additional terminal. With the three new transformation introduced in this paper at hand we can use the dual-ascent algorithm to obtain lower bounds for the RPCSTP, the PCSTP, and the MWCSP. Additionally, the new transformations can be used to obtain upper bounds. To this end, we have extended the powerful heuristic ascend-and-prune [17] which has so far only been used for the Steiner tree problem in graphs. Consider an RPCSTP, PCSTP or MWCSP P and the SAP P resulting from the respective transformation described in this paper. Thereupon, ascend-andprune attempts to find a good solution to the subproblemP consisting of the edges, vertices and terminals of P corresponding to all (directed) root-terminal paths in P that contain only arcs of reduced cost 0. For this purpose, the reduction-based heuristic prune [17] is used, which we employ for the RPCSTP, the PCSTP and the MWCSP, using the reduction techniques we introduced in [18] .
We have implemented the primal and dual heuristics described above in C, with the dualascent algorithm implemented according to [16] . In the following we provide results on six benchmark test sets, all but one from the 11th DIMACS Challenge: The RPCSTP instances are derived from the design of fiber optic networks [15] and contain up to 20,000 edges. The PCSTP test set JMP [12] (of which only two instances were part of the DIMACS Challenge) contains up to the 1500 edges and the E test set [15] (which was not part of the Challenge) up to 62,500. Finally, the MWCSP test set ACTMOD is derived from an application in computational biology [4] , exhibiting almost 100,000 edges for some instances, while the MWCSP test set JMPALMK [3] comes with up to 20,000 edges. We partitioned the latter set into all instances that were part of the DIMACS competition (JMPALMK1) and the remainder (JMPALMK2). The computational setting is the same as for the DIMACS Challenge (Cluster of Intel Xeon X5672 CPUs with 3.20 GHz and 48 GB RAM). The results are illustrated in Table 1 . Columns four to six show the number of optimally solved instances, the average gap (arithmetic mean), and the average run time (shifted geometric mean [2] with shift 1) of our heuristics, while the last column lists the average run time of the best exact solver in the DIMACS Challenge for the respective problem variant. Clearly, the heuristics run very fast on all test sets, as compared to the respective best exact solver. Furthermore, more than 80 % of the instances can be solved to optimality and the (arithmetic) average gap among the unsolved instances is small. Several instances are solved to optimality by us more than a thousand times faster than by all solvers of the DIMACS Challenge. Also, we could solve several instances of the E test set that had not been solved without preprocessing before. Conclusively, the heuristics described in our paper allow to solve many benchmark instances much faster to proven optimality than exact state-of-the-art solvers and exhibit fairly small gaps for the remaining problems.
Finally, the techniques described in this paper are not only implemented as stand-alone heuristics, but have also been added to the exact Steiner tree solver SCIP-Jack and will be published as part of the next SCIP Optimization Suite [9] release.
