Abstract. An algorithm (which does not involve the usual Riccati-type equation) for computing t/e gain matrices of the Kalman filter is presented. If the dimension k of the state space is much larger than that of the observation process, the number of nonlinear equations to be solved in each step is of order k rather than k as by the usual procedure.
E{ XoX'o } Po, (1.4) g{l)il)j} Pl(ij, (1.5) E{wiw)} P2(ij (6ij is the Kronecker delta and denotes transpose). The matrices F, H, Po, and P2 are constant and have the appropriate dimensions. To simplify matters we assume that P2 is positive definite (of course all Pi are nonnegative definite). Now, it is well known that the linear least squares estimate , of x, given {Yo, Y l, "'", Y,-1} can be determined by the Kalman filter [5] " (1.6) ,,+ with initial condition o 0 and the gain matrix K,, given by (1.7) Here the error covariance matrix (1.8) E,--E{(x, can be recursively computed from the equation (1.9) with initial condition 12o Po. Therefore, this procedure requires computation of the (symmetric) k x k matrix I2, in each step in order to obtain the gain K,,, while actually the k x m matrix (1.10) Q--5ZH' is needed. When, as is often the case, m << k, this amounts to computing plenty of unnecessary information.
In this paper we present an algorithm by which Q, can be computed directly without using the Riccati-type equation (1.9) . Instead of the k(k + 1)/2 equations of (1.9), we need only solve 2km + m(m + 1)/2 equations, which is a major reduction when m << k. In the scalar output case (m 1) we actually only need 2k equations.
[Before turning to the derivation of our algorithm we shall present some facts about the classical problem of determining the linear least squares estimate of y, given {Y0, Yl, "", Y,-1} when {y,} is an arbitrary m-dimensional (wide sense) stationary stochastic sequence. Due to the stationarity it is possible to solve the normal equations recursively for the (m x rn matrix) filter coefficients as n increases. For the scalar case (m 1) such recursions can be found in [8] , [9] , [13] and also in the theory of orthogonal polynomials [1] , [2] . The latter is of course no coincidence since the connection between prediction and orthogonal polynomials is well established [3] . When rn > 1, the situation is somewhat more complicated (which accounts for the fact that the number of equations in our algorithm increases "discontinuously" as m becomes greater than 1). Recursive equations for this case can be found in [7] , [12] , [14] . However, a relation which is important for our purposes is missing in [7] and although this relation is mentioned in [12] , [14] , there is no proof for it. Therefore, in presenting a set of such equations we shall supply the reader with a short but complete proof. At the same time we shall be able to relate these equations to certain forward and backward prediction problems.]
In 2 we shall introduce some notations and recall certain facts from estimation theory, in 3 the abovementioned recursions for the filter coefficients will be developed, and in 4 and 5 we shall return to what is the basic contribution of this paper, namely, the derivation of an algorithm for Q, without making use of (1.9). Independently, Kailath [4] Rissanen [6] , who, however, does not consider the model (1.1)-(1.2).
We have presented our algorithm for Q, in connection with the one-step prediction problem (which is the standard problem in the literature). However, the algorithm can also be used for the pure filtering problem as pointed out in 4.
The equations in [1] , [2] were first made known to us by R. E. Kalman, who suggested the theory of orthogonal p6lynomials studied in an algebraic context as a possible vehicle in obtaining a more effective algorithm. Our approach, however, is quite elementary in the sense that only facts of linear algebra are used. References [9] , [12] , [13] , [14] were brought to our attention by a referee. Now, for each n {1, 2, 3,.-.} we can define two problems of estimation, namely, the forward (P,) and backward (P*,) one-step prediction problem.
Problem P,. Find [7] , [12] , [13] . However, [7] does not contain relation (3.3), and although this relation is mentioned in [12] , [14] Here we have first used the orthogonality between , and (x,-},) to obtain Q, E{x,(x, ,)'}H' and then (4.1) and the fact that x and w are uncorrelated. By a similar argument, we can express the error covariance R, E{ff,y}, defined in 2, in terms of (4.4) R. HO. + P.
Of course, (4.2), (4.3) and (4.4) can easily and in a well-known fashion be derived directly, and our reference to the equations in is merely for the purpose of comparison. Note in particular that we make no use of the Riccati equation (1.9).
The corresponding part of the proof should also be bracketed. Hence we are now in a position to state our main result. To see this, just insert (4.14) and (4.4) into (3.13) . Equation (4.18) can also be obtained directly from (4.17) by applying the matrix inversion lemma 3 [We can obtain similar equations for m > if we amend the equations for both R. and R.*.]
