ABSTRACT
INTRODUCTION

28
Chromatin immunoprecipitation followed by deep sequencing (ChIP-Seq) is the reference method 29 used for genome-wide quantification of protein-DNA interactions 1 . It is used to study a wide relative to technical controls, such as the input (a sample that was not subject to the immunopre-39 cipitation step), between genetic backgrounds, treatments, or combinations thereof.
40
Although ChIP-Seq is a very generic methodology to study protein-DNA interactions, statis-41 tical analysis methods have been so far dedicated to specific applications. Early work has focused 42 on transcription factors with discrete binding sites, typically DNA motifs at promoters or tran-43 scriptional enhancers 2, 5 . ChIP-Seq read coverage then shows peaks localized at the binding sites.
44
The aim of these statistical methods is to identify these peaks and their statistical significance,
45
typically by controlling the false discovery rate. For example, MACS 5 is a widely used 6, 7 peak 46 caller that assumes a Poisson distribution for the count data and computes peak significance based 47 on a combination of global and local rate. ZINBA 8 combines a negative binomial mixture model data, but also to other next-generation sequencing data such as DNA methylation data ( Figure 1a ).
77
RESULTS AND DISCUSSION
78
A generalized additive model for ChIP-Seq data 79 We consider an experiment consisting of a set of ChIP-Seq samples. A data point is defined by a 80 pair of a ChIP-Seq sample and a genomic position. We denote by x i the genomic position of the i-th adjacent nucleotides. We model the counts y i using the following generalized additive model:
The counts y i are assumed to follow a negative binomial distribution with means µ i (equation The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/047464 doi: bioRxiv preprint first posted online Apr. 6, 2016;
We modeled IP versus input experiments using GenoGAM with two smooth functions: f input 96 that contributes to both input and IP samples, and f protein that only contributes to IP samples. More 97 specifically, f input models local ChIP-Seq biases common to input and IP, whereas f protein models 98 the protein log-occupancy up to one genome-wide scaling factor. Figure 1b shows the application 99 of this model to one ChIP-Seq library for the S. cerevisiae general transcription factor TFIIB and 100 its input control (Methods).
101
In GenoGAM, the smooth functions are represented by cubic spline curves, which are writ- carried out by penalization of the second order differences of the spline coefficients, which ap-
106
proximately penalizes second order derivatives of f k -an approach called P-splines (penalized 107 B-splines 15 ). The optimization criterion for P-splines is the sum of the negative binomial log-108 likelihood (depending on the response vector y and the vector β containing the coefficients of all 109 smooth functions) plus a penalty function that is weighted by the smoothing parameter λ:
where S is a symmetric positive matrix that encodes the squared second order differences of the proved to be sufficient for our applications. For given λ and θ, model fitting was performed using 115 penalized iteratively re-weighted least squares (Methods).
116
The penalized likelihood can also be interpreted in a Bayesian fashion 16 , where a multivariate
117
Gaussian prior is placed on the coefficient vector β. Large-sample approximations then yield a 118
5
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119
Gaussian posteriors for the point estimates f k (x). This allows for the construction of pointwise 120 confidence bands 16 . An example of the fitted smooth functions and their confidence bands for the 121 yeast transcription factor TFIIB is shown in Figure 1b .
122
Data-driven determination of the smoothing and dispersion parameters
123
To determine the optimal value for λ and θ, generalized cross-validation, which is based on an together tile fits at overlap midpoints (Fig. 2a) . This approximation yields computation times that 148 are linear in the number of basis functions at no practical precision cost (Fig. 2b) . Furthermore,
149
it allows for parallelization, with speed-ups being linear in the number of cores (Fig. 2c) . This 150 approximation parallelizes the computation over the data, which will allow future implementation
151
of GenoGAM in map-reduce frameworks such as Spark 18 .
152
GenoGAM provides a competitive peak caller
153
Because analytical derivatives of P-splines are available, identifying peaks of the protein occu-154 pancy f protein is straightforward by extracting local maxima where f protein (x) = 0 and f protein (x) < 0
155
(Methods, Supplementary Fig. S1 ). To assess statistical significance of the peak heights, we in-
156
troduced an empirical z-score that contrasts the estimate of the log-occupancy µ at the peak to a 157 robust estimate of background log-occupancy level µ 0 , taking both background level variance σ 2 0 158 and uncertainty of peak height σ 2 into account (see Methods for their estimation):
A practical approach to model the null distribution of peak scores is to assume that false 160 positive peaks arise from symmetric fluctuations of the background and thus distribute similarly to 161 local minima, or peaks found when inverting the role of input and IP 5 . We therefore estimated the 162 false discovery rate using the z-score distributions of the local minima (Methods). Fig. 3a ).
172
Moreover, the proportion of peaks within 30 bp of a TATA-box center was twice as high as
173
for any other method independently of the number of reported peaks (Fig. 3b) , showing that the 
180
Hence, although GenoGAM is a general framework for ChIP-Seq analysis, it nonetheless provides 181 a peak caller that is at least as performant as dedicated tools.
182
We next investigated the reason for the drastic differences observed in the yeast TFIIB dataset all 644 TATA-box regions at which both GenoGAM and MACS identify a peak, total counts within 189 50 bp of peak positions were higher for MACS, but count ratios were higher for GenoGAM ( significance and robust fold-changes. As sequencing depth is expected to increase in the near 194 future, we anticipate that robust fold-change estimates as provided by GenoGAM will be a more 195 sustainable criterion than mere significance for calling peak positions.
196
Higher sensitivity in testing for differential occupancy
197
To assess the performance of GenoGAM for calling differential occupancy, we re-analyzed histone at the 5% nominal level ( Supplementary Fig. S4 ). On the original dataset, the least number of The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/047464 doi: bioRxiv preprint first posted online Apr. 6, 2016; using the Binomial distribution. For ChIP-Seq data, a log-linear predictor-response relationship of 243 the form (2) is justified by the fact that effects on the mean are typically multiplicative. However, 244 other monotonic link functions could also be used. Moreover, quasi-likelihood approaches are 245 supported, allowing for the specification of flexible mean-variance relationships 25 .
246
To test the flexibility of GenoGAM, we conducted a proof-of-principle study on modeling 247 bisulfite sequencing of bulk embryonic mouse stem cells grown in serum 26 . Bisulfite sequencing 248 quantifies methylation rate by converting cytosine residues to uracil, leaving 5-methylcytosine 249 residues unaffected. At each cytosine, the data consisted of the number n i of fragments overlapping 250 the cytosine and the number y i of these fragments for which the cytosine was not converted to 251 uracil. The quantity of interest was the methylation rate, i.e. the expectation of the ratio y i /n i .
252
In the original publication, single nucleotide position methylation rates were estimated using a to their chunk to define the chromosome-wide fit.
308
Fitting of λ and θ
309
The parameters λ and θ were the same for all tiles and were estimated using 10-fold cross-310 validation on a subset of all tiles. The selection of relevant tiles for cross-validation was application-311 specific as outlined in the respective sections below. To avoid overfitting due to short range cor-312
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315
We set it to twice the estimated fragment length. In the absence of replicates (TFIIB dataset), in- ChIP-Seq for TFIIB was performed essentially as described previously 29 with a few modifications.
324
Briefly, 600 ml BY 4741 S. cerevisiae culture with C-terminally TAP-tagged TFIIB (Open Biosys- options: -q -p 4 -S -sam-nohead -phred33-quals).
340
GenoGAM model
341
This dataset consisted of two samples: one input and one IP without replicates. Hence there was no need for an offset. We used the following GenoGAM model:
where z j i ,protein = 1 whenever j i is the index of an IP sample and z j i ,protein = 0 whenever j i is the replicates. The following GenoGAM model was used:
where the offsets log(s j i ) are log-size factors computed to control for sequencing depth vari- Table S1 . 
376
The fitted values smaller than the shorth were mirrored on it, such that a symmetric density was 
397
For analysis, where a cutoff for JAMM was still needed we used the same number of peaks that 398 MACS reported.
399
For ZINBA, the mappability score was generated (generateAlignability) with the mappabil-400 ity files for 36 bp reads, taken from the ZINBA website https://code.google.com/p/ 401 zinba/. The average fragment length (extension) was specified at 190 bp, window size (win-402 Size) at 250 and offset (offset) at 125. The FDR threshold was set to 0.1 and window gap to 0.
403
Peaks were refined (default) and model selection was activated. The complete model was used 404 (selecttype = "complete"), input was included as a covariate (selectcovs = "input count") and 405 interactions were allowed. The chromosome used to build the model was selected randomly to be 406 "chrXVI" (selectchr). The parameter "method" was set method = "mixture". 
417
GenoGAM model
418
This dataset consisted of four samples: two biological replicate IPs for the wild type strain, and 419 two biological replicate IPs for the mutant strain. We used the following GenoGAM model:
where z j i ,mutant = 1 for j index of one mutant sample and 0 for wild-type samples. The off-421 sets log(s j i ) are log-size factors computed to control for sequencing depth variation and overall
422
H3K4me3 across all four samples (see section ). Further parameter details are given in Supple-423 mentary Table S1 . 
Position-level significance testing 425 Null hypotheses of the form H 0 : f k (x) = 0 for a smooth function f k () at a given position x of 426 interest were tested assuming approximate normal distribution of the corresponding z-score, i.e.:
where returned by the function predict(..., type="iterms", se.fit=TRUE) of the R package mgcv.
429
False discovery rate for predefined regions
430
Let R 1 , ..., R p be p regions of interest, where a region is defined as a set of genomic positions.
431
Regions are typically but not necessarily, intervals (e.g. genes or promoters). For instance, all 432 exons of a gene could make up a single region. Regions can be a priori defined or defined on the 433 data using independent filtering 37 . For instance, when testing for significant differences between 434 two conditions, regions can be selected for having a large total number of reads over the two 435 conditions 12 .
436
For j in 1, .., p, let H j 0 be the composite null hypothesis that the smooth function f k values 0 at every position of the region R j : data and on the base-level permuted dataset, for all genes. The log-size factors were set 0 for all 449 methods when applied to the permuted datasets. DESeq2 was applied with default parameters.
450
MMDiff was applied with a bin length of 50 bp, the DESeq method for the normalization factor, through a grid search (see Figure 5c ), choosing the window size with the most significant genes.
454
In particular, csaw uses a different procedure to estimate normalization factors than DESeq and
455
MMDiff. We used the default one as it was in favor of csaw for returning more significant genes. was done in the original paper.
463
GenoGAM model
464
To model y i , the number of reads of methylated state, out of n i , the total number of reads, we used the quasi-binomial model defined by:
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