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Abstract—El agrupamiento de recursos web es una tarea 
significativa y difícil. En trabajos anteriores se sugirieron 
distintas formas de unificar fuentes de información web, tratando 
de solucionar inconvenientes como heterogeneidad de contenido, 
falta de estructura, disponibilidad, distribución, cantidad y 
calidad. No obstante, existen dominios más complejos que otros, 
donde encontrar la solución es un problema aún más engorroso, 
debido a la cantidad y variedad de información que se maneja y a 
que el conjunto de fuentes que se consultan es considerable. Un 
ejemplo concreto es el dominio del turismo. Si bien existen 
prototipos y aplicaciones comerciales que asisten al turista web, 
actualmente denominados sistemas recomendadores de paquetes 
turísticos, muchas fuentes de información se duplican y dispersan 
en la red. El desafío de una aplicación que brinde información 
concisa y unificada va más allá de ubicar dónde está esa 
información, procurando además saber de qué forma llegar a ella 
y cómo agruparla. En este trabajo se presenta una metodología 
para recuperar recursos web, de la cual forma parte un 
mecanismo para agrupar esos recursos, permitiendo el 
solapamiento entre grupos. Por consiguiente, con esta 
contribución se logra mejorar la precisión en las respuestas para 
un dominio establecido a priori. 
 
Index Terms— Clustering methods, Information analysis, 
Information retrieval, Web Search 
 
I. INTRODUCCIÓN 
A enorme y rápida acumulación de datos, el adveni-
miento de las tecnologías y el uso masivo de Internet han 
permitido obtener información de una gran cantidad de fuentes 
disponibles en la Web. La WWW se ha convertido en una de 
las mayores fuentes de información sobre prácticamente todas 
las áreas de interés, lo cual ha determinado el crecimiento 
exponencial del uso de la Web como repositorio de 
información. El apogeo y la moda de usar Internet, la 
expansión de este tipo de fuente de información ofrecen una 
prometedora oportunidad de búsqueda y extracción de 
información. Así por ejemplo leer el diario, conocer el clima, 
programar un viaje, o simplemente hablar con otra persona, lo 
hacemos de manera más rápida, eficiente y en tiempo real.  
En la sociedad de la información se destina un importante 
número de recursos para recuperar, procesar y recopilar 
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enormes volúmenes de información y así poder obtener de ella 
el conocimiento que se necesita. Pero, ¿cómo podemos 
adquirir conocimiento de tanta información existente en la 
web? Si bien el ser humano está dotado de inteligencia es 
evidente que no puede procesar, manualmente o con la ayuda 
de simples herramientas estadísticas, millones de datos 
almacenados en grandes bases de datos. Además, resultaría 
altamente relativo, costoso y lento. La posibilidad de consultar 
información proveniente de distintas fuentes de información 
web requiere de estándares y herramientas que faciliten esta 
práctica. Actualmente, en la mayoría de los casos, el acceso a 
la misma se hace a través de buscadores. Si bien los motores 
de búsqueda actuales suelen ser muy eficaces, los resultados 
que proporcionan en la mayoría de los casos no resultan 
plenamente satisfactorios para los usuarios. La cantidad de 
información que se recibe es tan vasta que resulta difícil, casi 
imposible, de asimilar.  
El almacenamiento y la posterior recuperación de la 
información, desde que se usaban las tablas de piedra hasta el 
uso actual de los medios digitales, representan uno de los 
problemas a los que la humanidad se ha tenido que enfrentar 
desde la invención de la escritura. Con la aparición de las 
nuevas tecnologías de información y comunicación (NTICs) 
este problema se ha resuelto parcialmente. Es más fácil 
producir datos que guardarlos, administrarlos y recuperarlos. 
Se cree que en el año 2020 la cantidad de datos mundial 
llegará a 35ZB [1]. 
Si bien se cuenta con herramientas de búsqueda, la Web 
crece a una velocidad mucho más rápida que la de cualquier 
tecnología actual para indexar páginas web [2]. Para tener una 
idea, por ejemplo, se puede mencionar que en el año 1998 
Google indexó 26.000.000 de páginas y recibió 3.600.000 de 
consultas y en el año 2014 indexó 30.000.000.000.000 de 
páginas y recibió 2.095.100.000.000 de consultas [3], [4]. 
Por lo tanto, la Web puede considerarse como un 
repositorio digital, ya que permite contar con un “abanico de 
información” fácil y rápidamente. Sin embargo, esta 
accesibilidad se convertirse en un problema cuando se 
presentan miles de respuestas a una consulta y ninguna de 
ellas es satisfactoria o por el contrario no se encuentra 
respuesta. 
El desafío de una aplicación que brinde información concisa 
y unificada va más allá de ubicar dónde está esa información, 
procurando además saber de qué forma llegar a ella y cómo 
agruparla. En trabajos anteriores se han sugerido distintas 
formas de agrupar fuentes de información, tratando de 
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solucionar inconvenientes como heterogeneidad de contenido, 
falta de estructura, disponibilidad, distribución, cantidad y 
calidad. No obstante, existen dominios más complejos que 
otros, donde encontrar la solución es un problema aún más 
engorroso, debido a la cantidad y variedad de información que 
se maneja y a que el conjunto de fuentes que se consultan es 
considerable. Un ejemplo concreto es el dominio del turismo. 
Si bien existen varios prototipos y aplicaciones comerciales 
que asisten al turista web en su búsqueda, estos siguen 
manteniendo el inconveniente de contar con un número 
limitado de información. Así por ejemplo, generalmente, una 
vez que estos sistemas han vendido toda la plaza de la que 
disponen de un cierto hotel, el turista se queda sin visualizar 
ese hotel y en realidad si él busca por su cuenta en la web o en 
otra aplicación turística probablemente encuentre una 
habitación disponible de dicho hotel.  
Se pone de manifiesto la necesidad contar con un 
mecanismo que permita la clasificación y el agrupamiento 
solapado de recursos web, para un dominio específico y de 
acuerdo a un criterio preestablecido. Este trabajo propone un 
método que ofrece agrupar recursos web, permitiendo el 
solapamiento entre grupos. Adicionalmente, se presenta una 
metodología para recuperar información web, de la cual forma 
parte dicho método. Por consiguiente, con esta contribución se 
logra mejorar la precisión en las respuestas para un dominio 
establecido a priori. 
El resto del trabajo se estructura de la siguiente forma: la 
sección 2 presenta trabajos relacionados, la sección 3 presenta 
la propuesta describiendo en detalle el método de 
agrupamiento enmarcado dentro de la metodología para 
recuperar recursos en la web, en la sección 4 se presentan la 
experimentación y los resultados obtenidos, en la sección 5 se 
ponen en discusión los resultados alcanzados. Finalmente, la 
sección 6 presenta conclusiones.  
II. TRABAJOS RELACIONADOS 
Para llevar a cabo el posterior análisis de la información 
recuperada, los recursos web pueden agruparse de acuerdo a 
un determinado criterio. Este agrupamiento puede realizarse a 
través del aprendizaje automático utilizando técnicas de 
aprendizaje supervisado, como la clasificación, o técnicas de 
aprendizaje no supervisado, como el clustering [5]. El 
agrupamiento es útil en muchas técnicas exploratorias de 
análisis de patrones, minería de datos, toma de decisiones, 
etc.; es decir en el aprendizaje automático. Sin embargo, en 
muchos de estos problemas existe poca información 
previamente y a la hora de tomar las decisiones se deben hacer 
la menor cantidad posible de suposiciones.  
La diferencia entre clasificación y clustering puede parecer 
insignificante al principio, debido a que en ambos casos 
tenemos una partición de un conjunto de recursos en grupos. 
Sin embargo, ambos problemas son fundamentalmente 
diferentes. En la clasificación el objetivo es reproducir una 
distinción categórica que un supervisor humano impone a los 
datos. En el clustering no se tiene tal maestro que establece las 
categorías [6]. Según Qi la clasificación es mucho más que 
una simple asignación de etiquetas, de categorías y una 
organización de información. La clasificación es 
tradicionalmente vista como un problema de aprendizaje 
supervisado en el cual un conjunto de datos etiquetados son 
usados para entrenar a un clasificador, el cual luego será usado 
para clasificar o etiquetar futuros ejemplos [7]. 
El clustering es el proceso de agrupamiento de datos en 
clases o clusters. Todos los objetos de un mismo cluster tienen 
alta similitud en comparación con objetos de otros clusters. El 
clustering obtiene grupos o clases desde un aprendizaje por 
observación y, alternativamente, puede usarse como un paso 
de pre-procesamiento de otros algoritmos, tales como 
selección de un subconjunto de atributos, caracterización, 
clasificación, etc. El clustering presenta el inconveniente de 
que hay diferentes formas de definir los grupos y la calidad de 
tales agrupamientos dependen del conjunto de datos de 
entrada y de la función objetivo. Por tal motivo existe una 
gran cantidad de algoritmos de clustering [5]. Por su parte, 
Manning, Raghavan y Schütze, plantean que el aporte 
fundamental para un algoritmo de agrupamiento es la medida 
de la distancia. Las diferentes medidas de distancia dan lugar a 
diferentes agrupamientos. Por lo tanto, la medida de distancia 
es un importante medio que puede influenciar en el resultado 
de la agrupación [8]. 
En [9] y en [10] se propone clasificar páginas web a través 
de algoritmos genéticos, usando las URLs de las páginas, n-
gramas, teniendo en cuenta el contenido y la semántica de las 
páginas. En [11], [12], [13], [14], [15], [16] y en [17] se 
realiza clustering de páginas web considerando palabras 
claves, contenido semántico, ontologías y etiquetas como 
herramientas externas y mapas auto organizados, K-Means y 
C-Means como métodos estándares para realizar clustering 
hard y fuzzy respectivamente. En [18] y [19] además de 
permitir el solapamiento entre clusters proponen la idea de 
agrupar los resultados de búsqueda web ya generados por 
motores de búsqueda convencionales. En [20] se agrupan 
páginas web independizándose de los clásicos algoritmos de 
clustering, usando el diccionario de Internet para 
contextualizar las palabras claves. Por su parte, en [21] se 
propone usar una técnica estadística para clusterizar páginas 
web y en [22] además de una ontología y HowNet usa el 
modelo SVD para clusterizar. En [23] se usa lógica difusa para 
evaluar sitios web y en [24] se propone una representación 
basada en lógica borrosa para clusterizar páginas web. En [25] 
se plantea un método que recupera y agrupa fuentes de 
información web de acuerdo a los servicios que ofrecen, 
permitiendo al usuario obtener respuestas precisas, reduciendo 
el tiempo y la complejidad en la búsqueda. En [26] se propone 
un método el cuál mediante un agente de filtrado localiza 
fuentes de información en la web, las agrupa y luego brinda al 
usuario información precisa, acorde a sus necesidades. 
Además, para determinar la relevancia de una página han 
usado lógica difusa. Para agrupar las páginas similares 
proponen un algoritmo basado en los métodos K-means y 
Fuzzy C-means. En [27] se esboza una metodología para 
asistir al usuario web en su búsqueda de información en un 








Habitualmente, para lograr recuperar e integrar recursos 
desde diferentes sitios web, se requiere de aplicaciones 
especializadas, complejas y con dificultades en tiempo de 
desarrollo y permanente mantenimiento. Lo ideal sería poder 
recuperar estos recursos como si se estuviese trabajando en 
bases de datos, con la misma facilidad y transparencia de 
contenidos. Cuando se realiza una búsqueda, más allá de 
establecer palabras claves, usar comillas u operadores 
booleanos, existe la posibilidad de encontrarse con recursos 
que nada tienen que ver con la búsqueda deseada (Fig. 1). Por 
otra parte, existen recursos web que se repiten más de una vez, 
y aún más significativo, recursos que contienen información 
pertinente a la búsqueda realizada y los mismos se encuentran 
en las últimas páginas del buscador. Un ejemplo de este caso 
puede observarse en Fig. 2, donde el documento del Parque 
Nacional San Guillermo se encuentra en la página Nº 15 y 
puede ser de interés para un turista debido a su abundante 
contenido en información turística del lugar. Obviamente, este 
recurso raramente será visitado por un interesado, 
seguramente abandona la búsqueda antes de llegar a él. 
Si bien en este trabajo se plantea la metodología para 
recuperar recursos web, principalmente se aborda el método 
de agrupamiento y su respectivo algoritmo. 
 
B. Etapas de la Metodología 
La metodología sugiere seis etapas, abarcando desde el 
relevamiento, procesamiento e indexado de los recursos web 
hasta resolver la consulta del usuario. 
 
1) Buscar 
Cada cierto período de tiempo (cuya frecuencia variará 
dependiendo del dinamismo con el cual cambie el dominio en 
cuestión), automáticamente y a través de las APIs provistas 
por los buscadores generales e índices temáticos, se realiza la 
búsqueda de la información con las palabras claves 
DOMINIO, PROVINCIA y PAÍS. Podemos mencionar a 
Google, Yahoo o Bing como ejemplos de buscadores e índice 
más populares que proveen un conjunto de funciones y 
procedimientos, que ofrecen una biblioteca determinada para 
ser usados por otra aplicación como una capa de abstracción 
en sus búsquedas web. 
 
2) Pre-procesamiento de recursos relevantes 
En este hito de la metodología se realiza un análisis 
preliminar de los resultados obtenidos en la etapa anterior, 
seleccionando aquellos recursos que sean relevantes al 
dominio en cuestión. Se establece que se tendrán dos clases 
bien definidas: relevantes y no relevantes. Se sugieren dos 









Fig. 2. Resultado correcto de una búsqueda, en una posición no considerable 
de ranking. 
 
a) Aprendizaje supervisado. Un experto provee ejemplos de 
recursos relevantes y no relevantes del dominio. De esta 
forma se aprende qué términos clasifican los recursos en 
relevantes y no relevantes. Además, se usa una ontología 
preexistente del dominio de aplicación para determinar 
sinónimos y/o relaciones entre términos y así poder 
contemplar la semántica. Esta tarea se puede realizar 
haciendo uso de una herramienta que soporte el 
aprendizaje automático. Así por ejemplo se puede 
mencionar a Orange, Weka, RapidMiner, entre otras.  
b) Análisis discriminante. A través de un experto en el 
dominio se establece cuáles serán las variables de 
entrada. Se analiza el código fuente de cada uno de los 
recursos para establecer la frecuencia de dichas variables 
en cada recurso. Con esta información se arma una base 
de recursos candidatos para determinar en qué clase se 
ubicará cada uno. Se obtiene una función discriminante 
que ayuda a determinar o discriminar en qué clase se 
ubicará cada recurso. Esta tarea se puede hacer con 
ayuda de un software estadístico tal como SPSS o R, por 
ejemplo. 




Seguidamente, todos aquellos recursos que hayan quedado 
en la clase de relevantes se seleccionan para continuar con las 
siguientes etapas de la metodología. 
 
3) Seleccionar términos relevantes 
En esta etapa se determinan cuáles serán los términos 
relevantes, los que posteriormente serán nombres de los 
agrupamientos. Para seleccionar dichos términos se emplean 
herramientas externas tales como bolsa de palabras (producto 
de la consulta a un experto del dominio), DBpedia, WorNet y 
la ontología del dominio. 
Manualmente, el experto en el dominio es quién determina 
qué términos serán los candidatos a ser seleccionados y 
posteriormente en forma automática se realiza una 
comparación de estos con los términos de las restantes 
herramientas. Es decir, se realiza un análisis semántico, 
estableciendo relaciones y/o diferencias semánticas (sinonimia 
o antonimia, polisemia u homonimia, hiperonimia o 
hiponimia, holonimia o meronimia) entre cada subdominio de 
los propuestos por el experto y los términos de cada una de las 
restantes herramientas externas. Aquellos términos dados por 
el experto que sean similares o que coincidan con los términos 
de al menos dos de las tres herramientas restantes serán 
considerados como relevantes y por consiguiente serán 
establecidos como nombres de los futuros grupos (Fig. 3). Este 





















Fig. 3. Elección de términos relevantes. 
 
4) Determinar el valor de cada término en cada recurso 
La tarea de analizar y obtener información que se halla en 
los recursos web, a veces, resulta ardua. Así por ejemplo si ese 
recurso es un documento web dicha tarea no es similar a la de 
un documento de texto. En la web se encuentra diversidad de 
lenguajes, gran cantidad de datos heterogéneos, distribuidos, 
ubicuos, redundantes, y/o no estructurados.  
El objetivo de esta etapa es obtener la cantidad de in-
formación que ofrece un recurso sobre los términos 
discriminantes, es decir los términos relevantes al dominio 
comprometido.  
Los recursos seleccionados como relevantes fueron 
establecidos y almacenados en una base en la etapa anterior. 
Esta base se representa en la Tabla 1, donde Rj representa la j-
ésimo recurso, ti representa el i-ésimo término relevante y wij 
representa la normalización del número de veces que el 
término ti aparece en el recurso Rj.  
El procedimiento consiste en analizar el contenido de cada 
recurso almacenado en esta base y a través de minería web 
remover las stopwords y realizar stemming para determinar la 
frecuencia de aparición de cada término relevante y sus 
variantes. Nuevamente, se usan las herramientas externas 
propuestas para establecer la correlación semántica entre los 
términos de las diversas fuentes de información web y los 
términos definidos como relevantes en la etapa anterior. 
Luego, se usa el esquema TF [28] para calcular el peso wij de 
los términos relevantes en cada recurso según la ecuación: 
 







        (1) 
 
fij: frecuencia del término relevante ti en Rj. 
n: cantidad de términos. 
 
 
TABLA I. TÉRMINOS CON SUS PESOS PARA CADA RECURSO RELEVANTE, EN UN 
DETERMINADO DOMINIO 
 
Rj URL t1 t2 t3 … tn 
R1 URL1 w11 w21 w31 … wn1 
....       




En esta etapa la metodología propone que aquellos recursos 
que presenten información de un mismo término se agrupen, 
con el objetivo de concentrar en cada grupo aquellos recursos 
que cuenten con un término (o sus sinónimos) establecido 
como relevante. La intensión de agrupar consiste en disminuir 
los tiempos y aumentar la precisión en las respuestas. 
Los recursos pueden presentar información de varios 
términos relevantes. Necesariamente la metodología debe 
permitir que un recurso pueda corresponder a uno o a más 
grupos con un cierto grado de pertenencia. La idea de esta 
etapa se muestra en la Fig. 4, donde Gj representa el grupo al 
cual pertenecen recursos similares, agrupados en función del 
término ti que resulte como centro al aplicar el algoritmo y wij 
es el valor numérico que representa el peso del término ti en el 
recurso Rj; calculado en la etapa anterior. 
 
Algoritmo  
Para desarrollar el algoritmo se tomaron como base métodos 
de clustering particionales y soft [29]. De los métodos 
particionales se adopta la simplicidad en cuanto a la idea de 
elegir un centro para cada grupo y agrupar los restantes 




elementos en función de la distancia de ellos con el centro. 
Pero como dichos métodos no permiten que un elemento 
pueda pertenecer a más de un grupo, se adopta esta posibilidad 




Fig. 4. Agrupamiento de recursos web. 
 
Como puede observarse la propuesta toma la idea principal 
de estos dos métodos populares, pero además como se tienen 
definidos de antemano cuáles serán los grupos que se desean 
tener, los cuales coinciden con los términos preestablecidos 
como relevantes, también se adopta la idea principal de los 
métodos de clasificación. 
Los grupos se eligen una única vez, con un criterio que se 
define luego, y se mantienen durante todo el proceso. La 
pertenencia de cada elemento a cada grupo se registra en una 
matriz y en una única iteración. La dimensión de cada 
elemento coincide con la cantidad de grupos, disminuyendo 
considerablemente la cantidad de operaciones a realizar por el 
algoritmo. Se asume que a cada grupo Gi se le asignará el 
nombre de cada columna ti de la Tabla 1 y que el mismo 
tendrá un valor central al cual se lo llama centro. 
A continuación se desglosa en partes el algoritmo, en 
función de cada una de las actividades principales que se 
llevan a cabo. 
 
Algoritmo A. SeleccionCentros() 
⋮ 
// m cantidad de recursos 
// n cantidad de grupos  
⋮ 
//Calcular el máximo de cada columna 
Para i=1 hasta n con incremento +1 
   max-w[i]=0; max-f[j]=0; 
Para j=1 hasta m con incremento +1 
Si  w[i,j]> max-w[i]  
       entonces a max-w[i] asignar el contenido de w[i,j] 
       sino Si w[i,j] = max-w[i] 
                  entonces 
 // Calcular la máxima frecuencia del término ti si hay 
empate  
asignar a p el valor de i // p contiene la posición del 
máximo  
     Si f[i,j] > max-f[p,j] 
                      entonces asignar a max-f[p,j]el valor de f[i,j] 
                      sino Si  f[i,j]=max-f[p,j] 
                                 entonces  
// Calcular la máxima densidad del documento 
           Si den[i,j] > den[p,j] 
entonces asignar a centro[i] el valor de 
w[i,j]      
sino Si den[i,j] < den[p,j] 
entonces asignar a centro[i] el 
valor de  w[p,j] 
sino el sistema elige un recurso 
aleatoriamente.                                                 
                                                     FinSi      
                                      FinSi 
                                FinSi 
               FinSi  




//Calculo de la frecuencia de cada término en cada documento y la 
máxima frecuencia de términos  
f[i,j]=0; max_f[i,j]=0; 
Para j=1 hasta m con incremento +1 
  Para i=1 hasta n con incremento +1   
    Mientras términos (o sus sinónimos) por analizar 
      Si término ti= Cluster[i] 
          entonces     
 Incrementa f[j,i]  
             Si f[j,i] > max_f[i,j] 
             entonces asignar a max_f[i,j] el valor de f[j,i] 
 FinSi   





//Calcular el peso de cada término en cada documento 
Para j=1 hasta m con incremento +1 
  Para i=1 hasta n con incremento +1 




//Calcular la densidad de cada documento 
Para j=1 hasta m con incremento +1 
  den[j,i]=0; den_total[j,i]=0; 
  Para i=1 hasta n con incremento +1 
     Si  f[j,i]> 0 
       incremento +1 den[j,i]; 
     FinSi  
FinPara 








Es decir que para cada grupo Gi se calcula el centro ci como 
el máximo valor de cada columna. Si dos o más recursos 
tuviesen un valor máximo se desempata con el recurso que 
tenga máxima frecuencia del término ti. Si siguen siendo 
candidatos en una tercera instancia se calcula su densidad Dej 
como la cantidad de términos relevantes que son cubiertos por 
este recurso. 
 max jDe  (2) 
 
Por último, ante la igualdad entre recursos, el sistema elige 
aleatoriamente uno de los recursos en competencia.  
 
Algoritmo B. Similitud() 
⋮ 
//Calcular la similitud entre cada recurso y cada centro, para todos 
los centros. 
// m cantidad de recursos 
//n cantidad de grupos 
// wc[i] es un vector que almacena los pesos de los centros  
Para i=1 hasta n con incremento +1 
  similitud = 0; 
Para j=1 hasta m con incremento +1 
            
[ , ][ , ] *100;
[ ]c










Es decir que para cada recurso por analizar se calcula la 
similitud de cada recurso con cada centro ci. La similitud viene 









             (3) 
 
Srjci: similitud entre el recurso rj y el centro ci 
wij: peso del término ti en el recurso rj. 
wci: peso del centro ci. 
 
Esto dará la idea de qué porcentaje del máximo (centro) 
está cubriendo el recurso analizado, para un término en 
particular. 
Además se determina el umbral de similitud como se 








            (4) 
 
Us: umbral de similitud 
Srjci: similitud entre el recurso rj y el centro ci 
n: cantidad de recursos 
 
Algoritmo C. Agrupar() 
⋮ 
//Analizar por grupo todos los recursos para determinar en qué 
grupo se ubican. 
// m cantidad de recursos 
//n cantidad de grupos 
Para i=1 hasta n con incremento +1 
Para j=1 hasta m con incremento +1 
       Si sim[i,j] > = Usi 
                      entonces ubicar el recurso Rj con su respectivo grado 
de pertenencia (wij) en el grupo Gi  





Es decir, si la similitud del recurso Rj con el centro ci es 
mayor o igual a US entonces dicho recurso se selecciona y 
ubica en el grupo Gi con su respectivo grado de pertenencia, es 
decir el peso wij. Caso contrario, se considera poco similar y se 
descarta como miembro ese grupo. 
 
6) Responder a la consulta 
En esta etapa la metodología plantea que ante la consulta 
de un usuario, en lenguaje natural, se deberán realizar las 
siguientes tareas: 
1. Remover los sotpwords. 
2. Realizar stemming. 
3. Analizar el dominio. Como el sistema tiene 
preestablecido que dominios puede cubrir, se debe 
determinar cuál de ellos es el que se encuentra en 
cuestión. Para realizar esta tarea el sistema deberá 
comparar los términos de la consulta y la ontología de 
cada uno de los dominios cubiertos.  
4. Instanciar la aplicación con el dominio comprometido. 
5. Establecer, a través de herramientas externas (bolsa de 
términos, ontología, DBpedia, WordNet), relaciones 
semánticas entre los términos de la consulta y el nombre 
del o los grupos a los cuales se debe acceder para 
responder a la consulta.   
6. Otorgar un listado de URLs.  
Para establecer el orden (o ranking) en el cual se van a 
mostrar las direcciones web se propone la siguiente función 
de relevancia y cada una de sus partes integrantes, como se 
muestra en las fórmulas: 
 
j jj jd r d cR r A     (5) 
    










  ; 0 <drj<=1      (6) 
 
 




drj: densidad relativa del recurso rj. 
wij: peso del término ti en el recurso rj. 
wci: peso del centro ci. 














 ;  0 <dcj<=1      (7) 
dcj: densidad de cobertura del recurso rj. 
ctcrj: cantidad de términos de la consulta que aparecen en el 
recurso rj. 
ctc: cantidad de términos de la consulta.  
 
IV. EXPERIMENTACIÓN Y RESULTADOS 
Para realizar la experimentación se eligieron sólo páginas 
web relacionadas con el dominio del turismo, por ser uno de 
los dominios con mayor cantidad de información a manejar y 
que se actualiza continuamente. En esta sección se expondrán 
resultados obtenidos de las experimentaciones realizadas en 
las etapas de clasificación (pre-procesamiento de recursos 
relevantes) y agrupamiento.  
Para realizar la etapa de pre-procesamiento de recursos 
relevantes se consultó a expertos en el dominio los cuales 
otorgaron términos que hacen que una página sea relevante o 
no relevante. Además, del análisis empírico se pudo 
determinar que palabras como subsidio, emprendimiento, 
carreras, colegio, universidades y todos sus sinónimos hacían 
que una página no fuese relevante (Tabla 2). 
 
TABLA II. TÉRMINOS RELEVANTES Y NO RELEVANTES 
 












Por otra parte, los expertos en el dominio proporcionaron 
una base de 157 páginas para poder realizar las pruebas 
experimentales (Fig. 5). Dichas pruebas fueron realizadas con 
Weka 3.8, bajo Windows 10 y procesador Core i7. 
En Fig. 6 puede observarse que se trataba de un problema 
desbalanceado respecto de la clase Relevancia, debido a que 
se obtuvieron 114 relevantes y 43 no relevantes. 
Luego se construyó el clasificador. Para analizar qué 
clasificador era el más conveniente se probaron varias técnicas 
de clasificación basadas en reglas, en árboles, en Bayes, etc. 








Fig. 6. Pre-procesamiento de la base en Weka 3.8. 
 
      Fig. 7. Comparación de técnicas de clasificación en Weka 3.8. 
 
Para llevar a cabo la tarea de agrupar, en la etapa de 
Agrupamiento, y en función de la distancia entre cada página y 
los centros se hicieron pruebas con la similitud del coseno, con 
la distancia euclídea, calculando la diferencia entre dos 
páginas en función de un término específico y con la similitud 
propuesta por la metodología; codificadas en PHP. En Fig. 8 
puede observarse que podemos elegir la similitud o distancia y 
el agrupamiento deseado y se muestra un listado de páginas 
web que se encuentran en ese grupo. 
En la Fig. 9 y Fig. 10 puede observarse como la similitud del 
coseno y la distancia euclídea, respectivamente, permiten que 
páginas que no tienen información sobre un grupo estén 
ubicadas en ese grupo. Por ejemplo, la similitud del coseno, en 
el grupo Gastronomía donde el centro es la página 25 (0.72500 
CO) consideró como similar al centro las páginas 3, 4, 5, 11, 
Aj = 
0 si el documento no aparece en el 
historial de consultas 
1 si el documento aparece en el 
historial de consultas 




12,…, 17 que no tienen información al respecto (0.00000 CO). 
Los mismo sucede con la distancia euclídea. Sin embargo con 
la similitud propuesta puede observarse que no sucede esto, ya 
que si bien en la columna del grupo Gastronomía pueden 
observarse valores en cero sólo los valores que figuran con 
RG son los que se encuentran dentro del grupo (Fig. 11). 
 




Fig. 9. Ubicación de las páginas en los grupos con su respectivo peso 
en función de la similitud del coseno. 
 
Fig. 10. Ubicación de las páginas en los grupos con su respectivo 
peso en función de la distancia euclídea. 
 
 
Fig. 11. Ubicación de las páginas en los grupos con su respectivo 
peso en función de la similitud propuesta. 
 
V. DISCUSIÓN 
Según Lui en el clustering de documentos web los 
documentos pueden ser considerados como bolsas de palabras, 
donde la secuencia y la posición de las palabras no se tienen 
en cuenta. Cada documento es visto como un vector, es decir 
usando el modelo de espacio vectorial (VSM). Generalmente, 
se calcula la similitud entre documentos a través de la 
similitud del coseno, más bien que la distancia entre los 
vectores que representan esos documentos [30]. Sin embargo 
algunos autores han encontrado algunas falencias al aplicar 
esta métrica. Así, en [31] propusieron extender la medida de 
similitud del coseno, considerando la distancia Mahalanobis. 
Por su parte, en [32] plantean que la similitud del coseno 
tiende a sesgarse a aquellos términos con alta frecuencia. En 
este trabajo los autores proponen como alternativa el cálculo 
de la distancia de la medida ponderada del coseno usando la 
distancia de Hamming con lo cual se cuenta cuantos términos 
de dos vectores no comparten, en cuyo caso se baja la 
similitud entre ambos. Por último, en [33] proponen modificar 
la forma de calcular la similitud entre cada par de 
características considerando una matriz de similitudes entre 
ellas, la cual es agregada al VSM. 
En este trabajo se consideraron las páginas web para 
establecer similitud/distancia entre ellas. Para determinar la 
similitud (o distancia), en cuanto a cantidad de información 
que ofrecen las páginas, cualquiera de los métodos presentó 
problemas al ser aplicados. Proveían una similitud (o 
distancia) general entre dos vectores, por lo tanto cuando se 
necesitaba puntualizar la similitud (o distancia) para un 
término específico entre dos páginas no se obtenían 
verdaderos resultados. Se pensó en una primer alternativa 
calculando la diferencia entre dos páginas en función de un 
término específico, tomando el peso wij de cada término en 
cada página y compararlo con el peso del centro 
correspondiente. Si bien esta forma proporcionaba resultados 
más reales, no subsanaba el inconveniente de contar en un 
grupo con páginas que no tengan información de un término 
determinado, debido a que al calcular la diferencia entre 
ambos ésta podría ser  menor o igual a la del umbral y sin 




embargo la página en cuestión no contenía información de ese 
grupo. La segunda alternativa, calcular la razón geométrica 
entre el peso del término ti de la página que se está analizando 
y el centro ci, resulta más apropiada debido a que cuando se 
busca información y se calcula la similitud sólo interesa la 
información de ese término y no el resto que tiene esa página. 
Fundamenta, aún más, esta última propuesta el hecho que 
puede darse el caso que dos páginas resulten similares por la 
cantidad de información que presentan en promedio, pero que 
para un término en particular sean muy poco o nada similares, 
con lo cual se puede cometer el posterior error de mostrar una 
página que no presente nada o casi nada de información para 
determinado término determinado. 
 
VI. CONCLUSIÓN 
En este trabajo se propone un método que permite agrupar 
recursos web, aún con solapamiento entre grupos. 
Adicionalmente, se presenta una metodología para recuperar 
información web, de la cual forma parte dicho método. 
La investigación fue motivada por la posibilidad de aportar 
precisión, simplicidad y rapidez ante la búsqueda de recursos 
web relacionados con un dominio establecido a priori. 
Proponer un mecanismo que concentre información precisa 
y renovada se considera un aporte importante debido a que en 
la actualidad la mayoría de los casos la búsqueda se vuelve 
una tarea compleja para los usuarios web. La propuesta no 
pretende competir con los actuales buscadores; hace uso de los 
mismos como parte de la metodología para indexar páginas 
web. La mejora que se promueve es hacer análisis, 
recolección, clasificación y agrupamiento automático con 
solapamiento de información, aplicando un método sencillo 
que sólo tienen en cuenta la similitud entre el término y el 
centro, sin considerar una similitud general como lo hacen los 
métodos estándares. De esta forma la tensión, angustia y 
agotamiento del usuario al buscar en una inmensa biblioteca 
digital se ven reducido a buscar sólo en nuestras bases de 
datos, haciendo la búsqueda más eficiente y efectiva. A su vez,  
se aprovecha la capacidad de la búsqueda e índices de los 
motores de búsqueda existentes.  
La experimentación se realizó en el dominio del turismo por 
ser uno de los dominios con mayor cantidad de información a 
manejar y que se actualiza continuamente. Al proponer grupos 
solapados, es decir admitir que una página pueda encontrarse 
en la intersección de dos o más grupos, permite escoger 
rápidamente aquellas páginas que sólo brindan información 
explícita de un término solicitado por el usuario o seleccionar 
aquellas páginas que ofrecen información de más de un 
término ubicando la intersección de los grupos 
comprometidos. 
El desafío actual de una aplicación que pretenda brindar 
recursos concisos y unificados va más allá de ubicar ese 
recurso y agruparlo, procurando establecer un agrupamiento 
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