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1Introduction
The history of the discovery of climate change reveals interesting twists
and turns. Initial contributions were made from scientists well known
to chemists and physicists, even though their work is ultimately only
indirectly related to anthropogenic global warming. Today it is one
of the great challenges we are facing, and most agree that renew-
able energies and energy efficiency are the key to our future and that
of forthcoming generations. Be it wind, sun, waves, biomass or the
earth’s heat, all of them need to be exploited in order to reduce the
greenhouse gas output concentration in the atmosphere. Photovoltaic
power has the potential to be applied in a wide range of areas, from
small cells built into clothes up to large-scale light harvesting PV power
plants.
Chapter 1 — Introduction
1.1 A short overview of climate change
The history of the discovery of climate change and its consequences started
about 150 years ago. Back then, scientists were not concerned about climate
change as we experience it today. The discussion was about why ice ages come
and go and about how it is possible that tons of ice build up and melt again. The
first scientist to evidence the relation between greenhouse gases and the earth
temperature was John Tyndall in the late 19th century [1–3]. He explained that
10’000 years ago Europe was covered by a thick layer of ice, which was heavily
debated back then. Tyndall identified H2O and CO2 as important and effective
greenhouse gases [2].
After Tyndall, several scientists tried to calculate the temperature change
induced by a certain amount of CO2 in order to explain the emergence and dis-
appearing of ice ages. Svante Arrhenius highlighted the correlation between
the CO2 concentration and the amount of water vapor in the air [4]. If the
atmosphere contains more CO2, the hotter the atmosphere becomes and, con-
sequently, the more H2O will evaporate into the atmosphere where it acts as
greenhouse gas. Arrhenius’ hypothesis was heavily criticized, most notably be-
cause he modeled a too simple climate system.
Knut Ångström ordered an assistant to measure the passage of infrared ra-
diation through a tube filled with CO2. They found that the adsorption of the ra-
diation changed by only 0.4% when the tube was saturated with CO2 [5]. From
Ångström’s point of view, it was impossible that such a small change in adsorp-
tion should have the impact on the climate as Arrhenius proposed it. Today we
know that Arrhenius was right.
In the following, the discussion about CO2 and its influence on climate
change came to a rest until the 1950s, when Guy Stewart Callendar picked up
the old ideas of Tyndall and Arrhenius. However, he was also faced with heavy
criticism of his ideas, first, because he oversimplified the physical processes like
the influence of water vapor and clouds. Secondly, knowledge about radiation
processes in the atmosphere was little and hardly anyone could prove or falsify
consistently the suggestions made by Arrhenius and Callendar.
For a long time critics doubted that CO2 emitted locally could have an ef-
fect on the global climate. This changed when during nuclear weapon tests in
the 1950s, after which the radioactive isotope carbon-14, which evolved in the
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Fig. 1.1 The the annual averages of the CO2 concentration between 1959 and 2012
are illustrated by the dashed line, collected at the Mauna Loa Observatory, Hawaii.
The so called Keeling curve clearly shows a steady increase of the CO2 concentration
in the atmosphere since the beginning of the measurements in 1951. The orange line
represents the annual global mean surface temperature vs. the mean surface temperature
of the years 1951 until 1980. It strongly correlates with the increasing c(CO2)D˙ata has
been obtained from Reference [6].
blasts, was found to be distributed all over the world after a few years. This
isotope is also constantly produced in the upper layers of the atmosphere by
cosmic rays. Contrarily, the carbon contained in coal and fossil fuels is so old
that all the carbon-14 already decayed. This argument allowed the chemist Hans
Süss in 1955 to determine the concentration of fossil carbon in trees grown over
the last decades. He found that the concentration is higher the newer the trees
are. For the first time a consistent argumentation to explain the increase in the
concentration of fossil carbon in the atmosphere was reported.
Eventually, Charles David Keeling developed sufficiently accurate instru-
mentation to measure the CO2 concentration in the atmosphere. To his own sur-
prise, he found that already within a few years after starting the measurements
in 1957 the carbon dioxide concentration was rising (Fig. 1.1). Atmospheric
scientists became alerted, also due to the increasing global mean surface tem-
peratures. In Fig. 1.1 this increase is easily observed. From this moment on, the
discussion about the anthropogenic, or human-induced, global warming gained
weight. In addition, although still debated, the measurements of the CO2 con-
9
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Fig. 1.2 Illustrated are the annual averages of the CO2 concentration between 1959
and 2012, collected at the Mauna Loa Observatory, Hawaii. In this so called Keeling
curve a clear increase of the concentration is observed.
centration and the global, averaged temperatures clearly support the thesis of an
anthropogenic global warming.
1.2 Renewable energies
The ecological impact due to ever-increasing energy consumption is enormous
if it is based upon fossil energy sources. The polar ice and glaciers are melting,
with the effect that low-lying coasts and islands might sink below sea level.
We observe already that the number of extreme weather phenomena increases.
Long periods of drought and heavy rains and floods destroy infrastructure and
carry away fertile soils. Species like ice bears and the coral reefs will disappear
because the ecosystem they depend on will be destroyed.
Yet, the human history is characterized by the need for energy in one or
another form, and it will continue to be for the next generations, too. Industrial-
ized nations consume several 1000s of watts per capita. For instance, the United
States of America consume 9538.8 W per capita, Switzerland 4458.5 W, and
Spain 3691.5 W [7]. On the other side of the spectrum are developing nations
10
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like Bangladesh that have an averaged energy consumption of about 278 W per
capita. If these developing nations had similar energy needs than the industri-
alized nations today, the present energy portfolio, consisting mainly of highly
unsustainable fossil and nuclear energy sources, will not be sufficient to fulfill
all the energy needs in the long term. Therefore, it needs to be diversified in
order to sustain future societies with energy.
One possible measure to reduce global warming is to reduce energy con-
sumption. However, as obvious it sounds, as difficult it is to implement. A
related example is that of paper usage. When in the 1980s personal computers
(PC) became popular, one argument to promote them, amongst many, was that
PCs would help to reduce paper usage. Today we know that the contrary is true,
we print more than ever before.
Therefore, to complement the today’s energy portfolio in a first step, fol-
lowed by complete replacement, renewable energies are the only alternative. On
the website of the International Energy Agency (IEA) it says:
Renewable energy is energy that is derived from natural processes
(e.g. sunlight and wind) that are replenished at a higher rate than
they are consumed. Solar, wind, geothermal, hydro, and biomass
are common sources of renewable energy.
In 2011, hydropower produced 13.7 % of the global electricity production
(1357.7 TWh). In conformance with the BLUE scenario of the IEA, the produc-
tion of around 6’000 TWh in 2050 is potentially feasible [8]. The drawback is
that large areas of otherwise fertile or worth to be protected land will get lost and
people have to leave their homes. Not surprisingly, dam projects are often con-
fronted with massive opposition from the local population and environmental
activists.
The remaining renewable energies wind, solar, geothermal, and others pro-
duced 421 TWh in 2011, a small share compared to hydropower. Although
the total capacity is small, the growth rates are not. From January to November
2012, an increase of produced electricity of 20.9 % was determined compared to
the same period in 2011. Within this group of renewable energies, wind energy
produces most electricity: 345 TWh in 2010, where the globally installed capac-
ity was equivalent to 238 GW at the end of 2011. Until 2016, market forecasts
11
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predict a total installed capacity of around 493 GW. Advantages are mostly that
it is a mature and efficient technology with quite a high return-on-investment
and little maintenance requirements.
1.2.1 Photovoltaic solar cells
Recently, photovoltaic (PV) solar panels have dropped a lot in prices, therefore
making it more and more competitive comparing to fossil and nuclear energy.
Related to solar PV power there exist several projects that are being planned
or already are under construction, which will increase the installed capacity of
roughly 65 GW in 2011 to an estimated 230 GW in 2017. The IEA’s roadmap
for solar PV energy envisions that PV will contribute 11 % to the global en-
ergy production in the year 2050, which corresponds to 3’000 GW of installed
capacity [9].
Crystalline Si (c-Si) modules take the main share with 85–90% of the global
annual PV technologies market. Two main categories of c-Si modules exist: i)
single crystalline (sc-Si) and ii) multi-crystalline (mc-Si). These first genera-
tion solar cells are very efficient, however, their production is energy intensive,
emitting between 39 to 49 % CO2-eq/kWh during production, depending on the
study [10]. A further disadvantage is that it needs a relatively thick layer of
silicon (> 200 µm) due to the low absorption coefficient of Si.
Second generation solar cells are typically multijunction cells and usually
thin layers of light absorbing material are applied. Thin film PV panels are sub-
divided into three main families, which altogether account for roughly 10% to
15% of global solar panel sales. They are: i) amorphous (a-Si) and micromorph
silicon (a-Si/µm-Si), ii) Cadmium–Telluride (CdTe), and iii) Copper-Indium-
Diselenide (CIS) as well as Copper-Indium-Gallium-Diselenide (CIGS). As the
name indicates thin film panels are only a few µm thick, therefore reducing the
material expenses which makes thin film modules cheaper and more competitive
in spite of the lower efficiencies compared to c-Si panels.
Related to Cd and Se there are important concerns related to environmental
damage they might cause when released to the environment. Cd is carcinogenic,
high levels of Se are toxic. CdTe is also toxic if dusts are inhaled or if ingested.
However, Fthenakis pointed out that ultimately Cd is not as harmful when it
is used in CdTe PV cells because it is encapsulated within glass substrate and,
12
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therefore, protected [11]. Cd is produced as a byproduct during the production
of Zn, if it were not used it would end up in wastes that are finally deposited
on landfills, with its own risks of contamination. In addition, PV modules are
more likely to be recycled than for instance Ni–Cd batteries. Despite such more
pragmatic argumentation, governmental policies tend to ban PV materials based
on toxic compounds if they do not pass rigorous tests.
Nowadays, 3rd generation solar cells are investigated. The most efficient
example are dye sensitized solar cells (DSSCs). Here, ruthenium-based organic
dyes sensitize mesoporous TiO2 nanoparticles [12]. The dyes absorb the light
instead of a thin film semiconductor and inject the excited electron into the TiO2
conduction band (CB). They are flexible, some are printable, large area con-
structions are possible and they can be easily integrated almost everywhere. The
potential for low cost production is substantial.
1.3 Alternative semiconductor materials
The commonly used semiconductor materials for recent thin film panels, like
CdTe and CIGS, have a major flaw in that they employ scarce materials like
Te, In and Ga [13–15]. This limits the midterm up scaling of the related thin
film panels. Consequently, the search for alternative material gets more intense
and important. In a recently published review, Hossain and Alharbi present sev-
eral promising alternative semiconductor materials that could be used for solar
cell production [16]. Their focus was on binary and environmentally friendly
compounds used in thin film devices. Similar screenings were performed earlier
by Wadia et al. [17] and Alharbi et al. [18]. Both studies incorporated abun-
dance and toxicity in their respective models. Wadia et al. also implemented the
material extraction costs in order to evaluate a certain material.
The three studies indentified several sulfides (FeS2, CuS, Cu2S, SnS, WS2,
MoS2), oxides (CuO, Cu2O), silicides (β-FeSi2, β-BaSi2) and Zn3P2 as potential
alternative materials. All these compounds possess high absorption coefficients;
they would need less than 1 µm to absorb most of the light. However, the PV
cell efficiency is not only about maximizing the absorption, but also about to
have a long as possible diffusion length of the charge carriers. Crystalline Si for
instance has a diffusion length Ldiff of 244 µm [19], which is the reason why Si
13
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based solar cells work so well despite their low absorption capabilities. WS2
has a very promising Ldiff = 200 µm [20] and there is indeed recent work that
reports high performances above 25 % [21, 22].
Next to WS2, iron pyrite or fool’s gold, FeS2, has in principle the perfect
properties for its application in solar cells. High abundance and non-toxicity to-
gether with very strong optical absorption properties makes it a very interesting
alternative to today’s thin film materials. Film thicknesses of as little as 250 nm
are possible to absorb most of the light but unfortunately, the short Ldiff of 1.0
µm [23] hamper the perfect picture.
1.4 Quantum dot sensitized solar cells
There exist a few types of photovoltaic device structures: p-n or homojunc-
tion device, Schottky devices, and heterojunction device structures. All of them
make use of the photovoltaic effect, discovered in 1839 by Alexandre Edmond
Becquerel. It consists in the build up of a potential difference at the junction of
two materials, driven by radiation. Photons whose energy matches the band gap
of the light absorbing material excite an electron from the valence band (VB)
into the conduction band, thus creating an electron–hole (e− − h+) pair, often
called exciton.
The basic functioning of quantum dot sensitized solar cells (QDSSCs) is
illustrated in Fig. 1.3. It is similar to that of DSSCs, however, instead of a dye, a
nanometer-sized cluster of a semiconductor, the quantum dot (QD), absorbs the
photon and then injects it into wide band gap semiconductors like TiO2 or ZnO.
The positive charge is quenched by the electrolyte. What is most interesting
about QDs is that they can generate more than one excited electron from a single
photon, therefore, the Shockley–Queisser limit [24] of 33.7 %, inherit to p-n
junction solar cells, is not valid anymore and the theoretical limit to the solar
conversion increases to 42 % [25].
Quantum dots are not only used in solar cells. Different applications may
be fluorescent labeling in biological systems [26], quantum computing [27, 28],
lasing [29], and light-emitting diodes [30, 31]. In QDSSCs, however, there are
certain semiconductor materials that are mainly used as sensitizer, these mate-
rials with the corresponding band gap energies are listed in Table 1.1. They
14
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Fig. 1.3 Schematic of a QDSSC. Light with the energy hν excites an electron from the
QD valence band into the CB, leaving a positive charge in the VB. The electron is then
transferred from the CB into TiO2’s CB, from where it will enter the external circuit.
The counter electrode on the right-hand side injects an electron into the polysulfide
electrolyte, which itself scavenges the hole in the QD’s CB. In the case of MEG two or
more e−−h+ pairs would be generated.
typically sensitize mesoporous, wide gap semiconductors like TiO2, ZnO, or
SnO2.
Because of the 3–dimensional confinement of the quantum-mechanical wave-
function and its localization in a very small space, they are also called “artificial
atoms”. Hence, an excited electron will not translocate freely in the CB as it
would do in a bulk semiconductor, but rather it will be bound to its correspond-
ing hole due to coulombic interactions.
Spanhel et al. belong to the first ones to sensitize TiO2 with colloidal CdS
nanoclusters [59]. In this early work, they found that fluorescence of the col-
loidal suspension was effectively quenched through rapid electron injection from
the illuminated CdS into the conduction band of TiO2 occurs. Subsequent to
this work conducted in the late 1980s, Henglein reported a size dependency of
the absorption spectrum [60, 61]. The energy levels of smaller sized nanoclus-
ters become quantized and the effective mass of the excited electron is smaller
15
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than in bulk systems. The dependency was related to the size of the cluster: the
smaller the diameter the more the absorption maximum shifts to higher energies.
It was found relatively soon by Henglein that nanocrystals with a given di-
ameter are exceptionally stable [60]. He created the expression “magic” ag-
glomeration numbers. Later, there were more researchers that dedicated time
to investigate these so called magic sized clusters (MSCs). They mostly did
fine-tune the experimental conditions necessary to obtain a desired cluster size
[62–65]. There were also theoretical attempts to characterize systematically the
shape of the most stable clusters [66–70].
QD synthesis is readily performed under mild conditions in solution and
at temperatures below 100◦ C. Also, the choice of solvent and ligand used to
stabilize the cluster define the QD diameter. The diameter, in turn, changes the
band gap of the cluster, which itself determines the absorption wavelength. For
CdTe, CdSe and CdS, Yu et al. propose empirical fitting functions to calculate
the diameter depending on the absorption maximum [71]. The dependence of
the absorption wavelength on the QD diameter can be used to exploit a wider
range of the solar light spectrum by combining QDs with different diameters.
Quantum dots attract so much attention also due to the phenomenon of mul-
tiple exciton generation (MEG). The basic principle of MEG is that upon ab-
sorption of a photon with energy at least two times higher than the band gap of
the cluster, it is possible that a second electron will be excited when the first one
emits its excess energy when it falls to the conduction band edge.
Recombination processes occurring upon MEG, so called Auger processes,
hobble the usage of multiple excitons and potentially limit the efficiency gains.
They occur on very small timescales and it is crucial to avoid them for to har-
Table 1.1 Typical semicon-
ductor materials employed
for quantum dots and their
respective band gap.
Material Eg, [eV]
CdS [32–36] 2.5
CdSe [37–46] 1.7
InAs [47] 0.36
PbS [33, 48] 0.41
Ag2S [49] 1.0
FeS2 [23, 50–52] 0.95
Cu2S [53–58] 1.21
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vest the largest possible number of excitons generated by one photon. For a
more complete overview about MEG in relation to solar energy conversion, we
refer the interested reader to the summary by Klimov and references within
[72]. From a computational point of view, we recommend the review article
of Prezhdo where he summarizes the work on multiple excitons realized in his
group [73].
Of course, exciton recombination also occurs when only one exciton has
been generated. In terms of solar cells, recombination is the competing process
to electron injection into the semiconductor. Ultimately, they influence the effi-
ciency of the solar cell. To avoid exciton recombination, the holes generated in
the QD need to be quenched as fast as possible by the electrolyte. In QDSSCs a
popular redox pair is, for instance, the sulfide/polysulfide redox couple S2–/S2–n
[74–78]. Just recently, polysaccharide Konjac glucomannan was used as the
electrolyte in a QDSSC [79].
Besides, the morphology of the wide band gap semiconductor influences
the electron injection rate. Kongkanand et al. investigated how the morphology
of the TiO2 nanostructures affects electron transport and injection [80]. They
found that the TiO2 nanoparticles and nanotubes have the same electron injec-
tion rate from CdSe into TiO2 nanostructure. However, TiO2 nanotubes have
enhanced electron transport properties over nanoclusters, which is reflected in
higher incident photon to current conversion efficiency (IPCE) values. Simi-
larly, Shen et al. did also observe that the photoelectrochemical current (PECC)
depends on the microstructure and the electron diffusion coefficient in the TiO2
electrodes [81]. Apart from different TiO2 morphologies exist attempts to use
DNA molecules as a photonic wire [82]. Boeneman et al. use CdSe–ZnS core–
shell QDs as the light harvesting species. From there, the excited electron will
be transferred via a dye-labeled DNA wire.
The injection rate of the photoexcited electron into the conduction band of
the semiconductor can be evaluated in terms of Marcus theory for a nonadia-
batic reaction in the classical limit [83, 84]. The electron transfer rate depends
on the driving force, −∆G, and has been used to describe charge recombination
kinetics in DSSC systems [85–87]. −∆G of TiO2 sensitized with CdSe is dom-
inated by the difference between the two conduction band energies. The band
gap increases with a decreasing cluster size, also, the CB lies closer to the TiO2
17
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CB because it shifts stronger than the VB does. It results that the electron injec-
tion occurs faster for smaller QDs [80]. The fastest rate of 1.2× 1010 s−1 was
reported for 2.4 nm CdSe dots by Robel et al. [37].
A different problem that most negatively influences the overall solar cell
efficiency is that of surface trap states. On the brink of the 1980s, Henglein
pointed out the effect of surface modification [61]. Trapped charge carriers were
found to recombine radiatively and emit light in the infrared region. CdS QDs
with unmodified surface possess fluorescence that is 0.4 eV below the absorption
threshold. However, it is localized right at the absorption threshold when a
S2–Cd2+OH– structure formed on the cluster surface. This passivates the CdS
cluster surface and, consequently, avoids the formation of trap states.
Such trapped charges are highly unwanted as this decreases the electron
injection rate into the semiconductor [88] and, furthermore, increases the prob-
ability of a reverse electron transfer reaction. Obviously, the rates of electron
injection and quenching of the hole by the electrolyte must be equal or at least
similar in order to allow rapid electron transport. If this is not the case then the
QD becomes saturated and exciton generation is not possible anymore [89].
There are two techniques to avoid surface trap states. One is to grow a
protective “shell” made from a second semiconductor around the photoactive
cluster [90–96]. The combination of the shell and the core material should be
as such that their band gaps clearly differ, for example a low-band-gap core
combined with a high-band-gap shell, and vice versa.
The second approach is to saturate potential surface traps with organic or
inorganic ligand molecules. In his review, Green identifies a few different types
of ligands commonly used in QD synthesis: trioctylphosphines (TOP), amines,
thiols, carboxylic acids, as well as some non-standard ligands [97]. Typically,
ligands with long, aliphatic chains are employed during the synthesis of colloidal
nanoclusters. This way the QDs can be stabilized at the desired diameter, which
can be tuned by changing, for instance, the composition of the solvent/ligand
mixture. The drawback of large chains is that they reduce the electron injection
rate into the semiconductor to be sensitized due to the spatial separation of QD
and semiconductor. As a consequence, electronic coupling between them is
diminished. However, as soon as the QDs are synthesized and separated, the
ligands can easily be exchanged by standard surfactant exchange procedures
18
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[98].
In order to enhance the wavefunction overlap between QD and semiconduc-
tor, organic molecules are used to link them. A typical linker is mercaptopro-
pionic acid (MPA). Its two functional groups on either side of the molecule are
used to link a QD to TiO2 nanoparticles [99]. The thiol group binds to the QD
surface while the carboxylic acid group binds to TiO2. This linker was reported
to enhance the efficiency of CdSe sensitized TiO2 solar cells in comparison to
directly attached CdSe quantum dots [100]. Mora-Seró et al. and Margraf et al.
reported that the use of cysteine as a linker instead of MPA increases the cell
performance even more [101, 102].
Dopamine is a different molecule used to link QDs with the TiO2 surface.
Structurally, it belongs to the catecholamine and phenethylamine classes. It
is mainly used in biosensing applications. Medintz et al. use dopamine as
quencher of the QD photoluminescence via transport of the photoexcited elec-
tron from the CB into the LUMO of the dopamine molecule [26]. Organic con-
jugated molecules like alizarin and catechol are also employed for biosensing
with QD. Besides, they successfully sensitize TiO2 nanoparticles; the underly-
ing processes are thoroughly investigated both experimentally and theoretically
[103–108]. The structural similarity of dopamine and catechol, the amine group
on the one side of dopamine, and the fact that it quenches the QD photolumines-
cence, make it an interesting candidate as a linker molecule between QDs and
TiO2.
1.4.1 Iron pyrite as an alternative QD sensitizer
As indicated in Table 1.1 on page 16, also iron pyrite can be prepared as quantum
dot [50, 52, 109, 110]. The crystallites were found cubic in shape, and the
absorption band maximum has the same dependence on the cluster size as other
nanosized clusters. The cubic pyrite structure in bulk phase leads to a splitting
of the iron 3d states into orbitals of t2g and eg symmetry. The t2g orbitals form
a completely filled, highly localized band. It is non-bonding in character. Three
S sp3 orbitals hybridize with the Fe eg orbital. They form, together with the Fe
4s and 4p orbitals, the conduction band, a band with σ∗ symmetry. Pursuant to
Wilcoxon et al. the band gap for FeS2 nanocluster in the quantum confinement
regime remains of indirect character [50].
19
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Especially the optical properties of this material make pyrite such an inter-
esting light absorber, despite the difficult shape control. The absorption coef-
ficient α > 105 cm−1 for photon energies larger than 1.3 eV and high quantum
efficiencies above 90 % [23, 110, 111] render pyrite an ideal solar cell material.
It is a p-type semiconductor with a direct band gap of 0.95 eV and an indirect
band gap at 1.3 eV. Very thin films are possible with it (< 250 nm). Unfortu-
nately, the open voltage current, Voc, is very low leading to small photovoltages
below 200 mV and short diffusion lengths. Consequently, there are opinions that
doubt that pyrite can successfully be used in solar cells [112].
The low photovoltages are generally attributed to sulfur vacancies [113].
Birkholz et al. pointed out that the S vacancy concentration should be reduced
and that the actual pyrite PV material needs S:Fe ratios of as close to 2 as pos-
sible to get higher photovoltages and, consequently, more efficient PV panels
based on FeS2 [113].
Yet, Yu et al. reported that S deficiencies are formed because of the coexis-
tence of the pyrite FeS2 phase with a S deficient FeS phase [114]. They further
observed crystalline FeS2 grains coated with sulfur-deficient phases. Such S va-
cancies and surface defects occur mostly during the production process of thin
films and it is very difficult to suppress them. Yu et al. calculated that a (001)-
FeS2 surface without S deficiencies has a 0.3 eV smaller band gap with respect
to bulk, but it becomes metallic when there are vacancies present on the surface
[114].
However, Kirkeminde et al. managed to synthesize FeS2 nanoplates that
have a Voc of 0.78 V [115] but they only get efficiencies of 0.03 %. Still, such a
high Voc is intriguing since the authors attribute the low efficiency to the sample
quality, which leaves room for improvements. Actually, they work on doping of
the pyrite samples with Zn or Li, replacing parts of the Fe atoms.
Yu et al. followed a different approach to prevent S defects formation. They
searched for ternary, Fe containing compounds that maintain the octahedric co-
ordination of Fe with six S atoms, which ensures that the ligand-field splitting is
sufficiently large to obtain a band gap well suited for solar light absorption [114].
They found Fe2MS4, where M = Si or Ge, compounds that adopt an olivine
structure where Fe indeed is six-fold coordinated. These ternary compounds
could avoid the coexistence of S deficient FeS phases with FeS2, consequently
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avoiding the problems otherwise characteristic of binary pyrite systems.
Synthesis of phase-pure iron pyrite crystals is difficult to achieve; it is even
more difficult to control the shape of these nanoclusters. Only little work has
been conducted on this subject [109, 115–118]. From a theoretical point of
view, FeS2 is a difficult system to model. While it is relatively easy task to
cut a spherical cluster out of bulk CdSe, it is not so trivial in the case of FeS2.
Cube shaped crystals of pyrite expose the (001) facets, which is the most stable
facet under S-lean conditions [119]. It is quite straight forward to model a 2-
dimensional slab, but when a cube should be modeled then a high number of
unsaturated bonds will form owing to the high surface:core ratio. Without doubt,
the surface undergoes strong restructuring when it is optimized, which in turn
will affect the electronic structure and the absorption spectrum of the cluster.
Despite of these obstacles on the way to employ pyrite as sensitizer in
QDSSCs, it does remain an interesting material as an economic, non-toxic alter-
native to today’s PV materials due to its advantages mentioned earlier.
1.5 Purpose and motivation
The main motivation of this thesis is founded in the strong interest in renewable
energies, more precisely the photovoltaic energy production. There is no way
around renewable energies; by and large they are more environmental friendly
than carbon based forms of energy, even if the whole production cycle is in-
cluded to get the balance. Moreover, and most importantly, they represent the
only form of energy, either as electricity or as fuel, which can be produced in a
sustainable fashion that does not depend on any finite resources.
The subject of quantum dot sensitized solar cells is subsequent to the work
performed earlier in our group about dye-sensitized solar cells. The methodol-
ogy is similar, besides TiO2 nanoparticles we sensitize also periodic nanotubes
based on TiO2 anatase. At first, the chosen sensitizing material is CdSe,a well
known semiconductor material with a wide range of applications. Its QD proper-
ties was investigated to quite some degree and, therefore, serves well as test and
benchmark system. On it, different basis sets and functionals were tested. Once
the methodology is specified, we apply it on differently sized CdSe clusters.
Also the influence of different aliphatic and aromatic ligands is investigated.
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The main focus lies on the electronic structure of the QDs and on the analysis of
the optical absorption spectra that we calculate for the main part of the systems
employed throughout the thesis.
In a next step, the properties of TiO2 nanoparticles and nanotubes are an-
alyzed. Then, these systems are sensitized with CdSe quantum dots, thereby
simulating the QDSSC. A variety of different QD-TiO2 models are employed,
CdSe is added to TiO2 as bare or ligated clusters, furthermore, two different
sizes of CdSe clusters are used as sensitizer. Since the adsorption mode of the
QD on TiO2 is an important parameter for the electron transport from the QD to
the semiconductor, we adsorb CdSe clusters directly on the TiO2 nanotubes or
via an organic linker molecule. In this work, these linkers are mercaptopropi-
onic acid and dopamine. While the former is a molecule typically employed as
linker, dopamine is chosen mainly because of its aromatic structure that might
facilitate electron transfer.
For iron pyrite, FeS2, we first have to change slightly the theoretical level of
computation. The problem with the PBE functional is that it is not suited for the
investigation of systems with small band gaps like pyrite because PBE under-
estimates it substantially. Therefore, we determined the effective parameter U
for to apply it within the framework of DFT+U. With it, the band gap is repro-
duced much better. Electronic and optical properties of the bulk system and the
S terminated (001) surface of FeS2 are preliminary obtained. Finally, three dif-
ferent FeS2 clusters are employed, which are passivated with an aromatic ligand
in order to observe the impact it might have on the spectrum of FeS2 clusters.
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2Methodology
Density functional theory is the workinghorse of most of today’s avail-
able quantum chemistry codes. The first attempts to use electron den-
sity to calculate electronic properties of molecules were made in the
1920s, but it took several decades until Hohenberg and Kohn laid the
foundations for modern density functional theory. Based on this theory,
extensions were introduced, one of them being the time-dependent
density functional theory that enables the calculation of excited states,
a domain that was reserved for much costlier methods like configura-
tional interaction, coupled cluster, and the like.
Chapter 2 — Methodology
2.1 Introduction
The mathematical machinery of quantum mechanics enables computational chemists
and physicists to investigate matter on a microscopic level, provinding insights
that are inaccessible to experimentalists. Many problems have been resolved
thanks to quantum mechanics. Over the years, two approaches have enjoyed
high popularity amongst the community of computational scientists, these are
the wave function (WF) based methods, and density functional theory (DFT).
There exist several well-written textbooks about this subject, for instance, by
Koch and Holthausen [1] or Szabo and Ostlund [2]. Part of what follows is
based on these excellent books.
Around these methodologies, tools were and are developed to obtain infor-
mation about systems and models in order to get an ever more detailed oversight
of their properties. As we are interested in optical properties, we need access to
the electronic structure of a model, which we can readily calculate using stan-
dard DFT techniques. Then, the principle to distort the electron density and
observe the dynamics of the relaxation of the excited electron cloud yields opti-
cal information about the system of interest. Such real time methodologies offer
a relatively cheap procedure to obtain these optical properties, however, at the
cost of losing some information that other methods can give to the researcher.
Both WF and DFT are based on the Schrödinger equation, whose solution,
at least in an approximate form, is the ultimate goal. In this approximate form it
reduces to the time-independent and non-relativistic Schrödinger equations
HˆΨ = EΨ (2.1)
where Hˆ is the Hamiltonian operator for a molecular system that consists of M
nuclei and N electrons. No magnetic or electric fields are applied. The Hamil-
tonian operator represents the total energy of a given molecular system:
Hˆ = Tˆe + TˆN + VˆNe + Vˆee + VˆNN
= −1
2
N∑
i=1
∇2i −
1
2
M∑
A=1
1
MA
∇2A−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B>A
ZAZB
RAB
. (2.2)
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A and B run over the nuclei M, i and j over the electrons N. Tˆe and Tˆn refer to the
kinetic energy of the electrons and the nuclei, respectively. The Laplacian oper-
ator ∇2q in these terms is defined as a sum of differential operators in Cartesian
coordinates;
∇2q =
∂2
∂x2q
+
∂2
∂y2q
+
∂2
∂z2q
(2.3)
and MA is the mass of nucleus A.
This form of the Schrödinger equation can still be simplified by fixing the
nuclear positions. The reasoning behind this approximation is that the electron’s
weight is just a few of a ten thousand’s of a part of the weight of a nucleus. As
a consequence, they move much faster than the nucleus, and the latter can be
assumed to be static. Consequently, the kinetic energy of the nuclei is zero, and
the potential energy becomes a constant. The electronic part is described by the
electronic Hamiltonian:
Hˆelec = Tˆ + VˆNe + Vˆee . (2.4)
This results in the total energy being the sum of Eelec and the potential energy
of the nuclei
HˆelecΨelec = EelecΨelec (2.5)
Etot = Eelec +Enuc . (2.6)
This approximation is called the Born-Oppenheimer approximation, and what
follows will be based on it. To simplify the notation, the subscript “elec” and
the nuclear component are dropped.
The wave function Ψ itself is not observable. However, the square of the
wave function can be associated with a physical interpretation in that
|Ψ(x1,x2, . . . ,xN)|2dx1dx2 . . .dxN (2.7)
represents the probability that electrons 1, 2, ..., N are found at the same time
in volume elements dx1dx2...dxN. It must be the same if any two electrons are
exchanged, since electrons are indistinguishable. However, because electrons
have spin = 12 the exchange of two electrons leads to the antisymmetric principle
where
Ψ(x1,x2, . . . ,xi,xj, . . . ,xN) = −Ψ(x1,x2, . . . ,xj,xi, . . . ,xN) . (2.8)
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Finally, the integral of Equation (2.7) over the full range of variables must
be one, i.e., the probability of finding an electron N at any given point in space
is unity, ∫
. . .
∫
|Ψ(x1,x2, . . . ,xN)|2 dx1dx2 . . .dxN = 1 , (2.9)
therefore, such a wave function is normalized.
2.2 Density functional theory
The foundations of density functional theory lie in the 1920s, when Thomas and
Fermi founded the first basic principles of DFT by approximately calculating
the total electronic energy using the electron density only, which is called the
Thomas-Fermi model [3, 4]. The real breakthrough came 40 years later when
Hohenberg and Kohn developed several basic theorems [5]. They realized that
the electron density uniquely defines the ground-state energy of a system and,
hence, this formalism is orbital-free. It is a variational approach; the density that
minimizes the total energy is the ground-state density. A functional form for the
energy was introduced where it depends on the electron density function as it is
shown as follows:
E [ρ(r)] =
∫
Vext(r)ρ(r)dr+F [ρ(r)] . (2.10)
The first term describes the Coulomb interactions of the electrons with the nu-
cleus and is assigned as the external potential. F [ρ(r)] is an unknown but uni-
versal functional of the electron density and is composed by the kinetic energy
T[ρ(r)] and the inter-electronic potential Vee [ρ(r)]. Kohn and Sham suggested
using the expression for the exact kinetic energy of a non-interacting system
TS = −12
N∑
i
〈ϕi|∇2|ϕi〉 . (2.11)
Indeed, the kinetic energies of interacting and non-interacting systems are
not the same. Therefore, Kohn and Sham introduced the following separation of
F [ρ(r)]:
F [ρ(r)] = TS [ρ(r)] + J [ρ(r)] +Exc [ρ(r)] , (2.12)
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where Exc is the exchange-correlation energy, which is defined as
Exc [ρ] ≡ (T [ρ]−TS [ρ]) + (Eee [ρ]− J [ρ])
= Tc [ρ] +Enucl [ρ] . (2.13)
The exchange-correlation functional Exc can be imagined as some kind of
scrap yard; it contains everything that is unknown. The remaining question is
how VS be defined in order to provide the Slater determinant whose density re-
sembles the real system? It helps to write down the energy of the real, interacting
system:
E [ρ(r)] = TS [ρ] + J [ρ] +Exc [ρ] +ENe [ρ]
= TS [ρ] +
1
2
∫ ∫
ρ(r1)ρ(r2)
r12
dr1dr2
+ Exc [ρ] +
∫
VNeρ(r)dr
= −1
2
N∑
i
〈ϕi|∇2|ϕi〉
+
1
2
N∑
i
N∑
j
∫ ∫
|ϕi(r1)|2 1r12 |ϕj(r2)|
2dr1dr2
+ Exc [ρ(r)]−
N∑
i
∫ M∑
A
ZA
r1A
|ϕi(r1)|2dr1 .
(2.14)
In Equation (2.14), Exc is not known. Finally, it is necessary to find out the
conditions under which the orbitalsϕi minimize the energy expression under the
constraint 〈ϕi|ϕj〉 = δij. This leads to the equation as derived in Reference [6][
−1
2
∇2 +Veffr1
]
ϕj = εiϕi . (2.15)
The Kohn-Sham effective potential is obtained by
Veff(r) =
∫
ρ(r2)
r12
dr2 +Vxcr1−
M∑
A
ZA
r1A
. (2.16)
The Veff term already depends on the density, and, thus, on the orbitals, through
the Coulomb term J[ρ] in Equation (2.14). It remains to state that the Kohn-
Sham one-electron Equation (2.15) need to be solved by iteration.
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2.2.1 Exchange-correlation functionals
Nowadays there are several functionals that derive Exc [ρ(r)] in an effective way.
The simplest functional is the local density approximation (LDA) which Ho-
henberg and Kohn proposed in their original paper [5]. It is based upon the
assumption that the electron density is constant at each point in space, which is
designated by the term “homogeneous electron gas”. Within this approximation
the total exchange-correlation energy is
ELDAxc [ρ(r)] =
∫
ρ(r)εLDAxc (ρ(r)) dr , (2.17)
where εXC(ρ(r)) is the exchange-correlation energy per electron in the homo-
geneous electron gas. The LDA is a fairly popular functional because it gives
relatively good structural and vibrational properties, even for systems with large
density gradients. The popularity of DFT is related to the LDA. Only the strong
tendency of the LDA to give strongly energetic over-binding in molecules makes
this approximation unfavorable in certain cases.
Because of this limitation, gradient corrected functionals were introduced,
which not only depend on the value of the density but also on the density gra-
dient at each point in space. The generalized gradient correction approximation
(GGA) introduces the density gradient as the only new variable [7–10]. The
exchange-correlation energy for an electron is now given by
EGGAxc [ρ(r)] =
∫
εGGAxc (ρ(r),∇ρ(r))dr . (2.18)
Such functionals consist of an exchange and a correlation part, for which the
expression for the energy can be written as
EGGAxc = E
GGA
x +E
GGA
c . (2.19)
One of the most popular functionals using the GGA form is the PBE func-
tional [11]. Here, the parameters are fundamental constants and the functional
has a relatively simple form and derivation. Another GGA functional that enjoys
widespread application is the BLYP exchange-correlation functional [12, 13].
The main drawback of the GGA functionals is that they cannot reproduce
correctly the exchange effects. This flaw can be circumvented by introducing
the exact exchange energy as it is calculated with Hartree-Fock theory, where
36
2.3 — DFT+U
the exact exchange energy can be obtained by computing the Slater determinant.
We obtain, thereby, the so-called hybrid functionals. With this exact energy we
now get for the exchange-correlation energy
Exc = Eexactx +E
KS
c . (2.20)
where EKSc is the Kohn-Sham correlation energy. A very popular hybrid func-
tional is the B3LYP [13, 14] functional. The correlation part is the same as in
the BLYP, and the exchange functional, as proposed by Becke, introduces three
semiempirical parameters. They were chosen as such that atomization and ion-
ization energies, and proton affinities included in the G2 data base, were well
reproduced. The parametrization leads to very good results for mostly organic
molecules, but this hybrid functional fails when it comes to solid state chemistry.
Perdew, Ernzerhof, and Burke proposed a hybrid functional that is com-
pletely parameter-free. The resulting PBE0, or sometimes called PBE1PBE,
functional [15–18] contains 25 % of the exact exchange, which has been ob-
tained from a theoretical point of view:
Ehybridxc = E
GGA
xc + 0.25(E
HF
x −EGGAx ) . (2.21)
Although parameter-free, this hybrid functional does come with flaws. For in-
stance, it is well-known that it overestimates the band gap of semiconducting
materials consistently.
So far, we assumed closed-shell systems. Consequently, it is not necessary
to consider the spin of the electrons. However, in cases where the system has
electrons with different spins α and β, it is necessary to consider the different
electron spins. The exchange-correlation energy in this so-called local-spin den-
sity approximation (LSD) differs in that now two densities are considered, one
for spin α and one for spin β:
ELSDxc
[
ρα,ρβ
]
=
∫
ρ(r)εxc(ρα(r),ρβ(r))dr . (2.22)
2.3 DFT+U
A problem of standard LDA functionals is that the localization of electrons is
not well described. Electrons such as d- and f -electrons are delocalized over
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the whole system when, for instance, only an LDA functional only is applied.
However, the nature of these electrons is localized, and it might be that, with
LDA, a semiconductor or even insulator would be described as conductor.
To circumvent such wrong descriptions, localized d- and f -electrons are sep-
arately treated from delocalized s- and p-electrons. An on-site Hubbard-like
interaction EHub corrects the standard functional [19–21]:
ELSDA+U [ρ(r)] = ELSDA [ρ(r)] +EHub
[{
nσi
}]
−EDC
[{
nσi
}]
, (2.23)
where ρ(r) is the electronic density, and nσi are the atomic-orbital occupations
for atom i with spin σ that experiences the Hubbard term. The last term is added
to avoid double counting of interactions contained in EHub and in ELSDA. It can
be described as
EDC [{ni}] =
∑
i
U
2
ni (ni−1)−
∑
i
J
2
[
nαi
(
nαi −1
)
+nβi
(
nβi −1
)]
, (2.24)
where ni = nαi + n
β
i , and n
σ
i = Tr
[
nσi
(
1−nσi
)]
, and U and J are the screened
on-site Coulomb and exchange parameters, respectively. For the case, where
exchange and non-sphericity are neglected, ELSDA+U becomes
ELSDA+U = ELSDA +
U
2
∑
i,j
ninj− U2 ni (ni−1) . (2.25)
Within the present work, the rotationally invariant formalism introduced by
Dudarev et al. as it was implemented in cp2k has been applied [22, 23]. In this
methodology, the parameters U and J are combined into an effective U parame-
ter, which is defined as Ueff = U − J. Orbitals are shifted by Ueff2 , depending on
their occupancy.
2.4 Time-dependent density functional theory
Time-dependent density functional theory (TDDFT) [24–26] has made its way
into almost every major computational chemistry code available. It enables one
to calculate excitation energies with good accuracy for relatively low computa-
tional costs.
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2.4.1 Linear-response time-dependent DFT
The frequency dependent linear response of a finite system with respect to a
time-dependent perturbation yields the frequency dependent mean polarizability
α(ω). The mean polarizability describes how the dipole moment responds to an
external time-dependent electric field with frequency ω(t):
α(ω) =
∑
i
fi
ω2i −ω2
, (2.26)
where ωi is the excitation energy Ei−E0, and i refers to all excited states of the
system. Obviously, if the difference ω2i −ω2 is very small then the mean polar-
izability shows a response to the given excitation energy. fi are the oscillator
strengths [27–31].
2.4.2 Real-time time-dependent DFT
Apart from the frequency-dependent TDDFT, there exists also a methodology
to calculate optical properties of a system via a time-dependent method, the so-
called real-time TDDFT (RT-TDDFT). The basic idea of RT-TDDFT is to apply
an external, time-dependent electric field to a system in its ground state. This
electric field is applied along axis i, and the perturbation will induce a dipole
moment µ along axis j [32]:
µj = µj0 +αijEi , (2.27)
where µj0 is the permanent dipole moment and αij is the linear polarizability
tensor. The equation (2.27) can be written in the time domain as
µj = µj0 +
∫
dt1αij(t− t1)Ei(t1) . (2.28)
In order to relate αij(t− t1) to the frequency domain polarizability the following
is applied:
αij(t− t1) =
∫
dω
2pi
e−iω(t−t1)αij(ω) . (2.29)
The next step is to combine Equations (2.28) and (2.29)
µj = µj0 +
∫
dt1
∫
dω
2pi
e−iω(t−t1)αij(ω)Ei(t1)
= µj0 +
∫
dω
2pi
e−iωtαij(ω)Ei(ω) .
(2.30)
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Now, as the induced dipole is defined as
µ1j (t) = µj−µj0 (2.31)
the formulation of it in the frequency domain is
µ1j (ω) = αij(ω)Ei(ω) . (2.32)
Solving Equation (2.32) for αij(ω) yields
αij(ω) =
µ1j (ω)
Ei(ω)
=
∫
dteiωtµ1j (t)∫
dteiωtEi(t)
. (2.33)
This equation relates the frequency-dependent polarizability tensor, αij(ω), to
the evolution of the induced dipole, µ1j (t), and the external electric field, Ei(t).
The theoretical framework to calculate αij(ω) has been setup, but it needs to be
plugged-in to DFT.
When a system is perturbed by an external field, E0(t), then µ(t) is calculated
from the perturbed electron density by using the time-dependent Schrödinger
equation (TDSE) [33]:
i
∂
∂t
ϕ(r, t) =
[
−1
2
∇2 +
∫
dr2
ρ(r2, t)
r12
+
∂Exc (ρ(r, t))
∂ρ(r, t)
−E0 · r
]
ϕ(r, t) . (2.34)
The terms on the right side of Equation (2.34) correspond to the kinetic energy,
TS, the Coulomb energy, J, the exchange-correlation energy, Exc, and the ex-
ternal electric field, E0. The Hamiltonian that couples the electric field and the
dipole moment is given by
−
∫
ϕ∗(r)E0 · rϕ(r)dr = −E0 ·
∫
ϕ∗(r)rϕ(r) = −E0 ·P , (2.35)
where ϕ∗ is the complex conjugate.
Based on this derivation the absorption cross section σ(ω) is obtained [34]
σ(ω) =
4piω
c
〈
1
3
(
αii(ω) +αjj(ω) +αkk(ω)
)〉
imag
. (2.36)
Here, c is the speed of light, and the imaginary part is needed to calculate the
cross section, indicated by 〈 〉imag. Chen et al. further develop the method to get
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the Raman differential cross section for a given vibration normal mode [32, 35],
which is not described here as we make no use of it.
Unfortunately, the time-dependent Schrödinger equation cannot be solved
analytically. There are, however, methods available that can circumvent this
flaw by propagation. Several methodologies exist that propagate the TDSE, one
of them being the Crank–Nicholson (CN) approximation [36], also known as
the implicit midpoint rule:
i
ϕn+1−ϕn
∆t
= Hˆ(tn+1/2)
1
2
(ϕn+1−ϕn) , (2.37)
where tn+1/2 = 12 (tn+1 + tn) and tn = n∆t. The implicit midpoint rule possesses the
useful property that it is time-reversible. The problem of the CN method is that
it depends on, inter alia, the maximum of the norm of the third time derivative of
the solution ϕ on the time interval under consideration [37]. As a consequence,
the initial data needs to be, spatially, very smooth, otherwise the wave function
ϕ(t) is highly oscillatory in time, and, because of that, higher derivatives can
become large. If accuracy is crucial, then very small time steps are needed. This
is why, in studies of optical absorption spectra where the CN method has been
applied, time steps in the attosecond range are employed.
If the wave function is propagated backwards by ∆t/2 starting fromϕ(t+∆t)
or if it is propagated forwards by ∆t/2 but starting from ϕ(t) then the result
should be the same for a time-reversible method. This statement leads to the
enforced time reversible symmetry (ETRS) algorithm published by Castro et al.
[38]. The propagator in the ETRS scheme becomes
UˆETRS(t+∆t, t) = exp
{
−i∆t
2
Hˆ(t+∆t)
}
× exp
{
−i∆t
2
Hˆ(t)
}
. (2.38)
This kind of propagator allows for time steps in the femtosecond range, while
offering good accuracy.
2.4.2.1 RT-TDDFT for periodic systems
The RT-TDDFT method, as it is described in the preceding section, can only
be used for non-periodic systems. Bulk systems, slab surfaces, or nanotubes,
for example, cannot be investigated by that method. In a periodic system, the
excited electron density will propagate into the neighboring cell and the calcu-
lation of the dipole moment is not trivial anymore.
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In 1956, Pancharatnam published a work where he determined the phase
change of polarized light after it passes through a sequence of polarizers. After
passing through these polarizers, the final polarization of the light is, again, the
same as the initial polarization. To do so he defined phase differences between
two different polarization states. Therefore, he considered discrete phases, rather
than continuous phases, as they are usually addressed [40]. The interested reader
may have a look at the review by Resta [41] and the therein cited references for
more detailed information and derivation of the methodology on which periodic
RT-TDDFT is based upon.
2.5 Density derived atomic point charges
A different property that we will present in this work is the charge localized on
an atom. There exist several methods to calculate the point charge of a given
atom from the quantum mechanical charge distribution using charge density
partition schemes [42–45]. A more recent method introduced by Blöchl takes
a different approach. He expanded the density into atom-centered Gaussians,
whose superposition should reproduce the density near the origin of reciprocal
space and its multipole moments [46]. Then, the Gaussians can be replaced by
point charges. This procedure avoids the usage of multipoles. This is beneficial
since the number of multipoles increases with the system size. Furthermore,
the choice of origin for a multipole expansion is non-trivial in periodic systems.
Thus, the method is called density derived atomic point charges (DDAPC).
The difficulty of the DDAPC lies in that the charges need to be decoupled,
which is resolved by choosing a suitable model density in terms of superim-
posed Gaussians. Further, this density needs to be obtained. Also, the potential
that acts on the electrons and the forces that act on the nuclei need to be cor-
rected. The details about how the DDAP charges are calculated are given in
Reference [46]; here we give just a short overview.
A general model density nˆV can be represented as
nˆV(r) =
∑
i
qigi(r) , (2.39)
where gi(r) are atom-centered Gaussians, which themselves are normalized as
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such that they have a charge of one:
gi(r) =
1(√
pirc,i
)3 exp
−
(
r−Ri
rc,i
)2 , (2.40)
where R denotes a particular atomic site. i refers to the atomic sites which
can be the center of several Gaussians. Finally, rc are the decay lengths of the
Gaussians. The number of Gaussians and the decay lengths are those variables
that will determine the results of the calculation. In this work, we will use 4
Gaussians on each atomic site and the default plane wave cutoff of G2c/2 = 3 Ry
was chosen. The decay lengths for the Gaussians differ to the next by a factor of
1.65. The smallest radius for a Gaussian is at least 0.265 Å.
2.6 cp2k
The cp2k/quickstep program is a general purpose and highly efficient quantum
chemistry code. It uses a hybrid Gaussian and plane wave basis set based on
DFT [47, 48]. The interactions between the atomic core and the valence elec-
trons are described using dual-space Goedecker–Teter–Hutter (GTH) pseudopo-
tentials [49–51]. Molecularly optimized double-ζ single-polarized basis sets
(m-DZVP) are used [52] for all elements included in the calculations. For semi-
conductors, the short-range form of these basis sets are employed (m-DZVP-
SR). This applies also to O and S atoms that form part of these semiconductors.
The plane wave cutoff for the expansion of the density is set to at least 600
Ry. cp2k has no k-points implemented, therefore, the Brillouin zone is sampled
only at the Γ-point. The atomic cores of the elements Ti and Fe are described by
small-size core pseudopotentials. Therefore, for Ti a potential with 12 explicit
valence electrons is used, while for Fe the number of explicit valence electrons
increases to 16. For O and S, 6 valence electrons are included, for N and P,
5 valence electrons are assumed, and for C and H, 5 and 1, respectively. For
geometry optimizations, the forces are converged until they are smaller than 0.1
eV/Å. The epsilon down to which the wave function is converged was set to
 = 10−7.
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Fig. 2.1 Partial density of states for the HOMO-2, HOMO-1, and the HOMO. Shown
are the O 2s and 2p, and the C 2p atomic orbitals. C 2s orbitals are not included because
they do not contribute to these MOs.
2.6.1 Partial density of states
The density of states as we use them in this thesis need some explanation in or-
der to correctly interpret the graphs that will be included throughout the thesis.
In cp2k, the density of states (DOS) is calculated at discrete levels of energy,
they are not described as continuous bands as other codes do. Each level corre-
sponds to a molecular orbital (MO) that is formed by the atomic orbitals of the
atom species contained in the model system. This is illustrated in Fig. 2.1 with
the CO2 molecule. Shown is an energy range within which the HOMO-2, the
HOMO-1, and the HOMO are included. The HOMO is formed by two-fold de-
generate MOs to which almost exclusively the oxygen’s 2p orbitals contribute.
Its height is about 0.87. The remaining 0.13 that are needed to reach 1 are con-
tributed by the carbon’s 3d orbitals. The situation is similar for the HOMO-1,
which is also two-fold degenerated. It is formed to the largest parts by the C 2p
and the O 2p orbitals, which contribute 0.38 and 0.6, respectively, to the MOs.
Finally, the HOMO-2 is formed by three atomic orbitals: O 2s and 2p, as well
as the C 2p. Therefore, this kind of representation of MOs is a partial density
of states (PDOS). This MO-type representation of the DOS is closer to the rep-
resentation of the DOS of molecules, and since the QDs that are investigated in
this work are not periodic systems, the PDOS does represent well these cluster
systems.
One consequence is that the contribution to the PDOS from a given set of
atomic orbitals, for example the Se 4p orbitals of the bare (CdSe)13 cluster, is
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Fig. 2.2 What it means is given in the text.
different when the PDOS is calculated for the isolated cluster, or if it is linked to
a TiO2 nanoparticle. However, this is only the case in the energy ranges where
TiO2 does not contribute to the MOs. Fig. 2.2 does illustrate this effect. The Se
4p PDOS of bare (CdSe)13 is shown in the top panel, and in the second panel
is the equivalent PDOS but for the (CdSe)13−MPA−(TiO2)38 system. One can
easily observe that above 2eV the height of the PDOS in the middle panel is
obviously lower than in the top panel, although the number of Se atoms is the
same. At these energies, the Ti 3d orbitals do also contribute to the MOs, con-
sequently, the relative weight of the Se 4p orbitals within these MOs becomes
smaller. Between −2 and 0 eV they are similar in height because there TiO2
does not contribute any significant part to the MO.
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The PDOS in Fig. 2.2 are fitted with Gaussian functions with a σ of 0.1
eV in order to obtain nice plots of the PDOS. This leads to band edges that do
overlap into energy regions that actually are empty. Therefore, the graphically
observed band gaps will always be smaller than those that are calculated as the
difference between HOMO and LUMO. These band gaps are the correct ones
and will be tabulated throughout the thesis.
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3CdSe
CdSe is a semiconductor material often used in quantum dot synthe-
sis, which found its way into many applications like lasing, biosensing,
photovoltaics, and LEDs. Since it is already a mature and well-known
system, it may be used as a benchmark and test bed system for test-
ing new methodologies, basis sets and functionals, or other technical
issues. Questions like how the optical spectrum changes when an
electron-withdrawing ligand is exchanged with one that donates elec-
trons, and how the band gap changes with the size of the cluster, are
readily answered. Indeed, the answers to these questions in partic-
ular are investigated already, but there are still uncertainties related
to the optical and electronic properties of CdSe QDs which computa-
tional chemistry can help to resolve. Due to the broad source of ex-
perimental and theoretical literature available, it also serves well as a
system with which a new methodology can be tested. First, we bench-
mark technical parameters like basis sets, functionals, and what the
minimal distance between two QDs must be to get an artifact-free op-
tical spectrum. Apart from that, we investigate the influence that dif-
ferent aliphatic and aromatic ligands have on the optical spectrum of
(CdSe)13.
Chapter 3 — CdSe
3.1 Introduction
CdSe exists in two different lattice structures: the zinc-blende lattice, which has
a rock-salt type structure, and the hexagonal wurtzite lattice. CdSe nanoclusters
with wurtzite structure are well-known, while fewer reports about quantum dots
(QDs) with zinc blende structure exist; see, for example, References [1, 2]. An
important difference between them is that the wurtzite cell structure possesses
a unique and polar c-axis [3], which can induce anisotropic growth along that
axis [4]. Consequently, elongated or spherical shapes of the nanocrystals are ex-
pected, depending on the growing conditions that are set. To control the growth
it is often sufficient to choose a certain ligand mixture. Contrary to the wurtzite
structure, the zinc-blende crystal structure has an isotropic unit cell; therefore,
isotropic structures like cubes and tetrahedrons can be expected. Furthermore, it
is not the ligand mixture that determines the crystal shape but rather the reaction
temperature [1].
There exist very interesting studies about different shapes of nanoclusters.
Synthesis of nanorods, for instance, is easily controlled via the surfactant lig-
ands. Scher et al. found that nanorods could form liquid-crystalline phases,
which is very useful to incorporate them into photovoltaic applications or LEDs
[5]. The formation of tetrapods has been reported, too [3, 6]. Tetrapods have
the advantage that they will always align in the same way on a surface: three
legs will touch the surface and the forth leg points away from it. In addition,
hourglass structures made of hcp ruthenium were prepared [7].
As just mentioned, the wurtzite lattice facilitates the preparation of spheri-
cal nanocrystals, or quantum dots. Experimentally there were several attempts
to identify the size of CdSe nanoclusters [8–11]. Jose et al. reported that the
smallest clusters that they could assign to the UV/Vis correspond to (CdSe)3
and (CdSe)6 clusters [8], where (CdSe)6 is the smallest possible cluster that
maintains the wurtzite structure.
Cage-core clusters containing 13, 33 and 34 CdSe units were found to be
exceptionally stable CdSe clusters by time-of-flight mass spectroscopy [9]. In
the (CdSe)13cage-core cluster the core is formed by one Se atom. Del Ben et al.
were able to assign the excitonic transition between 350–360 nm (3.44–3.54
eV) to the (CdSe)13 cluster by comparing the experimental spectrum obtained
by Kudera et al. [10] with that simulated for this specific cluster, effectively
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confirming the cage-core structure.
Just recently, an experimental paper was published where the authors se-
lectively synthesized [(CdSe)13(n−octylamine)13] and [(CdSe)13(oleylamine)13]
nanoclusters [11]. In that study, the correctness of the assignation was justified
by presenting elemental analysis and mass spectroscopy. Additionally, they used
the corresponding spectrum that Del Ben et al. reported for the (CdSe)13 QD
capped with formate/hydrogen ligand pairs [12]. Both spectra coincide nearly
perfectly, although the two authors used different ligands to obtain their respec-
tive spectrum. This is somewhat surprising since Del Ben et al. presented a
spectrum for the (CdSe)33 cluster that has the dangling bonds saturated with
methylamine that shows the first absorption peak 0.5 eV lower in energy than
the QD saturated with the formate/hydrogen ligand pair.
Another cage-core structure that was discussed in literature is that of the
(CdSe)33 and (CdSe)34 clusters. They are formed by a (CdSe)28-cage, where
a small core of a cluster that contains 5 or 6 CdSe units is placed. Within the
(CdSe)34 QD fits a 6 unit cluster. For it the binding energy per CdSe unit is
more stable than for the (CdSe)33 cage-core cluster [13], where a 5 unit cluster
fills the cage. The first absorption peak of 415 nm (2.98 eV) was attributed to
these larger clusters [9]. Based upon these results, we modeled a series of three
differently sized clusters with 6, 13, and 34 CdSe units.
It must be said that Nguyen et al. found in their calculations that the experi-
mentally observed (CdSe)34 cluster is actually the least stable one out of a series
of (CdSe)34 clusters [14]. The most stable isomer is a two-layer wurtzite struc-
ture. Other work used the cluster model consisting of 33 CdSe units [12, 15–19].
Nguyen et al. explained their result with the fact that the clusters observed by
Kasuya et al. by laser ablation experiments might not follow the thermodynam-
ics of (CdSe)n as they investigated it.
When we talk about quantum dots, then we cannot omit to discuss the in-
fluence of the capping ligands. Compared to the bulk geometry the surface
of a QD undergoes heavy reconstruction. It was found theoretically that the
degree of the reconstruction is the same independently if the cluster was opti-
mized in vacuum or with ligands added to the Cd surface atoms [12, 15, 20–22].
Upon reconstruction of the surface, some of the unsaturated bonds become sat-
urated, but not all of them. These unsaturated bonds are a source of free charge
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carriers, which have a negative impact on the efficiency of QDSSCs because
they introduce exciton relaxation pathways. Due to the strong spatial confine-
ment in nanosized clusters, carrier–carrier, or Coulomb, interactions are much
stronger as they would be in a bulk system [23]. Because of the high surface-
to-volume ratio, the number of free charge carrier, which typically are localized
on the surface, becomes higher as the QD gets smaller. Also, the number of
two-coordinated surface Cd atoms is another critical parameter that defines the
optical absorption properties [22].
Generally, most syntheses use a mixture of trioctylphosphine (TOP), tri-
octylphosphine oxide (TOPO), and oleic acid (OA) within which the formation
of CdSe nanoclusters finally takes place. The thus synthesized QDs are usually
capped with TOPO or OA. In a next step, the ligands may be exchanged with
ligands that are more interesting to the researcher. Typical ligand molecules are
carboxylic acids, phosphine oxides, amines, thiols, and phosphines. Some com-
putational efforts have been made to elucidate the interactions between ligand
and quantum dot.
An extensive report about CdSe cluster/ligand interactions based on DFT
calculations was published by Yang et al. using a minimal (CdSe)2 cluster [24].
A follow-up of this work was presented a few years later, but now, rather than a
minimal system setup, they employed larger CdSe cluster models having 6 and
13 units of CdSe. In both studies these authors found that the order in binding
strength between Cd surface atoms and the ligand is Cd-O > Cd-N > Cd-P
[24, 25]. Yang et al. further reported that 2-coordinated Cd atoms are not being
doubly capped, even though their coordination number is not filled [25]. This
is easily understood considering that steric interactions between neighboring
ligands would weaken the QD-ligand bond. Furthermore, they also found that
the ligands that they have considered in their work do not bind to Se surface
atoms.
Just recently, de la Fuente et al. published a study where they investigated
the impact of several organic and inorganic passivation agents [26]. They found
that the overall efficiency of the QDSSC was best when alkylamines like DMA
and ETDA, or alkylthiols like EDT are used, whereas the efficiency worsens
considerably when ligands that bear carboxylic groups are adsorbed on the QD’s
surface. Inorganic ligands like I or Cl have the potential to enhance the cell
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efficiency but this depends on the underlying materials. TOPO is not a good
ligand if the QD should be used in a photovoltaic application because the long
aliphatic chains act like an insulator and inhibit the interaction between QD and
the sensitized semiconductor.
Another way to control exciton relaxation has been reported by Tan et al.
They found that 4-dimethylaminothiophenol (DMATP) successfully stabilizes
the photogenerated hole, while thiophenol, oleic acid, or 1-dodecanethiol do
not, or only to a smaller extent [27]. Liu et al. reported that thiophenol and p-
hydroxythiophenol do scavenge successfully the photogenerated holes in CdSe
through the aromatic pi-electrons [28]. In their study, they further stated that
direct linkage of the ligands enhances the photoluminescence quenching. How-
ever, if ligands are used to passivate the QD surface that strongly couple to
electrons, as it is the case, for example, when a Si cluster is passivated with H
atoms, the electrons relax on several timescales faster than photogenerated holes
[29].
When the ligand facilitates the stabilization of the hole by delocalizing it
within the ligand sphere, the injection into the TiO2 semiconductor will be fa-
cilitated, too, thus increasing the overall efficiency of the solar cell. Tan et al.
and Liu et al. explain the increased stabilization of positive charges by the type
of substituents of the aromatic thiol and the location of the residual charge
[27, 28]. This is in contrast to an earlier report about the relative stability be-
tween aliphatic and aromatic thiols reported by Aldana et al. where they state
that aromatic thiols are less stable than aliphatic ones [30].
The explanation to this contradiction is found in the nature of the substituent
at the para position to the thiol group of thiophenol. Aldana et al. used 4-
mercaptobenzoic acid (MBA), while Tan et al. employed DMATP. MBA has a
carboxylic group at the para position to the thiol group, DMATP a dimethy-
lamino group. With DMATP absorbed on the CdSe surface, fluorescence de-
creases by a factor of > 3000, proving its suitability as an effective stabilizer of
the photogenerated charge. The main difference between the two substituents
is their ability to donate electrons. The carboxylate group is a strong electron-
withdrawing group (EWG), whereas the dimethylamino group is an electron-
donating group (EDG). Therefore, the probability of a photogenerated electron
to be trapped on an EDG ligand is small, whereas the photogenerated hole will
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be delocalized on the ligands. This way the exciton lifetime will be increased
because the electron and the hole are spatially separated. In a next step, an elec-
tron from the electrolyte can more easily quench the hole. The excited electron
itself will be transferred to the semiconductor with higher probability as well,
effectively utilized as electric charge in an electrical circuit.
Frederick et al. also reported about the effect that EDGs and EWGs placed
on an aromatic ligand have on the electronic properties of a ligand-QD system
[31, 32]. In lieu of thiophenol type ligands, they employed phenyldithiocar-
bamates (PTC), on which they exchanged the substituent located at the para
position to the dithiocarbamate group. They chose PTC as a delocalizing ligand
for their studies because its effectiveness is based upon spatial and energetic res-
onance with the orbitals of the QD. Also, dithiocarbamates are pi-donors, there-
fore, mixing them with the QD’s valence band (VB), which is mainly composed
of Se 4p orbitals [33–35], is symmetry allowed. The most electron-donating
substituent they employed was N(CH3)2, while the most electron-withdrawing
substituent was CF3. Electron withdrawing substituents stabilize the HOMO of
the ligand, and as such, the HOMO moves from the VB edge down to the middle
of the band. It results an augmented mixing of the VB states with the ligand’s
HOMO. Hole delocalization is not only observed on dithiocarbamates, but also
on thiols. 4-mercaptophenol, for instance, has a high redox energy level and
quenches the exciton emission efficiently [36].
Although the ligand types differ, Frederick et al. and Tan et al. coincide in
that these types of ligands can alter the optical properties of a given ligand-QD
system in a beneficial way. Strong coupling between ligands and QD makes
the ligand shell a part of the QD system, and a hybrid system results where the
ligand shell acts as hole recipient [27, 31]. Therefore, a change in the chemistry
of the ligands alters the strength of the nonadiabatic coupling and, consequently,
control is gained over the rates of energy losses in QDs [29]. The mechanism
by which the photogenerated hole of the QD delocalizes over the ligand is by
donation of electron density from the pi orbitals into the Se 4p orbitals of CdSe.
As a result, electron density is added to the interfacial region, which in turn
lowers the energy barrier for tunneling of the hole into the interface QD-ligand
[31, 37].
The effect of the electron delocalization can be estimated using the Hammett
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constant σpara. σpara reflects the substituent-induced change in electron donation
in absence of resonance stabilization. For instance, σpara for the dimethylamino
group is equal to −0.83. The more negative the value, the more effectively the
substituent will quench fluorescence [27].
The group around Talapin investigated a different kind of ligand. Instead
of using organic ligand molecules, they used inorganic ligands, which may
contain metal atoms. Examples for such ligands are In2Se
2–
4 Cu7S
–
4, Sn2S
4–
6 ,
In2Cu2Se4S
3–
3 , or SnS2 [38–41]. They introduced completely metal-free lig-
ands, too. Therefore, ligands like S–2, HS
–, Se–2, HSe
–, Te–2, HTe
–, TeS2–3 , OH
–,
or NH– could be employed [37, 42, 43]. Such inorganic capping ligands offer an
interesting alternative to the traditional organic ligands as they do not generate
surface traps at the QD surface, and they provide further a very smooth energy
landscape [37].
3.2 Basis sets and functionals
Here we test two GGA and two hybrid functionals for their performance re-
lated to the simulation of absorption spectra. These are the PBE and the BLYP
functionals as representatives of the GGA functionals; for the hybrids the PBE0
and the B3LYP functionals are employed. The results presented in this section
Table 3.1 Bond lengths, bond angles, and optical band gaps for the bare (CdSe)6
cluster. The distances d1 and d2 and the angles α1 and α2 are defined in Fig. 3.1(a) and
3.1(b).
d1, [Å] d2, [Å] α1, [◦] α2, [◦] Eabs, [eV]
PBE, LANL2DZ 2.71 2.87 141.0 100.8 2.68
PBE0, LANL2DZ 2.66 2.82 140.7 100.7 3.03
BLYP, LANL2DZ 2.75 2.91 139.9 100.5 2.08
B3LYP, LANL2DZ 2.70 2.86 139.9 100.4 2.63
PBE, cc-pVDZ 2.60 2.83 145.7 100.7 2.03
PBE0, cc-pVDZ 2.58 2.79 144.6 100.6 -
PBE, def2-SVP 2.61 2.83 145.3 100.4 2.12
PBE, def2-TZVP 2.60 2.83 145.4 100.5 2.11
PBE, m-SR-DZVP 2.61 2.83 145.3 100.3 2.38
PBE0, m-SR-DZVP 2.56 2.80 145.9 100.2 3.41
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α1
d1
(a)
α2d2
(b)
(c) (d)
Fig. 3.1 Top (a) and side view (b) of the bare (CdSe)6 cluster. The bond distance d1
and the bond angle α1 are indicated in (a), while d2 and α2 are shown in (b). In (c) and
(d) are the top and the side view, respectively, of the saturated (CdSe)6 QD. Cd atoms
are represented in green, Se atoms in yellow, N atoms in blue, C atoms in black, and H
atoms in white.
partially reproduce that reported in Ref. [44].
First, we look at the geometrical properties of the bare cluster obtained with
the different basis sets that are tabulated in Table 3.1. The top and side view of
the (CdSe)6 cluster are illustrated in Fig. 3.1(a) and 3.1(b). The performance
of the different basis sets is as such that larger basis sets give better geometries
than the smaller ones [18]. At the B3LYP/LANL2DZ level of theory, the same
geometry was reported earlier in literature [8, 14]. The bond lengths obtained
with the PBE functional and the m-SR-DZVP basis set almost exactly repro-
duced the bond lengths obtained with the def2-TZVP basis set, indicating a very
nice performance of these basis sets in terms of geometrical properties. Again,
going along with the findings of Albert et al. [18], we observe that the geometry
is quite basis set dependent.
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Fig. 3.2 Spectra of the (CdSe)6 and the (CdSe)6(MA)6 clusters obtained with the LR-
TDDFT methodology. The applied functional and basis set was the PBE functional, and
the LANL2DZ basis set, respectively.
Now, we turn our attention to the optical absorption spectra. In a first step,
we quantify the blue-shift induced by saturating the dangling bonds on the Cd
atoms by comparing the absorption spectra of (CdSe)6 and the ligated cluster,
whose geometry is represented in Fig. 3.1(a) and 3.1(b). The shift is calcu-
lated as the difference between the two first absorption peak maxima, which
are defined as the energy at which the first absorption peak of a given spectrum
reaches its maximum. In Fig. 3.2 this difference is easily observed: upon satu-
ration of the 6 Cd atoms with methylamine (MA), the spectrum shifts from 2.68
eV, which corresponds to the first absorption peak maximum, Eabs, of the bare
(CdSe)6 cluster, to 3.08 eV, the Eabs of (CdSe)6(MA)6. These spectra are com-
puted with the LANL2DZ basis set and the PBE functional. The LR-TDDFT
approach was applied to obtain the spectra. The excitation takes place between
the HOMO-2, which is composed by a large part of Se 4p orbitals, and the
LUMO, which mainly consists of the 5s orbitals on the Cd atoms.
The fact that the transition does not take place between the HOMO and
the LUMO is rationalized by taking into account the symmetry of the involved
MOs. The (CdSe)6 cluster belongs to the D3d point group, its HOMO-2 has A2u
symmetry and the LUMO A1g symmetry. The HOMO-1 and the HOMO have
Eg symmetry. Obviously, the transition between these twofold degenerated MOs
and the LUMO is symmetry-forbidden.
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Fig. 3.3 Comparison of the GGA xc-functionals PBE and BLYP, as well as the hy-
brid xc-functionals PBE0 and B3LYP. All spectra are obtained using the LR-TDDFT
methodology.
The first absorption peak maximum for (CdSe)6(MA)6 is found at 3.08 eV,
in very good agreement with the experimental value of 3.14 eV obtained in a
TOP/TOPO solvent mixture [8]. This excitonic transition includes the HOMO-
2, HOMO-1 and HOMO orbitals and excites an electron into the LUMO. In
contrast with the naked cluster, the presence of the ligand molecules lowers the
symmetry of the system. As a consequence, transitions from the HOMO-1 and
HOMO are now allowed.
We also calculated the spectra for bare cluster where the cc-pVDZ, def2-
SVP and the def2-TZVP basis sets were applied in combination with the PBE
functional. The corresponding Eabs are also tabulated in Table 3.1, which is
found on page 57. We find that these larger basis sets shift the spectrum to the
red, which is not desirable in this context since the tendency is as such that
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Fig. 3.4 Comparison of the spectra of the bare and ligated (CdSe)6 cluster. In the
upper panel the spectra obtained with the PBE functional are illustrated, while in the
lower panel those obtained with the PBE0 functional are shown.
LANL2DZ/PBE spectra are already red-shifted with respect to experimental
data.
We now compare the spectra obtained with the different xc-functionals,
which are represented in Fig. 3.3. All spectra are computed using the LANL2DZ
basis set for both Cd and Se. Clearly, the BLYP functional does not account sat-
isfactorily for the position of the first absorption maximum; it underestimates it
by roughly 0.6 eV. On the other extreme, the PBE0 hybrid functional does suffer
from its well-known limitations: it overestimates the first absorption peak by al-
most 0.4 eV. The B3LYP functional performs much better as it gives a value that
is only slightly below the PBE/LANL2DZ result, the difference being as small
as 0.06 eV.
In order to see how the RT-TDDFT methodology performs in comparison
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to the LR-TDDFT methodology, we examine the spectra for the bare and passi-
vated (CdSe)6 clusters in Fig. 3.4 for the PBE and the PBE0 functionals. Firstly,
the first absorption peak maximum of the bare cluster experiences a red-shift of
0.3 eV compared to the LANL2DZ/PBE result. This wavelength is equivalent to
a difference of 0.6 eV compared to literature values [13, 45]. When the dangling
bonds on Cd are saturated, the performance is better but the energy of the first
peak is still underestimated by 0.14 eV compared to the experimental value [8],
and 0.08 eV below the LANL2DZ/PBE value. Again, when the PBE0 functional
is applied, the shift to higher energies is considerable. For both the bare and the
ligated (CdSe)6 cluster the blue-shift is about 1 eV, severely overestimating the
experimental value of 3.14 eV [8].
Overall, we can safely conclude that the combination m-SR-DZVP/PBE
yields satisfactory results in terms of both geometry as well as optical absorp-
tion. Therefore, for what remains of the thesis we will employ this basis set/func-
tional combination as it further offers a good ratio between accuracy and compu-
tational cost. Furthermore, if one considers the low efficiency of the LR-TDDFT
methodology to simulate larger systems, RT-TDDFT is a valuable alternative to
calculate large-scale systems efficiently. However, the disadvantage of the RT-
TDDFT methodology is that it is very difficult to assign the absorption features
in the spectrum and compare them to other experimental and theoretical work
because no information about the MOs involved in the excitation is directly
available.
3.3 Size matters: Eabs shifts with the cluster size
Fig. 3.5 shows nicely how the size of the QD determines the wavelength of
Eabs: the smaller the cluster is, the higher is the energy at which the first optical
transition occurs due to the opening of the band gap. The size dependence is
best observed with the saturated QDs, since the band edge absorption for the
bare (CdSe)6 and (CdSe)13 clusters coincide. In principle, the band edge for the
bare (CdSe)6 cluster should be blue-shifted due to its smaller diameter compared
to (CdSe)13. The peak of the largest (CdSe)34 cluster is shifted to the red as
expected and agrees well with results reported earlier in literature [12, 18], the
differences being only 0.1 eV.
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Fig. 3.5 Spectra to demonstrate the size dependence of the location of the first absorp-
tion peak. The upper panel shows the spectra of the bare clusters, while in the lower
one those of the ligated QDs are illustrated.
As the results for the first absorption peak maxima in Table 3.2 show, the
difference between the first absorption peak of the bare and the saturated 13
and 34 CdSe unit clusters is similar; the blue-shift is 0.18 eV when (CdSe)13 is
saturated, and 0.12 eV when the Cd atoms of the (CdSe)34 cluster are ligated.
Eabs, [eV]
(CdSe)6 2.38
(CdSe)13 2.40
(CdSe)34 1.86
(CdSe)6(MA)6 3.01
(CdSe)13(MA)6 2.58
(CdSe)34(MA)22 1.98
Table 3.2 Wavelength of the
first absorption peak maximum
for the bare and ligated CdSe
QDs as extracted from Fig. 3.5.
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However, the spectrum of (CdSe)6(MA)6 is shifted by 0.63 eV compared to the
bare cluster, which is a very large shift compared to the other two QD-ligand
systems.
Furthermore, the red-shift of Eabs between the ligated (CdSe)6 and (CdSe)13
clusters amounts to 0.43 eV, and 0.60 eV when going from the (CdSe)13(MA)6
towards the larger (CdSe)34(MA)22 QD. Taking these results into account, Eabs
of (CdSe)6 should be located approximately at 2.8–2.9 eV. Indeed, the LR-
TDDFT result indicates exactly that because ELR−TDDFTabs = 2.68 eV.
The spectrum of the (CdSe)34 cluster nicely reproduces the one obtained
by Del Ben et al. [12] in that their spectrum of the bare (CdSe)33 cluster also
shows three peaks, located each at 1.76, 1.96, and 2.09 eV. Please note that
the authors pragmatically added 0.43 eV to their obtained results. This value is
equivalent to the difference between the band gap that they calculated and the
experimental band gap. We subtracted 0.43 eV from their results in order to be
able to compare our results with theirs. Therefore, we can say that the triple peak
Del Ben et al. reported is similar to that represented in Fig. 3.5, which shows
up at slightly higher energies: 1.86, 2.02 and 2.16 eV, respectively. Nguyen
et al. also found that (CdSe)34 has the spectrum at slightly higher energies than
(CdSe)33, although the difference is small [14].
For the saturated (CdSe)34(MA)22 cluster we find Eabs = 1.98 eV, an un-
derestimation compared to theoretical literature values by approximately 0.16
eV [12] and 1.0 eV when compared to experiment where the CdSe clusters are
dissolved in toluene [9].
3.4 Distance dependence
When two quantum dots get close enough, the absorption spectrum will in-
evitably change due to the interaction between them. In Fig. 3.6, three spectra
are represented which allow to observe how the spectrum changes depending on
the distance between two QDs. Obviously, a separation of 3 Å is too close and
the resulting spectrum is completely different from the single (CdSe)6 cluster
spectrum; it shows artifacts where the spectrum points in the opposite direction.
These artifacts can be explained with the fact that the typical Cd−Se bond is
around 2.6 Å, obviously the clusters are already experiencing some attractive
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Fig. 3.6 The graphs illustrate the optical absorption spectra spatially separated 2
(CdSe)6 QDs. The distance is indicated in the legend. For reference purpose also a
single (CdSe)6 cluster is included in the graph. d refers to the distance between the
closest atoms of the two QDs.
interaction towards a bond formation. If two clusters are separated by 5 Å, the
spectrum appears better but it still diverges from the single cluster spectrum. In
particular, the single peak located at about 3.15 eV in the single (CdSe)6 spec-
trum is divided into a second peak located at lower energies, and the intensities
of these peaks is weaker than the intensity of the peak that shows up when the
QDs are separated by 7 Å. Indeed, a distance of 7 Å is sufficient to simulate a
spectrum which closely resembles to the (CdSe)6 spectrum. The only difference
is that the peaks are roughly as twice as high, which, however, is related to the
double number of clusters.
Conclusively, a periodic system can be setup as such that periodic images are
separated by at least 7 Å. Non-periodic systems on the other hand need a cell
definition that includes roughly 7 Å of vacuum space between the outermost
atoms and the cell walls, resulting in a cell size which is approximately 14 Å
larger than the diameter of the QD itself.
3.5 Effect of the ligand position in the (CdSe)13 cluster
As just shown, the spectra of saturated QDs experience a blue-shift when the
dangling bonds on the QD surface are saturated [12, 15, 22]. However, it is also
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Fig. 3.7 Depiction of the three
ligand planes u, v and w. Each
plane consists of three Cd atoms
that have a similar bonding environ-
ment. In the planes u and v the
Cd are 3-coordinated, while in the
lowest plane w they form only two
bonds to Se. For the sake of visi-
bility, the remaining QD atoms are
depicted transparently, while C and
H ligand atoms are omitted.
interesting to know which surface atoms contribute how much to the shift. A
theoretical study performed earlier indicates that the two-coordinated Cd atoms
have the most important influence on the optical spectrum of a CdSe QD [15].
Here, we simulate several spectra of the (CdSe)13 QD with different arrange-
ments of ligands. The (CdSe)13 QD has three planes, wherein each of the un-
saturated Cd atoms have an equivalent the bonding environment. The side view
of the (CdSe)13 cluster in Fig. 3.7 depicts these planes. Each plane consists of
3 Cd atoms. In the planes u and v, each Cd atom is 3-coordinated whereas in
plane w they are only two-coordinated. The average charges localized on the Cd
atoms in the bare cluster differs little between the planes. Plane u atoms are the
least positively charged ones (q = 0.207 e), and those in plane v are only slightly
more positive (q = 0.213 e). The atoms in the w plane are the most positively
charged with q= 0.252 e, which reflects the twofold coordination. 4-coordinated
Cd have a charge of 0.14 e.
To investigate the influence of each ligand plane on the absorption spectrum,
Table 3.3 Averaged charges on the Cd atoms within a given plane u, v or w, together
with the band gaps, Eg.
(000) (300) (333) (003) (033)
u 0.207 0.208 0.301 0.211 0.308
v 0.213 0.253 0.223 0.210 0.163
w 0.252 0.242 0.170 0.140 0.143
Eg 2.32 2.34 2.42 2.54 2.49
Eabs 2.40 2.41 2.49 2.54 2.58
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Fig. 3.8 Absorption spectra for the QD-ligand systems as they are described in the
main text. The graphs are ordered with respect to the blue-shift of their respective
spectrum.
we modeled in total 4 cluster-ligand systems: (CdSe)13(MA)n with n = 3, 6, 9.
We label them in the following manner. Each plane can contain at most three
ligands, or they are not saturated at all. We did not consider adding only one
or two MAs. Therefore, the fully saturated cluster will be labeled as (333),
while the bare cluster is labeled (000), the labels referring to the planes u, v, and
w, respectively. The following cluster-ligand systems were employed: (003),
(300), (033), and (333), plus the bare cluster: (000). The corresponding spectra
are illustrated in Fig. 3.8.
We observe the largest blue-shift with respect to the bare cluster for the (033)
model (Eabs = 2.58 eV), followed by the (003) cluster. The results are presented
in Table 3.3. Right after these systems, the fully saturated cluster, (333), follows
with an Eabs = 2.49 eV. If only the u-plane Cd atoms are saturated, hardly any
shift in the first absorption peak maximum happens. Clearly, the impact on
67
Chapter 3 — CdSe
(C
dS
e) 1
3
(C
dS
e) 3
4
M
A
M
TH
TM
PO
TB
PO
−6
−4
−2
0
2
—
— —
—
—
—
—
—
—
—
—
—
E
,[
eV
]
— LUMO
— HOMO
Fig. 3.9 Represented are the HOMO and LUMO energies, respectively, for the
(CdSe)13 and (CdSe)34 clusters, as well as for the four aliphatic ligands that were used
in this work. The ligands are not added to the CdSe clusters. HOMOs are shown in
blue, LUMOs in green.
the spectrum is largest if the two-coordinated Cd atoms are saturated, while the
impact of saturated 3-coordinated Cd atoms in the planes u and v is small. In this
direction point the studies performed by Kilina et al. and Inerbaev et al. where
they state that the number of two-coordinated Cd surface atoms is an important
parameter related to the blue-shift of the optical spectrum [15, 22].
In Table 3.3 are also the averaged charges for each plane tabulated. The
most interesting feature here is that the band gaps and the first absorption peak
maxima correlate with the charge that is localized on the two-coordinated Cd
atoms in plane w. Furthermore, the binding energy in the plane w is much
larger (Ebind = −1.30 eV) than in plane u (Ebind = −0.72 eV), in accordance with
Kilina et al. [15]. This is certainly a consequence of the lower coordination of
the Cd atoms in the w-plane. In ligand exchange reactions, these ligands are
more difficult to be exchanged.
3.6 Aliphatic ligands
In this section, we present the results for the (CdSe)13 cluster, where the Cd
atoms are saturated with different aliphatic ligand molecules. Apart from the
methylamine ligand presented earlier, two additional types of organic molecules
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are introduced here: thiols and phosphine oxides. Methylthiol is used as a repre-
sentative of a thiol, which is structurally similar to methylamine. Two phosphine
oxides are employed to mimic trioctylphosphine oxide used as a typical solvent-
ligand in CdSe QD synthesis. The difference between them is that one has a
short methyl chain (trimethylphosphine oxide, TMPO) and one a longer butyl
chain (tributylphosphine oxide, TBPO).
Abuelela et al. analyzed the vibrational spectra of MA and TMPO ligands
adsorbed onto the CdSe surface [19]. They report that TMPO strongly interacts
with the surface Cd atoms whereas MA forms only a coordination bond. This
strong interaction of TMPO reduces the P−O to a single bond. The experimental
P−O bond length is 1.48 Å [46], which Abuelela et al. reproduced with their
calculations on a 6-311++g(d,p)/B3LYP level of theory. After that, the ligand
binds to the cluster, they report that this bond elongates to 1.64 Å, an increase of
0.16 Å. Here, we find only a small elongation from 1.49 Å (for TMPO) to 1.51
Å, when it is bound to the CdSe surface. For TBPO we find that P−O is slightly
larger: d
P−O = 1.50 Å, and 1.52 Å when it is ligated to the QD.
As Frederick et al. concluded the ligand’s HOMO should be close to or
within the VB in order to obtain the maximal resonance effect [31]. Following
this argumentation, and having a look at Fig. 3.9, the QD-TMPO system should
show the most intense first absorption peak because its HOMO is slightly below
the VB band edge of (CdSe)13. Then, the longer aliphatic chain in TBPO results
in a destabilization of the HOMO by 0.4 eV compared to the TMPO HOMO.
The HOMOs of the amine and thiol ligands are slightly higher in energy by 0.2
eV than the TBPO HOMO. Out of this series, the MA ligand has the largest
band gap.
To complement this data, we present in Table 3.4 the contributions that
the different atom coefficients make to the HOMO-2, HOMO-1, HOMO, and
LUMO. Furthermore, in Fig. 3.10 the partial DOS are represented for the bare
cluster and all the QD-ligand systems except (CdSe)13(TBPO)6, which has a
similar PDOS as (CdSe)13(TMPO)6. The DOS are reproduced in accordance
to literature [17, 47–49]. The main part of the VB is contributed by the Se 4p
orbitals, additionally the Cd 4d orbitals contribute to the VB, however, only
little. The values in Table 3.4 indicate that the VB edge consists of 90 % Se
atomic orbitals, and between 8 and 10 % of Cd atomic orbitals. If ligands are
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Fig. 3.10 PDOS of Cd and Se orbitals obtained for the bare (CdSe)13 cluster as well
as for the passivated clusters except (CdSe)13(TBPO)6, whose PDOS is very similar to
that of (CdSe)13(TMPO)6.
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present, they do not contribute any considerable amount to the MOs at the VB
edge. Concerning the LUMO, the contributions change as such that Cd atomic
orbitals now contribute 52 % if the bare CdSe cluster is considered, and still
around 48 % if the QDs are passivated. Atomic orbitals localized on Se atoms
now do contribute only about 45 % to the LUMO. From the ligand side the
only significant contribution comes from the atoms that bind to Cd. The va-
lence bands only differ at lower energies, the band edges are very similar for
all systems. Conclusively, the electronic structure of the QDs does not change
substantially upon passivation of the cluster surface. Similarly, the Cd 4d or-
bitals located at energies centered at −7.5 eV do not differ a lot from one model
Table 3.4 Shown is how much the coefficients of each atom species contribute to the
4 molecular orbitals HOMO-2, HOMO-1, HOMO, and LUMO. H coefficients are not
included since they contribute very little to the MOs presented in this table.
% HOMO-2 % HOMO-1 % HOMO % LUMO
(CdSe)13 Cd 8.01% 10.03% 9.91% 52.72%
Se 91.99% 89.97% 90.09% 47.28%
(CdSe)13(MA)6 Cd 8.48% 10.05% 9.80% 46.27%
Se 90.77% 89.05% 89.16% 43.94%
N 0.57% 0.74% 0.85% 7.49%
C 0.08% 0.08% 0.09% 0.78%
(CdSe)13(MTH)6 Cd 10.41% 8.81% 8.97% 48.19%
Se 88.79% 89.86% 90.04% 43.25%
S 0.62% 0.95% 0.84% 7.04%
C 0.13% 0.27% 0.09% 0.49%
(CdSe)13(TMPO)6 Cd 7.97% 9.15% 8.46% 47.48%
Se 91.29% 90.03% 90.71% 44.84%
O 0.29% 0.43% 0.38% 4.52%
P 0.04% 0.06% 0.06% 1.48%
C 0.33% 0.27% 0.32% 0.97%
(CdSe)13(TBPO)6 Cd 8.95% 8.32% 8.71% 48.43%
Se 90.08% 90.67% 90.47% 43.87%
O 0.48% 0.26% 0.47% 4.60%
P 0.05% 0.04% 0.05% 1.34%
C 0.38% 0.60% 0.24% 1.42%
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Fig. 3.11 Absorption spectra for the four aliphatic ligand systems (CdSe)13(LIG)6,
where LIG refers to the ligands indicated in the legend of the plot.
system to another.
The values for qQD in Table 3.5 reveals that the amine’s N push electron
density onto the QD, whereas when thiols are used as ligands then less negative
charge delocalizes on the QD as compared to MA passivated systems.
The size of the band gaps, Eg, also included in Table 3.5, does not differ
much from one system to another, neither does Eabs. Both are within 0.1 eV. The
spectra in Fig. 3.11 reveal that the intensities of the first absorption maximum
peaks are similar, except (CdSe)13(TMPO)6 which has the most intense first
absorption feature. This goes along very nicely with the prediction made above
that this system should have the most intense first absorption peak maximum.
Additionally, a small blue-shift of 0.07 eV is induced when compared to the
(CdSe)13(TBPO)6 spectrum. Schreuder et al. reported this result earlier in an
Table 3.5 Sums of partial charge of the total QD. Also the band gap Eg and the first
absorption maximum Eabs are tabulated.
qQD, [e] Eg, [eV] Eabs, [eV]
(CdSe)13(MA)6 −1.59 2.49 2.58
(CdSe)13(MTH)6 −0.94 2.48 2.66
(CdSe)13(TMPO)6 −1.08 2.50 2.67
(CdSe)13(TBPO)6 −1.07 2.42 2.60
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experimental study where they found that longer alkyl chains in phosponic acids
pin the emission wavelength at higher energies [50]. Apart from this, the second
peak of the QD-TMPO system is also located at shorter wavelengths (3.11 eV)
than those of the remaining systems, which have this absorption peak located
right at 3 eV.
The thiol group has a similar impact on the absorption spectrum of (CdSe)13
as the TMPO ligand, however not for the overlap of the ligand HOMO but for
the S atom’s properties. The MTH spectrum in Fig. 3.11 shows that the thiol
ligand molecules induce a blue-shift when compared with the (CdSe)13(MA)6
spectrum. One possible explanation for this is that S, similarly to TMPO, hy-
bridizes well with the CdSe VB, although this time not for the relative energy of
the HOMO but rather due to symmetry reasons.
3.7 Aromatic ligands
The situation becomes more diverse when aromatic ligands are employed. Here,
we use benzene rings with two substituents, out of which one binds to the QD.
The second substituent will be changed to investigate the influence of it on the
electronic properties of the QD-ligand system. Depending on this substituent,
a ligand may become electron-donating or -withdrawing. If it is donating, then
the aromatic ligand stabilize the photogenerated hole [27], if it is withdrawing it
is thought to shift the spectrum to longer wavelengths [31]. The Hammett con-
stants σ+para and σ
−
para do quantify the electron-donating or -withdrawing ability
of a substituent and, therefore, might serve as a tool to preliminarily assess how
strong the para substituent’s influence on the electronic properties of the QD
can be.
The Hammett constants σ+para and σ
−
para are usually employed when the para
substituent develops a resonance stability. In this case, the aromaticity of the
benzene ring extends to the substituent. Now, electron-donating groups (EDGs)
are more effective at donating, while electron-withdrawing groups (EWGs) are
more effective at withdrawing electron density. However, if the complete QD-
ligand model is optimized, we observe that only one out of the six ligand mole-
cules are completely planar. Therefore, we will use only σpara for what follows.
We check if and to what extent the functional groups of aromatic ligand
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Fig. 3.12 The ligand molecules as they are employed in this work.: (a)
4-aminobenzonitrile, (c) p-toluidine, (b) 4-methoxyaniline, (d) N,N-dimethyl-p-
phenylenediamine, (e) 4-dimethylaminothiophenol, and (f) uracil in the zwitterionic
form. Uracil binds via the N atom without H to Cd. In the subcaption, the short form of
each molecule is written.
molecules influence the absorption spectrum of the CdSe QD. To do so, we
employed several ligands based on an aniline-like aryl structure, as well as the
thiophenol type DMATP ligand, and uracil. The structures are represented in
Fig. 3.12. In the first series of ligand molecules, the amine substituents are the
anchors through which the ligands coordinate to the Cd surface atoms. The dif-
ferences are found at the para position. Apart from the dimethylamino group,
we chose the methyl, methoxy, and nitrile substituents. With this choice, we
define a wide range of electron-donating groups, where σpara ranges from −0.17
(methyl) to −0.83 (dimethylamine). With the nitrile substituent, the series in-
cludes also an EWG representative. This results in the following set of ligands:
apart from DMATP, we calculated spectra with 4-aminobenzonitrile (ABN), p-
toluidine (PTOL), 4-methoxyaniline (MOA), N,N-dimethyl-p-phenylenediam-
ine (DMPDA), and uracil (URA).
We first characterize the ligand molecules. As can be seen in Fig. 3.13 the
HOMO of the aniline type ligands is more and more stabilized as the func-
tional group becomes more electron-withdrawing. The HOMO and the LUMO
of DMATP and DMPDA have similar energies but with the thiol group, the MOs
become slightly more stable by 0.15 eV. Eg, however, is the same for both.
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Fig. 3.13 Equivalent to Fig. 3.9, the HOMO and LUMO energies of the naked
(CdSe)13 and (CdSe)34 clusters, as well as those of the isolated aromatic ligands are
represented here.
The optical absorption spectra of the ligand molecules only, except uracil,
are represented in Fig. 3.14. ABN, as a ligand that contains an EWG, has the
same first absorption feature as PTOL, but it shows a second, more intense peak
at the same wavelength where the DMATP spectrum has the first absorption
peak maximum (4.25 eV). Within the set of electron-donating ligands, the first
absorption peak maximum does correlate nicely with the Hammett constant that
is attributed to the para substituents of the corresponding ligand. The pattern for
the three ligands PTOL, MOA, and DMPDA is as such that the higher the ability
to donate electron density the more the spectrum shifts to shorter wavelengths.
When the two ligands DMPDA and DMATP that contain the dimethylamino
group are compared then the main difference is that the second absorption peak
of DMATP is 0.18 eV lower in energy than the corresponding peak in the DM-
PDA spectrum. It seems that S can interact better with the pi cloud of the benzene
ring, thereby lowering the energies of the orbitals involved in this excitation.
Uracil complements this ligand series. In principle uracil and other DNA
bases have the potential to increase the electronic coupling between QDs by
forming base pairs but still without tying QDs too strongly [51]. The cited
reference does employ adenine rather than uracil and they find that when adenine
is adsorbed onto a bare CdSe cluster the absorption spectrum blue-shifts, but
red-shifts if the cluster is H passivated. The second results needs to be taken with
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Fig. 3.14 Absorption spectra of the ligands as they are represented in Fig. 3.12.
care as it was shown that H is not a suitable ligand for QD surface passivation,
as it tends to disrupt Cd−Se bonds on the surface [24]. Fig. 3.13 shows that
uracil in the zwitterionic state, as we employ it, has the lowest EHOMO of all the
ligand molecules, it is even located under the VB edge of the two bare CdSe
QDs included in the graph. This result is similar to that of the TMPO ligand,
and if it behaves like the (CdSe)13(TMPO)6 system, this ligand will induce a
noticeable blue shift. All the other ligands have HOMO levels above the CdSe
VB edge.
Before we discuss the absorption spectra of the QD-ligand systems we pres-
ent in Fig. 3.15 the HOMO and LUMO levels of the (CdSe)13(LIG)6 models for
which we calculated the optical spectra. For reference reasons, the HOMO and
LUMO levels for (CdSe)13(MA)6 are included as well. The relative tendency
between the HOMO and LUMO energies is the same as in Fig. 3.13 for the
isolated ligands: the better the electron-donating abilities of a given substituent,
the more stabilized are the HOMOs. Furthermore, it is the (CdSe)13(URA)6
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Fig. 3.15 Indicated are the HOMO and LUMO energies for (CdSe)13 clusters that are
saturated with the aromatic ligands presented in Fig. 3.12.
model that has the most stable HOMO.
We present again data that consists of how much the atomic orbitals of a
given element contributes to the MOs HOMO-2, HOMO-1, HOMO, and the
LUMO. The results are shown in Table 3.6. This table shows that only
(CdSe)13(ABN)6 has a similar composition of the atomic coefficients as the
aliphatic ligand systems in Table 3.4 on page 71. The main difference is that
the Se atoms contribute less to the LUMO, while it is made of 9 % of C atomic
orbitals. This clearly reflects the electron-withdrawing capabilities of the nitrile
group since all other systems do not show such a high percentage for C.
The next two QD-ligand models to discuss are the (CdSe)13(PTOL)6 and
(CdSe)13(MOA)6 QD-ligand clusters, which are also similar to the systems
where aliphatic ligands passivate the CdSe surface. Unlike to (CdSe)13(ABN)6
the C atoms do not contribute more to the LUMO. However, the
(CdSe)13(PTOL)6 system shows an irregularity in that the contributions made
by the Se, N, and C atomic orbitals to the HOMO-1 are completely incompa-
rable to those systems so far presented. Se atomic orbital coefficients make a
43 %, N almost 17 %, and C atomic orbitals nearly 32 %. This is indeed very
strange and difficult to explain, especially because the HOMO-2 and the HOMO
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Table 3.6 Shown is how much the coefficients of each atom species contribute to the 4
molecular orbitals HOMO-2, HOMO-1, HOMO, and LUMO. H atomic orbitals are not
included because except for (CdSe)13(DMPDA)6 they do not contribute significantly to
the MOs.
% HOMO-2 % HOMO-1 % HOMO % LUMO
(CdSe)13 Cd 8.01% 10.03% 9.91% 52.72%
Se 91.99% 89.97% 90.09% 47.28%
(CdSe)13(ABN)6 Cd 9.41% 8.44% 10.63% 45.94%
Se 89.68% 90.70% 88.44% 40.50%
N 0.47% 0.40% 0.45% 4.35%
C 0.38% 0.42% 0.42% 8.94%
(CdSe)13(PTOL)6 Cd 8.74% 5.19% 8.24% 50.38%
Se 83.50% 43.24% 89.61% 41.94%
N 2.82% 16.75% 1.04% 5.39%
C 4.47% 31.63% 1.00% 1.67%
(CdSe)13(MOA)6 Cd 8.10% 9.05% 8.26% 49.08%
Se 82.19% 80.64% 87.60% 42.63%
N 3.23% 3.24% 1.66% 5.76%
O 1.81% 1.99% 0.64% 0.14%
C 4.24% 4.63% 1.63% 1.59%
(CdSe)13(DMPDA)6 Cd 1.12% 0.89% 1.27% 48.51%
Se 4.44% 2.37% 5.17% 41.55%
N 44.89% 44.69% 44.35% 7.37%
C 39.27% 40.57% 40.35% 1.59%
H 10.28% 11.48% 8.86% 0.97%
(CdSe)13(DMATP)6 Cd 5.86% 4.21% 2.90% 48.69%
Se 61.62% 39.32% 22.92% 41.41%
N 12.06% 19.95% 22.98% 0.32%
S 4.30% 9.44% 16.23% 6.07%
C 13.11% 22.18% 29.43% 3.04%
H 3.04% 4.89% 5.54% 0.46%
(CdSe)13(URA)6 Cd 8.92% 10.30% 9.60% 45.23%
Se 88.68% 88.35% 87.78% 47.08%
N 0.73% 0.64% 0.56% 3.56%
O 1.15% 0.36% 0.53% 2.01%
C 0.26% 0.30% 0.18% 0.74%
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show the typical distribution of percentages as it is expected from earlier results
presented herein.
(CdSe)13(DMPDA)6 and (CdSe)13(DMATP)6 show differing results. In par-
ticular (CdSe)13(DMPDA)6 has a VB edge that have very low contributions from
Cd and Se atomic orbitals; together they contribute at most 7 % to the three HO-
MOs that are shown in Table 3.6. Obviously, the VB edge is formed mainly by
atomic orbitals localized on the ligand molecules. Nitrogen’s share is over 44
%, while C and H contribute 50 % to these HOMOs. When the amine linking
group is exchanged with the thiol substituent, the ligands contribute most to the
HOMO, about 74 %, but this is reduced to 33 % in the HOMO-2. The LUMO
shows again the typical distribution as seen in all the other QD-ligand models,
where almost 50 % comes from Cd atomic orbitals, and about 40 % from Se.
Remains (CdSe)13(URA)6, which does not show any diverging features from
the general case. The distribution of the percentages is, however, very similar to
the (CdSe)13(ABN)6 system. These two systems have the highest contributions
from Se atomic orbitals to the three HOMOs that are presented here. When
uracil is used as ligand, Se even contributes more than Cd to the LUMO, which
is the only case out of all QD-ligand systems considered here.
We mentioned earlier in this chapter that the Hammett constant could be
used to predict the red- or the blue-shift, respectively, of an optical spectrum.
Unfortunately, as can be seen in Table 3.7, such a relationship can only be
made between the Hammett constant and the charges on the QD, qQD. As the
functional group is more electron-donating, the QD becomes more negatively
Table 3.7 Partial charges on the QD, qQD, Hammett constant of the substituents in the
para position, σpara. Also the HOMO-LUMO gap Eg and the first absorption maximum
Eabs are tabulated.
qQD, [e] σpara Eg, [eV] Eabs, [eV]
(CdSe)13(ABN)6 −0.94 0.66 2.37 2.44
(CdSe)13(PTOL)6 −1.06 −0.17 2.35 2.45
(CdSe)13(MOA)6 −1.12 −0.27 2.40 2.56
(CdSe)13(DMPDA)6 −1.21 −0.83 2.09 2.22
(CdSe)13(DMATP)6 −0.82 −0.83 2.24 2.28
(CdSe)13(URA)6 −0.68 – 2.49 2.63
79
Chapter 3 — CdSe
(CdSe)13(ABN)6
(CdSe)13(PTOL)6
(CdSe)13(MOA)6
(CdSe)13(MA)6
2 2.5 3 3.5 4 4.5 5 5.5 6
Wavelength, [eV]
A
bs
or
pt
io
n,
[a
rb
.u
ni
ts
]
(CdSe)13(DMPDA)6
(CdSe)13(DMATP)6
(CdSe)13(URA)6
(CdSe)13(ABN)6
(CdSe)13(PTOL)6
(CdSe)13(MOA)6
(CdSe)13(MA)6
2 2.5 3 3.5 4 4.5 5 5.5 6
Wavelength, [eV]
A
bs
or
pt
io
n,
[a
rb
.u
ni
ts
]
(CdSe)13(DMPDA)6
(CdSe)13(DMATP)6
(CdSe)13(URA)6
(CdSe)13(ABN)6
(CdSe)13(PTOL)6
(CdSe)13(MOA)6
(CdSe)13(MA)6
2 2.5 3 3.5 4 4.5 5 5.5 6
Wavelength, [eV]
A
bs
or
pt
io
n,
[a
rb
.u
ni
ts
]
dSe)13(DMPDA)6
dSe)13(DMATP)6
(CdSe)13(URA)6
Fig. 3.16 In the upper panel are the spectra of three aromatic ligand-QD systems il-
lustrated, where the ligands are ABN, PTOL, and MOA. for reference purpose, the
spectrum of (CdSe)13(MA)6 is included as well. The spectra of the remaining aromatic
ligand-QD systems are represented in the lower panel. The different ligands used to
calculate these spectra are illustrated in Fig. 3.12. The insets show a magnified portion
of the lower energy range of the graphs.
charged. Additionally, we find that the same relation between the amine type
and the thiol type ligand occurs as it was discussed on page 72 for the MA and
MTH ligands already. When DMATP is used then there is less negative charge
on the QD, although the difference between DMPDA and DMATP is by 0.26 e
smaller than the deviation between MA and MTH. Throughout all models em-
ployed here, the CdSe cluster with the least negative charge is the one where
uracil has been adsorbed.
Optical absorption spectra simulated for the different (CdSe)13(LIG)6 sys-
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tems are illustrated in Fig. 3.16; the corresponding first absorption peak maxima
Eabs are also listed in Table 3.7, together with the charge qQD that indicates how
much the QD itself is charged, the Hammett constants, and band gaps. A quick
comparison with the aliphatic ligand passivated QDs (c.f. Fig. 3.11 on page 72)
reveals that the values of Eabs, for instance, varies over a range of 0.4 eV, while
∆Eabs for the aliphatic ligand is limited to a delta of about 0.1 eV. Also, the
shapes of the aromatic ligand spectra are more heterogeneous. Furthermore, the
intensities at higher energies are in general higher when aromatic ligands are
considered.
The spectra for the (CdSe)13(ABN)6 and (CdSe)13(PTOL)6 represented in
the upper panel in Fig. 3.16 show that for both models the first absorption peak
occurs at an energy of around 2.45 eV; also the corresponding band gaps are
very close. In the ABN spectrum, this first and the second, smaller peak at
2.6 eV cover together the same energy range as the broad PTOL peak; it ranges
from 2.3 to 2.7 eV. This finding is somewhat in contrast to the study of Frederick
et al., which state that electron-withdrawing groups should result in a red-shift
of the spectrum [31], which is obviously not the case. The most probable reason
for this is that the amine group does not hybridize as well with the Se 4p orbitals
as the dithiocarbamate functional group would do, where the S atoms are sp2
hybridized and, therefore, the whole molecule is able to build up a resonance
structure and interact better with the QD.
The third spectrum we present here is the (CdSe)13(MOA)6 system. From a
first glance, the first absorption peak is almost identical to the one for
(CdSe)13(MA)6. It is located at 2.56 eV, the following, smaller peak is found
at 2.72 eV. Only beyond the third peak, which is located at 2.9 eV, the spectra
differ. Then, at energies higher than roughly 3.3 eV, all three spectra gain in in-
tensity, while the aliphatic ligand systems show relatively low intensity at higher
energies. The (CdSe)13(PTOL)6 spectrum, for example, is three times as intense
in this energy range as the (CdSe)13(MA)6 spectrum.
Finally, in the lower panel in Fig. 3.16 are the spectra included for QDs pas-
sivated with DMPDA, DMATP, and URA. DMPDA experiences the strongest
red-shift of the spectrum out of all QD-ligand systems presented in this work.
Following the argumentation of Frederick et al. [31] this should have had hap-
pen when ABN passivated the QD surface. Tan et al.’s argumentation that the
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dimethylamino group as a good electron-donating group stabilizes the delocal-
ized hole due to its electron donating properties matches better with our results.
The first absorption peak for the (CdSe)13(DMPDA)6 system shows up at
2.22 eV. A shoulder at even lower energies, 2.13 eV, indicates optical activ-
ity. The peaks located at 2.45, 2.8, and 3.1 eV coincide in the wavelength of
the first four peaks of the (CdSe)13(PTOL)6 system. The intensities, however,
are very different. Unlike the spectra of the DMPDA and the DMATP ligands in
Fig. 3.14, the first absorption peaks of (CdSe)13(DMPDA)6 and
(CdSe)13(DMATP)6 do not coincide. It seems as if the different properties of
N and S like electronegativity and polarizability do have an important impact on
the optical properties of the QDs. The DMATP spectrum shows a first peak at
2.28 eV, which is almost as intense as the shoulder in the DMPDA spectrum at
2.13 eV. The following two peaks are more intense and their location coincide
approximately with those in the ABN and PTOL spectra. The most intense ab-
sorption feature below 3.5 eV is located at a wavelength of about 3.15 eV. It is
with much difference the most intense feature observed below this energy from
all the spectra represented.
3.8 Discussion
We have presented an extensive overview related to the simulation of optical
absorption spectra of CdSe quantum dots. We tackled technical issues like the
choice of basis sets and functionals, also interdot distance, and the influence of
a given ligand molecule on the spectrum. We employed 3 cluster sizes ranging
from 1 to 2.5 nm. All of them have been reported earlier in theoretical and
experimental studies and represent realistic models of CdSe QDs.
Since we used the RT-TDDFT methodology as it is implemented in cp2k
we first benchmarked the m-DZVP-SR basis sets that are included in the ba-
sis set library of this program against the LR-TDDFT methodology. While the
LANL2DZ basis set gives very nice results when optical properties are consid-
ered, the bond lengths are generally overestimated. Large basis sets like cc-
pVDZ or def2-TZVP do reproduce well geometrical properties of the (CdSe)6
cluster but they induce a clear red-shift when it comes to the calculation of op-
tical spectra. With the m-DZVP-SR basis sets, however, accurate geometrical
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properties are obtained, and the simulated optical spectra are reasonably well
reproduced.
Additionally, we probed four different functionals for their aptitude to sim-
ulate optical spectra. From the two GGA functionals BLYP and PBE, only the
latter gives useful results. Spectra calculated with the BLYP functional are con-
siderably shifted to much longer wavelengths. PBE does of course underesti-
mate the band gaps and first absorption peak maxima but it still offers a good
compromise between accuracy and computational costs. Out of the two hybrid
DFT functionals B3LYP and PBE0 we used here, B3LYP gives indeed very
nice results. If it would not be for the computational efforts to calculate optical
spectra with it, it would be the functional of choice. PBE0 suffers from its well-
known limitations that band gaps and optical spectra are severely overestimated.
The interdot distance that is necessary to obtain a spectrum that does not
reflect any unwanted interactions between the QD system and the cell walls (in
the case of non-periodic calculations), or interactions between periodic images
of a periodic system, is found to be around 6 to 7 Å. At 3 Å artifacts occur,
which indicate strong interactions between two QDs as they are separated only
by little more than a typical Cd−Se bond.
We observed the size dependence of the spectrum as expected: the larger the
cluster diameter the more the spectrum shifts to lower energies, getting closer
to the bulk band gap. In addition, the effect of surface passivation is reproduced
correctly. Upon adsorption of ligand molecules on the QD surface, the spectrum
shifts to higher energies. The spectra of QD-ligand model systems that contain
aliphatic ligand molecules do not differ substantially. Only small blue-shifts of
< 0.1 eV occur when the methylamine is exchanged with methylthiol, and when
the phosphine oxide ligand has shorter aliphatic chains. Also the intensities of
the spectra are similar.
Another parameter that influences the optical spectrum of (CdSe)13 is which
Cd atoms are saturated. The spectrum shifts the most to higher energies if Cd
atoms that are only two-coordinated are passivated with one ligand molecule
per Cd. It resulted that it not necessary to fully saturate the Cd atoms of the
(CdSe)13 QD, but only the two-coordinated and those atoms next to them.
Optical absorption becomes more diverse when aromatic molecules are used
instead of aliphatic ones. Aniline type ligands, a thiophenol based ligand, and
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uracil are employed as representatives of aromatic ligands. The variation of
first absorption peak maxima is larger, the energy range is almost as broad as
0.4 eV. The four aniline type ligands have the para substituent to the amino
group exchanged in order to check if the electron-donating and -withdrawing
properties of these substituents influence the optical absorption spectrum. They
indeed do, and we find that if the para substituent consists of a dimethylamino
group, the spectrum is shifted most to lower energies. The nitrile group does not
shift considerably more to the blue, it is similar to the spectrum of a system that
contains a simple methyl group. This was not anticipated and implies that the
Hammett constant does not serve very well as a tool to preliminarily estimate
the shift that the para substituent could induce. Similar to the aliphatic ligands,
the thiophenol type ligand, which contains a dimethylamino substituent, too, is
located at slightly higher energies than the equivalent aniline type ligand.
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4TiO2 sensitized with CdSe
TiO2 and ZnO are the semiconductors that are typically employed as
the sensitized material in dye and quantum dot sensitized solar cells.
Their large band gap make them a bad solar light absorption material
since the lower energy photons in the red, or even infrared, part of the
solar light spectrum is not harvested. Quantum dots, which replace
dye molecules, step up to fill that gap in order to employ a wider en-
ergy range of the solar light. TiO2 nanoparticles are often used as a
model, however, the possibility to calculate optical absorption spectra
opens up the modeling of periodic systems like nanotubes. Solar cells
where quantum dots are directly adsorbed on TiO2 nanotubes have
been found to be more efficient than in a linker-assisted approach,
where an organic, bi-functional molecule links the quantum dot to the
semiconductor. Although it is less efficient, the desorption rate of thus
linked quantum dots is much slower, therefore, the solar cell has a
longer lifetime.
Chapter 4 — TiO2 sensitized with CdSe
4.1 Introduction
Semiconductor nanostructures like CdSe, CdS, PbSe, and others have become
promising candidates to further increase availability and efficiency of third gen-
eration solar cells. They are easy to synthesize and, consequently, are available
quicker and cheaper. Light absorption can be tuned equally as easy, which en-
hances the efficiency of such solar cells. Furthermore, their usage offers the
production of flexible solar cells, similar to dye sensitized solar cells (DSSC).
The only disadvantage is the lower efficiencies compared to DSSCs (which em-
ploy efficiencies of 12 % [1]): for quantum dot sensitized solar cells (QDSSCs)
that work with liquid electrolytes a power conversion efficiency of 5 % has been
reported, however, for solid state QDSSCs, efficiencies arrived at almost 10 %
[2–4]. Keep in mind that a few years ago efficiencies of hardly 1–2 % have been
reached.
The crucial process of a QDSSC is the injection of the excited electrons from
the QD into the conduction band of the TiO2 electrode. The typical design is that
a mesoscopic TiO2 or ZnO film is adsorbed on an optical transparent electrode
(OTE). These films do not exceed a thickness of 10 µm. A QD suspension is then
added to these films. Different strategies exist to fabricate QDSSCs. Popular
methods are drop or spin coating, chemical bath deposition [5–8], surface ionic
layer adsorption and reaction (SILAR) [9–11], electrophoretic deposition [12,
13], and the bi-functional linker approach [14–19].
The linker-assisted attachment of QDs to the mesoscopic semiconductor
makes use of the fact that the linker has two functional groups. One of them
binds to the TiO2 surface, usually via a carboxylic acid group, while the second
substituent coordinates with the metal atoms in the QD. Typically, these groups
are thiols or amines, but following the approach of Tan et al. this could also
be a dithiocarbamate group [20]. The bi-functional approach has the advantage
that aggregation of QDs is avoided as this leads to a significant decrease in the
incident photon-to-current efficiency (IPCE). It further allows for submonolayer
coverage.
The linker type has a substantial influence on the electron transfer kinetics.
Chang et al. investigated different mercaptoalkanoic acids (MAAs), which dif-
fer in the chain length. CdSe/ZnS core/shell quantum dots that are linked via
these linkers to TiO2, showed that longer chain lengths shorten the fluorescence
90
4.1 — Introduction
lifetime, which was found by other authors, too [21, 22]. They also investigated
how the fluorescence lifetime changes when an aromatic linker is included. To
do so they employed 4-mercaptobenzoic acid (MBA). Although MBA is about
twice as long as the shortest MAA linker, the fluorescence lifetime was much
shorter, yielding the fastest electron transfer to TiO2. The authors attributed
this effect to the enhanced electronic coupling through the aromatic structure of
MBA. Obviously, this finding is similar to those reports we discussed in §3.1 on
page 55 where similar properties of aromatic ligands like PTC and MBA were
discussed.
The anchor group of the linker that binds to the semiconductor also influ-
ences the ET dynamics. Hyun et al. measured the fluorescence decay for PbS
QDs that are linked to TiO2 nanoparticles [22]. The anchor groups were cho-
sen to be carboxylic acid, phosphonic acid, silane, and sulfonic acid functional
groups. They found the shortest decay times when the linker is anchored via the
sulfonic acid group, where the decay time yielded 2.5 ns, and the slowest decay
time was reported to be 77 ns, where the silane group acts as anchor. They could
not explain conclusively what effect is responsible for those relatively large dif-
ferences, but they cited a theoretical study where the authors studied a pyridine
molecule that carries a phosphonic and a carboxylic acid anchor [23]. They
found that the injection rate depends more on the choice of anchor group rather
than on the binding mode of the functional groups. Ultimately, the anchor group
plays an important role in the moderation of the electron transfer. As a side
note, we would like to mention an article by Vercelli et al. who linked CdSe
nanoclusters with diamines and hydrazine [24], where the authors found that
the photoconductivity in a multilayered structure is highest when the QDs are
linked with hydrazine. However, due to the toxicity of hydrazine, ethylenedi-
amine would be the best choice to link the QDs.
An extensive study about anchoring groups through which dye molecules
bind to anatase(101) and rutile(110) surfaces of TiO2 was presented by Ambro-
sio et al. [25]. They identified acetylacetone, hydroxamic acid, catechol, and
phosphonic acid as good anchor groups. Phosphonic acid was reported earlier
by these authors in the same context [26]. Furthermore, on the anatase surface
catechol has the fastest injection rate in its bridging bidentate mode. The hydro-
gen atoms are donated to the TiO2 surface.
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Medintz et al. studied QD–dopamine bioconjugates, which they employed
for biolabeling [27]. The electron transfer occurs via a peptide to the dopamine
molecule, thereby effectively quenching the QD’s photoluminescence. The hy-
droquinone type structure of dopamine enables the same binding modes to the
TiO2 as does catechol. Additionally it offers the possibility to bind to a QD via
the amine group, eventually acting as a linker molecule.
Further, Pernik et al. listed a few points that have an impact on the efficiency
of a QDSSC [28]. One of the more important point is that the surface of the
QDs should be cleaned of any residual phospine oxide ligands that were used
during synthesis, referencing to the insulating properties of ligands with long
aliphatic tails like TOPO. They also mentioned that direct adsorption of the QDs
on TiO2 shows faster electron injection over CdSe clusters that are linked with
mercaptopropionic acid (MPA).
In DSSCs the dye molecules are usually adsorbed on TiO2 nanoparticles
[29]. DSSCs are, however, not limited to employ solely nanoparticles, there
are also reports that employed TiO2 nanotubes as the sensitized material [30–
33]. Nanoparticles have to transport the photogenerated charge across a 3-
dimensional structure, which is thought to hamper the efficiency of such sys-
tems. Nanotubes, on the other hand, are limited the only 1-dimension, therefore,
charges are separated much faster.
Obviously, the same strategy can be chosen for the preparation of QDSSCs,
too. For instance, Li et al. reported that the photocatalytic activity of QD-TiO2
nanotube heterostructures is higher than a pure QD solution or TiO2 nanotubes
[34]. Other groups reported such QD-TiO2 nanotube systems also as a possible
photovoltaic application [11, 35–42]. The efficiencies of the power conversion
is still relatively low; it did not exceed 3 % in these reports. Also theoretically
TiO2 nanotubes sensitized with QDs have been the subject of investigation. A
rather minimal (CdSe)2-TiO2 nanotube system was investigated by Dong et al.
by means of hybrid DFT calculations [43].
4.2 TiO2
TiO2 is a wide gap semiconductor used in dye and quantum dot sensitized solar
cells. The bulk band gap of the anatase phase is about 3.15 eV [46], too large to
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exploit photons that lie energetically within the ultraviolet and visible (UV/Vis)
range of the sunlight. In this section we present results for different TiO2 sys-
tems, which are anatase bulk and surfaces, nanotubes, and nanoparticles.
As discussed in earlier chapters, band gaps, Eg, that are calculated with the
PBE functional are underestimated; in contrast, that arising from PBE0 calcula-
tions is clearly overestimated. The HSE06 hybrid functional results in slightly
better numbers, but the band gaps of TiO2 systems like nanotubes, for instance,
are still overestimated [48]. See also Table 4.1 for more details. A most effec-
tive way to circumvent this problem without the necessity of expensive com-
putational methods, is to apply DFT+U [49]. For TiO2 we use the effective
parameter U as it was derived by Deskins and Dupuis using cp2k, which they
determined to be 4.1 eV [50, 51].
We first present the results for a bulk system of TiO2 anatase. The PBE
results are within the results that were published earlier. The band gap is 0.2 eV
higher than the one reported by Landmann et al. [45], but it underestimates the
experimental band gap by 1 eV. See Table 4.1 for more details. The optimized
PBE lattice parameters, on the other hand, are very close to the experimental
values, they differ by as little as a few hundreds of Å. The PBE+U calculation
reproduces better the experimental band gap, it is underestimated by 0.2 eV.
Furthermore, the experimental lattice parameters are slightly underestimated by
PBE+U.
The absorption spectra for the bulk systems are represented in Fig. 4.1, and
Eabs are tabulated in Table 4.1. Again, the PBE+U first absorption maximum
Method Eg, [eV] Eabs, [eV] a, [Å] c, [Å]
PBE 2.12 2.41 3.776 9.486
PBE+U 2.97 3.30 3.691 9.413
PBE0a 4.50 – 3.758 9.704
PBEb 1.94 – – –
HSE06b 3.60 – – –
Exp. 3.15c – 3.784d 9.515d
a Reference [44]
b Reference [45]
c Reference [46]
d Reference [47]
Table 4.1 Band gaps,
Eg, of bulk TiO2 anatase
obtained with different
functionals. Also, the unit
cell vectors a and c are
included. The spectra that
correspond to the PBE
and the PBE+U results are
shown in Fig. 4.1.
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Fig. 4.1 Absorption spectra for TiO2 anatase bulk calculated with the PBE and the
PBE+U methodologies.
is located at a higher energy (3.30 eV) than the pure PBE first absorption peak
maximum, which is located at 2.41 eV. Furthermore, the first PBE absorption
peak is divided into two subpeaks, whereas the first absorption peak for PBE+U
is not. The intensity of both peaks, however, is roughly the same. The PBE+U
spectrum illustrated in Fig. 4.1 reproduces nicely the experimental UV–Vis spec-
trum published by Asahi et al. [52] and Zhao and Yu [53] for TiO2 anatase. In
Fig. 4.2 our calculated PBE+U spectrum is shown together with the experimen-
tal spectrum reported by Asahi et al.. The experimental spectrum of the bulk
anatase TiO2 was obtained by measuring dry-pressed disk samples applying
UV–Vis diffuse reflectance spectroscopy, which is the reason for the low resolu-
tion of their spectrum in comparison to our calculated spectrum. The first peak
starts to raise at roughly 3.18 eV (390 nm) and reaches the maximum height
at 3.3 eV (375 nm), similar to the experimental spectrum. Based upon these
results, we will apply the PBE+U methodology on the TiO2 systems in what
follows.
Next, we give our attention to the TiO2 nanotubes. Ferrari et al. considered
only the (2n,n) and (0,m) rollup vectors to generate 1 ML (101) anatase-type
nanotubes [48]. According to them, the (n,0) rollup vector did not produce
stable structures. Here, we employ the (0,m) roll-up vector where m = 8,12,16;
consequently, the individual tubes are denominated as NT(0,8), NT(0,12), and
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Fig. 4.2 In (a) is the experimental spectrum represented as it was obtained by Zhao
and Yu [53]. This UV–Vis diffuse reflectance spectrum was obtained using the dry-
pressed disk samples. In (b) the PBE+U spectrum is illustrated, but this time we use nm
as the energy unit to better be able to compare it to the experimental spectrum.
NT(0,16). The geometries and the spectra of these tubes are depicted in Fig. 4.3
and 4.4. This choice of roll-up vectors allows for relatively small nanotubes that
can be used as the sensitized material in a theoretical model.
Since some QDs that we employ have larger diameters than others, two dif-
ferent tube lengths are used. Typically, we set the length of the nanotubes to
20.5 Å. In some cases this tube length is too short to include a given cluster,
therefore, it is extended to 30.75 Å. The (Cdse)34 cluster is an example for such
a cluster that needs a longer tube in order to model the QD-nanotube system.
However, due to the already large number of atoms that are needed to model the
NT(0,12) and NT(0,16), only the smallest NT(0,8) tube will be employed also
with a length of 30.75 Å.
In Table 4.2 the band gaps and the first absorption peak maxima are given.
Ferrari et al. calculated Eg using the PBE0 functional, which is why their results
are very large. Apart from this technical difference, we calculated the same band
gap energy sequence as in their paper: NT(0,8) has the smallest gap, NT(0,12)
the largest, and NT(0,16) lies in-between [48]. Our result for NT(0,8) is in
accordance with other literature as well [43, 54].
In Fig. 4.4 are the absorption spectra for the three nanotubes represented,
the corresponding first absorption peak maxima are tabulated in Table 4.2. The
sequence of Eabs is different to the Eg sequence. The lowest excitation en-
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(a) NT(0,8)
(b) NT(0,12)
(c) NT(0,16)
Fig. 4.3 The cross-sections and side-views of the three nanotube systems are repre-
sented here. In (a) the tube with the smallest diameter in this work is shown, which
is labeled NT(0,8). Here, the 30.75 Å long nanotube is shown. In (b) the NT(0,12)
nanotube is illustrated. Finally, in (c) the geometry of the largest diameter nanotube is
depicted, labeled NT(0,16).
ergy is also attributed to the NT(0,8) tube, while Eabs for the NT(0,12) tube is
slightly higher. ENT(0,16)abs is localized at somewhat higher energies than E
NT(0,12)
abs .
However, the tube with the largest diameter also shows optical activity right
above 4 eV, which is indicated by a shoulder that is about half as intense as the
peak at 4.23 eV. While the shoulder is obvious for this system, also the other
two systems have such shoulders, although they show either very low intensity
(NT(0,8)), or it is hardly noticeable (NT(0,12)). The spectra as they are illus-
trated in Fig. 4.4 are shifted by about 1 eV to the blue compared to the spectrum
presented by Li et al. [55]. The higher energy of our results is explained with the
smaller diameters of our nanotube systems: here they are between 1.0 and 2.0
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Fig. 4.4 Shown are the optical absortpion spectra of the three nanotube systems as
they are illustrated in Fig. 4.3.
nm, whereas Li et al. synthesized titanate nanotubes with diameters of 10 nm.
All in all, we reproduce well the optical properties of anatase(101) nanotubes.
Apart from the nanotube systems discussed above, we also use a non-periodic
(TiO2)38 nanoparticle and sensitize it with CdSe QDs. Its Eg is equal to 2.83 eV,
slightly below the corresponding gap for the bulk anatase. The optimized geom-
etry is shown in Fig. 4.5. It is formed by two layers of anatase(101), however,
these layers collapse at the edges of the cluster, where most Ti atoms form only
4 bonds to adjacent oxygens. The absorption spectrum for (TiO2)38 represented
in Fig. 4.5(a) does not show a distinct first absorption peak maximum, but rather
it increases steadily at energies higher than 3 eV. This is 0.5 eV above Eabs of the
bulk spectrum. The lack of distinct peaks is attributed to the distorted geometry
Tube model Eg, [eV] Eabs, [eV]
NT(0,8) 3.37 4.11
NT(0,8), PBE0a 5.32 –
NT(0,12) 3.78 4.19
NT(0,12), PBE0a 5.70 –
NT(0,16) 3.71 4.23
NT(0,16), PBE0a 5.64 –
a Reference [48]
Table 4.2 Calculated PBE+U
band gaps Eg, and first absorption
peak maximum Eabs of the TiO2
nanotubes. The corresponding ab-
sorption spectra are represented in
Fig. 4.4. The spectrum of NT(0,16)
shows a shoulder at 4.03 eV.
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(a) Optical absorption spectrum.
(b) Top view. (c) Side view.
Fig. 4.5 The absorption spectrum of (TiO2)38 is shown in (a). Top and side view of
the optimized (TiO2)38 cluster are illustrated in (b) and (c), respectively.
of the cluster and unsaturated bonds on the surface, which leads to a manifold
of possible excitations.
Finally, in Fig. 4.6 the HOMO and LUMO energy levels of the above pre-
sented TiO2 systems are shown. The (CdSe)13 and (CdSe)13(MA)6 clusters, as
well as the (CdSe)34 cluster, are also included in order to illustrate the relative
arrangement of the valence and conduction band edges between QD and semi-
conductor. The LUMOs of the bare (CdSe)13 and (CdSe)34 clusters coincide
energetically only with the LUMO of the (TiO2)38 nanoparticle.
When it will be combined with nanotubes, the efficiency of such a system
will probably be low since an excited electron will more likely recombine with
the photogenerated hole within the QD if the electronic wave function of the MO
into which the electron is transferred is not spread over the TiO2 part. This is in
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Fig. 4.6 HOMO and LUMO energies of the TiO2 nanotube systems and the nanopar-
ticle introduced in this section are presented here. Additionally, the (CdSe)13 and
(CdSe)13(MA)6 clusters are included to demonstrate the relative energy between these
MOs.
the spirit of Le Bahers et al. who reported that the presence of tert-butylpyridine
in a DSSC should reduce the rate of electron injection [56], because it alters
the electronic structure of the investigated DSSC as such that the LUMO+1
orbital of the dye lies consistently below the CB edge of ZnO. On the other
hand, addition of Li+ ions will enhance the electron transfer rate because the
LUMO+1 is shifted well beyond the CB edge of ZnO. The LUMO of the ligated
cluster, however, does overlap with the LUMOs of the nanotubes. Consequently,
the performance of the cell should be good.
4.3 Linker molecules
Although different studies showed that the efficiency of the electron transfer
from the QD to the mesoscopic semiconductor is higher when the QD is ad-
sorbed directly [28, 57], the usage of a linker molecule does have certain advan-
tages like submonolayer coverage, and preventing the QDs to aggregate, which
would hamper the solar cell efficiency.
Here, we chose two organic molecules that will link the quantum dots with
the TiO2 structures described earlier. These are 3-mercaptopropionic acid (MPA)
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OH
O SH
(a) 3-mercaptopropionic
acid (MPA)
OH
NH2OH
(b) Dopamine (DA)
Fig. 4.7 The aliphatic linker 3-mercaptopropionic acid is illustrated in (a), while
dopamine represents an aromatic-type linker as it is shown in (b).
and dopamine (DA). Both molecules are represented in Fig. 4.7. MPA is a typi-
cal linker molecules used in the synthesis of TiO2 structures with CdSe [28]. DA
has a partially aromatic structure. It is used in bio-sensing applications where
the photoexcited electron is transferred to it [27]. It belongs to the same family
of quinones like catechol, and since catechol is used as a sensitizer in DSSCs,
we investigate DA as a possible linker molecule. Another reason that favors the
usage of DA is that aromatic linkers lead to enhanced electronic coupling of the
QD with TiO2 [21, 22].
The adsorption mode of catechol has been reported to be the dissociative
bidentate adsorption mode [58, 59]. DA adsorbs to the nanotube in the bridging
mode only by inducing a strong deformation to the tube, where it obtains rather
an ellipsoidal than a circular form. We found that both DA and MPA are ad-
sorbed in a crossed, bidentate adsorption mode on the TiO2 nanotubes, which is
0.12 eV more stable than the bridging bidentate adsorption mode.
4.4 (TiO2)38 cluster sensitized with CdSe QDs
The (TiO2)38 cluster is the largest cluster that has been employed in a series of
articles written by Sánchez-de Armas et al. [60, 61]. In these articles they also
reported that the (TiO2)6 cluster is smallest nanocluster model to successfully
reproduce the electronic absorption spectra of dye–TiO2 systems. However, the
size relation between a QD and the TiO2 nanoparticle is matched much better
with the larger TiO2 cluster, which is why we will use it as the sensitized part of
the QDSSC model. We consider both MPA and DA as the linker molecules.
In order to check if any interactions between the ligands and the TiO2 cluster
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Fig. 4.8 Represented are in (a) the optical absorption spectra of
(CdSe)13(MA)6−MPA−(TiO2)38, (CdSe)13(MA)6, and the (TiO2)38 cluster. Mode 1
and 2 refer to the orientation of the QD’s ligand molecules with respect to the TiO2
cluster, see the main text for details. The respective geometries are illustrated in (b) for
mode 1, and in (c) for mode 2.
would have an influence on the spectrum, we employed to different modes for
the (CdSe)13(MA)6−MPA−(TiO2)38 system. They differ in that for one mode
no interaction between the ligand molecules and the TiO2 cluster occurs (mode
1), whereas for the second mode a weak interaction between one MA ligand and
the cluster surface exists (mode 2). Since the ligands contribute only little to the
MOs near the valence band edge and the LUMO, which is shown in Table 3.4
on page 71 for the aliphatic ligands and in Table 3.6 on page 78 for the aromatic
ligands, it is not expected that this type of interaction between ligand molecules
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Fig. 4.9 Partial DOS of (CdSe)13(MA)6−MPA−(TiO2)38.
and the TiO2 surface has an important influence on the energetically lowest lying
optical transitions.
The calculated spectra for both modes and the optimized geometry are rep-
resented in Fig. 4.8. A look at the two spectra makes it clear immediately that
ligand-TiO2 cluster interaction does not substantially alter the spectrum. The
first absorption peak maximum is located at a slightly higher wavelength when
the ligand interacts with the TiO2 cluster, the peak itself is a little bit broader,
and a small peak forms at almost 3 eV. But these changes are too small as that
we would have to take care of them; consequently, we are not concerned about
such interactions for other systems that we will calculate.
If we compare the (CdSe)13(MA)6−MPA−(TiO2)38 spectrum to the one ob-
tained for the (CdSe)13(MA)6 QD, then we observe a small blue-shift of the first
absorption peak from 2.58 to 2.64 eV. This is in contrast to the red-shift that is
observed when alizarin is adsorbed on TiO2 clusters [58, 60]. Optical activity,
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however, occurs also at lower wavelengths: in the QD-TiO2 model it is indi-
cated by a small shoulder that is located at the energy where the QD spectrum
has the first Eabs maximum. On the other hand, in the QD spectrum a shoulder
is observed near to where the (CdSe)13(MA)6−MPA−(TiO2)38 spectrum has it
first absorption peak maximum. Up to 3.5 eV the spectra are formed mainly by
the absorption features correlated to the CdSe cluster, above 3.5 eV the TiO2
cluster contributes to the spectrum as well, which leads to a higher intensity of
the spectrum compared to both the isolated QD and TiO2 clusters.
Although Eabs is 2.64 eV, the band gap, Eg, for this system is effectively 0.51
eV. As can be seen in Fig. 4.9, the HOMO and the VB are formed by the orbitals
of the QD, while the LUMO and the CB consist of orbitals from the (TiO2)38
cluster. Only about 2 eV above the CB edge, CdSe does contribute to the CB,
too, which is favorable in terms of an efficient electron transfer from the QD to
the TiO2 cluster.
The TiO2 gap is 2.83 eV, whereas the CdSe gap is about 2.48 eV. These band
edges found for the CdSe as well as for the TiO2 part are basically the same as
for the independent systems. The PDOS for (CdSe)13(MA)6 part, which is illus-
trated in the lower panel in Fig. 4.9, reveals that it did not change substantially
compared to the PDOS of the isolated cluster (c.f. Fig. 3.10 on page 70). The
single peak at the CB edge still exists, and the Se 4p orbitals make the largest
contribution to the VB. Therefore, the inclusion of a QD as the sensitizing sys-
tem does not change the relative order of the MOs of the individual parts of the
system.
From the optical absorption spectrum in Fig. 4.8, the PDOS in Fig. 4.9,
and the band gap of the system, it becomes clear that the electron transfer is
of indirect type. This is reasoned with the fact that the first absorption peak
corresponds more to band gap of the isolated QD rather than to the band gap of
the total system.
What happens if the MPA linker is exchanged for a dopamine molecule? The
spectra that are represented in Fig. 4.10 reveal that when the linker molecule is
exchanged the resulting spectrum differs a lot. Suddenly, below 2.5 eV optical
activity occurs, which does not show up when MPA links the QD to (TiO2)38.
Furthermore, the band gap of the DA linked system becomes suddenly zero.
To reveal the origin of this optical activity, the absorption spectrum of the
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Fig. 4.10 Optical spectrum of the DA linked (CdSe)13(MA)6−DA−(TiO2)38 system.
Apart from the spectrum of the system that uses the MPA linker in Fig. 4.8, the spectrum
of a DA molecule adsorbed on the (TiO2)38 cluster is also included.
(TiO2)38DA system is included in the same figure. Obviously, it is related to the
adsorption of the aromatic DA molecule on the TiO2 cluster since both spectra
resemble each other very much. There is one absorption peak at 2.6 eV that is
not present in the spectrum of (TiO2)38DA, but which is present in the spectrum
of (CdSe)13−MPA−(TiO2)38 and (CdSe)13(MA)6−DA−(TiO2)38, therefore, we
assign it to the first absorption peak that takes place in the QD. In the DA linked
system it is even slightly more intense than when MPA is the employed linker.
The DA’s aromaticity and the symmetry of its pi-orbitals make it possible that
the electron wave function extends better over the whole system. In Fig. 4.11
the HOMOs and the LUMOs of both the MPA and the DA linked systems are
illustrated. There it can be seen that in general the HOMO is localized more
on the QD, whereas the LUMO is found for large parts on the TiO2 cluster.
Although this is basically true for both models, this effect is more pronounced
for (CdSe)13(MA)6−MPA−(TiO2)38, and less when DA is the linker. In the latter
system, a different effect occurs. Here, the pi-orbitals of the linker molecule are
part of the HOMO and the LUMO, effectively bridging the QD and the TiO2
cluster. This does not occur when MPA links the two clusters. DA has as well
an aliphatic part, which coordinates with the amine group to the QD. It would
be interesting to see what influence a linker molecule like mercaptobenzoic acid
would have on the optical properties and on the frontier MOs of the QD–linker–
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(a) QD−MPA−(TiO2)38, HOMO (b) QD−MPA−(TiO2)38, LUMO
(c) QD−DA−(TiO2)38, HOMO (d) QD−DA−(TiO2)38, LUMO
Fig. 4.11 Illustrated are the HOMOs and LUMOs of the (CdSe)13(MA)6 cluster linked
to (TiO2)38. In (a) and (b) the HOMO and the LUMO, respectively, of the MPA linked
QD are represented, while in (c) and (d) the HOMO and the LUMO of the DA linked
QD are shown. For the isosurfaces an isovalue of ±10−3 is applied.
TiO2 system.
In Fig. 4.12 the PDOS of the DA linked system is presented. Additionally
to the Cd, Se, Ti and O orbitals that we use to illustrate the electronic properties
of the system around the band gap, we include the 2p orbitals of dopamine’s O,
C, and N atoms in the lowest panel. Also, a portion of the Ti 3d orbital between
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Fig. 4.12 Partial DOS for the DA linked system. In the lowest panel, PDOS of the C,
O, and N atoms that form the dopamine linker are represented. For better illustration,
the Ti 3d orbitals are shifted along the y-axis. The inset in the lowest panel shows a
magnified portion of the orbitals for better representation.
−2.6 and 0 eV is included as well. It is shifted as such that it is not covered
by the remaining plots. The dopamine O atoms form a bond with the Ti atoms,
which is indicated through the relatively strong peak at −2.5 eV that occurs in
the ODA 2p plot. The band at −2.0 eV consists of O and C 2p orbitals, these are
certainly the pi bonds in DA. Nitrogen shows a peak for its 2p orbitals at −1.6
eV. Carbon does not contribute anything to the MO at this energy, neither 2p nor
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the 2s orbitals, which are not included in this figure. Therefore, this molecular
orbital reflects the Cd−N bond since the Cd 4d and 4p orbitals, where the latter
is also not included in the figure, contribute to this MO. It results a situation
where the DA linker forms part of the VB. The linker, however, is not part of
the CB, at least not near the band edge. Only at energies as high as 4 eV, C 2p
orbitals show considerable contribution to the unoccupied MOs in that energy
range.
At this point it would be extremely interesting to see if and how the differ-
ent linker molecules have an influence on the kinetics of the electron transfer.
Two scenarios seem reasonable. First, the fact that DA leads to an electron wave
function that is extended over the whole system, could be interpreted in a way
that an aromatic linker facilitates the electron transfer. However, the optical ac-
tivity below 2.5 eV, induced by the interaction between DA and TiO2, indicates
that a second possible scenario is possible, too: that the DA–TiO2 complex is
also optically active and as such lifts the predictability of the first absorption
peak of QDs, which is inherently related to the size of a given QD.
There exists a methodology developed by Chen et al. where the photo-
induced electron transfer is estimated [62]. This includes also the transfer from
the excited system, in our case when the photogenerated electron is localized
on the QD, to the TiO2 part. However, the calculations are computationally ex-
tremely demanding. Apart from that, to the best of our knowledge, the method
is not yet implemented in any computational code.
4.5 TiO2 nanotubes sensitized with CdSe QDs
In this section we present the results for TiO2 nanotube systems that are sensi-
tized with bare or ligated CdSe clusters. We first start with the smallest NT(0,8)
tube, which, due to its size, is the nanotube that we used the most in this work.
To it, results obtained for QDs that sensitize NT(0,12) and NT(0,16) nanotubes
are added to round off the picture of quantum dot sensitized TiO2 nanotubes.
For the NT(0,8) three different QD–NT models are employed. One, where
one bare (CdSe)13 cluster is added to the tube, which is illustrated in Fig. 4.13(a).
The second system is then modeled by linking one (CdSe)13(PTOL)6 cluster via
the MPA linker to NT(0,8), as it is shown in Fig. 4.13(b). The third QD–NT
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(a) (b) (c)
Fig. 4.13 In (a) and (b) are the geometries represented of (CdSe)13−NT(0,8), and
of (CdSe)13(PTOL)6−MPA−NT(0,8), respectively. Finally, in (c) the geometry of
((CdSe)13(MA)6−MPA)2−NT(0,8) is shown, however, only one QD is included in the
figure, which is indicated by the carboxylic anchor group at the bottom of the figure.
model consists of two (CdSe)13(MA)6 QDs that are also linked with a MPA
molecule to the nanotube. Its geometry is represented in Fig. 4.13(c).
Similar to the QD–TiO2 cluster systems, the VB of CdSe lies within the
band gap of the TiO2 nanotube, and the CB edge of the TiO2 part reaches into
the band gap of the QD. This can be observed again for the (CdSe)13−NT(0,8)
system in Fig. 4.14. The band gap for the total system is 1.62 eV, see also
Table 4.3. Since the CdSe cluster is adsorbed directly on the tube, certain hy-
bridization of the MOs of the two parts manifests. While the Ti 3d and the
O 2p orbitals of (CdSe)13−MPA−(TiO2)38 does not show any indication that
they contribute to any MO right above the TiO2 VB edge, the contrary is the
case for the present QD–NT system. Even though the contribution is small, it
is observable between −1.8 and −1.0 eV, indicating that the direct adsorption
of the QD on the nanotube does alter the electronic wave function of the single
atomic species. Although these states are small, it might be that through them
additional excitonic relaxation channels open up, which could either be bad or
good. It would be bad if charge carrier recombination would occur; good, if it
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Fig. 4.14 Represented are the PDOS of (CdSe)13−NT(0,8). The upper panel shows
the PDOS of the Ti 3d and the O 2p orbitals, while in the lower panel the corresponding
4d and 5s orbitals for Cd as well as the 4p orbitals for Se are plotted.
would serve as a transfer channel of the excited electron towards the nanotube
[28, 57]. Unfortunately, and as indicated already at the end of §4.4, we are not
in the position to comment on these assumptions since we did not perform any
calculations that would confirm or refute either of these hypothesis.
Also the (CdSe)13−NT(0,8) model, much like the (CdSe)13−MPA−(TiO2)38
model, has the CdSe CB edge located close to 2.5 eV, which is again within the
TiO2 CB. This is about the same energy where the bare (CdSe)13 cluster has the
CB edge. The optical absorption spectrum for this model system is illustrated in
Fig. 4.15. A blue-shift of roughly 0.05 eV occurs upon adsorption of the QD on
the nanotube. This phenomenon is also observed when the saturated (CdSe)13
cluster is linked to the TiO2 nanoparticle via the MPA and DA linkers. Fur-
thermore, one sees that the NT(0,8) spectrum, which is indicated with a black,
dashed line, does not overlap with the part of the CdSe cluster below energies of
3.5 eV, which actually is the most interesting part of the spectrum as this is the
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Fig. 4.15 Shown are the optical absorption spectra for the (CdSe)13−NT(0,8) system
and for the single QD as well.
UV/Vis range of the solar light.
As can be seen in Fig. 3.15 on page 77, the VB and CB edges of
(CdSe)13(MA)6 are 1.3 eV higher in energy than that of the bare QD. This is
almost the size of the band gap of the (CdSe)13−NT(0,8) model. Since the
tube remains the same, one could speculate that the band gap of the
((CdSe)13(MA)6−MPA)2−NT(0,8) system will be small. Indeed, this is what
can be observed in Fig. 4.16: the VB, which consists again mainly of Cd and Se
orbitals, and the CB, which has the main contribution from the Ti 3d orbitals,
are both lying closer to the Fermi level, and the band gap Eg = 0.71 eV.
Table 4.3 Band gaps, Eg, and first absorption peak maxima, Eabs, of the different
QD–NT systems.
Method Eg, [eV] Eabs, [eV]
(CdSe)13−NT(0,8) 1.62 2.45
((CdSe)13(MA)6−MPA)2−NT(0,8) 0.71 2.68
(CdSe)13(PTOL)6−MPA−NT(0,8) 0.71 2.66
(CdSe)34−NT(0,8) 1.81 2.02
(CdSe)34−MPA−NT(0,8) 1.67 1.87
((CdSe)13)2−NT(0,12) 1.62 2.45
((CdSe)13−MPA)4−NT(0,16) 0.94 2.43
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Fig. 4.16 Represented are the PDOS of ((CdSe)13(MA)6−MPA)2−NT(0,8). The up-
per panel shows the PDOS of the Ti 3d and the O 2p orbitals, while in the lower panel
the corresponding 4d and 5s orbitals for Cd as well as the 4p orbitals for Se are plotted.
Apart from the height of the bands, the contribution of the Cd and Se atomic
orbitals to the valence and conduction bands in Fig. 4.16 reproduce closely those
of the isolated QD in the second panel of Fig. 3.10. The effect of the MPA
linker on the electronic structure of the QD-NT(0,8) system is the same as in
the (TiO2)38 case: it avoids that any mixed states between CdSe and TiO2 oc-
cur. Below 2.5 eV, neither Cd nor Se orbitals do significantly add to the MOs.
Therefore, between the Fermi level and 2.5 eV the MOs are localized only on
the TiO2 nanotube.
The MOs that correspond to those VB and CB edges of the total system,
as well as to those bands that are formed by the CdSe cluster at 2.5 eV, are
represented in Fig. 4.17. The HOMO-1 and the HOMO resemble to the HOMO
of the (CdSe)13−MPA−(TiO2)38 cluster, where the main part of the orbital is also
localized on the QD. However, while for the (CdSe)13−MPA−(TiO2)38 model
part of the HOMO extends also over the TiO2 nanoparticle, for the QD–NT(0,8)
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(a) LUMO+129 (b) LUMO+132
(c) LUMO
(d) HOMO-1 (e) HOMO
Fig. 4.17 Illustrated are the LUMO+129 and LUMO+132, respectively, in (a) and
(b). These molecular orbitals correspond to the band at around 2.5 eV in the lower
panel of the PDOS in Fig. 4.16. The LUMO is represented in (c), while the HOMO-1
and HOMO are shown in (d) and (e). The orientation and the view angle is the same for
all graphics except the LUMO. For the isosurfaces an isovalue of ±10−3 is applied.
system it shows up solely on the CdSe clusters. It is furthermore interesting
to note that the HOMO and the HOMO-1 are located on either QD; both MOs
do not extend over the two CdSe clusters, as can be seen in Fig. 4.17(e) and
Fig. 4.17(d), respectively. Similarly, the LUMO extends solely over the tube.
Both features reflect what is observed in the PDOS in Fig. 4.16: the VB edge
is formed by Cd and Se orbitals, whereas the CB closest to the Fermi level
constitutes of Ti and O orbitals.
The situation is different if the LUMO+129 and the LUMO+132 are consid-
ered, which are represented in Fig. 4.17(a) and 4.17(b). As just mentioned, these
MOs belong to the bands that occur at around 2.5 eV. Here, the orbitals extend
not only over one CdSe cluster, but rather they extend over the whole nanotube,
and partially over the second CdSe cluster as well. However, this contribution is
rather small. Both MOs are basically degenerate; the energy difference between
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Fig. 4.18 Illustrated are the optical absorption spectra for the
((CdSe)13(MA)6−MPA)2−NT(0,8) system, and for the isolated ((CdSe)13(MA)6
cluster.
them is 0.012 eV.
Also for the ((CdSe)13(MA)6 cluster a blue-shift of the first absorption peak
maximum is observed. It is, however, stronger than it was for the directly ad-
sorbed, unsaturated cluster; the shift is found to be 0.1 eV. The main peak in
((CdSe)13(MA)6−MPA)2−NT(0,8), which is located at 2.68 eV, is preceded by
a small shoulder at an energy of roughly 2.55 eV. This coincides with the first
absorption peak of the isolated cluster. It seems as if the inclusion of a linker
molecule makes it energetically more expensive to excite this system compared
to the bare cluster which was adsorbed directly on the nanotube. Although the
blue-shift for the ((CdSe)13(MA)6−MPA)2−NT(0,8) model in absolute numbers
is not large, it is twice as much when related to the (CdSe)13−NT(0,8) system.
Similar results are found for the (CdSe)13(PTOL)6−MPA−NT(0,8) model
system, for which the optimized geometry is shown in Fig. 4.13(b). The PDOS
are included in Fig. 4.19. One can easily see that these DOSes do not change
qualitatively when compared those in Fig. 4.16. The band gap of the TiO2 nan-
otube is the same, also the bands that correspond to this part of the system are
very similar. The main difference to the graphs in Fig. 4.16 is that the CB formed
by the QD are less intense.
In Fig. 4.20 is the optical spectrum of (CdSe)13(PTOL)6−MPA−NT(0,8) il-
lustrated. Interestingly, the comparison of Figures 4.18 and 4.20 reveals that the
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Fig. 4.19 Represented are the PDOS of (CdSe)13(PTOL)6−MPA−NT(0,8). The upper
panel shows the PDOS of the Ti 3d and the O 2p orbitals, while in the lower panel the
corresponding 4d and 5s orbitals for Cd as well as the 4p orbitals for Se are plotted.
first absorption peak maximum of the (CdSe)13(PTOL)6−MPA−NT(0,8) spec-
trum is located at the same wavelength as the first absorption peak maximum
of ((CdSe)13(MA)6−MPA)2−NT(0,8). If the spectra of the two isolated clusters
are compared, however, the first absorption peak maximum of (CdSe)13(PTOL)6
has an energy 0.13 eV below that of (CdSe)13(MA)6. The effect of linking the
QD and the nanotube with MPA is that the two spectra are aligned with respect
to the first absorption peak maxima, independently on what kind of ligands pas-
sivate the QD surface.
The next QD model that sensitizes the NT(0,8) nanotube is the naked
(CdSe)34 cluster. Two systems are modeled, one where the QD is adsorbed
directly on the tube, for which the optimized geometry is shown in Fig. 4.21(a);
and one that is linked with the MPA linker, as it is represented in Fig. 4.21(b).
The H atom of the MPA linker is adsorbed next to the adsorption site of the
linker. The length of either nanotube is 30.75 Å in order to avoid interactions
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Fig. 4.20 Shown are the optical absorption spectra for the (CdSe)13−NT(0,8) system
and for the single QD as well.
between the periodic images of the QDs along the tube axis.
The earlier presented systems where saturated and unsaturated (CdSe)13
clusters were adsorbed on the NT(0,8) showed that the band gap of the to-
tal system is wider if the unsaturated cluster is adsorbed directly on the tube.
Since no unsaturated cluster was adsorbed via the MPA linker, it is not clear
if the band gap decrease observed in ((CdSe)13(MA)6−MPA)2−NT(0,8) and
(CdSe)13(PTOL)6−MPA−NT(0,8) occurs due to the linker or because the dan-
gling bonds on the Cd surface atoms are saturated. Since the (CdSe)34 cluster is
modeled without saturating ligands in both systems, we are now in the position
to clarify the ambigous results presented above for the (CdSe)13 clusters.
Fig. 4.22(a) shows the PDOS of the (CdSe)34−NT(0,8) system where the QD
is directly adsorbed, and in Fig. 4.22(b) the PDOS of (CdSe)34−MPA−NT(0,8)
is illustrated. From these graphs it becomes clear that the MPA linker is not
the cause for the smaller band gap in the ((CdSe)13(MA)6−MPA)2−NT(0,8)
and (CdSe)13(PTOL)6−MPA−NT(0,8) models compared to the
(CdSe)13−MPA−NT(0,8) model. The PDOS in Fig. 4.22(b) shows also a smaller
band gap. For the MPA linked model Eg = 1.67 eV, when the QD adsorbs di-
rectly on the tube it results Eg = 1.81 eV. Since the only difference between these
models is the MPA linker, the linking molecule does narrow the band gap and
induces a change in the electronic structure of the QD-NT system. Analogically
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(a) (b)
Fig. 4.21 In (a) is illustrated the optimized geometry of (CdSe)34−NT(0,8), and in (b)
the one of (CdSe)34−MPA−NT(0,8).
to the band gap discussion, also the several states in the band gap of the TiO2
part are observed in Fig. 4.22(a). As discussed above, these states occur only
due to the interactions of the bare QD with the TiO2 nanotube, since in both
systems the cluster is naked.
Earlier we mentioned that the LUMO of the QD should be above the CB of
the TiO2, citing the work of Le Bahers et al. [56]. We also presented in Fig. 4.6
HOMO and LUMO energies of TiO2 systems and (CdSe)34. Since in that fig-
ure the LUMO of this QD is clearly below the CB of any of the TiO2 nanotube
systems, it is likely that it will not be suitable as a sensitizer of these tubes. In-
deed, the PDOS in Fig. 4.22(a) reveal that the CB edge of the CdSe part is below
the CB edge of NT(0,8). Obviously, the interaction between (CdSe)34 and the
NT(0,8) leads to a destabilized CB on the TiO2 tube, which is stronger here than
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Fig. 4.22 Represented are in (a) the PDOS of the (CdSe)34 QD adsorbed directly
on the NT(0,8), as it is illustrated in Fig. 4.21(a). In (b) is shown the PDOS of the
(CdSe)34−MPA−NT(0,8) QD-NT model as it is depicted in Fig. 4.21(b).
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Fig. 4.23 Illustrated are the spectra of (CdSe)34−NT(0,8) and
(CdSe)34−MPA−NT(0,8). For better comparison, the spectrum of the (CdSe)34
QD is included also. The inset shows a magnified portion of the spectrum where the
lowest lying optical activity of the QDs usually occurs.
in the (CdSe)13−NT(0,8) model. What also leads to a CdSe CB edge below that
of the TiO2 nanotube is the smaller band gap of the (CdSe)34 cluster compared
to the (CdSe)13 QD. If the QD is linked with the MPA linker, the NT(0,8) CB
is much more stabilized compared to the systems where the QD is directly ad-
sorbed on the nanotube. This is observed for both systems, (CdSe)13−NT(0,8)
and (CdSe)34−NT(0,8).
The spectra of the (CdSe)34 clusters that are adsorbed directly or via the
MPA linker to the NT(0,8) nanotube are illustrated in Fig. 4.23. Unlike the
(CdSe)13−NT(0,8) systems, no blue-shift occurs here when compared to the
spectrum of the isolated cluster; the spectra for the (CdSe)34−NT(0,8) and
(CdSe)34−MPA−NT(0,8) models start to gain intensity at the same energy as
the isolated cluster. Also the higher lying absorption features between 2.25 and
2.75 eV do not shift in both models upon adsorption on, or linkage to, the TiO2
nanotube. The spectrum of the (CdSe)34 cluster that is adsorbed directly on the
nanotube, however, looses almost completely the characteristic structure of the
bare (CdSe)34 cluster spectrum. The first three peaks of this spectrum turn into
one broad peak centered at 2 eV. This occurs although the electronic structure of
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Fig. 4.24 Illustrated are the geometries of the ((CdSe)13−MPA)2−NT(0,12) and
((CdSe)13−MPA)4−NT(0,16) model.
both models does not change consistently, as is seen in Fig. 4.22(a) and 4.22(b).
In the last part of this section, we present results of two QD-NT systems,
where naked (CdSe)13 clusters are adsorbed on or linked to the larger NT(0,12)
and NT(0,16) nanotubes. On the smaller NT(0,12) nanotube, two bare QDs are
directly adsorbed on the nanotube, whereas on the NT(0,16) tube 4 bare clusters
are linked via the MPA linker. The geometries are presented in Fig. 4.24(a) and
4.24(b), respectively. We do not include the PDOS of these systems as it would
not contribute anything new to the already discussed systems.
Eventually, we present the optical absorption spectra of these systems. The
corresponding graphs are shown in Fig. 4.25, together with the spectrum of the
bare (CdSe)13 cluster. In this figure, one observes the blue-shift again that occurs
for all the (CdSe)13−NT(0,8) systems presented so far, independently if they
were directly adsorbed or linked with MPA. Since the two (CdSe)34−NT(0,8)
models do not show such blue-shifts, we could speculate that only the smaller
QDs see their first absorption peak maxima shifting to higher energies. A pos-
sible explanation is that the electronic structure of the larger clusters is not as
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Fig. 4.25 Spectra of ((CdSe)13)2−NT(0,12) and ((CdSe)13−MPA)4−NT(0,16) are il-
lustrated. The spectrum of the isolated bare (CdSe)13 cluster is included as well. The
black dashed vertical lines indicate the first 3 absorption features as they occur in the
spectrum of (CdSe)13.
strongly affected by the adsorption on the TiO2 nanostructure as the one of the
small clusters.
A different size dependency is observed also for the intensity of the spec-
trum. But here it involves only the number of clusters included in the model. For
instance, the lower intensity observed in Fig. 4.25 for the (CdSe)13−NT(0,12)
spectrum when compared to the larger system that contains 4 CdSe clusters, is a
consequence of the smaller number of QDs included in the system. As a result
the intensity is noticeably smaller because the dipoles of the 2 QDs are weaker
than those of the 4 CdSe cluster linked to NT(0,16).
The absorption spectrum of ((CdSe)13)2−NT(0,12) reveals an absorption
feature below the supposed first absorption peak maximum of (CdSe)13. How-
ever, this peak is very weak compared to first absorption peak at 2.45 eV, and it
is attributed to the direct adsorption of the QD on the TiO2 nanotube. Since this
adsorption mode leads to states in the band gap of the TiO2 part, this mode and
the energetically lower lying absorption feature are probably related.
The ((CdSe)13−MPA)4−NT(0,16) system does reproduce the first absorp-
tion peak maximum of the (CdSe)13 cluster, similar to the other QD–NT sys-
tems that use the MPA linker to connect the (CdSe)13 cluster with the TiO2
nanotube. From Fig. 4.25 a small blue-shift of 0.1 eV occurs for both the first
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absorption peak maximum as well as for the second, similar to the
((CdSe)13(MA)6−MPA)2−NT(0,8) and (CdSe)13(PTOL)6−MPA−NT(0,8) mod-
els that also experienced such blue-shifts of the same size. As can be seen, the
shift is independent on the number of the QDs linked to the nanotube.
4.6 Discussion
In this chapter, we extended the simulation of optical absorption from the iso-
lated QDs to TiO2 systems that are sensitized with some of the beforehand inves-
tigated CdSe clusters. Putting them together results in a system that models quite
realistically a QDSSC. We first showed that the electronic and optical properties
of the TiO2 models only are reproduced satisfactorily within the chosen level
of theory. The nanotubes reveal some diameter dependent shifts of the band
gaps and the first absorption peak maxima. While the Eabs shift linearly with
increasing tube diameter, the same cannot be said for the Eg. Here, E
NT(0,16)
g
lies between the band gaps of NT(0,8) and NT(0,12), where the tube with the
smallest diameter has the band gap at the shortest wavelength out of these three
nanotube models.
The two modes for the (CdSe)13(MA)6−MPA−(TiO2)38 model further re-
veal that the interaction of the ligands, which passivate the QD, with the surface
of the TiO2 nanoparticle does not alter the optical spectrum, at least not the MA
ligands. This is important to note since these passivating ligands are important
to increase the solar cell efficiency by saturating the defect surface states. Fur-
thermore, we find from analyzing PDOS and optical spectra of QDs on TiO2
systems, that the electron transfer is of indirect type.
Upon addition of the QD to the TiO2 semiconductor, the electronic structure
of the CdSe and the TiO2 parts does not substantially change when they are com-
pared to their respective isolated counterpart. However, if the CdSe clusters are
adsorbed directly on the TiO2 system, the electronic structure does change: the
orbitals of the CdSe clusters and the TiO2 models interact and as a consequence,
several band states occur in the energy ranges where the TiO2 system has its
band gap. Since earlier reports indicate that the excited electron transfer occurs
faster, we suppose that this direct interaction introduces ways to faster transport
the electron from the QD, on which the LUMOs are mainly localized, to the
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TiO2. Furthermore, the direction adsorption mode also leads to a destabilization
of the TiO2 CB. In the case of the larger (CdSe)34 cluster, the destabilization is
stronger, and, due to the lower lying LUMO of the isolated cluster, the CdSe
CB edge is even lying below the CB edge of NT(0,8). As it was pointed out in
earlier reports, this situation is highly undesired since the electron transfer to the
nanotube becomes inefficient. A direct consequence of this is that the band gaps
of these systems become larger by about 0.7 to 0.9 eV, depending on the system,
as compared to the MPA linked clusters.
The MPA and the dopamine linker separate effectively the two parts of the
QD–NT system. This manifests in the PDOS, where no states are observed in the
gaps of the respective system. Also, the VB edge of the total systems is formed
mainly by the CdSe clusters, while the CB edge is formed by the TiO2 part. This
is nicely observed in the graphical representations of the MOs. The effect was
stronger for the QD–NT(0,8) model: the HOMO-1 and the HOMO were com-
pletely localized on the CdSe clusters, while the LUMO was only found on the
NT(0,8). For the (CdSe)13(MA)6−MPA−(TiO2)38 system, this separation was
not observed as strongly. Here, the TiO2 nanoparticle contributes consistently
to the HOMO, whereas the CdSe cluster also adds in some contribution to the
LUMO. For the DA linked system, the contribution of the TiO2 cluster to the
HOMO, and the QDs contribution to the LUMO is even higher. The aromatic
system of DA facilitates to extend the electronic wave function of the HOMO
and the LUMO over the whole QD–NT model.
Another important effect of the MPA linker is that when the QD is linked
with it to a TiO2 nanotube, the CB edge of the TiO2 part of the system is con-
sistently stabilized, especially when compared to the models where the QD is
directly adsorbed. Furthermore, MPA lifts the different first absorption peak
maxima of the isolated QDs that are saturated with MA and PTOL ligands. As
soon as the clusters are linked to the nanotubes, all models have roughly the
same first absorption peak maximum.
Direct adsorption of QDs has an observable influence on the absorption
spectrum. For instance, the three first absorption peak maxima at the lower
end of the (CdSe)34 spectrum go over into one broad peak when the QD is ad-
sorbed on the TiO2 NT(0,8); the typical optical absorption structure observed
for the isolated cluster and the (CdSe)34−MPA−NT(0,8) model is lost. If the
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same cluster is linked with MPA to the same nanotube, these features are pre-
served. For the ((CdSe)13)2−NT(0,12) system, a absorption peak occurs at a
lower energy than that of the first absorption peak maximum.
A feature that is only observed for the smaller (CdSe)13 clusters, but not for
the (CdSe)34 cluster, is that their first absorption peak maxima blue-shifts by up
to 0.1 eV. This goes along nicely with the work of [55], where they adsorbed
CdS and ZnS QDs on TiO2 nanotubes, and the resulting spectra of the QD–NT
systems also show only a slight blue-shift compared to the QD spectra only.
This is not seen at all in the spectra of the (CdSe)34 clusters adsorbed on the
NT(0,8) tubes.
Analyzing the spectra of the differently sized models, we can safely state that
it is not necessary to model systems as large as the ((CdSe)13−MPA)4−NT(0,16)
model. There, the large tube implies that more than one QDs are included in
order to enhance the relation of the peak heights that belong to the CdSe clusters
to the high intensity peaks that are formed by the 400+ atom NT(0,16) nanotube.
All in all we can say that the spectrum of the QD–TiO2 systems simulated in this
chapter resemble those of the pure QD systems in the visible range of the light.
Above it, TiO2 does also show the typical absorption features of TiO2-based
system, but they are not as interesting to us because they are lying outside of
the UV/Vis range of the solar light spectrum. Eventually, we showed that the
RT-TDDFT can be successfully applied to periodic systems as well.
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5FeS2
Iron pyrite, FeS2, is a very interesting semiconductor for applications
in PV solar cells due to its beneficial optical properties. However, a low
open circuit voltage, supposedly occurring due to S defects, which pre-
vent iron pyrite from being a successfully applied PV material, thereby
taking advantage of its abundance, non-toxicity, and optoelectronic
properties. From a theoretical point of view, a proper description of
the band gap is crucial. However, GGA functionals underestimate the
band gap of FeS2 drastically, leaving us with an actual metallic sys-
tem. Hybrid GGA functionals, on the other hand, severely overesti-
mate Eg. There remains the DFT+U methodology, which successfully
circumvents such drawbacks at affordable computational costs. With
this method and the assumption that Fe is high-spin, the Fe surface
atoms of FeS2 pyrite surfaces are described as magnetic and the band
gap and the lattice constant are reproduced very close to experimental
results.
Chapter 5 — FeS2
5.1 Introduction
The large interest in iron pyrite, FeS2, is based upon its properties that would
render this material as a perfect photovoltaic material. The band gap is 0.95
eV, located in the red part of the light spectrum; it absorbs light very well
(α > 105 cm−1 for hν > 1.4 eV). Very important is also the long carrier diffusion
length (100−1000 nm) which would enhance the collection of these carriers for
electricity production. Finally, the almost infinite abundance of iron pyrite is
another important advantage, which distinguishes FeS2 from other PV material
[1–4]. Furthermore, the raw materials extraction costs are extremely low; Wadia
et al. estimated it to as less as 1.9 · 10−6 ¢/W [4]. The raw materials extraction
costs for CdSe are 1.2 ·10−2 ¢/W, for CdTe 9.7 ·10−2 ¢/W, and for ZnO they are
2.8 · 10−1 ¢/W, to give a few examples. Colloidal synthesis of pyrite nanocrys-
tals for solution deposition under ambient conditions further allow to maintain
production costs of FeS2 PV at a very low level.
The main drawback of FeS2 used in solar cells is its low open-circuit po-
tential, Voc, which leads to low efficiency of thin film pyrite solar cells, despite
the fact that the photocurrents are indeed relatively large (30−42 mA cm−2) [5–
8]. Moreover, even though numerous works was dedicated to remedy this flaw,
no consensus was achieved so far. Sulfur vacancies, or near-surface nonstoi-
chiometry, could cause a drop in Voc [9–11]. In addition, surface Fermi pinning
is thought to alter the efficiency of a PV cell, which can be caused by midgap
defect states [9, 12–14], as do metallic FeS surface layers [15, 16]. Finally,
occurrence of small domains of different phases like marcasite, pyrrhotite, and
amorphous iron sulfide [9, 17] deteriorates the optoelectronic properties of iron
pyrite.
Pyrite has a cubic structure where Fe2+ cations occupy the octahedral sites
and sulfur S2–2 anions occupy the tetrahedral sites. The crystal structure resemble
to rock salt which has the space group pa3¯. The Fe2+ cations form a face-
centered cubic (fcc) sublattice. The Fe cations have six electrons outside the
closed shells. The crystal field induced by S2–2 leads to filled t2g and empty
e∗g orbitals. The system is low-spin as the t2g orbitals are completely filled by
the six d-electrons. The electronic structure of FeS2 pyrite has been subject of
intensive research, both experimentally [18–22] and theoretically [15, 23–27].
Only in few studies, the samples are prepared from naturally grown pyrite
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crystals. One example of such mechanical preparation methods that do not in-
clude synthesis is Reference [28]. They prepared thin film samples of iron pyrite
by cutting the crystals perpendicular to the prominent (100) face with a diamond
saw. Then, the slices are ground with special silicon-carbide grinding paper to
a thickness of about 100 µm [28]. More common preparation methods of FeS2
thin films are sulfurization of iron thin films [29–33], flash evaporation [34, 35],
sputtering [36–39], electrodeposition [40], molecular beam epitaxy [41], spray
pyrolysis [42], and chemical vapor deposition (CVD) [43–55].
Besides these thin film preparation procedures, there are studies that synthe-
size FeS2 nanostructures [56–60]. Li et al. synthesized cubic FeS2 nanocubes
with differently set reaction times [59]. After 20 min reaction time, the nanocubes
reached 150 nm edge lengths, after 180 min the edges were 250 nm long. Other
work prepared nanocubes between 60 and 300 nm [56–58, 60]. In contrast, the
nanodendrites that Li et al. synthesized have sizes of around 40 nm and it seems
that they consist of smaller particles of around 10 nm sizes. In this size regime,
the authors did not find any quantum size effects, which goes along with the
relatively small excitonic Bohr radius of FeS2 only ∼ 1.3 nm [61]. Li et al.
tested the nanodendrites for their suitability in photovoltaic applications. They
found that the prepared thin films absorb in the visible and near-infrared, which
is an interesting range for PV light-harvesting [59]. The authors did not consider
nanocubes as the thin film material due to its roughness of over 100 nm. The
thin films prepared with the nanodendrites on the other hand are much smoother
with height differences of roughly 30 nm over micrometer distances.
Nevertheless, Macpherson and Stoldt reported a synthesis procedure where
small iron pyrite nanocubes form, the averaged length corresponds to ∼ 37 nm
[62]. These nanocubes would allow for the making of FeS2 thin films with
smooth surfaces that are necessary to get the highest possible efficiencies. Apart
from the size of the nanocrystals, it is also important to consider the optimal
surface termination. Macpherson and Stoldt believe that surface reconstruction
is an irreversible process; therefore, low temperatures and long reaction times
are needed to eventually obtain perfectly shaped nanocubes with optimally sur-
face termination. A different study synthesized FeS2 nanocubes via a colloidal
synthesis route, using 1-hexadecanesulfonate as ligand [60]. TEM images that
were made during the synthesis show very small crystals after 2 minutes of re-
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action time, which eventually aggregate and form nanocubes of 100 nm lengths.
Aggregation took place rapidly, however, it should in principle be possible to
adjust the reaction conditions as such that the yield for FeS2 nanocrystals in the
size regime of a few nanometers can be maximized. We should mention here a
very extensive review written by Gao et al. where they discuss several synthesis
methods to obtain metal chalcogenide nanomaterials that could be applied in
energy conversion and storage, as well as in Li-ion batteries and supercapacitors
[63].
The most stable surface under S lean conditions is the (001)-S surface [64],
which has one layer of S atoms exposed to the vacuum, which are one-fold un-
dercoordinated. The synthesis of nanocubes that expose this surface is feasible
[62], therefore, we choose them as a model system for FeS2 nanocluster in our
calculations. The approach is to take bulk FeS2 and cut a cube as such that the
S1– species is left at the surface, effectively breaking the S−S bonds of the S2
dimers at the tetrahedral positions.
Surface states in FeS2 are found to occur due to symmetry reduction of the
metal atom coordination sphere, which can be explained by using a simple lig-
and field model to explain the surface states [13]. According to the authors of
that study, the intrinsic Fe d2z and dxy states are the reason for the low open-
circuit voltages. However, Sun et al. performed GGA and GGA+U calculations
and did not find any surface states within the band gap [65]. Zhang et al. did
reproduce their results applying a low-spin state to the (001) surface, thereby
pointing out some deficiencies of the Bronold model [13], like missing out struc-
tural relaxation, and charge transfer that occurs at the surface.
Bulk iron pyrite FeS2 is indeed in a low-spin state, and the same is gener-
ally thought of the (001) surface [64], at least if the surface does not show any
imperfections. For his calculations, Alfonso did apply spin-polarization, but he
did not probe for high-spin states. In contrast, Zhang et al. applied the DFT+U
methodology and probed for a possible high-spin state. They found that the sur-
face Fe atoms are magnetic with a moment of 2.0 µB per surface Fe atom [66].
The energy gain is 1.87 eV/cell, as compared to the low-spin state.
When surface defects do occur, for example by the formation of substoi-
chiometric FeS2-x sites, the splitting between t2g and e
∗
g becomes smaller, since
the t2g levels shift into the forbidden energy region and electrons can promote to
132
5.1 — Introduction
the e∗g level [6, 9]. Furthermore, Alonso-Vante et al. observed that FeS2 is para-
magnetic with a magnetic susceptibility of χ = +0.175 ·10−6 emu ·g−1, however,
iron pyrite is expected to be diamagnetic [9].
The origin of the low Voc is a controversial subject. Possible candidates are,
for instance, sulfur vacancies and phase impurities. These would lead to phases
like FeS, Fe1-xSx, and marcasite FeS2. Wadia et al. reported that such impurities
could have a negative impact on the Voc due to their small band gaps [67]. Yet
Steinhagen et al. found that this is not necessarily a sufficient reason for low
Voc because they did not find any indication about such phase impurities in their
XRD and Raman spectra of their FeS2 nanocrystal samples [68].
Another reason was suggested to be sulfur vacancies that pin the Fermi level
of pyrite FeS2 [10, 11, 55, 67]. This would also lead to a reduction of Voc.
However, Ellmer and Höpfner determined iron pyrite as a line compound [69],
and bulk sulfur vacancies are thought to be unlikely [17]. Sun et al. reported that
actually native defects have high formation energies [70], and that they hardly
form. They further conclude that the native defect equilibrium concentrations
are too low as that pure pyrite FeS2 could be off-stoichiometric. Steinhagen
et al. associated the sulfur deficiencies, which they measured via inductively
coupled plasma atomic emission spectroscopy (ICP-AES), with the nanocrystal
surfaces [68]. They linked the high electrical conductivity of the samples to the
surface S deficiencies, because the FeS2 surface decomposed into S deficient
phases with high vacancy and carrier concentration [17]. Finally, the drop of
the Fermi level towards to VB might be a consequence of O impurities that are
incorporated during fabrication of pyrite thin films [70]. These impurities lead
to an unintentional p-type conductivity.
O impurities may have undesired implications on the pyrite FeS2 systems,
however, Hu et al. performed a theoretical study where they alloyed FeS2 with
oxygen [71]. They were able to demonstrate that FeS2-xOx films have stable
band gaps larger than 1.2 eV, while it still maintains the favorable electrical
and optical properties of pure pyrite FeS2. Then again, a study about sulfur-
doped hematite α-Fe2O3 showed that an increasing S concentration leads to a
decrease of the band gap [72]. These authors reported that α-Fe2O3-xSx with
x ≈ 0.17 has a direct band gap of about 1.45 eV and a high optical absorption
of ∼ 105cm−1. It seems that doping of FeS2 with O or α-Fe2O3 with S would
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lead to very promising PV absorber materials, however, it is yet to be seen if
experimental studies can reproduce these theoretical results, and if thin films
of O doped FeS2 or S doped hematite are not really affected by the problems
inherited to the undoped systems.
There is yet another approach to explain and enhance the occurrence of low
Voc. Yu et al. established a design principle that deviates from the traditional
point of view that S deficiencies are the main reason for the low Voc. Their selec-
tion criterion is that a selected system must avoid spontaneous phase-separation
into S deficient conducting materials with small band gaps [17]. Furthermore,
these systems must assure a sufficiently large band gap. To fulfill this criterion,
the Fe2+ ions must bind to at least six S atoms. This will provide a ligand-field
splitting that is large enough for effective solar radiation absorption. The octa-
hedral site on the Fe2+ ions can be stabilized with an electronegative element,
which favors strong covalent Fe−S bonds. Based upon these rules, the authors
examined Fe2MS4 materials, where M could be either Si or Ge. Especially Si
would be a very interesting choice since it is much like Fe a very abundant ele-
ment. Also doping with O seems a valid choice [71].
5.2 FeS2 bulk and surfaces
We mentioned earlier that the PBE functional underestimates the band gap of
semiconducting systems. In some cases this might be a quantitative problem
only, because the band gap of, for example, anatase TiO2 is large enough and,
Table 5.1 Shown are the lattice
constant a0, the band gap Eg, as
well as the first absorption peak
maximum Eabs, all calculated for
bulk FeS2 and different theoretical
methodologies.
a0, [Å] Eg, [eV] Eabs, [eV]
PBE 5.342 0.27 0.87
PBEa – 0.50 –
PBE+U 5.403 0.97 0.77, 0.99
PBE+Ua 5.422 1.02 –
HSE06a,b – 2.66 –
Exp.c 5.417 0.73–1.2 –
a Reference [66].
b Reference [73].
c References [28, 74–79].
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Fig. 5.1 Optical absorption spectra of bulk FeS2, once calculated with the PBE func-
tional, and with the PBE+U methodology.
therefore, the PBE band gap still represents a semiconducting system, which
is qualitatively correct. Yet for systems with band gaps lower than 1 eV, the
underestimation becomes also a quantitative problem. The probability is high
that the band gap calculated with the PBE functional is reduced too much and the
system turns from being semiconducting to metallic. FeS2 is such a candidate.
Experimentally, iron pyrite’s band gap is generally found to be 0.95 eV, yet the
results show a range between 0.73 and 1.2 eV [28, 74–81]. The risk of pyrite
being characterized as a metallic system by PBE exists. Recent attempts to
determine the band gap computationally using the PBE functional found that it
results indeed very small (0.5 eV) [66, 73]. The results from our calculations
are tabulated in Table 5.1. We calculated the PBE band gap to be even smaller
than the one reported by Zhang et al.: Eg = 0.27 eV. Also the lattice constant is
underestimated but the relative difference is not as large, the deviation being 2
%. The same authors calculated Eg with the HSE06 hybrid functional, but the
resulting band gap was severely overestimated by more than 1.6 eV [66].
A methodology that can successfully tackle the problematic description of
the electronic properties of pyrite at relatively low computational costs is the
DFT+U methodology. It provides a viable alternative to the standard GGA
and hybrid GGA functionals. For instance, Zhang et al. applied spin-polarized
DFT+U calculations to a neutral (001)-FeS2 surface, and correctly determined
that the Fe surface atoms have a magnetic moment with DFT+U of 2.0 µB per
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surface Fe atom. For the bulk pyrite they reported a band gap of 1.02 eV and a
lattice constant of 5.422 Å [66].
Since not even hybrid functionals like the HSE06 functional reproduce well
the electronic properties of FeS2, we applied the DFT+U methodology together
with the PBE functional. Zhang et al. derived an effective parameter U, Ueff ,
of 2 eV. Since they used the plane wave code vasp, we cannot apply this value
directly, because we use the mixed Gaussian and plane wave code cp2k. Con-
sequently, we have to determine the optimal Ueff specifically for this code, and
we determine it to be 3.4 eV, which reproduces the band gap Eg and the lattice
constant a0 very close to the experimental values, see Table 5.1.
The optical absorption spectrum calculated with PBE illustrated in Fig. 5.1
reproduces surprisingly well the experimental spectra; the first absorption peak
maximum is found at a wavelength of 0.87 eV. The FP-LAPW spectrum calcu-
lated by Vadkhiya and Ahuja, where they also apply the PBE GGA functional,
shows absorption that starts already at 0.60 eV [82].
The PBE+U spectrum does show two absorption maxima, which are cen-
tered at 0.88 eV. The first maximum is located at 0.77 eV, the second, more
intense peak has an energy of 0.99 eV. This goes along with the experimental
spectrum reported by Ferrer et al., for instance, for which absorption starts at
0.70 eV [83]. Unlike the spectrum obtained with the PBE functional, a small
shoulder forms at 1.39 eV in the PBE+U spectrum. In this energy region be-
tween 0.5 and 1.5 eV, the latter spectrum is more feature rich; however, these
features are less intense. Then, at energies higher than 1.5 eV, the intensity of
both spectra increases and several features appear, as can be seen partially in
Fig. 5.1. This intensity increase occurs for both spectra at the same energy.
Comparing to literature, we find that the two spectra are actually similarly re-
produced as those reported in earlier work [62, 82, 83].
Now we present the optical spectra for the (001)-S surface. As Hung et al.
and Alfonso reported, the (001)-S surface is the most stable surface under S-
lean conditions [64, 84]. Also, Zhang et al. used this surface for some of their
calculations, which they label “Surf(0)” [66]. Here, we stick with the (001)-S
label. The S atoms that are exposed to the vacuum are one-fold undercoordi-
nated. They form S−S bonds, but they miss one bond to an adjacent Fe atom.
The exposed Fe atoms themselves lack one bond, too, therefore the octahedron
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Fig. 5.2 Partial DOS of FeS2 bulk calculated with the PBE+U methodology.
becomes a quadratic pyramid. The surface is electrically neutral.
In Fig. 5.3 the spectra of the (001)-S slab surface for PBE and PBE+U are
illustrated. Unlike the bulk spectra, the surface spectra do differ noticeably. First
and foremost, they differ mostly at the lowest absorption wavelengths. The PBE
spectrum reveals weak optical activity at wavelengths as low as 0.21 eV, while
the PBE+U spectrum does not. The first, weak absorption peak for PBE+U
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Fig. 5.3 Absorption spectra for the (001)-S surface of FeS2, again calculated with both
PBE and PBE+U.
occurs at 1.16 eV. After these first absorption peaks, the most intense features
are found at 0.5 and 0.71 eV for PBE, and at 1.37 and 1.47 eV for PBE+U.
These results demonstrate opposite behavior upon exposure of the (001)-S face
to the vacuum relative to the bulk spectra: the PBE spectrum shifts to the red
by roughly 0.3 eV, while it shifts to the blue by about 0.4 eV when the Ueff
parameter has been applied. Additionally, the intensity of the PBE+U spectrum
is weaker as it is for the PBE spectrum. Overall, the spectrum of the (001)-S
surface is better reproduced with PBE+U than with PBE, and this is the reason
that we will use PBE+U for the calculation of the FeS2 clusters that have the
(001)-S exposed. The band gap for the PBE+U surface is 0.98 eV, only slightly
higher than the bulk band gap. Zhang et al. found a surface band gap of 0.72 eV
[66]. However, in contrast to their work, the surface in this work is in a low-spin
state.
5.3 FeS2 clusters
After the bulk and surface slab systems, we present in this section the results for
the iron pyrite clusters. Three different cluster sizes are employed. The smallest
iron pyrite nanoparticle is the (FeS2)13 cluster, then a medium sized cluster that
is modeled by 37 FeS2 units, and, finally, the (FeS2)67 cluster. The optimized
geometries are represented in Fig. 5.4. In that figure all geometries are obtained
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(a) (b) (c)
Fig. 5.4 Optimized low-spin geometries of the (FeS2)13, (FeS2)37, and (FeS2)62 clus-
ters. For each cluster the side view is shown to visualize that the (001)-S surface is
exposed to the vacuum.
with the clusters being in the low-spin state. The size of the (FeS2)13 cluster
allows for exactly one Fe atom in the center that maintains the octahedral struc-
ture, which is typical for iron pyrite systems. The (FeS2)37 and (FeS2)62 models
clearly show the iron pyrite structure within their cores, also on the surface only
mild reconstruction takes place. (FeS2)13 has edges that are about 7.6 Å long; the
edge lengths of (FeS2)37, which is not cubic, are 13× 13× 8.2 Å. The (FeS2)62
cluster is again cubic and has 13 Å long edges.
All clusters are stoichiometric. However, since these clusters are cut out
of a pyrite bulk, they inevitably suffer from surface defects. Considering first
the surface planes of these clusters, we state that they are identical to a (001)-S
terminated surface plane as we discussed it above. The borders of the clusters
contain S atoms that are two-fold, and Fe atoms that are four-fold undercoordi-
nated. Four vertices consist of S dimers, while two vertices are single S atoms,
the only ones that have the S−S bond broken. These features are the same for
all three clusters that we employ in this section.
The structure of (FeS2)13 in Fig. 5.4 was obtained assuming that the cluster
is in a low-spin state. A different view of it is shown in Fig. 5.5(a). There
it can be seen that the cluster contains in total 6 pairs of Fe atoms that have
equivalent electronic environments. Reddish highlighted atoms only have four
bonds formed to S atoms, while the bluish highlighted atoms have five, although
the angle between the bonds is not always 90◦, a consequence of the distortions
already induced in low-spin cluster.
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(a) (FeS2)13, low-spin (b) (FeS2)13, high-spin
Fig. 5.5 Represented in (a) is the cluster in Fig. 5.4(a), which has been rotated by about
60◦ clockwise in order to obtain the representation illustrated here. The Fe atoms in red
and blue spheres, respectively, indicate atoms that have a similar bonding environment.
For comparison reasons, in (b) is the same cluster illustrated, but optimized with a
multiplicity of 5.
Following Zhang et al. [66] it is certain that the clusters as we employ them
here are in a high-spin state, i.e. each Fe atom has four unpaired d-electrons.
Indeed, the energy difference between the low- and the high-spin cluster is found
to be 1.95 eV per FeS2 unit when the smallest cluster is considered, favoring the
high-spin state. For the largest 62 FeS2-unit cluster the energy difference is 1.87
eV, again the high-spin state is the more stable one. In the high-spin state, the
α-spin electrons occupy all the t2g and eg d-orbitals, whereas only one β-spin
electron per Fe atom pairs with an electron of opposite spin. This results in a
multiplicity of 5 per Fe atom. Therefore, the larger two clusters represented in
Fig. 5.4 are already optimized assuming that they are in a high-spin state.
Only the smallest cluster undergoes some distortions if the models are cal-
culated in a high-spin state. The low-spin and the high-spin version of (FeS2)13
are illustrated in Fig. 5.5. As can be seen in Fig. 5.5(b), the surface S atoms
are puckered out more compared to the low-spin cluster Fig. 5.5(a). Although
it is difficult to see, the almost perfect octahedron around the central Fe atom is
lost. What is perfectly observed is that the high-spin cluster expands its volume
consistently. The other two clusters, however, do not suffer from such changes,
as they are large enough to maintain the iron pyrite structure that is observed in
the sub-surface part of the cluster.
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(a) (b) (c)
Fig. 5.6 Optimized geometries of the (FeS2)13 with 2, 6 and 8 PTC ligands adsorbed.
Each model is represented in (a), (b), and (c), respectively. The orientation of the cluster
corresponds roughly to one in Fig. 5.5, where the bluish highlighted atoms are in the
middle plane.
In order to investigate if the electronic and optical properties of FeS2 clus-
ters are sensitive to the adsorption of ligand molecules, we added a different
number of phenyldithiocarbamate (PTC) ligands to the (FeS2)13 cluster. The
resulting cluster-ligand models are represented in Fig. 5.6. The first QD-ligand
model in Fig. 5.6(a) contains only 2 PTC ligands, which are added to two four-
coordinated Fe atoms, one in each plane of the reddish highlighted atoms in
Fig. 5.5(a). The next model system, which is illustrated in Fig. 5.6(b), contains
six PTC ligands in total, all of which are adsorbed onto all 4-coordinated Fe
atoms. In both models, all these ligands are adsorbed in a dissociative manner,
i.e. the H atoms are adsorbed on the FeS2 cluster. Finally, the third (FeS2)13-
ligand system shown in Fig. 5.6(c) has additional 2 PTC molecules adsorbed,
which are put on two 5-coordinated Fe atoms in the hexagonal plane around the
central Fe atom. The additional ligands are added in a coordinated fashion, that
means that H atoms are still bound to S on the ligand. Also the medium and
largest sized clusters are partially saturated with PTC, for these models all the
Fe atoms that are only 4-coordinated are ligated. Therefore, 20 PTC molecules
are added to (FeS2)37, and 24 to the (FeS2)62 cluster. Their structures are repre-
sented in Fig. 5.7.
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(a) (b)
Fig. 5.7 Optimized geometries of the (FeS2)37(PTC)20 and (FeS2)62(PTC)24 clusters
are represented in (a) and (b), respectively.
Before we compare the PDOS of the different cluster models, we show what
the ligands contribute to the MOs, which is illustrated in Fig. 5.8. For Fe only the
3d, for the S atoms the 3p orbitals, and for C the 2p orbitals are included in the
figure, other atomic orbitals do not have any important contribution in the energy
range we employ here. It can be seen that α-VB edge is dominated by the 3p
orbitals of S that is contained in the cluster. The 3d orbitals of Fe contribute only
little to the VB edge. S PTC and C hardly contribute to the highest lying MOs at
all. The CB is then dominated by S and C. Especially the C atoms show some
significant contributions to these states. For the β-spin channel the situation
changes. Fe and S equally form the VB edge, while the CB is dominated by the
Table 5.2 Eg for both α- and β-
spins of the different (FeS2)13-PTC
systems, as well as for the two
(FeS2)37 and (FeS2)62 clusters. The
band gap of the low-spin (FeS2)13
cluster is 0.17 eV
Eαg , [eV] E
β
g , [eV]
(FeS2)13 0.20 0.66
(FeS2)13(PTC)2 0.25 0.37
(FeS2)13(PTC)6 0.18 0.87
(FeS2)13(PTC)8 0.21 0.82
(FeS2)37 0.10 0.02
(FeS2)37(PTC)20 0.10 0.33
(FeS2)62 0.01 0.27
(FeS2)62(PTC)24 0.03 0.41
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Fig. 5.8 PDOS for the (FeS2)13(PTC)6 cluster model.
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Fe 3d orbitals. The ligands do not contribute much anymore. The other models
have similar distributions of the atomic orbitals, therefore, we do not include
them here.
For the α-spin orbitals, the C 2p-orbitals again do not contribute almost
anything to the VB. At Eαg the S 2p-orbitals localized on the ligand molecules
do show a significant contribution, although the S atoms in the FeS2 cluster do
contribute much more. These cluster S 2p-orbitals add most to the MOs that
form right above the α-Fermi level. We discussed already the large gaps that
occur above the MOs that still could be attributed to the VB. The α-CB edge is
formed almost uniquely of S and C 2p-orbitals localized on the ligands. Here,
C 2p-orbitals contribute most to these MOs, which are found at 2.1 eV. Then,
at energies above 2.4 eV, the CB consists still mainly of C 2p-orbitals and of
orbitals that are localized on the cluster’s S atoms.
For each of the naked FeS2 models, in Fig. 5.9 the PDOS of the Fe d-orbitals
are represented, for bothα- andβ-spin. The band gaps for these systems are also
listed in Table 5.2. There one can see that theα-band gap, Eαg , decreases with the
increasing size of the clusters. However, for (FeS2)62 it is nearly zero. Above the
LUMO opens another gap between it and the LUMO+1. These gaps are usually
much larger. They occur for each system, in the case of the (FeS2)13 cluster it
results to be 1.74 eV, for (FeS2)37 1.62 eV, and for the (FeS2)62 cluster 1.54 eV.
All cluster models show the same sequence. If this α-band gap is considered,
similarly to the CdSe QDs, then we find that the diameter of the cluster correlates
with the gap between the LUMO and the LUMO+1: the smaller the cluster’s
diameter the larger is the gap above the LUMO. Apart from this, we note that
the appearance of the α-spin channel for all clusters is very similar.
Compared to the α-HOMOs, the β-HOMOs are lying at lower energies, the
differences between the HOMOs being 0.30 eV for the (FeS2)13 cluster, while
for (FeS2)37 and (FeS2)62 the β-HOMOs lie 0.40 and 0.37 eV below the α-
HOMO. In each panel in Fig. 5.9, these β-HOMOs are indicated with a black
dotted line. In this figure one also observes that although Eβg for (FeS2)37 is
nearly zero, similar to the α-spin channel, a large gap exists right above the
LUMO, it being 1.09 eV. This system shows in general a clean PDOS, in the
sense that both LUMOs lye energetically close to the HOMOs and that above
the LUMO a larger gap exists.
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Fig. 5.9 PDOS of the Fe d-orbitals, both α- and β-spin, for the bare FeS2 clusters
(FeS2)13, (FeS2)37, and (FeS2)62. All models are high-spin. The black dotted lines
indicate the Eβg .
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Fig. 5.10 PDOS of the (FeS2)13 cluster with different numbers of PTC ligands ad-
sorbed. The corresponding systems are indicated within each panel.
146
5.3 — FeS2 clusters
This is not necessarily the case for the (FeS2)13 and (FeS2)62 clusters. As it is
tabulated in Table 5.2, the (FeS2)13 cluster has a E
β
g of 0.66 eV, but the (FeS2)62
cluster has a gap of only 0.25 eV. In both β-PDOSs states appear which do not
exist within the range between −0.2 − +0.4 eV in the β-spin channel of the
(FeS2)37 model.
If we compare the PDOS graphs in Fig. 5.9 with the results published by
Zhang et al. [66] we note some similarities between our and their neutral (001)-
S surface DOS. For the Fe atoms that are contained in the first slab layer, they
identified a surface state (SS2 in that article) right below the Fermi level. Al-
though we do not obtain such states below the Fermi level, we think that the
LUMOs might be related to the surface state Zhang et al. reported about. They
further found a different surface state (SS1) at 1 eV above the Fermi level, which
is similar to those states that are equivalent to the α-LUMO+1. Since some
quantum confinement is expected also for FeS2 clusters [61], the cluster’s band
gaps should be larger than the bulk ones. Therefore, these states are located at
roughly 1.5 eV for (FeS2)13.
As can be seen in Table 5.2, upon saturation of the (FeS2)13 pyrite cluster
with PTC ligands, the α-band gap remains in the range between 0.18 and 0.25
eV. The α-PDOS of (FeS2)13 and (FeS2)13(PTC)2 resemble each other in that the
α-LUMO is roughly at the same position and also the band structure between
−7.5 and 0 eV is similar. Above these LUMOs, in both cases a gap opens up,
as just discussed, although the inclusion of the two ligand molecules leads to a
decrease of 0.31 eV down to 1.43 eV for (FeS2)13(PTC)2. Apart from this small
deviation, the α-PDOSes at energies higher than 1.5 eV are also similar.
Then, as all the 4-coordinated Fe atoms are saturated with PTC the α-PDOS
changes noticeably. First of all, instead of the single band that represents the
α-LUMO in the upper two panels in Fig. 5.10, now several states occur for
(FeS2)13(PTC)6 and (FeS2)13(PTC)8 at energies up to 0.75 eV. For the latter
model, more such states show up. Above these bands, similar to the bare and
the (FeS2)13(PTC)2 clusters, larger gaps of 1.49 ((FeS2)13(PTC)6) and 1.03 eV
((FeS2)13(PTC)8) occur, compared to 1.74 and 1.43 eV for the bare and two-fold
ligated clusters, respectively.
Finally, at an energy of 2.5 eV, some smaller differences occur between the
upper and the lower two α-PDOS represented in Fig. 5.10. The (FeS2)13 and
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Fig. 5.11 PDOS for the 3 cluster models where all 4-coordinated Fe atoms are satu-
rated with PTC. No 5-coordinated Fe atoms have been ligated here.
(FeS2)13(PTC)2 models have here states with low intensity starting at an energy
of 1.75 eV. Where the cluster’s 4-coordinated Fe atoms are passivated, the num-
ber of those states decreases. The saturation of all of the 4-coordinated Fe atoms
leads to more obvious changes in the electronic structure of FeS2 cluster as if
only 2 of these Fe atoms are saturated. Also, the additional passivation of 5-
coordinated Fe atoms does not have an important influence if the 4-coordinated
Fe are passivated already.
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From Table 5.2, the β-band gap decreases first by about 0.3 eV when two
PTC molecules are added, and increases by roughly 0.2 eV when 6 or 8 PTC
ligands are added (with respect to the bare cluster), which is also observed in
Fig. 5.10. The VBs show differences between the bare and (FeS2)13(PTC)2
cluster on the one hand and (FeS2)13(PTC)6 and (FeS2)13(PTC)8 on the other
hand. While in the PDOS of the former this band shows the most intense bands
at around −1.5 eV, in the latter the most intense bands are observed close to the
β-VB edge. The VB edge is most compact for (FeS2)13(PTC)6, whereas the
other systems show that the MOs are energetically more separated. The CBs
are then relatively similar for all systems, except for (FeS2)13(PTC)2, which has
several states that occur between −0.5 and 0.5 eV, where the other cluster models
have no MOs in the β-spin channel.
Fig. 5.11 shows the PDOS of the three differently sized FeS2 clusters that
all have the 4-coordinated Fe atoms saturated. These are the (FeS2)13(PTC)6,
(FeS2)37(PTC)20, and (FeS2)62(PTC)24 models. For the α-spin channel, the
changes between the bare and saturated clusters are the same as just discussed.
While the bare clusters have one band that is equivalent the α-LUMO, the pres-
ence of the PTC ligands introduce more bands right above the α-LUMO. Eαg
remains the same regardless if the cluster is passivated or not. Contrarily to this
behavior, the β-band gap increases, as can be seen in Table 5.2. Fig. 5.11 further
reveals that the states that occur in the β-PDOS of the bare clusters do not dis-
appear as it occurs in the (FeS2)13 cluster. All in all the three PDOS in Fig. 5.11
resemble each other much, especially the 37 and the 62 unit clusters.
In the last part of this section, we present the absorption spectra of a few
of the FeS2 clusters presented above. First, we introduce a spectrum of the
low-spin (FeS2)13 cluster that is calculated with the LR-TDDFT method as it
is implemented in the Gaussian09 program suite [85]. With it, we get some
insight in the nature of the excitations, which otherwise would be unknown.
The spectrum is represented in Fig. 5.12. The B3LYP hybrid functional was
used, together with the LANL2TZ+ basis set for the Fe, and the LANL2DZdp
basis set for S. 400 singlet excitation were included in the calculation. The
composition of the most prominent excitations are tabulated in Table 5.3.
The first state with considerable intensity is found at 0.23 eV. It is formed
by several excitations that include the highest 5 HOMOs, except the HOMO-
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Table 5.3 Excitation energies, oscillator strengths, and composition of the excitation
of a few excitations that are observed in Fig. 5.12.
Eexec, [eV] f Excited state composition
0.23 0.0026 HOMO-5→ LUMO: -0.21697
HOMO-3→ LUMO: 0.35431
HOMO-2→ LUMO: -0.30711
HOMO-1→ LUMO: -0.26284
HOMO→ LUMO: 0.31777
0.31 0.0021 HOMO-29→ LUMO+1: -0.12215
HOMO-25→ LUMO+1: -0.10459
HOMO-24→ LUMO+1: -0.12170
HOMO-18→ LUMO+1: 0.11210
HOMO-17→ LUMO+1: 0.15286
HOMO-15→ LUMO+1: -0.12648
HOMO-13→ LUMO+1: -0.12409
HOMO-10→ LUMO+1: 0.18561
HOMO-7→ LUMO+1: -0.12567
HOMO-5→ LUMO: 0.16267
HOMO-2→ LUMO: 0.25573
HOMO-1→ LUMO+1: -0.19841
0.35 0.0074 HOMO-6→ LUMO: 0.25384
HOMO-5→ LUMO: -0.17461
HOMO-4→ LUMO: 0.17546
HOMO-3→ LUMO: 0.10186
HOMO-2→ LUMO: -0.10974
HOMO-1→ LUMO: 0.55585
HOMO→ LUMO: -0.11926
0.41 0.0045 HOMO-8→ LUMO: -0.22240
HOMO-5→ LUMO: 0.18704
HOMO-4→ LUMO: 0.55454
HOMO-2→ LUMO: 0.15269
0.86 0.0138 HOMO-10→ LUMO: 0.34421
HOMO-8→ LUMO: 0.43618
HOMO-7→ LUMO: -0.20443
HOMO-4→ LUMO: 0.18758
0.92 0.0126 HOMO-10→ LUMO: 0.58385
HOMO-8→ LUMO: -0.29033
HOMO-4→ LUMO: -0.15067
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Fig. 5.12 Spectrum of the low-spin (FeS2)13 cluster calculated with the LR-TDDFT
method. The half-width at half-height is set to 0.04 eV.
4. All excitations have the LUMO as target MO. The second excitation at 0.31
eV contains transitions mainly into the LUMO+1, only two transitions occur
between the HOMO-5 and the HOMO-2 into the LUMO. Some HOMOs are
localized quite deep in the VB, the lowest HOMO that contributes to this exci-
tation is identified as the HOMO-29. Right next to this peak is an absorption
feature at 0.35 eV, where all the transitions end in the LUMO, starting from the
seven highest HOMOs. Again, here is a negative transition found going from
the LUMO to the HOMO-1. The excitation itself is the most intense one within
the first 0.9 eV. The next absorption peak at 0.41 eV is less intense than the
previous one, but still more intense than the first two peaks. It consists only of
4 transitions, however, the HOMOs are relatively far away from the VB edge.
Finally, the table lists the two most intense absorption features at 0.86 and 0.92
eV. Both contain transitions from the HOMO-10, HOMO-8, and HOMO-4 into
the LUMO. The lower peak at 0.86 eV contains further a transition from the
HOMO-7 into the LUMO.
Now, we introduce the spectra of the low- and the high-spin version of
the spin-polarized (FeS2)13 cluster system as it is obained with the RT-TDDFT
methodology. They are shown in Fig. 5.14. The spectrum of the spin-polarized,
low-spin system reproduces well the experimental UV-Vis absorption spectrum
of FeS2 QDs that was just recently published by Gong et al. [86] if only the en-
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(a) LUMO+1 (b) LUMO (c) HOMO
(d) HOMO-1 (e) HOMO-2 (f) HOMO-3
(g) HOMO-4 (h) HOMO-5 (i) HOMO-6
(j) HOMO-7 (k) HOMO-8 (l) HOMO-10
Fig. 5.13 Molecular orbitals that are included in the excitations tabulated in Table 5.3.
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Fig. 5.14 Optical absorption spectra of (FeS2)13 both in low-spin and high-spin state.
ergy range is considered that was presented in this article (300–1600 nm). The
low-intensity peak at 1.03 eV (1200 nm) in Fig. 5.14 shows up at 0.89 eV (1400
nm) in the work of Gong et al., and the next most intense peak at 1.58 eV (785
nm) is found at roughly 1.77 eV (700 nm) in the experimental spectrum. This
is a red-shift of 0.19 eV compared to literature. In the cited work, the smallest
QDs have a size of 23 nm.
However, if we include also the longer wavelength part of the spectrum,
absorption features are observed, too. The first absorption peak maximum is lo-
cated at 0.34 eV for both low- and high-spin systems. This corresponds roughly
to Eg and E
α
g , respectively. It is more intense for the high-spin cluster, while
the low-spin cluster has the most intense absorption feature lying at 0.49 eV.
The second peak of the high-spin system is found at 0.67 eV. Then, the low-spin
cluster does not show optical activity up to 1.1 eV, which is somehow similar to
what is observed in Fig. 5.12, where after the first most intense peak at 0.35 eV
the intensities of the peaks are rather low. However, the two spectra do not have
much in common. On the other hand, the high-spin system constantly shows op-
tical absorption at half of the intensity of the peak at 0.67 eV. Above 1.5 eV, the
two spectra are similar in the sense that the absorption intensity is continuously
increasing.
We now compare all three differently sized high-spin cluster systems. Com-
pared to the smallest cluster, (FeS2)37 has the spectrum that resembles it closest.
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Fig. 5.15 Represented are the spectra of the three bare clusters (FeS2)13, (FeS2)37, and
(FeS2)62.
Both have the first absorption peak maximum at 0.34 eV and a second peak right
after at 0.62 eV. The first peak of the (FeS2)37 model system is much more in-
tense than the one of the (FeS2)13 cluster. This is not correlated to the different
sizes of the clusters, because the ratio between the maximal intensities is about
4.6:1 favoring the medium sized cluster, while the ratio of the number of FeS2
units is 2.8:1. At energies higher than 1 eV, the ratio of the absorption intensities
matches approximately the size ratio. Only the peak at 0.12 eV in the (FeS2)37
spectrum does not occur in the (FeS2)13 spectrum.
In all three spectra, a peak exists around 0.6 eV. For (FeS2)13 it is located at
0.68 eV, the equivalent peak of the (FeS2)37 spectrum is found at 0.62 eV, and the
same peak of the (FeS2)62 cluster is observed at 0.58 eV. This indicates a certain
size dependency of this peak, and we assume that the type of the transition is the
same in all three clusters. Also that the intensity of the peaks is higher the larger
the cluster is points support the assumption that it is the same transition in each
case.
(FeS2)62 shows the same peak at 0.12 eV as (FeS2)37, which is not observed
in the spectrum of the smallest cluster. The largest FeS2 QD also has a second
peak at 0.45 eV, which is not observed in the (FeS2)13 and (FeS2)37 spectra. The
origin of the first peak is unclear. As mentioned before, the increased intensity
above 1 eV reflects the higher number of FeS2 units. Therefore, it seems as if
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Fig. 5.16 Illustrated are the absorption spectra of the bare (FeS2)13 cluster and
(FeS2)13(PTC)6, as well as of the isolated PTC ligand.
these absorption features below 1 eV are by one way or another related to the
FeS2 cluster’s surface.
The last optical spectrum we present is for the (FeS2)13 cluster saturated with
6 PTC ligands. Upon saturation the spectrum does red-shift even more as can
be seen in Fig. 5.16, where the spectra of the (FeS2)13 and the (FeS2)13(PTC)6
cluster are shown. The spectrum of the PTC ligand is also included. The effect
of the red-shift is that the spectrum shifts from 0.34 eV (bare) down to 0.17 eV.
This might be expected since dithiocarbamates are pi-donors with good delo-
calizing properties. Consequently, the spectrum red-shifts, as it occurs already
when DMATP and DMPDA passivated the (CdSe)13 cluster (c.f. Fig. 3.16 on
page 80). Also, the inclusion of the PTC ligands leads to an overall increase of
the optical absorption intensity, most probably due to the just mentioned good
delocalization of the photogenerated hole.
What is interesting, though, is that this spectrum reproduces some of the
lower lying peaks that occur in the LR-TDDFT spectrum in Fig. 5.12. In partic-
ular the peaks at 0.3, 0.5, and 0.8 eV in Fig. 5.16 are very close to those tabulated
in Table 5.3. Also the relative intensities between the peaks are similar.
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5.4 Discussion
After the successful application of the RT-TDDFT methodology on CdSe and
CdSe-TiO2 systems, we employed a different, more complex system. FeS2, or
iron pyrite, is indeed a model system that was reported already to be difficult in
the sense that its promising optical properties, especially when it is employed as
a light absorbing material, are hampered by a low Voc. Surface states, Fermi pin-
ning, incorrect bonding environment around the Fe atoms were possible reasons
that were held responsible for the bad performance in PV applications.
The low band gap of 0.95 eV makes it necessary to apply the DFT+U
method in order to avoid that bulk pyrite will be described as a metal. With
this methodology we obtain a band gap of 0.97 eV, and a lattice constant of
5.403 Å, which is very close to experimentally determined values. For the bulk,
the optical spectra did not differ much between PBE and PBE+U results. Only
when the S terminated (001)-S surface is exposed to the vacuum, the spectrum
depends on the computational methodology. The PBE+U spectrum of this sur-
face has optical activity only at 1.3 eV, while the first absorption peak maximum
of the PBE spectrum is situated at 0.71 eV.
For the pyrite clusters, we find that they need to be described in a high-spin
state, where each Fe has a multiplicity of 5. The energy difference between
the low- and high-spin clusters is around 1.9 eV, depending on the cluster sys-
tem. Furthermore, at least for the smallest FeS2 cluster, the first absorption peak
is not shifting noticeably, however, the spectra do differ in that the low-spin
spectrum has no optical activity between 0.7 and 1.2 eV, whereas the high-spin
cluster model absorbs in that energy range. At higher energies, the spectra are
not very different. However, the higher stability found for the high-spin clusters
is partially compromised if the spectrum of the low-spin cluster is compared to
the experimental spectrum reported by Gong et al. [86]. Both spectra resemble
each other, the differences are smaller than 0.2 eV, at least in the energy range
that was reported by these authors. Longer wavelengths are not shown in their
experimental UV-Vis spectrum, since these wavelengths are already out of the
visible range. The LR-TDDFT spectrum calculated by applying the B3LYP hy-
brid functional, shows that especially the peaks between 0.2 and 0.5 eV consist
of several transitions from orbitals that lie deep in the VB. Only the two peaks
at 0.86 and 0.92 eV consist only of 4 and 3 transitions, respectively. But also
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they excite an electron from the HOMO-10 into the LUMO. The highest lying
HOMO is the HOMO-4.
Eαg of the three cluster models (FeS2)13, (FeS2)37, and (FeS2)62, decreases
with increasing size. Also the β-band gap decreases, however, it is almost zero
for the (FeS2)37 cluster. Therefore, a strict relationship between this gap and
the cluster size cannot be made. The α-PDOS of these systems reveals that
each cluster has the LUMO relatively close to the HOMO. Besides that, they
also have a wide gap larger than at least 1.1 eV right above the LUMO. Since
the temperature of the geometry optimizations is at 0 K, it can be reasoned
that at ambient temperatures or above, the small band gaps disappear, and that
consequently the gap between the LUMO and the LUMO+1 is the actual α-band
gap.
Passivation of the unsaturated Fe atoms has a positive effect mainly on the
β-spin channel. When all the 4-coordinated Fe atoms are saturated with a PTC
ligand, the Eβg increases to over 0.8 eV. The same is observed when (FeS2)37
and (FeS2)62 are passivated with PTC, yet the increase is smaller. For (FeS2)37
it results to be 0.31 eV, and for the largest pyrite cluster it is 0.14 eV. For the
α-spin channel the inclusion of the ligands leads to more states in the energy
region around 0.5 eV, where the α-LUMOs of the bare clusters are typically
found. It seems as if saturating ligands complicate the electronic structure of
FeS2, at least this is the case for PTC.
The influence of the PTC ligands on the absorption spectrum is similar to
that of DMATP and DMPDA. Due to their good hole delocalization properties
the electron excitation is facilitated and, as a consequence, the first absorption
features are red-shifted by roughly 0.1 eV. Apart from that, the overall inten-
sity of the spectrum increases drastically, also below the 4.2 eV, where PTC has
its first absorption peak maximum. Obviously, this kind of ligand seems to be
beneficial to the optical properties of QDs through its ability to delocalize the
positive charge in the aromatic pi-system. Charge separation is easier performed,
and the probability of transferring the photoexcited electron to the semiconduc-
tor is higher.
So, is it a fool who put the stakes on the abundant, non-toxic, and cheap
iron pyrite, or fool’s gold? Steinhagen et al. [68] did very critically analyze
this material and they concluded that the possibility to be a fool is quite high.
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From our data that we just have presented, we cannot conclusively say whether
iron pyrite can be applied successfully in PV applications or not. We can say,
however, that this system from a theoretical point of view is very complex, and
there is still a lot of work to do to better characterize it. It remains an interesting
system, again from a theoretical point of view, and one has to consider that
intensive investigation of FeS2 is still going on. There is still a lot to understand
about iron pyrite.
Furthermore, new approaches like the one proposed by Yu et al. [17] who
reported about a tertiary compound that included Si or Ge next to FeS2. Also
doping with O is another approach [71] worth to develop further. Both ap-
proaches maintain the excellent optical properties of pyrite, without sabotaging
the solar cell efficiency because of the low open circuit current. Additionally,
the report by Gong et al. showed that the reaction condition can enhance the
cristallinity of FeS2 QDs as well [86]. Such results may lead early enough to
promising synthesis routes that produce highly efficient PV cells based on iron
pyrite.
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6Discussion
In this work we give an ample overview of CdSe and FeS2 quantum dots. CdSe,
which is a widely employed semiconductor in QD synthesis, serves well to per-
form initial tests on it. From the four functionals we tested (PBE, PBE0, BLYP,
and B3LYP), B3LYP in conjunction with the LANL2DZ basis set gives the best
results when the optical properties of CdSe are of interest. However, the B3LYP
functional is prohibitively expensive if it comes to calculate systems with sev-
eral hundred of atoms or large box sizes. Since in each direction at least 14 Å
need to be included in isolated systems, the total system size can become huge.
In the end PBE offers the best compromise between costs and accuracy.
We find further that the basis sets and pseudopotentials, which are included
in the cp2k program suite, have a good performance related both to structural
as well as to optical properties. Geometries are usually very close to those that
are obtained with large basis sets, while the optical absorption spectra are repro-
duced well.
For FeS2 we find that the standard PBE functional, together with the stan-
dard basis sets and pseudopotentials in cp2k, does not perform well because of
iron pyrite’s small band gap, which almost disappears when this combination of
functional and basis sets/pseudopotentials is employed. To avoid the usage of
costly computational methods, we applied the DFT+U methodology. Our opti-
mized Ueff reproduces the band gap and the lattice constant of FeS2 very close
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to experimental results. This reduction of computational costs is even more im-
portant since the pyrite cluster models need to be calculated in high-spin state
with four unpaired electrons per Fe atom.
One of the biggest advantage of QDs is the dependence of the first absorption
peak maximum on the diameter of the QD: the larger the diameter, the longer
is the wavelength at which a cluster adsorbs light. We reproduce this behavior
successfully for the CdSe QDs. For FeS2, the dependence exists, too. (FeS2)13
and (FeS2)37 have Eabs at the same energy (0.34 eV), whereas the first absorption
peak maximum of (FeS2)62 shifts to lower energies, as expected. For the FeS2
clusters, the size dependence becomes most obvious when the gap between the
LUMO and the LUMO+1 is considered. In that case, the gap in the α-channel
decreases from 1.74 eV ((FeS2)13) to 1.54 eV for the (FeS2)62 cluster.
Also the impact of ligands that passivate unsaturated surface bonds is sub-
stantially. When added to CdSe clusters, simple ligands like methylamine, shift
the spectrum to lower wavelengths. Other ligands like thiols or phosphine ox-
ides change the spectrum the same way. The differences between the absorption
peak maxima is only about 0.1 eV when methylamine and methylthiol ligands
are compared, or if the short carbohydrate chain of trimethylphosphine oxide is
exchanged for a longer butyl chain.
All these ligands are aliphatic. However, as soon as aromatic ligands are
employed, the situation changes drastically. Within the aniline type ligands the
difference between the lowest and highest lying first absorption peak maxima
is 0.4 eV. The ligand that shifted the spectrum the most to the red is DMPDA,
and it carries a dimethylamine group, which is bound at the para-position to the
amine group. Dimethylamine is a good electron donor, and as such it has a high
affinity to stabilize the photogenerated hole. This is the reason for the strong
red-shift. Contrarily, if the substituent is a good electron acceptor, the spectrum
is blue-shifted. We find that this is true in principle, but the extent of the blue-
shift cannot be correlated with the ability as an electron-acceptor. In general,
if the spectrum should be altered for a given cluster size, such aromatic ligands
offer an alternative path to the size tuning of the spectrum.
The 4-coordinated Fe atoms of all the three FeS2 clusters were also passi-
vated with the PTC ligand, a dithiocarbamate type molecule. If 5-coordinated Fe
atoms of (FeS2)13 are saturated with PTC, the PDOS does not change substan-
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tially. The effect of the ligand absorption on the electronic structure is different
for the two spin channels. The β-band gap, for instance increases compared to
the bare clusters. For the α-channel more states occur at the energy where the
LUMO of the bare cluster is located. These observations are true for all the FeS2
clusters that are employed here.
(FeS2)13(PTC)6 is the only FeS2-PTC system for which the absorption spec-
trum is calculated. It also shows a red-shift of the first absorption peak maxi-
mum, similar to the effect that the saturation of CdSe clusters with DMATP or
DMPDA has, though the shift was not as large as compared to the influence that
the aromatic ligands have on the CdSe QDs.
Considering TiO2 sensitized with CdSe QDs, we find that the VB edge is
composed of atomic orbitals localized on CdSe, while the CB edge is formed
of atomic orbitals from the TiO2 part of the system. The band gaps of the these
system is very small, sometimes it is even zero. The band gaps of the separated
CdSe and TiO2 parts, however, still exist. This is why the first absorption peak
maximum is still the same when CdSe adsorbs on different TiO2 structures.
The energy at which the lowest lying optical transition occurs, does not
change when the cluster is adsorbed on TiO2 via the MPA linker. If the dopamine
linker is employed, the spectrum changes at energies below the first absorption
peak maximum of the QD. This is related to the aromaticity of the molecule.
Even though the spectrum does change, it must not mean that the electron trans-
fer efficiency of the overall system is bad, because the aromatic system of DA
could actually facilitate the transfer. However, we are not in the position to argue
about such assumptions. Similarly, if the QD is adsorbed directly on the TiO2
model, the intensity of the first absorption peak maximum decreases and low-
intensity peaks occur at lower energies. These absorption features, however, are
by no means as strong as if the QD is linked with DA.
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