Coverage problem is an important research topic in the field of wireless sensor network (WSN). The coverage algorithm based on event probability driven mechanism (EPDM) is put forward in this paper. First of all, the network probability model is established and the subordinate relation between sensor nodes and the target nodes is presented. Secondly, a series of probability is computed and the related theorems and reasoning are also proven. Thirdly, effective coverage for the monitoring region is achieved through scheduling mechanism of nodes themselves, thus the purpose of increasing network lifetime can be realized. Finally, experimental results show that the proposed algorithm could achieve complete coverage for networks of different scale and increase the network lifetime. It possesses the good quality of effectiveness and stability.
Introduction
Wireless sensor network (WSN) is a wireless distributed network system, composed of large amount of selforganized microsensor nodes which are integration of data collecting, processing and transmission units and power supply units, and performing the functions of information collecting, data processing, and transmission. What is more, WSN is mainly applied in the field of military defense, environment monitoring, medical care, intelligent home, agriculture, and transportation, etc. WSN compromises the information world and physical world and changes the interactive mode between the nature and human being [1] [2] [3] . At present, WSN has received the attention from all fields and brought immeasurable benefits to the society. Besides, it arouses the research warmness for WSN technology. WSN works in poor environment in which sensor nodes are usually deployed in the monitoring region through random spreading [4, 5] . Distribution of sensor nodes is very uneven. The energy of it is limited and cannot be recharged. Therefore, it needs considering first to prolong the network life by adopting effective energy-saving coverage method and energy-consuming balance mechanism in the research and designing of WSN [6] [7] [8] . In wireless sensor networks, the ultimate goal of coverage is to allocate each node's state efficiently, minimize the network's energy consumption in each cycle, and balance the share of each node's energy consumption in the network without reducing the existing level [9] . The coverage directly reflects the capability of network to monitor the physical world, and energy consumption determines the lifetime of the wireless sensor networks. Network coverage and energy consumption are closely related.
According to the mobility property of the node, the coverage problem that is an important topic in the wireless sensor network can be divided into two classes: static nodes and mobile nodes [10, 11] . Therefore, according to the constitution of nodes, WSN can be divided into two types: static and mobile. A hybrid WSN can be established by mixing the static and mobile nodes in the same WSN. The static sensor network refers to the network composed of only static nodes. Its cost is low. But the static nodes have many limitations and cannot meet the requirement of actual application. The mobile sensor network is composed of only mobile nodes and has good mobility. However, the mobile nodes usually undertake more tasks than static ones and are equipped with special mobility modules. Thus, the components of mobile nodes are much stronger than static ones. Big size and high cost make it less possible to apply in the real situation. The hybrid sensor network is constituted of both static and mobile nodes. Its advantages include low cost, good mobility, and the most frequent application.
The structure of hybrid sensor network is almost identical with WSN, but a certain amount of mobile sensor nodes with mobility property makes the cost slightly higher than traditional WSN. However, the number of mobile nodes can be set according to specific application, and the cost can be limited in the affordable range. Due to the merits of hybrid sensor network, the related researches are more than other researches. More often than not, hybrid sensor networks are studied in the research of WSN, such as coverage and connectivity, location, routing, data fusion, etc. All the problems in the networks can be solved in better ways in hybrid sensor networks by using the mobile nodes, such as coverage. If mobile nodes in mobile sensor network are relocated, the nodes can be distributed more evenly and the coverage hole can be filled. By this way, the quality of coverage in the network can be improved.
The rest of this paper is organized as follows.
(1) After related literature is reviewed, the main idea of coverage algorithm is introduced. Based on event probability, the model of WSN is established. ( 2) The process is verified through function relationship of Poisson distribution, normal distribution, and the probability density for the edge nodes in the WSN. ( 3) The coverage rate under certain condition can be determined through the state transition of nodes and the associated attributes between sensor nodes and target nodes. Therefore, the overhead of node energy can be decreased and dynamic allocation can be achieved. (4) As to network energy, the targets in concern are always located in the sensing range of the working nodes by employing the dynamic allocation mechanism. The state transition of nodes can be finished through scheduling mechanism; thus the dynamic adjustment of nodes can be realized. The overall network energy can be kept in balance. (5) In the final part of this paper, the schematic diagram of coverage rate and network energy changing with time under different variable system through simulation is presented. The study process is summarized, and the future work is forecasted.
Related works
A lot of studies and verifications have been done on the coverage algorithm of WSN in recent years in China and abroad. A superimposed cycle was established by means of semi-Markov, and the network model was constantly updated. When the target was covered by several sensor nodes, the target should be ensured to be covered by at least one sensor node. Then, a suitable random network configuration should be found to promote coverage performance of the overall network [12] . The deployment of information coverage and random coverage was conducted by using the sensor density relation, and the upper bound value of probability was given to calculate that of information coverage and the events [13] . The stochastic scheduling algorithm was studied, including simulation of network coverage intensity, delay detection and probability of detection. Bounded detection delay, detection probability, and network coverage intensity with constraints of network life cycle QOS [14] . A distribution method was proposed to provide complete coverage performance with the help of random scheduling, including random partitions and coverage improvement. The Voronoi polygon method and the disk coverage calculation rule were used [15] . For the WSN with intensivelydistributed nodes, a coverage control protocol named 'node self-scheduling' was proposed. Nodes in the network were firstly divided into many disjoint sets to ensure complete coverage of the target area; then these sets of nodes shifted their state between 'active' and 'sleeping' [16] . Berman improved Slijepcevic's thought. He did not require disjoint of nodes sets, allowing each nodes set work for a certain time. Besides, the partial coverage was also considered. In this way, more node sets could be divided and the network lifetime could be prolonged [17] . Tian improved Slijepcevic with back-off mechanism, and the network lifetime could be effectively prolonged. Emergence of network coverage hole could be avoided. Redundant nodes could be reduced. The network could be fully covered, and a certain sensing reliability could be maintained. However, this rotation mechanism only applied to nodes of two-dimensional perceptual model. It was not suitable for nodes in the probability perceptual model. And there would be some additional costs for the network, such as the requirement of knowledge of node position and synchronization of the network time [18] . A coverage algorithm based on graph coloring strategy, which aimed at finding the maximum disjoint advantage set, could effectively prolong the lifetime of WSN, but it required that all the nodes in the set must not be disabled [19] . In the covering process, the requirements for target node coverage were different. Based on this, a network configuration protocol (CCP) was proposed, which minimized the number of working nodes, with the precondition of ensuring the network coverage rate. Two greedy algorithms, centralized and distributed, were also proposed respectively by combining CCP and SPAN in order to ensure network coverage and connectivity [20] . From the perspective of border coverage, a centralized and polynomial time detection algorithm was proposed. It adapted to the environment in which positioning and monitoring capability or fault tolerance was highly required [21] . As for target coverage, what we should resolve is that m targets of known position were given and n monitoring nodes were deployed. Due to the limited energy of every sensor node, it was a problem on how to deploy nodes in a reasonable range and how to maximize the network lifetime on the basis of target monitoring. Cardei and Du put forward a heuristic algorithm by using mixed integer programming [22] . Then, they discussed the coverage problem in the case of node sets intersection and adjustable sensing radius of node. When the targets' density was high, Cardei approximated the target coverage as region coverage and realized the connectivity coverage of the target through establishing a connected set of nodes with the help of sensing nodes in high density. Based on the studies of Cardei, Liu and other researchers further studied the target coverage problem. He constrained one node to cover only one target each time [23] . It could be ensured that target coverage problem could be resolved effectively in polynomial time. Wu et al. proposed a protocol which constructed distributed localization of connected dominating set and discussed methods of dominating set coverage with efficient energy. To balance the network energy consumption, a method of selection coverage nodes was presented through remaining energy level [24] . Through the above methods, only static nodes were used to cover the target continuously, but in some applications, it was not necessary to provide continuous coverage of target. It would be much more efficient to use some of mobile nodes than just use static nodes. A polynomial approximation algorithm was presented by constructing a minimum spanning tree [25] . It was also discussed how to reduce the number of nodes and how to determine the position of nodes to cover a given target in the secure and controllable network environment. In addition, the connectivity of network must be ensured [26] .
Statement of the problem and the network model
For the convenience of study, the algorithm in this paper is based on the following four assumptions: 
Basic definitions

Network model
For the sake of convenience, the sensor nodes and the target nodes are placed in a square region. Generally, the coverage level of the target directly reflects the level that the target node is concerned. The target node region being concerned has a higher coverage level. The function of expectation value of different areas where the sensor node P is located and the coverage area should be taken into consideration, as is shown in Figure 1 . Figure 1 shows the associated coverage relationship of sensor nodes and target nodes. Circles represent the sensor nodes; triangle represents the target nodes; dotted lines in the figure represent moving locus of mobile targets. In the lower left corner, node P is defined. Shadows are blind regions which are not covered by sensor nodes. When the target node moves from the upper left to lower right of the figure to the sensor nodes 9 and 11, some region cannot be covered. We call it empty or blind area. In Figure 1 , four problems are studied as follows:
(1) What is the relation of the associated attributes between wireless sensor nodes and target nodes? (2) For target nodes, how to denote the relationship of wireless sensor nodes and the target nodes? (3) What is the relationship between the area of blind region and that of wireless sensor nodes? (4) How to compute the coverage level, density functions, and the expectation value of the nodes in WSN? (5) How to determine the coverage of target area with the least deployed nodes by using the probability expectation value? How to realize scheduling mechanism of sensor nodes?
Let us study the first problem: what is the relationship of the associated attributes between wireless sensor nodes and target nodes? In Figure 1 , every sensor node covers one or more target nodes except the part above the dotted lines. That means some of the target nodes are covered by more than one sensor nodes, namely, K degree coverage. A chart is used to represent the associated attributes between WSN nodes and the target nodes, as shown in Table 1 .
From Table 1 , we can see that each target node is covered by one or more sensors, and the coverage degree for each target node is not the same. When the target node is covered by multiple sensor nodes, it may be the main target node being concerned, but if it is covered by multiple sensor nodes (K ≧ 2), it may not be the one being concerned. Some sensor nodes can be put into a dormant state in order that the energy consumption of the sensor nodes can be reduced. This will be further explained in the subsequent chapters.
The second problem is exactly the inverse problem of the first one. That is, a target node is covered by multiple sensors and the K degree coverage is formed. The formed association relationship between this target node and sensor nodes will be studied in the second question. The association relationship between target nodes and sensor nodes is shown in Table 2 .
From Table 2 , we can see that each target node is covered by one or more sensors and the coverage degree for each target node is not the same. When a target node is covered by multiple sensor nodes, multiple coverage is formed. For example, target node 8 is in the coverage range of S 4 , S 5 , S 7 and the degree of the coverage is 3. If the coverage degree for a target node is higher than needed, there must exist many redundant nodes. This will consume much energy of the entire network, and the network lifetime will be decreased. With the increasing of sensor nodes, more than one target nodes are most likely to be in the multiple coverage area. Large sum of redundant nodes will be generated with the precondition that a certain coverage degree can be realized. In order to avoid the existence of many redundant nodes, all the sensor nodes should be put in different states and the transition of different states should be accomplished.
The formation and calculation of the curve locus
Definition 4 Given the target set T = {t 1 , t 2 , t 3 … t k } and sensor node set V = {v 1 , v 2 , v 3 … v n } in a certain time slot, if any node t k in target set T is covered by at least one node in node set V, then it is called full coverage of target set T. Definition 5 Let T be the set of m nodes distributed randomly in the target area. Let E be the edge set of the network graph, which represents set of positional relationship of e ij : e i = t j . e ij indicates the position of node s i and target node t j . When e i = 1 if and only if the Euler distance between target node t j and sensor node s i is less than or equal with the sensing radius r i , otherwise e i = 0. W = {w 1 , w 2 ⋯ w n } is the initial energy set of the sensor nodes. W conforms to W ∼ N(u, σ 2 ) normal distribution. w i represents the initial energy of sensor node s i , and w i is the maximum energy in the working process of nodes.
The third and the fourth problem are studied together. As for the area of the shadow, what should be considered is changing the function model of mobile target nodes' walking trajectory and the function relationship between sensor node 9 and sensor node 11. Through data fitting for the moving path of mobile nodes, the function of mobile target nodes' walking track is given as follows:
Let a be in the range between 0 and 1, i.e., a ∈ [0, 1]. To calculate the area of the shadow, it is intercepted in Figure 1 and a two-dimensional plane with X-axis and Y-axis is established. The shadow, part of the figure of sensor node 9 and 11, and sensor node 30 in the lower left corner of Figure 1 are shown in Figure 2 .
In Figure 2 , the X and Y-axes are made through the center of node 9 and 11. The point of intersection is the original point. Let a and b be the center of the sensors 9 and 11, respectively. Connect a and b. Let c be the cut point, e be the intersection point of X-axis and the walk trajectories of moving target nodes, and d be the intersection point of Y-axis and the walk trajectories of moving target nodes. The coordinates of the point a are (x a , 0), the coordinates of point b are (0, y b ). Because point c is the outer cutting point of sensor node 9 and 11, the coordinates of c are (0.5x, 0.5y). The coordinates of point e are (x a+r , 0). The coordinates of point d is (0, y b+r ). The shadow area is the enclosure of mobile target nodes with X-axis and Y-axis minus the area of the bottom corner and the circle. As for the area of the bottom corner, curve equation can be presented by means of data fitting. Let b ∈ [0, 1], the curve equation is as follows:
The area of the shadow is as follows:
With formula (1) and formula (2) into formula (3), the result is as follows:
Theorem 1 Without loss of generality, if the empty hole exists and its curves f(x) and g(x) are continuously differentiable, then the absolute value of its empty area difference is not less than the sum of the area of the two fan-shaped out-cut regions.
Proof As is shown in Figure 2 , the X-axis and Y-axis coordinate is moved horizontally to o′, and a new coordinate X′-axis and Y′-axis is formed. The sensor node 9 and Y′ intersect at m and n, where the angle formed is β; similarly, the sensor node 11 and the axis X′ intersect at point g and f. Its angle formed is α. Because the empty hole exists S ≥ 0, ΔS = |S 1 − S 2 − S fan | ≥ 0, according to formula (3) and (4), the following result can be conducted:
Þ is put into formula (5), the result is as follows: Because of the existence of the empty hole, there exists ΔS ≥ 0. Consequently, the ultimate result is conducted as follows:
From theorem 1, the conclusion can be drawn: if {0 ≤ α ≤ π} ∩ {0 ≤ β ≤ π}, the area of the empty hole needed to fill is at least 2πr 2 . If angles α and β are in the range of [π, 2π] , the area needed is at least πr 
Because formula (9) is convergent when x ∈ [0, a],
f n x ð Þ is absolute convergent.
Coverage area and its expectation value
In the following sections, the relationship between the coverage area and its expectation value is analyzed through the example of sensor node 30 (node p) in the lower left corner. A is shown in Figure 2 ; the square region l is divided into two parts: region I and region II. The nodes are randomly deployed in the monitoring region and constituted in a limited set S. The coverage area of each node is E (C). The coverage probability of each node is E(C)/Ω. If S is empty, the coverage rate of the deployed n nodes is P(S) = (1 -E(C)/Ω) n . When set S is not empty, the value of coverage probability of network nodes is as follows:
When node number n → ∞, lim n→∞ E P S ð Þ ð Þ¼1 . This means that when the number of nodes is large enough, the monitoring region will be fully covered. Considering the boundary effect, the node coverage area and its expectation value is to be solved. Because the square region is divided into regions I and II, according to the definition of expectation value in probability theory, the expectation value of nodes coverage area in the network can be conducted as follows:
P(Ω Ι ) and P(Ω ΙΙ ) denote the probability of the node randomly deployed in region I and region II, respectively. E C Ω Ι ð Þ and E C Ω ΙΙ ð Þ represent the corresponding coverage expectation, respectively. Because the deployment of sensor nodes follows uniform distribution, thereby the following result is obtained:
Assuming node p is inside region I, its coverage range is completely contained, so the coverage expectation is as follows:
When node p is inside region II, the area is that of its sensing circle minus that of arch region S ACBD . A and B is the intersection of the sensing circle of node p and the network border. Its angle θ is the central angle formed by node p, point A and point B, i.e., ∠ApB = θ. The central angle θ = 2 arccos y/r s , then formula (14) is obtained:
Theorem 3 Supposing that the given sensor nodes with sensing radius r s are uniformly distributed in the square region with side length of l, considering the boundary factors, the coverage expectation of each node is as follows:
Proof Because the sensor nodes follow uniform distribution, from formula (11), the coverage expectation is as follows:
When formulas (12), (13) , and (14) are put into formula (11), the result is as follows:
Proof According to formula (1), P(
n ≥ ε, then the result can be obtained:
Deduction 1 For any value of stochastic variable X in the range [a, b], the mathematical expectation and variance of bounded stochastic variable always exists.
Proof Because the stochastic variable X can get any value in [a, b] and its expectation should also be in [a, b], p(x) as the density function of X, according to expectation formula, the following result can be obtained:
Similarly, it can be proved that: E(X) ≥ a, i.e. a ≤ E(X) ≤ b. According to definition of variance and formula (16), the following result can be obtained:
That is to say, its expectation and variance both exist for any bounded stochastic variable.
Sensing probability model and the node scheduling mechanism
Two ways are usually adopted for measuring sensor models: one is sensing model method, and the other is the probability model method. Currently, the latter is studied more than others. An important factor for sensor model is the size of coverage for the monitoring region. It is mainly reflected by coverage rate.
Probability model of node
From definition 5, coverage rate of the point s i in the region is as follows:
When the target node is in the monitoring area and lies in the position (x t − x) 2 ≤ r 2 , its probability of being covered is 1 and vice versa. When the target node is near the border of the sensing node or less than the maximum radius r max , its coverage probability is e −λd . d is the Euler distance between target node and sensor node. The major impact of the border on the coverage is that the number of nodes should be increased to cover it if the target node is near the border of the coverage area. Such coverage follows nearby covering principle, i.e., when the Euler distance of a sensor node and the target node is short, the node moved in a straight line through certain moving strategy to realize coverage. If the Euler distance between the target node concerned and the border node is less than or equal to the diameter of the sensor node, coverage can also be realized through moving sensor nodes. If the Euler distance between the target node concerned and the border node is larger than the diameter of the sensor node, the only way to cover the border target nodes is to schedule nodes near the target node. Definition 6 The mobile node i is at the point of x i . Another mobile node j is at the point of x j . The repulsive force of j to i is defined as:
Similarly, the attraction of j to i is defined as:
In the formula above, k is a proportionality constant coefficient, repulsive and attractive forces are as follows:
As to the limitedness of coverage area, the repulsive force of target area border from the mobile node can also be applied to other models. This time, the point x j is the position of the vertical projection of mobile node i onto the boundary line of the nearest target area. Considering the random disturbance force between nodes, the resultant force at a node is as follows:
F bor is the repulsive force of target area border from the mobile node. F wan is the random disturbance force between nodes. ξ is the force control parameter. The equation of the mobile node i at the time of t can be defined as:
. μ is the proportional damping factor, m is the node's virtual mass.
Because sensor node 1 covers one target node concerned and the Euler distance between the target node and the border node is larger than the diameter of sensors node 1, only sensor node 2 or sensor node 3 can be moved. Because L2 > L3 and both sensor nodes 2 and 3 have not concerned the target node, sensor node 3 should be moved. The dotted line is the shortest distance between the target node and sensor node 3, as shown in Figure 3 .
As can be seen in Figure 3 , the target node lies in between r and r max , which also shows the only possibility of existence of the boundary target node (triangles are the target nodes). For more complex network models, the probability model is transformed into a normal distribution function. X follows normal distribution, represented as X ∼ N(μ, σ 2 ). u is the expectation of normal distribution, and σ 2 is the variance of the normal distribution. That is as follows:
Deduction 2 Let stochastic variable X follow normal distribution N ∼ (μ, σ 2 ). If p(a ≤ X ≤ b) ≥ 99% is required, solve the function relation of parameters.
Proof From known conditions,
We regard it as complete coverage if the probability is larger than 99%. The effective coverage for the monitoring region is realized.
Assuming a = 0, b = 100, μ = 50, after those parameters substituted into formula (23) , the value of σ is obtained through calculations: σ = 19.41. That is, complete coverage is realized in the monitoring region [0, 100], σ = 19.41.
Deduction 3 If n sensor nodes was randomly deployed in the network region with area of Ω and the node sensing radius is r s , the probability of K nodes in the region with area of πr 2 s is as follows:
According to Poisson theorem, when the number of sensor nodes N tends to infinity, the probability P tends to be infinitively small. The secondary distribution of term B(n, p) Poisson distribution can be approximated as p(n, λ). Let λ = np. All the sensor nodes in the network coverage area are randomly deployed, so the number of nodes in the network coverage region with area of πr 2 s can be considered to follow the secondary distribution of B n; πr 2 s =Ω À Á . Because high-density deployment is usually adopted to deploy senor nodes in coverage region and the sensing radius of each sensor node is much smaller than the area of the network region Ω, when the number of nodes n in the coverage area increases gradually, nπr 2 s =Ω is gradually close to infinitive small. The binomial distribution can be approximated as the Poisson distribution p n; nπr According to definition 6 and definition 7, dmin(G) > 0 is a necessary condition instead of a sufficient condition that communication graph G is connected. So P(C n ) ≤ P (d min (G) > 0). In the application, the lower limit of P(C n ) is of greater significance in the case of unknown node density. If the network communication diagram is constructed from the empty graph with only isolated nodes, the number of communication links increases while the node communication radius is increased. When the node obtains the minimum node degree k, it has also become a k-connected graph. If any k-1 nodes are removed from the network diagram and this graph is still connected, it is called k-connected graph. Therefore, for k = 1, as long as its communication radius is large enough to make dmin(G) > 0, the network has become a connected network, i.e., P(C n ) = P(d min (G) > 0). Because the node distribution is independent, according to formula (1), for any node p and (P∈G), the limitation of the node connectivity rate is lim
According to the literature, the minimum node degree of G is as follows:
S p is the effective communication area. Without considering the effect of boundary factors, P C n
In fact, when node p is in the region I, the value of S p is equal to the area of communication circle of node p. When node p is inside the area II, the value of S p is equal to the communication circle area πr 2 t minus the area of arch S ACBD , so:
Assuming node q lies on the border of square deployment region and S p > S q, S q ¼ πr 2 t =2, so:
Theorem 5 Given a square region with side length l, the number of nodes in the region is n and the communication radius of each node is r t . When the boundary effect is considered, the lower bound of the network connection prob-
Proof Formulas (21), (22), (23) are put into P(C n ) = P (d min (G) > 0); it can be solved. According to deduction 2, if l = 100 m, r t = 40 m, and the boundary effect is considered, the network is fully connected when the probability of connecting the network is greater than 99% with 124 nodes deployed.
In order to achieve different coverage of network and connectivity rate, the number of nodes to be deployed is shown in Table 3 . In this table, the value of the number of nodes to be deployed can be found. When the network coverage and connectivity rate is high (usually ≧99%), the network can be considered to be completely covered and connected. When the network connectivity rate P(C n ) is equal to the network coverage rate E(S n ), more nodes need to be deployed to obtain the same value of network coverage rate with the network connectivity rate as shown in Table 3 .
Scheduling mechanism of nodes
The length of WSN lifetime mainly depends on the energy consumption of nodes themselves and the outside factors. Effective constrain of node energy consumption can prolong the life cycle of the whole network. That refers to the fifth question [27, 28] . Each sensor node shifts its working status in a certain cycle. At the beginning of each working cycle, the state information of the sensor nodes is initialized, including closing sensing modules of nodes, updating the location of nodes themselves and the neighbor nodes [29] . At any time, the sensor nodes in the network are in one of the following five states: judging, competing, waiting, starting, and sleeping. The connotations of the five states are as follows. The first one is judging: to judge whether it is suitable for sleeping. If it is (Eligibility), then it will go in sleeping; otherwise (Ineligibility), it will be delayed randomly for nodes deployment. The timer is started to get ready for the competing state. The second one is competing: if the time is out in the timer, the competition of node is successful (Win). Then, it goes into the starting state; otherwise (Lose), it goes into the state of waiting. The third one is the waiting: the failed nodes in competition falls in the state of waiting and receives the broadcast 'On-duty Message' from the successful nodes. Then, the nodes entered the state of judging through updating the stored local state information of other nodes so that the coverage judgment algorithms can be continued in the state of judging. The fourth one is starting: the nodes which compete successfully will go into the state of starting. First of all, On-duty Message, including the only ID and location of this node should be broadcasted for other nodes. Meanwhile, the sensing work should be performed. After the starting state, the end of a working cycle, the node initializes the state information and prepares for judgment of next working cycle (Next period).
The fifth one is sleeping, unnecessary equipments are turned off for sensor nodes to save energy. After the end of sleeping, the node initializes the state information and prepares for judgment of next working cycle. Each node performs the self-scheduling according to the state of other nodes until it is identified in the state of starting or sleeping, as shown in Figure 4 .
The algorithm and its description
Due to the connectivity of high density sensor nodes and the coverage area of target nodes, the randomly given coverage area is reconstructed through limiting the maximum amount of distortion of randomly covered area in a certain range in order to maximize the life cycle of the network and solve the optimization problem better. At this point, the maximization of the network lifetime is transformed into the problem of target area coverage. In essence, the maximization of the given network lifetime is transformed into seeking the largest set of sensor nodes in the entire target area. Each sensor node is related to the specific coverage area required by nodes in the target region. Therefore, the optimization can be solved through coverage theory. After long-time study, many experts and scholars found that there are two main factors affecting the network lifetime: first, the energy consumption of each sensor node in the process of collecting data and, second, the topological geometry of deploying sensor nodes. Due to the transformation from the optimization of network lifetime into the coverage problem, it is particularly important for sensor nodes to cover specific areas, which is the key to solve the optimization problem. In this paper, we first propose to transform the information collection and data retrieval into energy restriction and coverage-related issues. Second, the given network lifetime maximization problem is determined as a NP-complete problem. Third, the scheduling mechanism of sensor nodes is transformed while the optimal coverage rate is solved through the greedy algorithm. The energy consumption is effectively decreased, and the network lifetime is prolonged. The energy consumption of sensor nodes in data retrieval in the whole network system is solved. Finally, the effectiveness and applicability of the algorithm is verified through experimental comparison.
Step 1: Set the position and coverage radius r of sensor nodes. The entire coverage region is divided into multiple disjoint sub-regions {F 1 , F 2 ⋯ F n }. Sensor nodes in every sub-region F i and all coverage regions are connected and guaranteed in the region, i.e., F l = {S n1 , S n2 ⋯ S nl }, F l ⊂ M si . Every related subset is marked as S i = {F n1 , F n2 ⋯ F nl } and ∪ i¼1; 2⋯n
Step 2: As for the i (i = 1, 2…n) data retrieval, its output is a coverage set: C i . A concerned sub-region 
r is the remaining energy of the i sensor node in the current data collection and retrieval.
Step 3: In order to reduce the amount of overlapping coverage for sparse coverage sub-region caused by the redundant nodes, so an overlap value v i = F c for the ith sensor node is defined. It represents the number of sensor nodes and F c ∈ S i . v i is the number of selected important sub-areas for the coverage of the ith sensor nodes, i.e., v i = v min . v min is the minimum number of sensor nodes in the covered target area.
Step 4: All the sensor nodes in the current coverage area update the remaining energy by reducing the consumed energy in the previous data collection and retrieval from the remaining energy, written as E i r ¼ E i r −E i c . If the remaining energy of a sensor node is less than the required energy for one data collection and retrieval, the sensor node should be removed from the sensor set. Then go to step 2 and continue until coverage region A is not fully covered by sensor nodes available any longer. At this time, the network lifetime is maximized.
Determination of the node probability
In the designated monitoring area, when any node receives data packets transmitted by the rest N-1 nodes, it can be considered to finish data retrieval.
Theorem 6 In the wireless sensor network constructed by N wireless sensor nodes of one monitoring area, when there is one and only one sensor node transmitting the data packet and the probability value of the node p i is 1/N + 1 − i, the value of p i _ max is the maximum one.
Proof In the monitoring area, let all the sensor nodes be independent; there is one and only one sensor node working probability marked as λ. At the time t 0 moment, when all the sensor nodes N work simultaneously, coverage probability of one sensor node is as follows:
The probability event complies with geometric distribution of the required time, so in this monitoring area, when N + 1 − i nodes are working, the successful coverage probability of a single node for monitoring the area is as follows:
According to the definition of geometric distribution, the probability event in Equation 29 still complies with the geometric distribution of the required time.
Taking the derivative of λ on the left of formula (29) and make its result as 0, we get:
Discussion: in the first case, according to the probability theory, the probability value is nonnegative and not larger than 1, i.e., λ ∈ [0, 1]. When λ = 1, the single sensor node can cover the monitoring area completely, which is contradictory with N + 1 − i nodes involved in working, so λ ≠ 1. In the second case, when λ = 0, the single sensor node is in the sleeping or dead state, which is also in contradiction with the meaning, so λ ∈ (0, 1).
Let 1 − λ − (N − i)λ = 0, so λ = 1/N + 1 − i. When λ = 1/ N + 1 − i, p i gets the maximum value. Let: u = N − i + 1, i.e., Figure 4 State changes of sensor nodes. λ = 1/u and get it in the formula (29) . The following can be obtained:
Evaluation of performance
In order to study this subject better, the meaning of each parameter is listed one by one:
l, the side length of a square Ω, the area for a square, i.e., Ω = l 2 n, the number of randomly deployed sensor nodes r, the sensing radius of sensor nodes E(C), the expectation of coverage area of sensor nodes, i.e., μ σ 2 , the variance of coverage area of sensor nodes p(x), the coverage rate of randomly deployed sensor nodes
In order to improve the evaluation of network performance, MATLAB6.5 is used in simulation experiment. Coverage and connectivity of network in different scales can be realized through changing the range of the coverage region. The model performance in different scales can be evaluated better. It is mainly reflected in the minimum number of nodes deployed in the cases of different coverage and network connectivity rate. The average value is derived from simulations of 100 times. The curve for node coverage variation in different network scales is shown in Figure 5 .
As can be seen in Figure 5 , firstly, there are less nodes for complete coverage in the network with smaller area and more nodes in larger area. For example, when coverage is 100%, 43 nodes are needed in 100 * 100 area, 124 nodes in 200 * 200 area, 167 nodes in 300 * 300 area, and 243 nodes in 400 * 400 area. Secondly, the number of sensor nodes is not the same according to different requirements of networks for coverage rate. The number of nodes is increasing as the network grows, which shows a linear increasing relationship. In Figure 5 , it requires more nodes to realize the full coverage for much larger networks and fewer nodes for smaller networks. When the coverage rate is between 90% and 100%, the increment rate of large network increases faster than that of the small-scale networks.
To further verify the coverage rate of WSN in probability model, the 100 * 100 model is chosen for study. After the network parameters are given dynamically, the proportion between network coverage rate and the number of nodes is compared, as shown in Figure 6 . Figure 6 shows the network coverage rate under different parameters; its computation process is according to formula (20) , when stochastic variable follows normal distribution N ∼ (μ, σ 2 ), p(X ≤ b) = ϕ((b − μ)/σ) is used to get the result. Take μ = 10, σ = 15 as an example, when the coverage rate is 60%, p(X ≤ b) = ϕ((b − 10)/15) ≥ 60%, it can be deducted that ((b − 10)/15) = 0.255, and b = ⌈13.825⌉ = 14. μ = 10, σ = 15, when the coverage rate is 60%, the required number of nodes is 14. From Figure 6 , we can also see that, in case of same network size, the larger the expectation, the more nodes will be required, i. e., the normal distribution model that the network shows. For any curve, the variation is a linear relationship that is because at first, the coverage rate increases at 5%, so the distributed function values changes slowly.
Second, the difference of expectation in the example is 10, which means the two adjacent curves have the feature of equal spacing. Third, when the coverage rate exceeds 95%, the number of nodes increased significantly. That is due to the quick change of distributed function values between 95% and 99.9%. For example, if the expectation is 10 and variance is 15, 35 nodes are needed with coverage rate 95% while 55 is needed with coverage rate 99.9%. For another important factor of WSN connectivity, the size of connectivity is directly related to the performance of data transmission, data processing, data computation, etc. Next, four different network models are adopted to compare the connectivity of WSN in experiments. According to formulas (21), (22) , and (23), the number of sensor nodes in different network models are solved, as is shown in Figure 7 . Figure 7 reflects the variation curves between network connectivity rate and the number of nodes. For the two networks of 100 * 100 and 200 * 200, the number of nodes increases more slowly. The main reasons are. first, when the network is small and the connectivity rate is 100%, 48 nodes can complete the connectivity between nodes in the network model of 100 * 100 while 150 nodes are needed in the network model of 200 * 200. Second, for the two network models, the increasing trends of the node number are relatively stable. The node number increments is in linear relationship with time. For the two networks of 300 * 300 and 400 * 400, because their areas are larger, more nodes are needed compared with the previous two network models. At the beginning, the node number in the two network models is almost the same. However, with the expansion of the network model, the nodes are greatly increasing in 400 * 400 network model because in the communication process, the optimal communication Figure 8 The relationship between number of sensor nodes and network energy. rule is that the two circles of sensor nodes are circumscribed, which is, however, impossible to achieve. Therefore, as the network grows, much more nodes are largely required. Figures 8 and 9 show the comparison between network energy and node number along with the rest energy of nodes changing with time for the event probability driven mechanism (EPDM) algorithm and algorithms of CCP and square region-based coverage and connectivity probability model (SCCP) with the precondition of network coverage. As can be seen from the figure, with the same node number, the progressively increased speed of EPDM algorithm is larger than that of the algorithms of CCP and SCCP. For a certain energy value, the nodes of EPDM algorithm are much less than that of the other two algorithms. Figure 9 reflects that the total remaining energy of network nodes is decreased gradually with time in the operation of system. Compared with the other two algorithms, less energy is consumed while the network coverage can be ensured through this algorithm. After the network runs for the same period of time, 9% energy in average can be saved by using this algorithm than SCCP and 17% energy than CCP. This is because it costs little in the calculation of network coverage and less energy of sensor nodes is consumed.
Conclusions
This paper researches the coverage algorithm in wireless sensor networks and presents EPDM algorithm with the theory of probability. First, EPDM establishes the relation model and association relation between sensor nodes and target nodes. Then, the calculation of a target node's trajectory is given based on its probability and expectation. Next, target nodes can be covered more effectively through scheduling mechanism of nodes. The simulation results show that EPDM is effective and scalable. In future research, EPDM will be extended to implement the multiple coverage in heterogeneous wireless sensor network. Furthermore, we will study how to do quadratic linear programming for nodes with random distribution and improve the calculating precision for the border coverage.
