In [3], Carlitz determined conditions under which infinite families of polynomials have solutions in a finite field. In this paper we extend * franciscastr@gmail.com, Tel: (787)764-0000, X4696, Fax: (787) 1 some of Carlitz's results by computing the exact p-divisibility of certain exponential sums. As a by-product we obtain an upper bound for the Waring number for polynomials over extensions of finite fields.
some of Carlitz's results by computing the exact p-divisibility of certain exponential sums. As a by-product we obtain an upper bound for the Waring number for polynomials over extensions of finite fields.
Introduction
Exponential sums over finite fields have many applications to different areas of mathematics [8] . One of the problems of interest is the estimation of its p-divisibility. By computing the exact p-divisibility of the exponential sum associated to a polynomial one can determine if families of equations have solutions over a finite field.
A common tool for the estimation of this divisibility is the well known theorem of Stickelberger [9] . If the exponential sum is expressed as the sum of Gauss sums, then Stickelberger's theorem gives the exact divisibility of each one of the Gauss sums. Of the many known results on the divisibility of exponential sums we use results presented in [11] that give conditions to obtain exact divisibility.
In [3] , Carlitz determined conditions under which infinite families of polynomials have solutions in a finite field. In this paper we compute the exact p-divisibility of certain exponential sums under some natural conditions and extend some of Carlitz's results.
We also apply our results to generalizations of the Waring's Problem over finite fields, where we consider sums of polynomials. These generalizations lead to examples where the degree of the polynomial can be arbitrarily large but its Waring number is small.
Preliminaries
Let q = p f , p a prime, F q be the finite field with q elements and F q * = F q \0. Given 0 ≤ j, j i integers such that 0 ≤ j i < p and j = r−1 i=0 j i p i , we define the p-weight of j by σ p (j) = r−1 i=0 j i . The p-weight degree of a monomial X e 1 1 · · · X en n is defined by w p (X e 1 1 · · · X en n ) = σ p (e 1 ) + · · · + σ p (e n ). Sometimes we use X to denote the variables X 1 , · · · , X n . The p-weight degree of a polynomial F (X 1 , . . . , X n ) = i a i X e 1i 1 · · · X e ni n , a i = 0 over F p f is defined by w p (F ) = max i w p (X e 1i 1 · · · X e ni n ). The p-weight degree with respect to the variable X i of the monomial X
We denote the p-weight degree with respect to the variable X i of
. From now on, we assume that a polynomial F (X 1 , · · · , X n ) contains all the variables
Q p is the p-adic field with ring of integers Z p . Let K be the extension over Q p obtained by adjoining a primitive (p f − 1)th root of unity in Q p , the algebraic closure of Q p . The residue class field is isomorphic to F q and let T denote the Teichmüller representatives of F q in K. Let ξ be a primitive pth root of unity in Q p . Define θ = 1 − ξ and denote by v θ the valuation over θ.
Let φ : F q → Q(ξ) be a nontrivial additive character. The exponential sum associated to F is defined as follows:
Note that, since φ is an additive character, if
Since φ(β) is a unit, the constant term does not affect the p-divisibility of the sum.
The following theorem [11] gives a bound for the valuation of an exponential sum with respect to θ.
where
To obtain this bound, the authors in [11] use the Teichmüller representatives a i ∈ T of the coefficients a i of F to lift and expand the exponential sum S(F ):
For
where s is the number of expressions in (2) that are equal to zero for the vector (j 1 , · · · , j N ) associated to the term. Since the polynomial F contains all the variables, we can always find a solution (j 1 , . . . , j N ) such that
is minimum and all the expressions in (2) are positive multiples of q − 1, giving f (p − 1)s = 0. The triangle inequality is then used to obtain the bound.
Note that one does not have equality on the valuation of S(F ) because it could happen that there is more than one solution (j 1 , . . . , j N ) that give the minimum value and when the associated terms are added they could produce higher powers of θ dividing the exponential sum. In Section 4 we prove that, for many infinite families of polynomials, there is a unique solution (j 1 , . . . , j N ) that gives the minimum. This implies that v θ (S(F )) = L. To prove that there is a unique minimum solution one has to consider all the possible solutions to the modular system, including those that make some of the equations in (2) equal to zero.
In our computations we will be using the following lemma, which was proved in [11] .
The relation between an exponential sum S(F ) = x∈Fq n φ(F (x)) and the number of zeros of a system of polynomials P 1 (X), · · · , P t (X) is given by the following lemma that can be found in [1] .
and N be the number of common zeros of P 1 , · · · , P t . Then,
In this paper we use p-divisibility of exponential sums to prove solvability of polynomial equations. Another common method to prove solvability of equations is to estimate the absolute value of the corresponding exponential sum. Usually, for the absolute value method, the solvability only depends on having q > d , where d is the degree of the polynomial and q is the size of the field (see [12] , [8] , [7] ). The results presented here cover cases that are not covered by the absolute value method.
Carlitz's Results
There are many results on divisibility properties of the number of solutions of systems of polynomial equations over finite fields. Our work generalize the following results of Carlitz ([3] ).
is of degree less than n, and
This is a very general theorem but the condition x∈Fq n F q−1 (x) = 0 could be hard to verify. The following results do not assume this condition.
Exact Divisibility of Exponential Sums and Solvability of Equations
In this section we compute the exact divisibility of certain exponential sums and of the number of solutions of the related equations. With this we guarantee that these equations are solvable and obtain generalizations of Carlitz's results.
Consider the monomials
all with the same degree d > 1, disjoint support, and
and
Proof. Without of loss of generality, we can assume that the monomials in (5) are of the form
1 · · · X enr n . As in Theorem 1, we associate a modular system to the polynomial F . The following is the modular system associated to F :
2)
be any solution to system (6), and T be the term in (3) associated to this solution. Then
where s is the number of equations in (6) that are equal to zero. Let n 0 = 0, and, for i = 1, · · · , t, let r i be the number of equations that are equal to zero in each block i of n i − n i−1 equations in (6) .
Applying σ p to (6), using Lemma 1, adding the first n 1 − r 1 non-zero inequalities, and dividing by d 1 n 1 , we obtain
We repeat the same to each block i of modular equations in (6) to obtain:
Recall that d i (n i − n i−1 ) = d, and add the above inequalities to get
Since σ p (e 1,k ) + · · · + σ p (e n,k ) is the p-weight degree of the k th monomial of G, and w p (G) < d, we have that
= f (p − 1)
Note that if s i = 0 for some i, we have strict inequality in (7) . Also note that since
is minimal and has s i = 0 for all i = 1, · · · , N . Consider
where 0 ≤ λ i ≤ d i for all i = 1, · · · , t. This is a solution to (6) with
and,
where s is the number of equations in (6) that are equal to zero for this solution.
If λ i = 1 for i = 1, · · · , t, then none of the equations in (6) are equal to zero and v θ (T ) = f (p − 1)
, 0, · · · , 0 is a minimal solution. Any other minimal solution must have the form (8) and
Therefore
, 0, · · · , 0 is the unique minimal solution and
This result is false if we allow d = 1. For example, consider G(X 1 , · · · , X n ) = c, a constant, and F (X 1 , · · · , X n ) = a 1 X 1 + · · · + a n X n + c. Then, S(F ) = 0 and the formula for v θ (S(F )) is not correct.
Even though the above theorem includes the case p = 2, because of the importance of Boolean functions, we include this case as a corollary.
Corollary 6. Let p = 2 and consider the monomials
all with the same degree d > 1, disjoint support, and 1 ≤ i j ≤ n = n t . If G(X 1 , . . . , X n ) is a polynomial over F q with w p (G) < d, and
The next corollaries give information about S(F ) when t = 1.
Corollary 7.
Let d be a divisor of p−1, nd > 1, and a ∈ F q * . If G(X 1 , . . . , X n ) is a polynomial over F q with w p (G) < dn, and
As a consequence of Theorem 5 we can compute the exact divisibility of the number of solutions of families of polynomial equations. Theorem 9. Let d i be a divisor of p−1 and a i ∈ F q * for i = 1, . . . , t. Suppose that
is an integer and consider the monomials
is the exact divisibility of the number of solutions of F = 0.
In particular, F has at least one solution over F q .
Proof. Consider
By Lemma 2, the number of solutions of F = 0 is p −f S(F ). To compute S(F ) we follow the proof of Theorem 5 with F instead of F . The modular system associated to F is the same as the one associated to F but with the additional equation (6), but e i,N s N do not appear in the other equations. In any case, we follow the proof of Theorem 5 and note that expression (7) becomes
where α = 1 if h 1 + · · · + h t + s 1 + · · · + s N = 0 and α = 0 otherwise. Again, note that if s i = 0 for some i, then we have a strict inequality. Also note that
+ α ≥ 0, and any solution with v θ (T ) = f (p − 1)
is minimal and has s i = 0 for all i = 1, · · · , N . The vector
is a solution to the new modular system if and only if
is an integer.
By hypothesis,
is an integer, and therefore
, 0, · · · , 0 is a minimal solution. Any other minimal solution must have the form (10) and
and this is minimal if and only if λ i = 1 for all i. Therefore,
is the only minimal solution and the result follows.
Using the above theorem one can generalize Theorem 3 by substituting the degree by the p-weight degree.
over F 29 f . The equation F = β has at least one solution for any β ∈ F 29 f .
In the following theorem we impose conditions on the partial weight of the monomials to compute the exact divisibility of exponential sums. With the exact divisibility we prove that the related equation is solvable.
Proof. We can assume that
The following is the system of modular equations associated to F :
be any solution to system (11) . As in Theorem 5, applying σ p , we obtain:
where α i = 0 or α i = 1.
Since
. Adding all the inequalities and using the fact that
If T is the term in (3) associated to this solution then
is the number of equations in (11) that are equal to zero. Note that if s i = 0 for some i we have strict inequality and, since
is minimal and has s i = 0 for all i.
As in Theorem 5, taking h i = (q −1)/d i and s 1 = · · · = s N = 0, we obtain a solution to the system with
and therefore is minimal. Any other solution with
+ s , where s is the number of equations in (11) that are equal to zero for this solution. For this solution to be minimal we must have
, and this is minimal if and only if λ i = 1 for all i.
Therefore,
Note that in Theorem 3 the polynomial has the same degree on each variable and the degree is equal to the number of variables. Applying Theorem 11 we can get another improvement to Theorem 3 that has less restrictions on the degrees. In Section 5 this improvement will be applied to generalizations of the Waring's problem.
is an integer, and let G 1 , · · · , G N be monomials. If
then the exact divisibility of the number of solutions of F = 0 is p
In particular, the equation has at least one solution over F q .
Proof. Similar to the proof of Theorem 9.
Example 2. Let F (X 1 , . . . , X 7 ) = X is an integer.
is a polynomial over F q with w p (G i ) < d for every i, then the exact divisibility of the number of solutions
. In particular, the equation has at least one solution over F q .
, and consider the polynomial
= β does not have solution for all β ∈ F p 2i \F p i . The above corollary implies that the extra terms force
Applications to generalizations of the Waring's Problem
The original Waring's problem is to find the minimum number of variables such that the equation
has solutions for any natural number β. This minimum number is called the Waring number associated to d. The Waring's problem has also been considered for equations over finite fields and there are many bounds for their Waring numbers ( [8] , [13] , [7] ). Many of these bounds are consequences of good estimates of the absolute value of Gauss sums ( [8] , [6] ).
In this section we consider a generalization of the Waring's problem: Given a polynomial F (X) over F q , find the minimum number of variables such that has solution over F q for any β ∈ F q . We denote this number by γ(F, q). The above problem can be related to the following problem: Given polynomials F 1 (X 1 ), . . . , F n (X n ) over F q , find conditions such that every β ∈ F q can be written as
where x 1 , . . . , x n ∈ F q . This problem was considered by Carlitz et. al. [4] and Cochrane et. al. [5] for the prime field. Carlitz et. al. proved that given F 1 (X 1 ), . . . , F n (X n ) polynomials over F p of degree d 1 , . . . , d n , every element β ∈ F p can be written as β = F 1 (x 1 ) + · · · + F n (x n ), provided that
where t is the number of F i 's which are neither of degree p − 1 nor of the form α(X i − β) (see [5] ). In [5] , Cochrane et. al. use estimates for exponential sums to prove that (13) has at least one solution for every β ∈ F p , whenever r 1 + · · · + r γ(F,p) ≥ log p, where the absolute value of the exponential sum corresponding to each r i is less than or equal to p(1 − r i ). Note that these results are for polynomials over F p .
We now apply Theorem 12 and obtain some natural conditions so that the elements β ∈ F q can be written as β = F 1 (x 1 ) + . . . + F n (x n ). This gives an upper bound on γ(F, q) for polynomials F that satisfy certain natural conditions.
Our results apply to extension fields while the above results only apply for polynomials over F p . Theorem 14. Let d i > 1 be a divisor of p − 1, a i ∈ F q * and F i (X) = a i X d i i + G i (X i ) be polynomials over F q for i = 1, . . . , n. Suppose that
is an integer. If w p (G i ) < d i , then every β ∈ F q can be written as β = F 1 (x 1 ) + · · · + F n (x n ), for some x 1 , · · · , x n ∈ F q . Example 4. Let F 1 (X 1 ) = X 
