The proofs in our paper [1] need two corrections that we present below. The results remain valid as published. The first correction concerns the order in which some parameters in our construction have to be chosen; the second one fills a gap in the argument which extends the results from piecewise linear Markov maps to smooth circle maps.
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Choice of the parameter γ
The constant β appearing in lemma 2.
2.(a)
1 has to be taken independently of γ, contrarily to what is written in the published version. The same has to be checked for the corresponding constant B in lemma 4.1 and in (5.3).
We need the independence of β and B from γ to perform the computation at the end of section 5 (pp 2205-2206): since the constants K 1 and K 2 depend only on B, K = 3(K 1 + 1 2 (1+K 2 )β) can in this case be chosen independently of γ and k. This is essential to conclude because the values of κ such that κK One can indeed fix β independently of γ thanks to the facts thatτ is a piecewise affine Markov mapand that γ does not appear in the lengths of images of its affinity intervals. Indeed, choose for any
κ . Sinceτ is piecewise affine the classical proof of Lasota-Yorke inequality (see for example proposition 2.1 in [2] ) may be simplified to give
where {I i } i are the affinity intervals ofτ k . But, as the affinity intervals ofτ form a Markov partition forτ , all intervalsτ k (I i ) occur as imagesτ (J) of affinity intervals J ofτ . Then an inspection of the specific form of the mapτ shows that the constant
depends on η and δ but is independent from γ and k. We can then conclude for the tensor product as in lemma 3.2 of [2] , and for B as previously, since the modification of β that results in B will only be due to the coupling.
Date: October 27, 2006. 1 All the boldfaced references are related to the published version of the paper.
The case of smooth modifications
The formulation of remark 2.3 is a bit misleading and the proof of theorem 1 for the mapτ 3 in section 7 incomplete. We use in fact the specific construction of the local map in the proof of the exponential estimate from section 5, and it can not be directly transfered to a smooth modification of it.
More specifically, the inclusion (5.12) is obtained thanks to the calculations of section 3, in particular the two summarized observations at its end. These observations remain valid forτ = 1 vτ k , sinceτ has the same Markov partition structure asτ , but cannot be checked for a perturbationτ such that
is small. This difficulty can however be overcome, since formula (5.12) is only used in the "probabilistic" computation (5.13). We explain below how this computation has to be modified when the local mapτ is a smooth modification ofτ . For all notations which are taken from the published version, we assume that the local map isτ . We denote alsoT (resp.Ť ) the 4-fold direct product ofτ (resp.τ ).
We want to compute ,t1) ). We then need to replace:
• the six terms PT by PŤ , making an error of the order of ρK 3 Var(h 0 ), where K 3 is the sum of six uniform controls on norms of operators acting on BV spaces (since the operators PT and PŤ satisfy a uniform LasotaYorke inequality).
• the term 1Γ (i,t 1 ) by its equivalent forŤ ,
We notice thatΓ (i,t1) can be written as the disjoint union of 8 terms of the
One can then evaluate the difference (denotingΓ (1) (i,t1) the equivalent term forŤ ) 1Γ(1) We can now use the equivalent formulation of (5.12) forŤ , (2.5)Γ (i,t1) ⊆ {ξ : ξ ∈ G} ∪ {ξ :Ť Φ {t1} (ξ) ∈ G} ∪ {ξ :Ť 2 Φ {t1} (ξ) ∈ G} , to compute the remaining integral (2.6) 
