We study a generalized Gummel iteration for the solution of an abstract optimal semiconductor design problem, which covers a wide range of semiconductor models. The algorithm is exploiting the special structure of the KKT system and can be interpreted as a descent algorithm for an appropriately defined cost functional. This allows for a convergence proof which does not need the assumption of small biasing voltages. The algorithm is explicitly stated for the (quantum) drift diffusion model, the energy transport model and the microscopic Schrödinger-Poisson model.
Introduction
Optimal semiconductor design gained considerable attention during the last decade Stea98,St00,HP 02a . The ongoing miniaturization of semiconductor devices and the reduced time for a product cycle require an accelerated development of new designs meeting certain performance criteria. This is an important and challenging task in modern microelectronics and the increasing computing power makes these problems tractable using mathematical optimization based on sophisticated models for the device behavior. The most prominent design variable (and correspondingly the unknown in the associated optimization problems) is the device doping profile, which describes the (charge) density of ion impurities in the device. Typical objectives of the optimization are certain device characteristics, like current-voltage or capacitance-voltage characteristics. In order to solve such optimal design problems it is important to find suitable objec-tive functionals to be minimized, so that a reasonable compromise between conflicting design goals (e.g. maximizing current and keeping the doping profile close to the reference state) can be achieved. On the other hand one has to choose an appropriate mathematical model to describe the physical device behavior. Nowadays, there is a whole hierarchy of semiconductor device models available, ranging from the microscopic Schrödinger-Poisson model to the classical (quantum) energy transport or the classical (quantum) drift diffusion model M RS90, Jun01 . These are (more or less) well understood from the analytical point of view and can build the basis for automated optimization software. Since the classical drift diffusion model is most common in modern simulation tools, it is not astonishing that most mathematical optimization approaches are based on this model HP 02a,HP 02b,BP 03,HP 05,HP 06 . Recently, also the classical energy transport model was used for the solution of semiconductor design problems DP 08,AnDr04,Dra07 . Naturally, one has finally to choose an appropriate optimization algorithm for the solution of the respective design problem. In the engineering community, blackbox algorithms are most frequently used, since they only require a simulation tool for the forward problem Stea98, St00 . More sophisticated optimization strategies are based on the mathematical structure of the first-order optimality system. Using the adjoint variables one can construct gradient descent HP 02a,HP 02b or Newton-type algorithms HP 05,HP 06 . Clearly, such an approach can be used for each of the above mentioned semiconductor models, but it requires the derivation and implementation of adjoint systems. Although the (formal) application of the variational calculus to a specific semiconductor model is straight forward, one should also consider the special structure of the underlying partial differential system. This structure is typically exploited in the construction of numerical methods, e.g. Gummel-type iterations, for the forward simulation Gum64, Ker86 . Hence, the construction of a well-suited optimization algorithm should follow these guidelines. This observation was first made in BP 03 , where a special, generalized Gummel iteration for the solution of the optimization problem based on the bipolar drift diffusion model was suggested and tested. In this paper we will apply this kind of Gummel iteration to general semiconductor models fulfilling some specific structural requirements. This allows us to prove the convergence of the generalized Gummel iteration in an abstract setting.
Models for Optimal Dopant Profiling
First, we discuss the general optimization problem. Semiconductor device models are usually composed of two basic ingredients, namely the electric potential V and a set of field variables ρ = (ρ 1 , . . . , ρ n ) (e.g., the electron and hole densities and/or their respective temperatures), which together satisfy a nonlinear system of the form
Here, λ > 0 denotes the so-called scaled Debye length, Q(ρ, V ) is the total charge density generated by ρ and V, C is the doping profile (modeled as a function of space) and F symbolizes nonlinear (partial) differential equations for ρ. All equations are to be solved in a regular domain Ω ⊂ R d , d = 1, 2 or 3, modeling the device geometry. Moreover, suitable boundary conditions need to be specified, which we do not further discuss here. For an excellent overview of semiconductor device models and their asymptotic relations we refer to JP 01,M RS90,Sel84 . Typical models fitting in the above regime are the macroscopic (quantum) drift diffusion model and the (quantum) energy transport model, as well as the microscopic Schrödinger-Poisson system. A typical design goal is the increase of the on-state current. Hence, the objective of the optimization can be modeled as a functional of the densities and the voltage, i.e.,
.
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The functional R could, e.g., be the negative current outflow on a contact Γ ⊂ ∂Ω,
in order to maximize the current (cf. P SSS98,St00,Stea98 ) or the square of current minus a target current (cf.
HP 02a,HP 02b ), i.e.,
Assuming the solvability of the state system (1.1) for a given doping profile C, the natural design variable is the doping profile C itself. Since the minimization problem (1.2) is in general not well-posed, one considers instead a regularized version
where C * is a given reference doping profile (cf. HP 02a,HP 02b ) and α > 0 a parameter which allows for the penalization of deviations from C * . This is also necessary from the engineering point of view, since the basic device structure should not change during the optimization process. Exploiting carefully the structure of the state system (1.1) and observing that typical objectives only depend on (ρ, V ), one can also use the total charge in the device W := Q(ρ, V ) − C as a design variable. This approach has been first introduced in BP 03 and it turns out that the corresponding optimality system has a significantly simpler structure than the ones derived in HP 02a,HP 02b .
Note that, if one minimizes with respect to (ρ, V, W ), then one can reconstruct the doping profile C uniquely from the formula C = Q(ρ, V ) − W . Moreover, the Poisson equation simplifies to
i.e., we have no self-consistent coupling in the new variables. Hence, for given W , we can solve (1.3) and (1.1b) consecutively.
Remark 1.1. We point out that the self-consistent coupling with the Poisson equation for the electrostatic potential V , in general introduces severe difficulties in the analysis of semiconductor models M RS90,Jun01 . This also holds for the analysis of the optimality system for the minimization problem (1.2) (cf.
HP 02a,HP 02b ).
Again, the primary optimization goal can be modeled as a functional of the field variables and the potential, i.e.,
where W * is a given total charge, describing the underlying device, and β > 0 allows to adjust the penalization. In BP 03 a generalized Gummel iteration for the solution of (1.4) is suggested, where the operator F describes the stationary, bipolar drift diffusion model. This iteration proves to be numerically very efficient, in fact the effort for the solution of the optimization problem is just twice as much as the one for the solution of the state system. In the following we provide a convergence proof for this generalized Gummel iteration in an abstract setting, which is independent of the specific semiconductor model. The proof is based on weak assumptions on the solvability of (1.1b) and heavily relies on the observation that the iteration yields in fact a descent algorithm for the reduced cost functionalĤ(W ) := H(ρ(W ), V (W ), W ). This allows to prove the global convergence of the generalized Gummel iteration for arbitrarily applied biasing voltages. This is most astonishing, since the convergence of the Gummel iteration for the drift diffusion model itself can be only proved near to the thermal equilibrium state Gum64, Ker86 . Here, the special structure of the optimality system gives the additional information which is needed. The paper is organized as follows. In Section 2 we introduce the abstract setting of the minimization problem (1.4) and prove its solvability. The generalized Gummel iteration is introduced in Section 3, where also its global convergence is proved. Its application to some specific semiconductor models, like (quantum) drift diffusion, energy transport and Schrödinger-Poisson, are discussed in Section 4. Finally, we give concluding remarks in Section 5.
Abstract Optimal Dopant Profiling
In this section we provide the abstract mathematical setting for the design problem (1.4) and prove it solvability. For this purpose let X , Y, Z, J denote Banach spaces and assume thatỸ and U are Hilbert spaces with Y ⊂Ỹ ⊂ U. We shall discuss duality based on U, i.e., identify U * with its dual space. In the following, X is the space of field variables ρ and we have V ∈ Y. Further, let the field operator F : X ×Ỹ → Z * be given. Restricting the designs, i.e., W ∈ U, we first need to ensure that the Poisson equation (1.3) is uniquely solvable. To this end we assume
and has a bounded inverse, which is compact as an operator from U to Y.
Further, to handle (1.1b) we assume
* is continuously Fréchet-differentiable and
is regular. Moreover,
Remark 2.1. Assumption A.1 can be easily fulfilled by the appropriate choice of the spaces U,Ỹ, and Y, e.g., U = L 2 (Ω) andỸ = H 1 (Ω) and some mild requirements on the smoothness of the boundary of Ω, e.g., ∂Ω ∈ C 0,1 T ro87 . A requirement for the space Y is the possibility to handle the nonlinearity in the continuity equations, typically Y ⊂ L ∞ (Ω)∩H 1 (Ω). In spatial dimension one the choice Y = H 1 (Ω) would then still be possible due to the compact embedding, while in higher dimensions a regularity assumption for the Laplacian (and the corresponding boundary values) is needed to fulfill the assumptions for a space like Y = H 2 (Ω) compactly embedded in L ∞ (Ω). Note that Assumption A.2 ensures in combination with the implicit function theorem that, for given V ∈ Y, we can solve F (ρ, V ) locally for ρ ∈ X . The differentiability of F is necessary for the derivation of the first-order optimality system. Moreover, the mapping property of the adjoint is necessary for the welldefinedness of a Lagrange multiplier (adjoint state), which is determined from a Poisson equation with right-hand side involving
* as we shall see below. Since the mapping property is only needed on the zero set of F , this again allows to use regularity of ρ and V . This issue will become clear in the application to specific models, in particular for the case of the Poisson-drift-diffusion model.
For the definition of the abstract optimization goal we define the current-operator I : X × Y → J , J = I(ρ, V ) and the observation-operator R : J → R, R = R(J). Again, we need some smoothness and assume A.3 The operators I : X × Y → J and R : J → R are continuously Fréchet-differentiable.
Remark 2.2. The functional R could, e.g., be the negative current outflow on a contact (in order to maximize the current, cf. P SSS98,St00,Stea98 ) or the square of current minus a target current (cf. HP 02a,HP 02b ).
The solvability of the minimization problem 
Proof. For the proof, we introduce the reduced cost functional
where ρ(V ) : Y → X is a well-defined and continuous solution operator due to Assumption (A.2) in combination with the implicit function theorem. Further, V (W ) : U → Y is well-defined and continuous on account of Assumption (A.1). Now, the minimization problem (2.1) is equivalent to
We choose a minimizing sequence (
The boundedness of H yields H 0 > −∞. By definition,Ĥ is coercive with respect to W , which yields the boundedness of W k U . Since U is a Hilbert space, we can extract a weakly convergent subsequence, again denoted by (
Finally, we use the weak lower semi-continuity ofĤ which gives
Hence, (ρ 0 , V 0 , W 0 ) is in fact the desired minimizer of (2.1).
Remark 2.3. The solvability of the optimization problem for certain, specific semiconductor models has been already established for the drift diffusion as well as for the energy transport model, compare BP 03,Dra07 .
The First-Order Optimality System
The first-order necessary condition for a minimizer of (2.1) is derived using the
It is straight forward to prove the following representation of the first-order optimality condition L ′ = 0 for a minimizer.
Lemma 2.1. Assume (A.1)-(A.3). Then, the first-order optimality condition L ′ = 0 can be written in the more concise form
Remark 2.4. The structure of the optimality system for (2.1) turns out to be very convenient for optimization purposes. For a given design variable W ∈ U one can subsequently solve the Poisson equation (2.3a) for V ∈ Y, followed by the equation (2.3b) for the field variables ρ ∈ X . Finally, one can consecutively solve the adjoint equations (2.3c) and (2.3d) for q ∈ Z and p ∈Ỹ ⊂ U. The solvability of (2.3a) and (2.3c) is a consequence of Assumption (A.2), while (2.3a) and (2.3d) can be solved (with the additional regularity V ∈ Y) due to Assumption (A.1)
The Generalized Gummel Iteration
In this Section we propose an iterative algorithm for the computation of a minimizer of (2.1). The algorithm is just exploiting of the first-order optimality system (2.3) in the spirit of the well-known Gummel iteration for the solution of the classical drift diffusion model. There, the idea is a decoupling of Poisson's equation for the electrostatic potential V from the equations for the charge densities ρ. We extend this idea by incorporating now also the design variable and the adjoint variables into this iterative procedure. This results in the following generalized Gummel iteration:
(1) Choose an admissible W 0 ∈ U. (2) For k = 0, 1, 2, . . . solve consecutively
Here, (τ k ) k∈N is a sequence of appropriately chosen, positive relaxation parameters, e.g., τ k ≡ τ > 0, like in BP 03 .
Remark 3.1. This generalized Gummel iteration can be easily integrated in modern semiconductor device simulation tools, since it is based on the algorithm which is most commonly implemented in these tools. For this reason we do not employ sophisticated optimization algorithms like SQP or Newton-type models, which are based on second order information. These would again result in fully coupled linear systems (see also the discussion in BP 03 ).
Remark 3.2. We want to mention that the approach originally introduced in
was using a slightly different damping. In this setup p = −β(W −W * ) was eliminated from the optimality condition before the iteration, so that step (e) was missing and step (d) became an effective update for W , where the damping term τ k (W k+1 −W k ) was added. This approach can also be written equivalently in the above form by changing (e) to
The convergence proof for the classical Gummel iteration is based on Banach's fixed point theorem Ker86 . There the contractivity of the fixed-point mapping is ensured by the assumption of small biasing voltages, i.e., only near to the thermal equilibrium state. Here we follow a different idea and exploit in detail the structure of the minimization problem (2.1). Especially, we show that the generalized Gummel iteration results in a descent algorithm for the solution of (2.1). This additional information allows for a proof of convergence without any restriction on the applied voltage, which is most astonishing, since we also solve the forward problem during our iterative procedure. It is most convenient to consider the reduced cost functional
where S : U → X × Y, S(W ) = (ρ(W ), V (W )), is the solution operator given by
Note that S is well-defined on account of Assumption (A.1) and (A.2). First, we derive a representation of the derivative of the reduced cost functionalĤ.
Lemma 3.1. Assume (A.1)-(A.3). Then,Ĥ is continuously Frechetdifferentiable and the derivative is given in the sensitivity form
In infinite-dimensional optimization it is most common to apply a descent algorithm for the minimization of the reduced cost functional (3.1), which only uses firstorder derivative information (see also Kel95 ). The convergence of such a method crucially relies on the appropriate choice of the descent direction, where clearly the negative gradient is most popular. In the following we will show that the direction d k = W k+1 − W k provided by the generalized Gummel iteration is in fact the gradient direction. 
Proof. Let θ k ∈ U be arbitrarily given. We calculate
Hence, we get
and, since this holds for all θ k ∈ U, we can identifŷ
Remark 3.3. The above proof can be adapted to the damping via (e') corresponding to the original setup in BP 03 . In this case the update is not the gradient of the reduced functional, but one still obtains a descent step with analogous properties, which suffices also for the results shown below. Now, we are in the position to prove the unconditional convergence of the generalized Gummel iteration, which can in fact be interpreted as gradient descent algorithm forĤ with step size (β + τ k ) −1 .
Theorem 3.2. Let (W k ) k∈N be the sequence of design variables generated by Algorithm 1. Assume thatĤ is bounded from below and that the sequence of positive regularization parameters (τ k ) k∈N is admissible, i.e.,
for k → ∞. Then, we have
and each accumulation point of (W k ) k∈N is a stationary point.
Proof. Let H be the lower bound ofĤ(W k ). Then it holdŝ 
Remark 3.4. The assumption on the boundedness ofĤ is in general no restriction, since it can be ensured by the special choice of the observation-operator R. In particular, this assumption is fulfilled for tracking-type operators.
Remark 3.5. The admissibility of the sequence of regularization parameters can be easily translated into the admissibility of the corresponding step sizes for the gradient descent algorithm. In this context it is well-known, that this can be ensured using the Armijo rule Kel95 .
Applications of the Generalized Gummel Iteration
In the following sections we apply the generalized Gummel iteration to several specific semiconductor models which are used in modern simulation tools. In particular, we consider the classical drift diffusion and energy transport model, as well as the microscopic Schrödinger-Poisson model and the macroscopic quantum drift diffusion model. This wide range of models allows for the incorporation of many relevant physically phenomena, like non constant mobilities, temperature dependencies or quantum effects.
Optimization Based on the Drift Diffusion Model
First, we consider the most frequently used bipolar drift diffusion model, where ρ = (u, v) are the so-called Slotboom variables M RS90,Sel84 . They are related to the electron density n and the hole density p via n = e V u and p = e −V v, respectively. In this case the charge density is simply Q(ρ, V ) = n − p = e V u − e −V v and the differential equations defining the operator F are given by
To set up the analytical framework for optimal dopant profiling with the drift diffusion model we choose the function spaces are The related current-operator is defined by
which is well-posed on X × Y with values in J . For the observation-operator several choices are possible, depending on the desired design goal. One example is given by
where we consider the current over a contact Γ ⊂ ∂Ω and I * is the desired target current. Here, ν denotes the outward unit normal vector along the boundary. This current-operator and the choice of the observation-operator yields that also Assumption (A.3) holds and Algorithm 1 results in the iteration:
Hence, in the classical Gummel iteration Gum64,Ker86 one needs to include two additional solves of elliptic equations for the adjoint states. Those have the same structure as the forward equations, such that they can be easily implemented in some existing simulation tool. This algorithm was already tested numerically and proved its superiority to standard optimization algorithms BP 03 .
Remark 4.1. Overall, the generalized Gummel iteration for optimal dopant profiling requires just a numerical effort, which is twice as much as the one for the classical Gummel iteration. This is clearly optimal for this special case! Note that this depends strongly on the specific form of the drift diffusion model written in Slotboom variables. We get the full decoupling of the equations only in this formulation. Usage of the primal variables n and p would in fact result in a coupling of the adjoint system.
Optimization Based on the Energy Transport Model
As a second example we consider the unipolar energy transport model including thermal effects DGJ98, Jun01 . This model was already used successfully for optimal dopant profiling DP 08,AnDr04 . The field variables are given by ρ = (g 1 , g 2 , T ), where g 1 and g 2 are generalized densities and T is the electron temperature. Here, the charge density is simply given by Q(ρ, V ) = n(g 1 , g 2 ). The specific relation depends on the special choice of the underlying band structure of the semiconductor DJP 00 . In the sequel we address only the so-called Chen model for a parabolic band structure CCJS93 , then we just have n(g 1 , g 2 ) = g 1 . The operator F is defined by
where
Here, D is a relaxation term and for the Chen model we have f (g 1 , g 2 ) = (2g 2 )/(3g 1 ). Appropriate function spaces are 
Hence, after the solution of Poisson's equation, one needs to solve the state system for the generalized densities and the temperature. Note that the temperature can be eliminated using its constitutive relation. Nevertheless, one still has to find the solution of a nonlinear system. Also for the adjoints, one has to solve a linear system. Here, one can also eliminate the adjoint variable r . First numerical test of the generalized Gummel iteration for the energy transport model can be found in Dra07 . Note that there a different set of variables is used, which are known as dual entropy variables (for a discussion of different formulations of the energy transport model see also DGJ98,Jun01,DP 08 ).
Optimization Based on the Schrödinger-Poisson Model
The next example is devoted to the microscopic Schrödinger-Poisson model M RS90 , which is -up to the authors knowledge -so far not used in optimal dopant profiling. Here, the field variable is just the wave function, i.e., ρ = ψ. Then, the charge density is given by the square of the modulus of ψ, i.e., Q(ρ) = |ψ| 2 . The operator F is defined by
where ε is the scaled Planck constant and V ext ∈ L ∞ (Ω) is a given external potential. The corresponding function spaces are
with appropriate p ∈ (1, 2), as well as the space of designs U = L 2 (Ω). Note that the choice of J does not use regularity results for solutions of ψ so far. This choice is sufficient for must functionals such as linear ones (negative total current) or quadratic ones in appropriate norms (H −1/2 ). For certain objective functionals, such as quadratic fitting in the L 2 -norm, regularity results for ψ and appropriate embedding have to be employed in order to obtain a reasonable functional-analytic framework.
The current-operator given by
is well-defined as an operator from X to J . Using the previous observation operator (4. 
Hence, also for this microscopic model the iteration yields a full decoupling of the equations and on each each iteration level we just need to solve two linear Schrödinger equations and two Poisson equations. Note that since ψ and q are complex-valued, a real part is needed in the right-hand side of the fourth equation, which arises from a real part in the Lagrange-functional (cf. BSV 07 ).
Remark 4.3. Note that we did not consider the special structure of the boundary conditions or the external potential, which is clearly essential for a correct device simulation Ar08 . Hence, the above discussion is only formal and only gives insight in the overall structure of the generalized Gummel iteration. Although the analytical understanding of the forward problem is well developed Ar08,Ba00,BM P 05 , there exists so far no analysis on optimization based on the coupled Schrödinger-Poisson model. Nevertheless, first results on bilinear optimal control of Schrödinger equations can be found in BSV 07,ItKu07,T R03,M T 03 .
Optimization Based on the Quantum Drift Diffusion Model
The last example is the unipolar quantum drift diffusion model AnT i87,BaU n98,P iU n99,P in01 , which is so far also not used for optimal dopant profiling. Here, the field variables are ρ = (s, G), where s is the square root of the electron density and G denotes the generalized quantum quasi Fermi level. Hence, the charge density is given by Q(ρ) = s 2 . The operator F is defined by This current-operator and, e.g., the observation-operator (4.1) yield that also Assumption (A.3) holds and Algorithm 1 results in the iteration:
( 
Hence, apart from Poisson's equation for the potential V , one needs to solve one nonlinear forward system and a linear adjoint system. But these are much simpler compared to the ones which are needed to solve for the standard gradient algorithm.
Remark 4.4. The forward problem is meanwhile well understood from the analytical point of view, but it was so far not used for optimal dopant profiling. Nevertheless, the adjoints for the full system were derived in V oU n06 in the context of a different optimization problem.
Conclusions
We have studied a generalized Gummel iteration for optimal dopant profiling in modern semiconductor design. Exploiting the special structure of general semiconductor models, i.e., the coupling with a Poisson equation for the electrostatic potential, we were able to provide a convergence proof of the iterative procedure for arbitrary applied voltages. This shows that the optimization problem has much nicer properties than the semiconductor model alone.
