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Abstract
Let G be a direct product of inner forms of general linear groups over non-archimedean
locally compact fields of residue characteristic p and letK1 be the pro-p-radical of a maximal
compact open subgroup of G. In this paper we describe the (intertwining) Hecke algebra
H (G,K1), that is the convolution Z-algebra of functions from G to Z that are bi-invariant
forK1 and whose supports are a finite union ofK1-double cosets. We produce a presentation
by generators and relations of this algebra. Finally we prove that the level-0 subcategory of
the category of smooth representations of G over a unitary commutative ring R such that
p ∈ R× is equivalent to the category of modules over H (G,K1)⊗Z R.
Introduction
Let r be a positive integer and p be a prime number. For every i ∈ {1, . . . , r}, let Fi be
a non-archimedean locally compact field of residue characteristic p, Di be a central division
algebra of finite dimension over Fi whose reduced degree is denoted by di and mi be a positive
integer. We consider the group G =
∏r
i=1GLmi(Di) which is an inner form of
∏r
i=1GLmidi(Fi).
Let K1 be the pro-p-radical of a maximal compact open subgroup of G.
The main purpose of this paper is to describe the (intertwining) Hecke algebra H (G,K1),
that is the convolution Z-algebra of functions Φ : G −→ Z such that Φ(kgk′) = Φ(g) for every
k, k′ ∈ K1 and g ∈ G and whose supports are a finite union of K1-double cosets. For r = 1,
this result is given by definition 2.21, where we define an algebra abstractly by generators and
relations, and by corollary 2.31, where we prove that this algebra is isomorphic to H (G,K1).
For r > 1, the result follow by remark 1.5.
We have worked in this generality, considering Z as the base ring, because for every unitary
commutative ring R the R-algebra HR(G,K1) of functions Φ : G −→ R satisfying the conditions
above, is isomorphic to the algebra H (G,K1) ⊗Z R. In this way, we obtain a description of
HR(G,K
1) for every ring and in particular for every field; actually this description is also new
for the C-algebra HC(G,K1).
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Let now r = 1 and ℓ be a prime number different from p. This paper is a first step in the
attempt to describe blocks (indecomposable direct summands) in the Bernstein decomposition
of the category RR(G) of smooth ℓ-modular representations of G (see [14] or [16] for the split
case), i.e. representations of G over an algebraically closed field R of positive characteristic ℓ. In
the case of complex representations, Bernstein [1] found a block decomposition of RC(G) and in
[13] (or [4] for the split case) it is proved that each block is Morita equivalent to a tensor product
of algebras of type A. These algebras are related with the Iwahori-Hecke algebra HC(G, I) where
I is an Iwahori subgroup of G. In the case of ℓ-modular representations, this construction of
Morita equivalences does not hold and one of the problems that occurs is that the pro-order of
I can be divisible by ℓ. Some partial results on descriptions of these algebras, which are Morita
equivalent to blocks of RR(GLn(F )), are given by Dat [7], Helm [9] and Guiraud [8].
The idea that justifies this paper is the following (some results which follow are contained
in the first chapter of the Phd thesis [5] of the author and they will be part of further papers).
We replace I by K1, a pro-p-group, which has an invertible pro-order modulo ℓ. After that we
consider the level-0 subcategory R0R(G) of RR(G) that is the smallest full subcategory which
contains all irreducible representations of G that admit non-zero K1-invariant vectors. Thus
R0R(G) results in a direct sum of blocks, called level-0 blocks, and in the last part of this
paper (see corollary 3.3) we prove that it is Morita equivalent to HR(G,K1). Hence, in order
to describe each level-0 block of RR(G), it is sufficient to find the set E of primitive central
idempotents of this algebra (see 2.5 and 2.6 of [5]) and describe eHR(G,K1) for every e ∈ E .
Furthermore, [5] contains a technique to describe all blocks of RR(G), also those of positive
level, using the description of the Hecke algebra that we give in this paper. We know (see [3]) that
in complex case at every block of RC(G) we can associate a pair (J, λ), called a type, where J is
a compact open subgroup of G and λ is an irreducible representation of J , such that the block
is Morita equivalent to the C-algebra HC(G,λ) of endomorphisms of the compactly induced
representation indGJ (λ). As said before, in [13] it is proved that this algebra is isomorphic to a
tensor product of certain Iwahori-Hecke algebras. In the case of ℓ-modular representations, this
construction of Morita equivalences does not hold and, as in the level-0 case, one of the problems
that occurs is that the pro-order of J can be divisible by ℓ. So the idea is the following: using the
theory of semisimple supertypes (see [11, 14]) we can take a pair (J1, η) where J1 is a compact
open pro-p-subgroup of G and η is an irreducible representation of J1. Thus we can consider the
direct sum of blocks of RR(G) associated to this pair and, similarly to the level-0 case, we can
easily prove that this direct sum is Morita equivalent to the algebra HR(G, η) = EndG(ind
G
J1(η))
(see 4.1 of [5]). Moreover, we can associate to (J1, η) a group G′, which is of the same type of G
(but in general with r > 1), and the pro-p-radicalK ′1 of a maximal compact open subgroup of G′.
Now, thanks to the explicit presentation by generators and relations of HR(G′,K ′1) presented
in this paper, in order to construct a homomorphism between HR(G′,K ′1) and HR(G, η) we
need only look for elements in HR(G, η) satisfying all relations defining HR(G′,K ′1) (see 3.4 of
[5]). Finally, using some properties of η, it is easy to prove that this homomorphism must be
an isomorphism and so we have an equivalence of categories between any block of RR(G) with
a certain level-0 block of RR(G′), obtaining a complete description of RR(G).
We now give a brief summary of the contents of each section of this paper. In section 1 we
present general results on the intertwining Hecke algebras for a generic group. In section 2 we
introduce the algebra H (G,K1): first we reduce its description to the case when r = 1, then
we choose a list of generators (proposition 2.14), we find some relations among these elements
(definition 2.21) and finally we prove that they give rise to a presentation of H (G,K1) by
generators and relations (corollary 2.31). In section 3 we prove that the level-0 subcategory of
RR(G), where R is a unitary commutative ring such that p ∈ R×, is equivalent to the category
of right modules over HR(G,K1).
2
Notations
Throughout this paper we use the following notations: we denote by N the set of natural
numbers and by N∗ the set of (strictly) positive integers. If X is a finite set we denote its
cardinality by |X| ∈ N. We write
⊔
for a disjoint union. If A is a unitary ring and n ∈ N∗
we denote by In the identity matrix with coefficients in A and if a1, . . . , am ∈ A we denote by
diag(a1, . . . , am) the diagonal matrix with diagonal entries a1, . . . , am.
1 Hecke algebras for a generic group
This section is written in much more generality than the remainder of this paper. We present
general results on Hecke algebras for a generic multiplicative group. All results are contained in
first chapter of [10].
Let G be a multiplicative group and let H be a subgroup of G such that every H-double coset
is a finite union of left H-cosets (or equivalently H∩ gHg−1 is of finite index in H for every g ∈ G).
Such a pair (G, H) is called Hecke pair and we can associate to it the following algebra.
Definition 1.1. Let H (G, H) be the Z-algebra of functions Φ : G −→ Z such that Φ(hgh′) = Φ(g)
for every h, h′ ∈ H and g ∈ G and whose supports are a finite union of H-double cosets, endowed
with convolution product
(Φ1 ∗ Φ2)(g) =
∑
x
Φ1(x)Φ2(x
−1g) (1.1)
where x describes a system of representatives of G/H in G. This algebra is unitary and the identity
element is the characteristic function of H.
We remark that the sum in (1.1) is finite since the support of Φ1 is a finite union of H-double
cosets and by hypothesis, every H-double coset is a finite union of left H-cosets. Moreover (1.1) is
well defined because for every h ∈ H and x, g ∈ G we have Φ1(xh)Φ2((xh)−1g) = Φ1(x)Φ2(x−1g).
Remark 1.2. If R is any unitary commutative ring then there are a canonical isomorphism of
algebras between H (G, H)⊗Z R and the R-algebra HR(G, H) of functions Φ : G −→ R such that
Φ(hgh′) = Φ(g) for every h, h′ ∈ H and g ∈ G and whose support is a finite union of H-double
cosets, endowed with convolution product (1.1).
For every x ∈ G we denote by fx : G −→ Z the characteristic function of the double coset
HxH and we choose one times for all a set Ξ of representatives of H-double cosets of G. Thus
the set {fx |x ∈ Ξ} is a basis of H (G, H) as Z-module and every element of the algebra can
be written as
∑
x∈Ξ axfx with ax ∈ Z for every x ∈ Ξ. To simplify notations from now on we
denote fxfy = fx ∗ fy for all x, y ∈ G.
Let x, y ∈ G. We have HxHyH =
⊔
ξ∈Υxy
HξH with Υxy ⊂ Ξ and for every ξ ∈ Υxy we have
HxH ∩ ξHy−1H =
⊔
z∈Zξ
zH where Zξ is a finite subset of G. By (1.1) we obtain that the support
of fxfy is contained in HxHyH and (fxfy)(ξ) = |Zξ| = |(HxH∩ ξHy−1H)/H| for every ξ ∈ Υxy. This
implies that
fxfy =
∑
ξ∈Υxy
|Zξ|fξ . (1.2)
Lemma 1.3. Let x, y ∈ G. The support of fxfy is HxHyH and if x or y normalizes H then
fxfy = fxy.
Proof. Let ξ ∈ Υxy. In order to prove the first assertion we have to prove that |Zξ| > 0. We
have ξ = h1xh2yh3 with h1, h2, h3 ∈ H and then h1xH ⊂ HxH ∩ ξHy−1H which implies |Zξ| > 0.
Now, if x or y normalizes H then HxHyH = HxyH, Υxy = {ξ˜} with Hξ˜H = HxyH and |Zξ˜| = 1.
Hence we obtain fxfy = fξ˜ = fxy.
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Remark 1.4. Let K be any subgroup of G containing H and let g ∈ G such that Kg = g−1Kg = K.
Then (K, H) and (K, Hg) are Hecke pairs and applying theorem 6.1 of [10] with ϕ : K → K given
by k 7→ g−1kg for every k ∈ K, we obtain an isomorphism of algebras H (K, H) ∼= H (K, Hg).
Remark 1.5. Let r ∈ N∗ and let (Gi, Hi) be an Hecke pair for every i ∈ {1, . . . , r}. Then
(G1 × · · · × Gr, H1 × · · · × Hr) is an Hecke pair and the algebra H (G1 × · · · × Gr, H1 × · · · × Hr) is
isomorphic to the tensor product H (G1, H1)⊗ · · · ⊗H (Gr, Hr) (see theorem 6.3 of [10]).
2 The algebra H (G,K1)
In this section we focus the study of the algebra H (G, H) in the case where G is a direct
product of inner forms of general linear groups over non-archimedean locally compact fields.
Let r ∈ N∗ and p be a prime number. For every i ∈ {1, . . . , r}, let Fi be a non-archimedean
locally compact field of residue characteristic p and let Di be a central division algebra of finite
dimension over Fi whose reduced degree is di ∈ N. Given mi ∈ N∗ for every i ∈ {1, . . . , r}, we
denote Gi = GLmi(Di) which is an inner form of GLmidi(Fi). LetKi be a maximal compact open
subgroup of Gi and let K1i be the pro-p-radical of Ki. We remark that every K
1
i -double coset of
Gi is a finite union of left K1i -cosets and so we can use notations of section 1 with G = Gi and
H = K1i . In this section we want to study the algebra H (G1×· · ·×Gr,K
1
1 ×· · ·×K
1
r ). Thanks
to remark 1.5 this algebra is isomorphic to the tensor product H (G1,K11 ) ⊗ · · · ⊗H (Gr,K
1
r )
and so we can reduce to study the case when r = 1. So, from now on in this section, we consider
r = 1 and we denote F = F1, D = D1, m = m1, G = G1 = GLm(D), K = K1 and K1 = K11 .
We denote by OD the ring of integers of D, by ̟ a uniformizer of OD, by ℘D = ̟OD its
prime ideal and by kD = OD/℘D the residue field of D whose cardinality is denoted by q ∈ N∗.
Since K1 is conjugate to the first congruence subgroup of GLm(OD), by remark 1.4 we can
choose K = GLm(OD) and K1 = Im +Mm(℘D). This is what we assume from now on.
We recall that the identity element of H (G,K1) is the characteristic function of K1. As
in section 1 we denote by fx the characteristic function of the double coset K1xK1 for every
x ∈ G and we choose a set of representatives Ξ of K1-double cosets of G. We recall that for
every x, y ∈ G the support of fx ∗ fy = fxfy is K1xK1yK1 =
⊔
ξ∈Υxy
K1yK1 with Υxy ⊂ Ξ.
Furthermore, we have
fxfy =
∑
ξ∈Υxy
∣∣(K1xK1 ∩ ξK1y−1K1)/K1∣∣fξ (2.1)
and if x or y normalizes K1 then fxfy = fxy.
2.1 Root system
In this paragraph we introduce the root system of a general linear group. The classical
reference for general case is chapter VI of [2] (see also [12]).
We denote by Φ = {αij | 1 ≤ i 6= j ≤ m} the set of roots of GLm relative to torus
of diagonal matrices. We consider the set of positive roots Φ+ = {αij | 1 ≤ i < j ≤ m},
the set of negative roots Φ− = −Φ+ = {αij | 1 ≤ j < i ≤ m} and the set of simple roots
Σ = {αi,i+1 | 1 ≤ i ≤ m− 1} relative to Borel subgroup of upper triangular matrices.
For every α = αi,i+1 ∈ Σ we write sα = si for the transposition (i, i + 1). Let W be the
group generated by the si which is the group of permutations of m elements and so the Weyl
group of GLm. Let ℓ : W → N be the length function of W relative to s1, . . . , sm−1, defined by
ℓ(w) = min
{
n ∈ N |w = sα1 · · · sαn with αj ∈ Σ
}
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for every w ∈W . Then we have ℓ(wsα)− ℓ(w) ∈ {1,−1} for every w ∈W and α ∈ Σ.
The group W acts on Φ by wαij = αw(i)w(j). We denote
N(w) = Φ+ ∩w−1Φ− = {α ∈ Φ+ |wα ∈ Φ−}
for every w ∈W and we remark that N(sα) = {α} for every α ∈ Σ.
Lemma 2.1. For every w ∈W and α ∈ Σ we have |N(wsα)| =
{
|N(w)| + 1 if wα ∈ Φ+
|N(w)| − 1 if wα ∈ Φ−.
Proof. In the case wα ∈ Φ+ we have N(wsα) = sαN(w) ∪ {α}. Otherwise if wα ∈ Φ− we
obtain N(wsα) = sα(N(w) \ {α}).
Proposition 2.2. For every w ∈W we have ℓ(w) = |N(w)|.
Proof. Note that |N(1)| = ℓ(1) = 0. We prove N(w) ≤ ℓ(w) by induction on length of w ∈ W .
Let w,w′ ∈ W , n ∈ N and α ∈ Σ be such that ℓ(w) = n + 1, ℓ(w′) = n and w = w′sα. By
induction hypothesis and by lemma 2.1 we have |N(w)| = |N(w′sα)| ≤ |N(w′)|+1 ≤ ℓ(w′)+1 =
ℓ(w). We prove ℓ(w) ≤ N(w) by induction on |N(w)|. Let w 6= 1 be in W and n ∈ N be such
that |N(w)| = n + 1. By lemma 2.1 there exists α ∈ Σ such that |N(wsα)| = n otherwise
wα′ ∈ Φ+ for every α′ ∈ Σ that implies w(1) < w(2) < · · · < w(m − 1) and so w = 1. By
induction hypothesis we obtain ℓ(w) ≤ ℓ(wsα) + 1 ≤ |N(wsα)|+ 1 = |N(w)|.
Putting together lemma 2.1 with proposition 2.2, we obtain
ℓ(wsα) =
{
ℓ(w) + 1 if wα ∈ Φ+
ℓ(w)− 1 if wα ∈ Φ−
(2.2)
for every w ∈W and α ∈ Σ.
Lemma 2.3. For every w1, w2 ∈ W we have N(w1w2) ⊂ N(w2) ⊔ w
−1
2 N(w1). Moreover the
equality holds if and only if N(w2) ⊂ N(w1w2) and if and only if ℓ(w1w2) = ℓ(w1) + ℓ(w2).
Proof. In order to prove first assertion we fix α ∈ N(w1w2). If w2α ∈ Φ− then α ∈ N(w2) and if
w2α ∈ Φ
+ then w2α ∈ N(w1) since w1w2α ∈ Φ−. Thus we have N(w1w2) ⊂ N(w2)∪w
−1
2 N(w1).
Moreover we have N(w2)∩w
−1
2 N(w1) ⊂ w
−1
2 (Φ
− ∩N(w1)) = ∅. To prove the second assertion,
we suppose N(w2) ⊂ N(w1w2) and we take α ∈ w
−1
2 N(w1). We have w1w2α ∈ Φ
− and
so it remains to prove α ∈ Φ+. Since w1w2(−α) ∈ Φ+ we have −α /∈ N(w1w2) ⊃ N(w2) =
Φ
+∩w−12 Φ
− and then α /∈ Φ−∩w−12 Φ
+ ⊃ Φ−∩w−12 N(w1). Since we have taken α ∈ w
−1
2 N(w1),
α must be a positive root. Third assertion follows immediately from proposition 2.2.
In particular lemma 2.3 implies that ℓ(w1w2) ≤ ℓ(w1) + ℓ(w2) for every w1, w2 ∈W .
Let P ⊂ Σ. We denote by Φ+P the set of positive roots generated by P , Φ
−
P = −Φ
+
P ,
ΦP = Φ
+
P ∪ Φ
−
P , Ψ
+
P = Φ
+ \ Φ+P and Ψ
−
P = −Ψ
+
P . We denote by WP the subgroup of W
generated by the sα with α ∈ P . We denote P̂ = Σ − P , α̂ = {̂α} and we observe that
Φ
+
P =
⋂
α∈P̂ Φ
+
α̂
and Ψ+P =
⋃
α∈P̂ Ψ
+
α̂
.
Example. Let α = αi,i+1 ∈ Σ. Then α̂ = {αj,j+1 ∈ Σ | j 6= i} and
Φ
+
α̂
= {αhk ∈ Φ
+ | 1 ≤ h < k ≤ i or i+ 1 ≤ h < k ≤ m},
Ψ
+
α̂
= {αhk ∈ Φ
+ | 1 ≤ h ≤ i < k ≤ m}.
Proposition 2.4. Let P ⊂ Σ and w be an element of minimal length in wWP ∈W/WP . Then
wα ∈ Φ+ for every α ∈ Φ+P .
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Proof. By hypothesis, for every α ∈ P we have ℓ(wsα) = ℓ(w) + 1 and so by (2.2) we have
wα ∈ Φ+.
Lemma 2.5. Let P ⊂ Σ. If w is an element of minimal length in wWP ∈W/WP then for every
w′ ∈WP we have ℓ(ww
′) = ℓ(w) + ℓ(w′).
Proof. Thanks to Lemma 2.3, in order to prove first assertion we need to show N(w′) ⊂ N(ww′).
Let α ∈ N(w′). Since w′ ∈WP then α must be in Φ
+
P and so w
′α ∈ Φ−P . By proposition 2.4 we
obtain ww′α ∈ wΦ−P ⊂ Φ
− and then α ∈ N(ww′).
Lemma 2.5 implies that if P ⊂ Σ then in each class of W/WP there exists a unique element of
minimal length. The same holds in each class of WP \W because if w is of minimal length in
WPw ∈WP \W then w−1 is of minimal length in w−1WP ∈W/WP .
Proposition 2.6. Let P,Q ⊂ Σ, w be the element of minimal length in WPw ∈WP\W and w
′
be the element of minimal length in wWQ ∈ W/WQ. Then w
′ is the element of minimal length
in WPw
′ ∈WP \W .
Proof. Since w ∈ w′WQ, there exists w′′ ∈ WQ such that w = w′w′′ and by lemma 2.5 we have
ℓ(w) = ℓ(w′) + ℓ(w′′). We now suppose by contradiction that there exists α ∈ P such that
ℓ(sαw
′) < ℓ(w′). We obtain ℓ(sαw) = ℓ(sαw′w′′) ≤ ℓ(sαw′)+ ℓ(w′′) < ℓ(w′)+ ℓ(w′′) = ℓ(w) that
contradicts the fact that w is of minimal length in WPw.
2.2 Generators
In this paragraph we look for a set of generators of the Z-algebra H (G,K1) of the form fx
with x ∈ G.
For every α = αi,i+1 ∈ Σ we consider the matrix
τα = τi =
(
Ii 0
0 ̟Im−i
)
in G and we denote τ0 = ̟Im and τm = Im. Let ∆ be the commutative monoid generated
by τα with α ∈ Σ. Then we can write every element τ ∈ ∆ uniquely as τ =
∏
α∈Σ τ
iα
α with
iα ∈ N and uniquely as τ = diag(1,̟a1 , . . . ,̟am−1) with 0 ≤ a1 ≤ · · · ≤ am−1. We denote
P (τ) = {α ∈ Σ | iα = 0} and if P ⊂ {0, . . . ,m} or if P ⊂ Σ we write τP in place of
∏
x∈P τx.
We remark that if P ⊂ Σ then P (τP ) = P̂ .
We denote Ω = K ∪ {τ0, τ
−1
0 } ∪ {τα |α ∈ Σ} and Ω = {fω ∈ H (G,K
1) |ω ∈ Ω}. The set
Ω is finite because if ω ∈ K1 then fω = 1 and K/K1 ∼= GLm(kD) is a finite group. We want to
prove that the algebra H (G,K1) is generated by Ω.
In all this section we consider the following subgroups of K.
• For every α = αij ∈ Φ we denote by Uα the subgroup of matrices (ahk) ∈ K with ahh = 1 for
every h ∈ {1, . . . ,m}, aij ∈ OD and ahk = 0 if h 6= k and (h, k) 6= (i, j).
• For every P ⊂ Σ we denote by MP the intersections with K of the standard Levi subgroup
associated to P and by U+P (resp. U
−
P ) the intersections with K of the unipotent radical of
upper (resp. lower) standard parabolic subgroups with Levi factor the standard Levi subgroup
associated to P . To simplify notations we denote by U = U∅ (resp. U
− = U−∅ ) the subgroup
of K of upper (resp. lower) unipotent matrices. Finally we denote M+P = MP ∩ U and
M−P =MP ∩ U
−. Thus we have
U+P =
∏
α∈Ψ+
P
Uα, U
−
P =
∏
α∈Ψ−
P
Uα, M
+
P =
∏
α∈Φ+
P
Uα, M
−
P =
∏
α∈Φ−
P
Uα.
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Furthermore, if P1 ⊂ P2 ⊂ Σ then U
+
P2
is a subgroup of U+P1 and U
−
P2
a subgroup of U−P1 .
• We know that there exists a unique multiplicative section of the surjection O×D −→ k
×
D. Then
we can canonically identify the group of diagonal matrices with coefficients in k×D to a subgroup
T of the group of diagonal matrices with coefficients in O×D.
• We denote by I = K1TU the standard Iwahori subgroup of G and I1 = K1U its pro-p-radical.
• We identify sα to an element of G for every α ∈ Σ and we identify W to a subgroup of G by
permutation matrices.
Remark 2.7. The group K1 is normal in K,W normalizes T , T normalizes every Uα with α ∈ Φ,
τ0 centralizes W and it normalizes K1, T and every Uα with α ∈ Φ and finally every τ ∈ ∆
centralizes WP (τ) and it normalizes T , MP (τ) and every Uα′ with α
′ ∈ ΦP (τ). Note that in the
case when D = F the element τ0 is in the centre of G and every τ ∈∆ centralizes MP (τ).
Remark 2.8. The group W acts on the set of Uα with α ∈ Φ by wUαw−1 = Uwα and so by
proposition 2.2 we have |(U−∩wUw−1)K1/K1| = |(U−∩wUw−1)/(K1∩U−∩wUw−1)| = qℓ(w).
We now state a lemma that is the basis for following calculations and that heavily use the
fact that we are in GLm(D) and not in an another linear group.
Lemma 2.9. Let τ ∈∆. Then we have τ−1U+
P (τ)τ ⊂ U
+
P (τ) ∩K
1 and τU−
P (τ)τ
−1 ⊂ U−
P (τ) ∩K
1.
Furthermore, if τ = τα with α ∈ Σ then these inclusions are equalities.
Proof. We start with second assertion. If α = αi,i+1 ∈ Σ then P (τα) = α̂ and
U+
α̂
=
{
(uhk) |uhk ∈ OD if 1 ≤ h ≤ i < k ≤ m,uhh = 1 if 1 ≤ h ≤ m and uhk = 0 otherwise
}
and so τ−1α U
+
α̂
τα = U
+
α̂
∩ K1. Similarly we can obtain ταU
−
α̂
τ−1α = U
−
α̂
∩K1. For the general
case we recall that U+
P (τ) =
∏
α′∈Ψ+
P (τ)
Uα′ and we fix α′ ∈ Ψ
+
P (τ). Since Ψ
+
P (τ) =
⋃
α∈P̂ (τ)
Ψ
+
α̂
,
there exists α ∈ P̂ (τ) such that α′ ∈ Ψ+
α̂
and so there exists τ(α) ∈∆ such that τ = τατ(α) and
such that τ(α)−1(U+
α̂
∩ K1)τ(α) ⊂ U+
α̂
∩ K1. We obtain τ−1Uα′τ ⊂ τ(α)−1(τ−1α U
+
α̂
τα)τ(α) =
τ(α)−1(U+
α̂
∩K1)τ(α) ⊂ U+
α̂
∩K1 that is contained in U+
P (τ) ∩K
1 because P (τ) ⊂ α̂. Hence we
have τ−1U+
P (τ)τ ⊂ U
+
P (τ) ∩K
1. Similarly we can obtain τU−
P (τ)τ
−1 ⊂ U−
P (τ) ∩K
1.
Lemma 2.10. Let τ ∈∆ and α ∈ Σ.
(a) We have U+
P (τ)τK
1 = τK1 and K1τU−
P (τ) = K
1τ .
(b) We have τ−1K1τK1 ∩K = U−
P (τ)K
1 and τK1τ−1K1 ∩K = U+
P (τ)K
1.
(c) K1ταK
1 = ταU
−
α̂
K1 = K1U+
α̂
τα and K
1τ−1α K
1 = τ−1α U
+
α̂
K1 = K1U−
α̂
τ−1α .
Proof. Point (a) follows from lemma 2.9 since τ−1U+
P (τ)τ ⊂ K
1 and τU−
P (τ)τ
−1 ⊂ K1. In order to
prove (b) we consider the decomposition K1 = (K1 ∩U−
P (τ))(K
1 ∩MP (τ))(K
1 ∩U+
P (τ)). Lemma
2.9 implies τ−1(K1 ∩ U+
P (τ))τ ⊂ τ
−1U+
P (τ)τ ⊂ K
1 and remark 2.7 implies that τ normalizes
K1∩MP (τ). This give rise to τ
−1K1τK1 = τ−1(K1∩U−
P (τ))τK
1. Furthermore, by lemma 2.9 we
have U−
P (τ) ⊂ τ
−1(K1∩U−
P (τ))τ and we also have τ
−1(K1∩U−
P (τ))τ∩K ⊂ τ
−1U−
P (τ)τ∩K ⊂ U
−
P (τ).
This implies τ−1(K1∩U−
P (τ))τ ∩K = U
−
P (τ) and so τ
−1K1τK1∩K = U−
P (τ)K
1. Similarly we can
obtain τK1τ−1K1∩K = U+
P (τ)
K1. Finally to prove (c) we observe that τ−1α K
1τα and ταK1τ−1α
are contained in K. If we apply (b) we obtain K1ταK1 = ταU
−
α̂
K1 and K1τ−1α K
1 = τ−1α U
+
α̂
K1.
Taking inverses we obtain K1τ−1α K
1 = K1U−
α̂
τ−1α and K
1ταK
1 = K1U+
α̂
τα.
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Lemma 2.11. The elements fτα with α ∈ Σ commute with each other and if τ =
∏
α∈Σ τ
iα
α ∈∆
then fτ =
∏
α∈Σ f
iα
τα
.
Proof. We proceed by induction on the natural number I(τ) =
∑
α∈Σ iα. If I(τ) = 0 then τ = 1
and the result holds. If I(τ) > 0 let α′ ∈ Σ be such that iα′ > 0. We set τ˜ = τ
−1
α′ τ ∈ ∆
and we observe that I(τ˜) < I(τ). The support of fτα′fτ˜ is K
1τα′K
1τ˜K1. By lemma 2.10(c)
this support is K1U+
α̂′
τα′ τ˜K
1 and by lemma 2.10(a) it is K1τK1 since P (τ) ⊂ P (τα′). By
formula (2.1) and by lemma 2.10(c) we obtain fτα′fτ˜ (τ) = |(K
1τα′K
1 ∩ τK1τ˜ −1K1)/K1| =
|(τ−1α′ K
1τα′K
1 ∩ τ˜K1τ˜ −1K1)/K1| = |(U−
α̂′
K1 ∩ τ˜K1τ˜ −1K1)/K1|. By lemma 2.10(b) we have
U−
α̂′
K1∩ τ˜K1τ˜ −1K1 = U−
α̂′
K1∩K ∩ τ˜K1τ˜ −1K1 = U−
α̂′
K1∩U+
P (τ˜)
K1 = K1 and so fτα′fτ˜ (τ) = 1
which implies fτ = fτα′fτ˜ . Commutativity of the fτα follows since fτα1fτα2 = fτα1τα2 = fτα2τα1 =
fτα2fτα1 for every α1, α2 ∈ Σ. Finally, by induction hypothesis we obtain fτ =
∏
f iατα .
Lemma 2.12. For every element x in G there exist k1, k2 ∈ K
1, u1, u2 ∈ U and unique
t ∈ T , i ∈ Z, τ ∈ ∆, w1 ∈ W and w2 of minimal length in WP (τ)w2 ∈ WP (τ)\W such
that x = k1u1tτ
i
0w1τw2u2k2. In particular we have G = K
1UTτZ0W∆WUK
1.
Proof. We know the (Bruhat-Iwahori) decomposition
G =
⊔
w˜∈W˜
I1w˜I1 =
⊔
w˜∈W˜
K1Uw˜UK1
where W˜ denotes the group of monomial matrices with coefficients in k×D ⋉ ̟
Z. Let us fix
w˜ ∈ W˜ . Then there exist t ∈ T , w ∈ W and aj ∈ Z for every j ∈ {1, . . . ,m} such that
w˜ = twdiag(̟a1 , . . . ,̟am). Furthermore, there exists w2 ∈W such that diag(̟a1 , . . . ,̟am) =
w−12 diag(̟
aw2(1) , . . . ,̟aw2(m))w2 with aw2(1) ≤ · · · ≤ aw2(m) and we can choose w2 of minimal
length in WPw2 ∈WP\W where P = {αj,j+1 ∈ Σ | aw2(j) = aw2(j+1)}. Thus we obtain
w˜ = tww−12 τ
aw2(1)
0
m−1∏
h=1
τ
aw2(h+1)−aw2(h)
h w2.
If we set w1 = ww
−1
2 , i = aw2(1) ∈ Z and τ =
∏
τ
aw2(h+1)−aw2(h)
h ∈ ∆ we obtain P = P (τ) and
w˜ = tτ i0w1τw2. Then we have proved the existence of such a decomposition. We now suppose
w˜ = tτ i0w1τw2 = t
′τ i
′
0 w
′
1τ
′w′2 with t, t
′ ∈ T , i, i′ ∈ Z, τ, τ ′ ∈ ∆, w1, w′1 ∈ W , w2 of minimal
length in WP (τ)w2 and w
′
2 of minimal length in WP (τ ′)w
′
2. We have
w1w2(w
−1
2 w
−1
1 tτ
i
0w1w2w
−1
2 τw2) = w
′
1w
′
2(w
′−1
2 w
′−1
1 t
′τ i
′
0 w
′
1w
′
2w
′−1
2 τ
′w′2)
and since the two matrices between brackets are diagonal, we obtain w1w2 = w′1w
′
2 and so
(w−12 w
−1
1 tw1w2)(τ
i
0w
−1
2 τw2) = (w
−1
2 w
−1
1 t
′w1w2)(τ
i′
0 w
′−1
2 τ
′w′2).
Matrices w−12 w
−1
1 tw1w2 and w
−1
2 w
−1
1 t
′w1w2 are in T while matrices τ i0w
−1
2 τw2 and τ
i′
0 w
′−1
2 τ
′w′2
have coefficients in ̟Z. Hence we obtain t = t′ and τ i0w
−1
2 τw2 = τ
i′
0 w
′−1
2 τ
′w′2 which implies
τ i−i
′
0 τ = w2w
′−1
2 τ
′w′2w
−1
2 . Since τ
i−i′
0 τ and τ
′ are matrices of the form diag(̟b1 , . . . ,̟bm) with
b1 ≤ · · · ≤ bm, we obtain w′2w
−1
2 ∈ WP (τ ′) and so τ
i−i′
0 τ = τ
′. This implies i = i′, τ = τ ′ and
so WP (τ)w
′
2 = WP (τ)w2. Finally, since we have chosen w
′
2 and w2 of minimal length, we obtain
w′2 = w2 by lemma 2.5.
Remark 2.13. Lemma 2.12 also shows that K = K1UTWUK1 and that for every k ∈ K there
exist k1, k2 ∈ K1, u1, u2 ∈ U and unique t ∈ T and w ∈W such that k = k1u1twu2k2.
8
Proposition 2.14. The algebra H (G,K1) is generated by Ω and the subalgebra H (K,K1) is
generated by fu, ft, fsα with u ∈ U , t ∈ T and α ∈ Σ.
Proof. By lemma 2.12 for every x ∈ G there exists a decomposition x = k1u1tτ i0w1τw2u2k2 with
k1, k2 ∈ K
1, u1, u2 ∈ U , t ∈ T , i ∈ Z, τ =
∏
τ iαα ∈ ∆ and w1, w2 ∈ W . By lemma 1.3 and
lemma 2.11 we have
fx = fu1tτ i0w1fτfw2u2 = fu1ftf
i
τ0
fw1
∏
α∈Σ
f iαταfw2fu2 (2.3)
which proves that Ω generates H (G,K1). Second assertion follows form decomposition K =
K1UTWUK1 and lemma 1.3.
2.3 Relations
In this paragraph we look for some relations among generators of H (G,K1) that we have
defined in previous paragraph.
Proposition 2.15. Let τ ∈∆, u1 ∈ U
+
P (τ) and u2 ∈ U
−
P (τ). Then fu1fτ = fτ = fτfu2.
Proof. Elements u1 and u2 normalize K1 and so by lemma 2.10(a) the support of fu1fτ and
of fτfu2 is K
1τK1. We obtain (fu1fτ )(τ) =
∣∣(u1K1 ∩ τK1τ−1K1)/K1∣∣ = 1 and (fτfu2)(τ) =∣∣(K1τK1 ∩ τu−12 K1)/K1∣∣ = 1 and hence the result.
For every α = αi,i+1 ∈ Σ and w ∈W we consider the following sets:
• A(w,α) = {w(j) | i + 1 ≤ j ≤ m} ⊂ {1, . . . ,m},
• B(w,α) = {w(j) − 1 | i + 1 ≤ j ≤ m} ⊂ {0, . . . ,m− 1},
• P ′(w,α) = A(w,α) \B(w,α),
• P (w,α) = {αi,i+1 ∈ Σ | i ∈ P
′(w,α)},
• Q(w,α) = B(w,α) \ A(w,α).
We remark that τP ′(w,α) = τP (w,α) because 0 /∈ P
′(w,α) and τm = Im.
Let α = αi,i+1 ∈ Σ, w′ ∈W and w of minimal length in w′Wα̂ ∈W/Wα̂. Then we have
w′τiw
′−1 = wτiw
−1 =
m∏
h=i+1
wτh−1τ
−1
h w
−1 =
m∏
h=i+1
τw(h)−1τ
−1
w(h).
We obtain wταw−1 = τ
−1
P ′(w,α)τQ(w,α) = τ
−1
P (w,α)τQ(w,α). This equality suggest us to study the
following product in H (G,K1):
fτP (w,α)fwfταfw−1 (2.4)
and its relation with fτQ(w,α) .
Lemma 2.16. Let P ⊂ Σ. If w is of minimal length in WPw ∈ WP \W then P ∩ P (w,α) = ∅
for every α ∈ Σ.
Proof. We fix α = αi,i+1 ∈ Σ. The element w−1 is of minimal length in w−1WP ∈ W/WP and
then by proposition 2.4 we obtain w−1Φ+P ⊂ Φ
+. Moreover for every αk,k+1 ∈ P (w,α) we have
w−1(k) ≥ i+1 > i ≥ w−1(k+1) and then w−1αk,k+1 ∈ Φ−. This implies P ∩P (w,α) = ∅.
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Remark 2.17. More generally, we are interested in studying the product fτfw′fτα for every
τ ∈∆, w′ ∈W and α ∈ Σ. By remark 2.7 we have fτfw′fτα = fw1fτfwfταfw2 with w1 ∈WP (τ),
w2 ∈Wα̂ and w of minimal length in WP (τ)w and in wWα̂ such that w
′ = w1ww2. Lemma 2.16
implies that P (τ) ∩ P (w,α) = ∅ and so there exists τ ′ ∈∆ such that fτ = fτ ′fτP (w,α) . Thus we
obtain fτfw′fτα = fw1fτ ′(fτP (w,α)fwfταfw−1)fww2 and so we have reduced the study of fτfw′fτα
to the study of (2.4).
Now we state and prove two lemmas that allow us to compute the support of (2.4).
Lemma 2.18. Let α ∈ Σ, w ∈W and P ⊂ Σ. Then
K1τPK
1wταw
−1K1 = K1τPwταw
−1(U+
P̂
∩ wU−
α̂
w−1)K1.
Proof. By lemma 2.10(c) we have K1ταK1 = ταU
−
α̂
K1 and so we obtain K1τPK1wταw−1K1 =
K1τPwK
1ταK
1w−1 = K1τPwταU
−
α̂
K1w−1 = K1τPwταw
−1
(∏
α′∈wΨ−
α̂
Uα′
)
K1. If α′ ∈ wΨ−
α̂
then by lemma 2.9 we have wταw−1Uα′(wταw−1)−1 = w(ταUw−1α′τ
−1
α )w
−1 = Uα′∩K
1 and so by
remark 2.7 and lemma 2.9 if α′ is in wΨ−
α̂
and not in Ψ+
P̂
then (τPwταw−1)Uα′(τPwταw−1)−1 is
contained in K1. Thus we obtain K1τPK1wταw−1K1 = K1τPwταw−1
(∏
α′∈wΨ−
α̂
∩Ψ+
P̂
Uα′
)
K1
and hence the result.
Lemma 2.19. Let α = αi,i+1 ∈ Σ, w ∈W and P = P (w,α).
(a) The sets Φ+
P̂
∩ wΨ−
α̂
and Φ−
P̂
∩ wΨ+
α̂
are empty.
(b) We have U+
P̂
∩ wU−
α̂
w−1 = U ∩ wU−
α̂
w−1 and U−
P̂
∩ wU+
α̂
w−1 = U− ∩wU+
α̂
w−1.
(c) If in addition w is of minimal length in wWα̂ ∈W/Wα̂ then U ∩ wU
−
α̂
w−1 = U ∩ wU−w−1
and U− ∩ wU+
α̂
w−1 = U− ∩ wUw−1.
Proof. In order to prove (a) we suppose by contradiction that there exists α′ ∈ Φ+
P̂
∩wΨ−
α̂
. Since
α′ ∈ wΨ−
α̂
, we have α′ = αw(h)w(k) for some i+ 1 ≤ h ≤ m and 1 ≤ k ≤ i and since α
′ ∈ Φ+
P̂
we
have αw(h)w(k) = αw(h),w(h)+1 + · · · + αw(k)−1,w(k) with αw(h),w(h)+1, · · · , αw(k)−1,w(k) /∈ P (w,α)
and so w(h), . . . , w(k) − 1 /∈ P ′(w,α). By construction, we have w(h) ∈ A(w,α) which implies
w(h) ∈ B(w,α) and w(h) + 1 ∈ A(w,α). By induction we obtain w(k) ∈ A(w,α) which
contradicts 1 ≤ k ≤ i. So we have proved that Φ+
P̂
∩ wΨ−
α̂
is empty. Furthermore, we remark
that Φ−
P̂
∩ wΨ+
α̂
= −(Φ+
P̂
∩ wΨ−
α̂
). To prove (b) we observe that by (a) we have Ψ+
P̂
∩ wΨ−
α̂
=
Φ
+ ∩wΨ−
α̂
and Ψ−
P̂
∩wΨ+
α̂
= Φ− ∩wΨ+
α̂
. Thus we obtain U+
P̂
∩wU−
α̂
w−1 = U ∩wU−
α̂
w−1 and
U−
P̂
∩wU+
α̂
w−1 = U−∩wU+
α̂
w−1. Finally to prove (c) we remark that by proposition 2.4 we have
wΦ−
α̂
⊂ Φ− and wΦ+
α̂
⊂ Φ+. We obtain Φ+∩wΨ−
α̂
= Φ+∩wΦ− and Φ−∩wΨ+
α̂
= Φ−∩wΦ+
and hence the result.
We now have all the tools necessary to find the relation between (2.4) and fτQ(w,α) .
Proposition 2.20. Let α ∈ Σ and w be of minimal length in wWα̂ ∈W/Wα̂. Then we have
fτP (w,α)fwfταfw−1 = q
ℓ(w)fτQ(w,α)
∑
u
fu.
where u describes a system of representatives of (U ∩ wU−w−1)K1/K1 in U ∩wU−w−1.
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Proof. We write P = P (w,α) and Q = Q(w,α). By lemmas 2.18 and 2.19 the support of
fτP fwfταfw−1 is K
1τPwταw
−1(U+
P̂
∩ wU−
α̂
w−1)K1 = K1τQ(U ∩ wU
−w−1)K1. Now if we take
u ∈ U ∩ wU−w−1 = U+
P̂
∩ wU−
α̂
w−1 we obtain
(fτP fwταw−1)(τQu) =
∣∣(K1τPK1 ∩ τQuK1wτ−1α w−1K1)/K1∣∣
=
∣∣(τ−1P K1τPK1 ∩ wταw−1uK1wτ−1α w−1K1)/K1∣∣
=
∣∣(τ−1P K1τPK1 ∩ wταK1(w−1uw)τ−1α K1w−1)/K1∣∣
(lemma 2.9) =
∣∣(τ−1P K1τPK1 ∩ wταK1τ−1α K1w−1)/K1∣∣
(lemma 2.10(c)) =
∣∣(τ−1P K1τPK1 ∩ wU+α̂ w−1K1)/K1∣∣ .
To simplify notations, we denote temporarily V = wU+
α̂
w−1. Since V K1 ⊂ K, by lemma
2.10(b) we have τ−1P K
1τPK
1 ∩ V K1 = τ−1P K
1τPK
1 ∩ K ∩ V K1 = U−
P̂
K1 ∩ V K1. We want
to prove that this last intersection is equal to (U− ∩ V )K1. We consider the decomposition
V = (U− ∩ V )(U ∩ V ). Let x = v1v2k ∈ U
−
P̂
K1 ∩ V K1 with v1 ∈ U− ∩ V , v2 ∈ U ∩ V
and k ∈ K1. We have v−11 x ∈ (U
− ∩ V )U−
P̂
K1 ∩ (U ∩ V )K1 ⊂ U−K1 ∩ UK1 = K1 and
then U−
P̂
K1 ∩ V K1 ⊂ (U− ∩ V )K1. By lemma 2.19(a) we have Φ−
P̂
∩ wΨ+
α̂
= ∅ which implies
U−
P̂
∩ V = U− ∩ V and so (U− ∩ V )K1 = (U−
P̂
∩ V )K1 ⊂ U−
P̂
K1 ∩ V K1.
This implies (fτP fwταw−1)(τQu) =
∣∣(U− ∩ wU+
α̂
w−1)K1/K1
∣∣. Since w is of minimal length in
wWα̂, by lemma 2.19(c) we have U− ∩wU
+
α̂
w−1 = U−∩wUw−1 and then (fτP fwταw−1)(τQu) =∣∣(U− ∩ wUw−1)K1/K1∣∣ which is qℓ(w) by remark 2.8. Finally we remark that ∑u fu where u
describes a system of representatives of (U∩wU−w−1)K1/K1 in U∩wU−w−1 is the characteristic
function of U ∩ wU−w−1. This implies (fτP fwfταfw−1)(τQu) = q
ℓ(w)(fτQ(w,α)
∑
u fu)(τQu) for
every u ∈ U ∩ wU−w−1 and hence the result.
2.4 Presentation by generators and relations
Now we want to prove that the list of relations that we have found in previous paragraph
allows us to obtain a presentation of the algebra H (G,K1).
Definition 2.21. Let A be the Z-algebra generated by elements fω with ω ∈ Ω which satisfy
the following relations.
1. fk = 1 for every k ∈ K1 and fk1fk2 = fk1k2 for every k1, k2 ∈ K;
2. fτ0fτ−10
= 1 and fτ−10
fω = fτ−10 ωτ0
fτ−10
for every ω ∈ Ω;
3. fταft = fταtτ−1α fτα for every t ∈ T and α ∈ Σ;
4. fταfu = fταuτ−1α fτα if u ∈ Uα′ with α
′ ∈ Φα̂, for every α ∈ Σ;
5. fufτα = fτα if u ∈ Uα′ with α
′ ∈ Ψ+
α̂
, for every α ∈ Σ;
6. fταfu = fτα if u ∈ Uα′ with α
′ ∈ Ψ−
α̂
, for every α ∈ Σ;
7. fταfsα′ = fsα′ fτα for every α 6= α
′ in Σ;
8. fταfτα′ = fτα′ fτα for every α,α
′ ∈ Σ;
9.
( ∏
α′∈P (w,α)
fτα′
)
fwfταfw−1 = q
ℓ(w)
( ∏
α′′∈Q(w,α)
fτα′′
)(∑
u
fu
)
for every α ∈ Σ and w of
minimal length in wWα̂ ∈ W/Wα̂ and where u describes a system of representatives of
(U ∩ wU−w−1)K1/K1 in U ∩ wU−w−1.
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Remark 2.22. By relation 2 of definition 2.21 we have f
τ−10
fτ0 = fτ−10 τ0τ0
f
τ−10
= fτ0fτ−10
= 1
and so fτ0 has a two-sides inverse. Moreover we have fτ0fω = fτ0
(
fτ−10 (τ0ωτ
−1
0 )τ0
fτ−10
)
fτ0 =
fτ0fτ−10
fτ0ωτ
−1
0
fτ0 = fτ0ωτ−10
fτ0 for every ω ∈ Ω. Furthermore, if i is a negative integer we write
f
i
τ0
= f−i
τ−10
∈ A and then fτ i0fω = fτ i0ωτ
−i
0
fτ i0
holds for every ω ∈ Ω and i ∈ Z.
Remark 2.23. If D = F then f
τ−10
and fτ0 are in the centre of the algebra. Moreover for every
α ∈ Σ the element fτα commutes with ft with t ∈ T and with fu where u ∈ Uα′ with α
′ ∈ Φα̂.
In order to simplify notation, from now on if τ =
∏
α∈Σ τ
iα
α ∈ ∆, where iα ∈ N for every
α ∈ Σ, we write fτ =
∏
f
iα
τα
∈ A that is well defined by 8 of definition 2.21.
Proposition 2.24. The map
ϑ : A −→ H (G,K1)
fω 7−→ fω
is a surjective algebra homomorphism.
Proof. We only need to show that the fω with ω ∈ Ω satisfy all relations of definition 2.21.
Thanks to lemma 1.3 and to remark 2.7 we obtain relations 1 and 2 because K and τ0 normalize
K1, relation 3 because τα normalizes T , relation 4 because τα normalizes Uα′ with α′ ∈ Φα̂ and
relation 7 because τα commute with sα′ if α 6= α′. Furthermore, we obtain relations 5 and 6 by
proposition 2.15, relation 8 by lemma 2.11 and relation 9 by proposition 2.20.
Now, we want to prove that ϑ is an isomorphism constructing a surjective homomorphism
of Z-modules ϑ′ : H (G,K1) −→ A such that ϑ(ϑ′(Φ)) = Φ for every Φ ∈ H (G,K1).
Lemma 2.25. The map
Ω −→ A
fω 7−→ fω
(2.5)
is well defined.
Proof. Let ω1, ω2 ∈ Ω be such that K1ω1K1 = K1ω2K1. If ω1 ∈ K then ω
−1
1 ω2 ∈ K
1 and
by relation 1 of definition 2.21 we have fω1 = fω2 . If ω1 ∈ {τ0, τ
−1
0 } ∪ {τα |α ∈ Σ} then
ω2 ∈ K
1ω1K
1 ∩Ω and so ω2 = ω1.
We want to extend (2.5) to a homomorphism of Z-modules ϑ′ : H (G,K1) −→ A . Since
we can write every Φ ∈ H (G,K1) uniquely as Φ =
∑
x∈Ξ αxfx with αx ∈ Z, it is sufficient to
define the image of fx for every x ∈ Ξ. In order to do it we state and prove some lemmas.
Lemma 2.26. Let τ ∈ ∆. Then for every u1 ∈ U
+
P (τ), u2 ∈ U
−
P (τ) and u3 ∈M
+
P (τ) ∪M
−
P (τ) we
have fu1fτ = fτ = fτ fu2 and fτ fu3 = fτu3τ−1fτ .
Proof. We remark that τ
P̂ (τ)
divides τ in ∆. Since U+
P (τ) =
∏
α′∈Ψ+
P (τ)
Uα′ and Ψ
+
P (τ) =⋃
α∈P̂ (τ)
Ψ
+
α̂
, then by 5 and 8 of definition 2.21 we have fu1fτ = fτ . Similarly by 6 and 8 of
definition 2.21 we obtain fτ fu2 = fτ . Since M
+
P (τ) =
∏
α∈Φ+
P (τ)
Uα and Φ
+
P (τ) =
⋂
α∈P̂ (τ)
Φ
+
α̂
,
then by 4 and 8 of definition 2.21 we obtain fτ fu3 = fτu3τ−1fτ for every u3 ∈ M
+
P (τ). Similarly
we have M−
P (τ) =
∏
α∈Φ−
P (τ)
Uα and Φ
−
P (τ) =
⋂
α∈P̂ (τ)
Φ
−
α̂
and so fτ fu3 = fτu3τ−1fτ for every
u3 ∈M
−
P (τ).
Let x ∈ G. By (2.3) there exist u1, u2 ∈ U , t ∈ T , i ∈ Z, τ =
∏
α∈Σ τ
iα
α ∈∆ and w1, w2 ∈W
such that fx = fu1ftf
i
τ0
fw1fτfw2fu2 . We want to prove that the map fx 7−→ fu1ftf
i
τ0
fw1fτ fw2fu2
is well defined.
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Lemma 2.27. Let t ∈ T , i ∈ Z, τ ∈ ∆, w1 ∈ W and w2 be of minimal length in WP (τ)w2.
Then for every u1, u2 ∈ U there exist u˜1 ∈ w1U
−w−11 ∩ U and u˜2 ∈ w
−1
2 Uw2 ∩ U such that
fu1ftf
i
τ0
fw1fτ fw2fu2 = fu˜1ftf
i
τ0
fw1fτ fw2fu˜2 .
Proof. By relation 1 of definition 2.21 and by remark 2.22 we obtain fu1ftf
i
τ0
fw1fτ fw2fu2 =
ftf
i
τ0
fu′1
fw1fτ fw2fu2 where u
′
1 = τ
−i
0 t
−1u1tτ
i
0 ∈ U . We set P = P (τ) and we consider the de-
composition U = (w−12 U
−
P w2 ∩ U)(w
−1
2 M
−
P w2 ∩ U)(w
−1
2 Uw2 ∩ U). Since w2 is of minimal
length in WPw2, then w
−1
2 is of minimal length in w
−1
2 WP and so by proposition 2.4 we have
w−12 Φ
−
P ⊂ Φ
−. We obtain w−12 M
−
P w2 ∩ U = {1} and then U = (w
−1
2 U
−
P w2 ∩ U)(w
−1
2 Uw2 ∩ U).
Let u2 = u2,1u2,2 be according to this decomposition. By relation 1 of definition 2.21 and by
lemma 2.26 we have fτ fw2fu2 = fτ fw2u2,1w−12
fw2fu2,2 = fτ fw2fu2,2 . We now consider the decom-
position U = (w1U−w
−1
1 ∩ U)(w1M
+
P w
−1
1 ∩ U)(w1U
+
P w
−1
1 ∩ U) and we take u
′
1 = u1,1u1,2u1,3
according to this decomposition. By 1 of definition 2.21 and by lemma 2.26 we have fu′1fw1fτ =
fu1,1fw1fw−11 u1,2w1
fw−11 u1,3w1
fτ = fu1,1fw1fw−11 u1,2w1
fτ = fu1,1fw1fτ fτ−1w−11 u1,2w1τ
. Thus we obtain
fu′1
fw1fτ fw2fu2 = fu1,1fw1fτ fw2fw−12 τ−1w
−1
1 u1,2w1τw2
fu2,2 . Now, since by proposition 2.4 we have
w−12 Φ
+
P ⊂ Φ
+, we obtain w−12 (τ
−1w−11 u1,2w1τ)w2 ∈ w
−1
2 M
+
P w2 ⊂ w
−1
2 Uw2 ∩ U . So, if we set
u˜1 = tτ
i
0u1,1τ
−i
0 t
−1 ∈ w1U
−w−11 ∩ U and u˜2 = w
−1
2 τ
−1w−11 u1,3w1τw2u2,2 ∈ w
−1
2 Uw2 ∩ U we
obtain the result.
Lemma 2.28. Let x ∈ G. There exist t ∈ T , i ∈ Z, τ ∈ ∆, w1 ∈ W , w2 of minimal length in
WP (τ)w2 ∈WP (τ)\W , u1 ∈ w1U
−w−11 ∩ U and u2 ∈ w
−1
2 Uw2 ∩ U such that
fx = fu1ftf
i
τ0
fw1fτfw2fu2 . (2.6)
Moreover such a decomposition of fx is unique.
Proof. By formula (2.3) and by lemma 2.12, there exist u1, u2 ∈ U and unique t ∈ T , i ∈ Z,
τ ∈ ∆, w1 ∈ W and w2 of minimal length in WP (τ)w2 such that fx = fu1ftf
i
τ0
fw1fτfw2fu2 =
ϑ(fu1ftf
i
τ0
fw1fτ fw2fu2). By lemma 2.27 we can choose u1 ∈ w1U
−w−11 ∩U and u2 ∈ w
−1
2 Uw2 ∩U
and so we have proved the existence of such a decomposition. Now, let u1, u′1 ∈ w1U
−w−11 ∩ U
and u2, u′2 ∈ w
−1
2 Uw2 ∩ U be such that fx = fu1ftf
i
τ0
fw1fτfw2fu2 = fu′1ftf
i
τ0
fw1fτfw2fu′2 . By
lemma 1.3 we obtain
fτ = fw−11 τ
−i
0 t
−1u−11 u
′
1tτ
i
0w1
fτfw2u′2u
−1
2 w
−1
2
= fu−fτfu+
where u− = w
−1
1 τ
−i
0 t
−1u−11 u
′
1tτ
i
0w1 ∈ U
− and u+ = w2u′2u
−1
2 w
−1
2 ∈ U . By remark 2.13 there
exist u˜1 ∈ U , t˜ ∈ T , w˜ ∈ W , u˜2 ∈ M
+
P and u˜3 ∈ U
+
P such that fu− = fu˜1ft˜fw˜fu˜2fu˜3 . By
proposition 2.15 and lemma 1.3 we obtain fτ = fu˜1ft˜fw˜fu˜2fu˜3fτfu+ = fu˜1ft˜fw˜fτfτ−1u˜2τu+ and
then t˜ = w˜ = 1 by lemma 2.12. We obtain fu− = fu˜1u˜2u˜3 which implies u− ∈ U
− ∩K1U ⊂ K1
and so fτ = fτfu+. This implies K
1τK1 ∩ K1τu+K
1 6= ∅ and so by lemma 2.10(b) we have
u+ ∈ τ
−1K1τK1 ∩ U ⊂ U−K1 ∩ U ⊂ K1. We have proved fu− = fu+ = 1 which implies
fu′1 = fu1 and fu′2 = fu2 , hence the uniqueness of decomposition (2.6).
Let x ∈ Ξ and let fx = fu1ftf
i
τ0
fw1fτfw2fu2 be the unique decomposition of fx of the form
(2.6). We define ϑ′(fx) = fu1ftf
i
τ0
fw1fτ fw2fu2 and the homomorphism of Z-modules
ϑ′ : H (G,K1) −→ A∑
x∈Ξ axfx 7−→
∑
x∈Ξ axϑ
′(fx).
(2.7)
Now we want to prove that ϑ′ is surjective.
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Lemma 2.29. Let x ∈ G and fx = fu1ftf
i
τ0
fw1fτfw2fu2 be a decomposition of the form (2.3).
Then ϑ′(fx) = fu1ftf
i
τ0
fw1fτ fw2fu2 .
Proof. If w2 = w3w4 with w3 ∈ WP (τ) and w4 is of minimal length in WP (τ)w2 then by 1 and
7 of definition 2.21 we have fu1ftf
i
τ0
fw1fτ fw2fu2 = fu1ftf
i
τ0
fw1w3fτ fw4fu2 . By lemma 2.27 there
exist u˜1 ∈ w1w3U−w
−1
3 w
−1
1 ∩ U and u˜2 ∈ w
−1
4 Uw4 ∩ U such that fu1ftf
i
τ0
fw1w3fτ fw4fu2 =
fu˜1ftf
i
τ0
fw1w3fτ fw4fu˜2 in A . Since fx = ϑ(fu1ftf
i
τ0
fw1fτ fw2fu2) = ϑ(fu˜1ftf
i
τ0
fw1w3fτ fw4fu˜2) =
fu˜1ftf
i
τ0
fw1w3fτfw4fu˜2 is the unique decomposition of the form (2.6), we obtain that ϑ
′(fx) =
fu˜1ftf
i
τ0
fw1w3fτ fw4fu˜2 = fu1ftf
i
τ0
fw1fτ fw2fu2 .
Proposition 2.30. The homomorphism of Z-modules ϑ′ defined in (2.7) is surjective.
Proof. Let M be the free multiplicative monoid on the set of f˜ω with ω ∈ Ω, let A be the
multiplicative submonoid of A generated by the fω with ω ∈ Ω and let φ : M −→ A be the
natural projection. Since ϑ′ is a homomorphism of Z-modules, it is sufficient to prove that every
element a ∈ A (or equivalently every φ(m) with m ∈M) is in the image of ϑ′. We prove this
result by induction on the length ofm ∈M. We have φ(f˜ω) = fω = ϑ′(fω) for every ω ∈ Ω. Now
we suppose φ(m) = ϑ′(Φm) ∈ A with Φm ∈ H (G,K1) and we prove that φ(mf˜ω) = ϑ′(Φm)fω
is in the image of ϑ′ for every ω ∈ Ω. Thanks to 1 of definition 2.21, to remark 2.13 and to fact
that ϑ′ is a homomorphism of Z-modules, it is sufficient to prove that for every x ∈ G and every
ω ∈ U ∪T ∪{τ0, τ
−1
0 }∪ {sα, τα |α ∈ Σ} the element ϑ
′(fx)fω is in the image of ϑ′. So, from now
on, we fix x ∈ G and we consider the unique decomposition fx = fu1ftf
i
τ0
fw1fτfw2fu2 of fx of
the form (2.6).
• If u˜ ∈ U , by 1 of definition 2.21 and by lemma 2.29 we obtain ϑ′(fx)fu˜ = fu1ftf
i
τ0
fw1fτ fw2fu2u˜ =
ϑ′(fu1ftf
i
τ0
fw1fτfw2fu2u˜).
• If t˜ ∈ T , by 1 and 3 of definition 2.21, by remark 2.22 and by lemma 2.29 we obtain ϑ′(fx)ft˜ =
fu1ft(τ i0w1τw2)t˜(τ
i
0w1τw2)
−1f
i
τ0
fw1fτ fw2ft˜−1u2 t˜
= ϑ′(fu1ft(τ i0w1τw2)t˜(τ i0w1τw2)−1
f iτ0fw1fτfw2ft˜−1u2 t˜).
• By remark 2.22 and by lemma 2.29 we obtain ϑ′(fx)fτ ε0 = fu1ftf
i+ε
τ0
fw1fτ fw2fτ−ε0 u2τ
+ε
0
=
ϑ′(fu1ftf
i+ε
τ0
fw1fτfw2fτ−ε0 u2τ
+ε
0
) for ε ∈ {1,−1}.
• Let α ∈ Σ and s = sα. Since α is simple, U
+
{α} =
∏
α′∈Φ+\{α} Uα′ is a group and we have
U ∩ w−12 Uw2 = (Uα ∩ w
−1
2 Uw2)(U
+
{α} ∩ w
−1
2 Uw2). We take u2 = v1v2 according to this
decomposition. Then sv2s ∈ U , sv1s ∈ U−α and by 1 of definition 2.21 we have ϑ′(fx)fs =
fu1ftf
i
τ0
fw1fτ fw2sfsv1sfsv2s. If v1 ∈ K
1 then ϑ′(fx)fs = ϑ′(fu1ftf
i
τ0
fw1fτfw2sfsu2s) by lemma
2.29. From now on we suppose v1 /∈ K1. Using remark 2.13, it is easy to show that there exist
k1, k2 ∈ K
1, v3, v4 ∈ Uα and t′ ∈ T such that sv1s = k1v3st′v4k2 and so by 1 of definition 2.21
we obtain ϑ′(fx)fs = fu1ftf
i
τ0
fw1fτ fw2sfv3st′v4fsv2s = fu1ftf
i
τ0
fw1fτ fw2sv3sw
−1
2
f
w2t′w
−1
2
fw2fv4sv2s.
Moreover v1 /∈ K1 implies that Uα ⊂ w
−1
2 Uw2 and so α ∈ w
−1
2 Φ
+. We can distinguish three
cases.
⋆ If α ∈ w−12 Ψ
+
P (τ) then w2sv3sw
−1
2 ∈ U
−
P (τ) and we obtain
ϑ′(fx)fs = fu1ftf
i
τ0
fw1fτ fw2sv3sw
−1
2
fw2t′w
−1
2
fw2fv4sv2s
(lemma 2.26) = fu1ftf
i
τ0
fw1fτ fw2t′w
−1
2
fw2fv4sv2s
(1,3 of def. 2.21, remark 2.22) = fu1ftτ i0w1τw2t′(τ i0w1τw2)−1f
i
τ0
fw1fτ fw2fv4sv2s
(lemma 2.29) = ϑ′(fu1ftτ i0w1τw2t′(τ i0w1τw2)−1
f iτ0fw1fτfw2fv4sv2s).
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⋆ If α ∈ w−12 Φ
+
P (τ) ∩ w
−1
2 w
−1
1 Φ
− then w2sv3sw
−1
2 ∈ M
−
P (τ) and w1τw2sv3(w1τw2s)
−1 ∈ U .
We obtain
ϑ′(fx)fs = fu1ftf
i
τ0
fw1fτ fw2sv3sw
−1
2
fw2t′w
−1
2
fw2fv4sv2s
(lemma 2.26) = fu1ftf
i
τ0
fw1fτw2sv3sw
−1
2 τ
−1fτ fw2t′w
−1
2
fw2fv4sv2s
(1 def. 2.21, rmk 2.22) = fu1(tτ i0w1τw2s)v3(tτ i0w1τw2s)−1ftf
i
τ0
fw1fτ fw2t′w
−1
2
fw2fv4sv2s
(1,3 def. 2.21, rmk 2.22) = fu1tτ i0w1τw2sv3(tτ i0w1τw2s)−1
ftτ i0w1τw2t
′(τ i0w1τw2)
−1f
i
τ0
fw1fτ fw2fv4sv2s
(lemma 2.29) = ϑ′(fu1tτ i0w1τw2sv3(tτ i0w1τw2s)−1
ftτ i0w1τw2t′(τ i0w1τw2)−1
f iτ0fw1fτfw2fv4sv2s).
⋆ If α ∈ w−12 Φ
+
P (τ) ∩ w
−1
2 w
−1
1 Φ
+ then w2v1w
−1
2 ∈ M
−
P (τ) and w1τw2v1(w1τw2)
−1 ∈ U . We
obtain
ϑ′(fx)fs = fu1ftf
i
τ0
fw1fτ fw2sfsv1sfsv2s
(1 of def. 2.21) = fu1ftf
i
τ0
fw1fτ fw2v1w
−1
2
fw2sfsv2s
(lemma 2.26) = fu1ftf
i
τ0
fw1fτw2v1w
−1
2 τ
−1fτ fw2sfsv2s
(1 of def. 2.21, remark 2.22) = fu1tτ i0w1τw2v1(tτ i0w1τw2)−1ftf
i
τ0
fw1fτ fw2sfsv2s
(lemma 2.29) = ϑ′(fu1tτ i0w1τw2v1(tτ i0w1τw2)−1
ftf
i
τ0
fw1fτfw2sfsv2s).
So we have proved that ϑ′(fx)fsα is in the image of ϑ
′ for every α ∈ Σ.
• Let α ∈ Σ and u2 = v1v2 be according to the decomposition U = M
+
α̂
U+
α̂
. By 4 and 5 of
definition 2.21 we have ϑ′(fx)fτα = fu1ftf
i
τ0
fw1fτ fw2fταfτ−1α v1τα
. If w is the element of minimal
length in w2Wα̂ ∈ W/Wα̂ then by proposition 2.6 it is of minimal length also in WP (τ)w. If
we set P = P (w,α) and Q = Q(w,α) then by lemma 2.16 we obtain ττ−1P ∈∆ and so
ϑ′(fx)fτα = fu1ftf
i
τ0
fw1fτ fw2fταfτ−1α v1τα
(1,8 of def. 2.21) = fu1ftf
i
τ0
fw1fττ−1
P
fτP fwfw−1w2fταfτ−1α v1τα
(7 of def. 2.21) = fu1ftf
i
τ0
fw1fττ−1
P
fτP fwfταfw−1w2fτ−1α v1τα
(1,9 of def. 2.21) = qℓ(w)
∑
u
fu1ftf
i
τ0
fw1fττ−1
P
fτQfufw2fτ−1α v1τα
(8 of def. 2.21) = qℓ(w)
∑
u
(
fu1ftf
i
τ0
fw1fττ−1
P
τQ
fu
)
fw2fτ−1α v1τα
(lemma 2.29) = qℓ(w)
∑
u
ϑ′(fu1ftf
i
τ0
fw1fττ−1
P
τQ
fu)fw2fτ−1α v1τα .
By the above calculations, the element ϑ′(fu1ftf
i
τ0
fw1fττ−1
P
τQ
fu)fw2fτ−1α v1τα is in the image of
ϑ′ for every u ∈ U ∩ wUw−1 and so ϑ′(fx)fτα too.
So we can conclude that ϑ′ is a surjective homomorphism of Z-modules.
We now have all the tools necessary to prove the main result.
Corollary 2.31. The algebras A and H (G,K1) are isomorphic.
Proof. We have constructed a surjective homomorphism of algebras ϑ : A −→ H (G,K1) and a
surjective homomorphism of Z-modules ϑ′ : H (G,K1) −→ A such that ϑ(ϑ′(Φ)) = Φ for every
Φ ∈ H (G,K1). This implies ϑ′(ϑ(ϑ′(Φ))) = ϑ′(Φ) for every Φ ∈ H (G,K1) and so ϑ′(ϑ(a)) = a
for every a ∈ A Thus ϑ is an isomorphism of algebras whose inverse is ϑ′.
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3 Level-0 representations
In this section we turn to the study of the category of smooth representations of a direct
product of inner forms of general linear groups over non-archimedean locally compact fields.
We prove that its level-0 subcategory is equivalent to the category of modules over the algebra
described in the previous section.
Let us use notations of the beginning of section 2. We denote G = G1 × · · · × Gr and
K1 = K11 × · · · ×K
1
r . Let R be a unitary commutative ring such that p ∈ R
×, let HR(G,K1) =
H (G,K1)⊗ZR (see remark 1.2) and let RR(G) be the category of smooth representations of G
over R. From now on all representations that we consider are smooth. If (π, V ) is a representation
of G we denote by V K
1
the set {v ∈ V |π(k)v = v for every k ∈ K1} of K1-invariant vectors of
V .
Definition 3.1. A representation (π, V ) of G is called a level-0 representation if it is generated
by its K1-invariant vectors. We denote by R0R(G) the full subcategory of RR(G) of level-0
representations, which we call level-0 subcategory of RR(G).
Since p is invertible in R we can choose an Haar measure dg on G with values in R such
that
∫
K1
dg = 1. Then we can define the global Hecke algebra HR(G) (see [15] I.3.1) as the
R-algebra of locally constant and compactly supported functions f : G −→ R endowed with the
convolution product given by (f1 ∗ f2)(x) =
∫
G
f1(g)f2(g
−1x)dg for every x ∈ G. We recall that
RR(G) is equivalent to the category of (left) modules over HR(G) (see [15] I.4.4).
Let us use section I.6 of [15] with A = HR(G) and e the characteristic function of K1.
The algebra eAe is the algebra HR(G,K1) and, thanks to equivalence of categories above, the
functor V 7−→ eV becomes the functor invK1 of K
1-invariants from RR(G) to the category of
right modules over HR(G,K1) defined by invK1(V ) = V
K1 with Φ ∈ HR(G,K1) acting on
v ∈ V K
1
by
∑
x∈K1\GΦ(x)π(x
−1)v. Now, since HR(G) is an algebra with enough idempotents
(see [15] I.3.2), hypothesis of I.6.6 are satisfied and then we obtain the following result.
Theorem 3.2. If every non-zero subrepresentation W of any object V in R0R(G) verify W
K1 6= 0
then invK1 is an equivalence between R
0
R(G) and the category of right modules over HR(G,K
1).
By proposition 6.3 of [6] (see also [15] II.5 when R is a field) there exists a decomposition
RR(G) = R
0
R(G) ⊕R
>0
R (G) that means that:
• for every R-representation V of G there exist an object V1 of R0R(G) and an object V2 of
R
>0
R (G) such that V = V1 ⊕ V2;
• for every object V1 of R0R(G) and every object V2 of R
>0
R (G) we have HomG(V1, V2) = 0.
This fact implies that level-0 representations are exactly those whose all irreducible subquotients
have non-zero K1-invariant vectors. Hence, if W is a subrepresentation of an object of R0R(G)
then WK
1
must be non-zero and so theorem 3.2 implies the following.
Corollary 3.3. The level-0 subcategory R0R(G) of RR(G) is equivalent to the category of right
modules over HR(G,K
1).
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