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The Madden-Julian Oscillation (MJO) is the leading mode of tropical intraseasonal
variability and has known links to modification of extratropical patterns. Spatial and temporal
scale differences between the MJO and US tornadoes makes connecting the two difficult, but
using tornado outbreaks (TO) that are typically synoptically evident helps close this gap. An
assessment of TO probability was conducted for each of the eight Realtime Multivariate MJO
index phases for each month. In addition, clusters of TOs were used to identify how the MJO’s
extratropical response influences patterns that lead to outbreaks in the US. It was found, and in
part, consistent with previous research, that the shifts in the jet stream and wave breaking over
the Pacific that occur in response to the current location of the MJO convection and circulation
anomalies contribute to changes in the mid-latitude flow that can produce TOs in the central and
eastern US.
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CHAPTER I
INTRODUCTION
Low frequency variability in atmospheric conditions, also known as teleconnections, has
been of interest for some time. Early indications of teleconnection patterns date back to the early
1900s (Walker and Bliss 1932) and in the early 1980s empirical orthogonal function (EOF)
analysis of geopotential height and sea-level pressure was first used as a method to identify
teleconnections (e.g. Wallace and Gutzler 1981; Horel 1981). Over time, numerous
teleconnections have been identified both in the tropics, specifically the equatorial Pacific and
Indian Oceans, as well as in the mid- and high-latitudes. Each operate on varying spatial and
temporal scales and can influence atmospheric patterns around the globe. Of particular interest
for this study is the tropical Madden-Julian Oscillation.
The Madden-Julian Oscillation (MJO) (Madden and Julian 1994) is the dominant mode
of intraseasonal variability in the tropics (Zhang 2005). It refers to the eastward propagation of
an area of deep convection (enhanced phase) over the equatorial Indian and Pacific Oceans
operating on a temporal scale of 30 to 60 days. To the east and west, an anomalous area of weak
convection (suppressed phase) exists (Figure 1.1). The circulation of the MJO acts as a local
modifier to the tropical Walker and Hadley circulations.
Since its discovery, the MJO has garnered a lot of attention from atmospheric scientists.
It has been shown to affect intraseasonal variability of rainfall within the tropics and subtropics,
which also includes links to the Indian and Australian monsoons (e.g. Lau and Chan 1986;
1

Hendon and Liebmann 1990). It also can restrict areas favorable for tropical cyclone formation
and has been shown to modify the extratropical atmosphere. This leads to the question of how
the MJO could be useful in identifying potential favorable conditions for severe weather.
Identifying patterns suitable for producing tornado outbreaks (TO) in the United States is
important since the United States experiences the greatest annual number of tornadoes of any
nation globally. The specific climatologically favored areas shift with the jet stream throughout
the year (Brooks et al. 2003), but tornado activity is not limited to these areas at any time. The
bulk of tornado activity occurs during the spring months in the Great Plains and the southeastern
US, commonly referred to as Tornado Alley and Dixie Alley, respectively (Dixon et al. 2011).
Individual TO environments (location and volatility) is determined by interactions from
planetary scale features all the way down to the mesoscale. Thus, understanding how the
different spatial scales of the atmosphere coexist is crucial to identify potential threats of severe
weather.
As population counts continue to grow in the United States, vulnerability rises as well
(Huppert and Sparks 2006). Depending on where they occur, individual tornadoes can be multimillion dollar disasters. For example, the 28 Aug 1990 Plainfield, IL tornado had an estimated
cost (2005 dollars) of $238 million (Hall and Ashley 2008). When multiple tornadoes occur, as
in an outbreak, costs can increase substantially. For example, the major 3 May 1999 outbreak
resulted in an estimated cost of $1.03 billion (2005 dollars) in damages (Hall and Ashley 2008).
The importance of being able to accurately forecast outbreaks is apparent to allow for proper
resource management to be in place before, during, and after an outbreak.
Forecast skill in short ranges has dramatically increased over time, but medium and longterm forecasts (on the order of weeks) still suffer. Integrating intraseasonal and climate time2

scale teleconnections, such as the MJO, into forecasts may be a way to improve long-term skill,
but before any forecasting applications can be developed, connections between the MJO and US
tornado activity must first be formalized. Few studies have specifically addressed tornado
activity and the MJO, although numerous studies show links between the MJO and mid-latitude
flow.
The primary goal of this research is to identify how the MJO’s influence on extratropical
flow patterns may alter areas most likely to experience tornado outbreaks in the central and
eastern United States. To do this, a dataset of tornado outbreaks was assembled using a similar
method to Shafer and Doswell (2011) using Kernel Density Estimation. Geographic mean
centers of the outbreaks were then be used to identify clusters of outbreak activity within each of
the eight phases of the MJO for all months. The outbreaks within these hotspots were then
investigated to identify how the MJO may have modified the evolution of the mid-latitude
Rossby wave train that ultimately produced the outbreaks. The primary hypothesis for this
research is that the phase of the MJO will produce differing extratropical responses altering both
tornado outbreak probability and the favored location for outbreaks to occur.

3

Figure 1.1

MJO Circulation

Diagram depicting a generalized view of the convective (green) and suppressed (brown) regions
of the MJO circulation. Source: https://www.climate.gov/news-features/blogs/enso/what-mjoand-why-do-we-care
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CHAPTER II
LITERATURE REVIEW
2.1

Madden-Julian Oscillation
Understanding of the MJO has come a long way since it was originally discovered in the

early 1970s, where it was first referred to as “the 40-50 day oscillation” (Madden and Julian
1971). Madden and Julian, as well as other authors, have acknowledged that the MJO time frame
spans a wide range, ranging from 30 to 100 days (Zhang 2005) most frequently lasting for about
45 days, which separates it from synoptic and climate time-scales (Madden and Julian 1994). In
addition, although it is referred to as an oscillation, the MJO operates in discrete episodes (Salby
and Hendon 1994). The zonal extent of the MJO is usually between 12,000 and 20,000 km,
though the convective component is much smaller as it is heavily dependent on localized heating
(Zhang 2005).
The MJO has a complex structure and numerous authors have published findings on this
subject. The convective region of the MJO is composed of several large, near equatorially
trapped (+/- 15°), super cloud clusters (SCC) that propagate eastward (Nakazawa 1988). The
SCCs are then made up of smaller cloud clusters that propagate westward lasting 1-2 days on
average. Wang and Rui (1990) studied outgoing longwave radiation (OLR) to identify the
behavior of tropical cloud complexes. They identified 122 tropical intraseasonal convective
anomalies, 77 of which propagated eastward (Wang and Rui 1990) and are presumed to be
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related to the MJO convection and are similar to the SCCs discovered by Nakazawa (Madden
and Julian 1994).
Wang and Rui (1990) also divided the 77 convective anomalies into three categories. The
first are equatorially trapped within 15° latitude. The second are equatorially trapped until near
100°E, then move northeast (northern hemisphere) or southeast (southern hemisphere). The third
combines eastward and northward movement over the western Pacific and India. Convection
also tends to flare up near 100°E and 150°E (Weickmann and Khalsa 1990). Khalsa and Steiner
(1988) showed that when precipitable water exceeded 38mm around these longitudes, an
accompanying eastward propagating area of upper level divergence in the 250 hPa velocity
potential field is also present.
Around the center of convection, a distinct asymmetric pattern appears (Sperber 2003;
Kiladis et al. 2005). Convergent low-level winds leading to upward vertical motion in a zone of
enhanced moisture is found to the east of the convective center, while divergent low-level winds
(subsidence) and negative anomalies in humidity are found to the west, which combined allow
for eastward propagation (Zhang 2005). Hsu and Li (2012) studied the zonal asymmetry and
showed that vertical moisture advection to the east of the convection plays a primary role in the
enhanced moisture, though horizontal advection plays some role too. This asymmetry also varies
during the lifetime of the MJO as varying phase speeds between the convection and winds allow
for decoupling as the MJO progresses into the Pacific Ocean (e.g. Knutson and Weickmann
1987; Rui and Wang 1990).
The eastward side of the convection exhibits a similar structure to the convectively
coupled atmospheric Kelvin wave, which is usually taken as the fundamental explanation of the
MJO. The structure of the Kelvin wave (eastward propagating zonal circulation of planetary
6

scale) is the only equatorial phenomenon to resemble that observed of the MJO. For example,
while studying tropical upper-tropospheric winds Parker (1973) found an oscillation in the 100
hPa zonal wind that fell off in amplitude away from the equator and concluded it behaved
enough like an atmospheric Kelvin wave to be called one. However, the since the propagation
speed of convectively coupled Kelvin waves is proportional to its vertical scale, a Kelvin wave
has a much higher speed than that observed for the MJO (5 m s-1) (Zhang 2005), implying the
Kelvin wave alone is an insufficient explanation.
Other authors have shown that the MJO is more dynamically complex than can be
explained by a Kelvin wave alone, and both equatorial Kelvin and Rossby waves have been
shown to be important to the MJO. To the east of the convective center, the equatorial kelvin
wave is resembled through the low-level easterlies/upper-level westerlies. To the west of the
convective center, upper-level anti-cyclonic circulations (Knutson and Weickmann 1987)
straddling the equator and the associated low-level westerlies/upper-level easterlies resemble the
equatorial Rossby wave. Rui and Wang (1990) showed that these circulation anomalies change
position throughout the lifecycle of the MJO, primarily in the low-levels. Over the Indian Ocean,
upper-level cyclones are present to the east and anticyclones are present to the west of the
convective center, with the opposite occurring at low-levels. When the MJO moves into the
western Pacific, the upper-levels largely remain the same, but the low-level flow changes:
easterly winds ahead of convection disappear while easterly flow develops with anticyclones
over the Indian Ocean (Rui and Wang 1990).
Much of the discussion so far has focused primarily on the convective region, however, it
is also important to see the broader circulations that make up the MJO because the MJO tends to
exist only in the Indian Ocean and western Pacific (west of the international dateline). Rui and
7

Wang (1990) classified tropical convection anomalies by intensity. Moderate intensity events
dissipated between the Maritime continent and the dateline, while strong events re-intensify over
the western Pacific and can propagate as far as 150° W. The presence of convection also wanes
the further the MJO progresses in the Pacific Ocean. However, the circulation anomalies,
particularly in the upper-levels, continue to propagate eastward (Rui and Wang 1990) and some
evidence suggests that the anomalous circulation patterns can propagate through the entire
western hemisphere (e.g. Lorenc 1984).
Other changes in intensity also occur during the eastward progression of the MJO. The
convective component tends to weaken around the Maritime continent (Zhang 2005). Numerous
authors have suggested explanations for the weakening mostly centered on land interrupting
available moisture. Seasonal changes in intensity also occur. The MJO is strongest during boreal
winter when the convection anomalies are just south of the equator, and a secondary peak in
boreal summer when the convection anomalies are just north of the equator (Zhang 2005). This
is apparent primarily in the western Pacific Ocean (Zhang and Dong 2004).
2.2

MJO Tropical-Extratropical Interactions
Though the MJO is a tropical phenomenon, its effects reach well beyond the tropics. The

MJO can account for a large portion of the global circulation variability, with as much as 70%
explained in the tropics and 35-40% in the northern hemisphere extratropics (Seo and Son 2012).
The variability in the extratropics has been connected to the MJO through a Rossby wave train
that propagates poleward from the convective region of the MJO. In addition, the generation of
barotropic vorticity perturbations and upper-tropospheric divergent flow generated from diabatic
heating play a key role in the tropical-extratropical link (Seo and Son 2012; Sardeshmukh and
Hoskins 1988). Sardeshmukh and Hoskins (1988) also add that although the divergent flow
8

accounts for a small component of the horizontal flow, the associated advection of vorticity is
critical to establish the extratropical link. This process is enhanced in the Indian Ocean where
the Asian-Pacific jet results in a maximum of relative vorticity, leading to a broader and stronger
MJO response (Seo and Son 2012).
Previous work has also shown extratropical responses to the MJO heating. Kousky
(1985) showed that positive anomalies in thickness over the eastern US occur when negative
OLR anomalies shift from the Indian Ocean to Indonesia; the opposite occurs when negative
OLR anomalies approach the central Pacific (Kousky 1985). In the central north Pacific,
Garfinkel et al (2014) found that when the MJO is in phases 6-7 a trough is present, while phases
2-3 lead to ridging (Garfinkel et al. 2014). Seo and Son (2012) showed that in phases 2 and 3,
anticyclonic anomalies at 45N/170W are strengthened leading to a westward retraction of the
Asian-Pacific Jet; in addition, circulation anomalies appear over western and/or eastern Canada
during phases 2-4, with phase 4 being similar to phase 3, but slightly further east (Seo and Son
2012). Although focused on timescales beyond synoptic, the MJO has also been connected to the
polar stratosphere/polar vortex, as the aforementioned north Pacific trough in phases 6-7 is a
precursor to extreme warming/weakening of the polar vortex by increased meridional heat flux
(Garfinkel et al 2012; Garfinkel et al. 2014).
Other studies have shown the MJO can lead to wave breaking events over the Pacific.
When the MJO convection is in the Indian Ocean and Maritime Continent, the westward
retracted jet stream is shifted northward and anticyclonic wave breaking (AWB) events increase
in frequency over the central and eastern Pacific (Moore et al. 2010; MacRitchie and Roundy
2016; hereafter M10 and MR16, respectively). While M10 focused in the winter months, MR16
showed that this relationship holds for all seasons. The AWB event that occurs often leads to a
9

subtropical low which reflects back into the MJO through enhanced westerlies in the suppressed
convection region (MR16) and onto the diabatic heating of the MJO aiding eastward propagation
(M10; Matthews and Kiladis 1999). As the MJO shifts eastward into the Pacific, the jet extends
east and AWB events occur less frequently. On the northside of the jet, cyclonic wave breaking
(CWB) events occur more frequently in the north Pacific.
2.3

The Wheeler and Hendon RMM Index
Wheeler and Hendon (2004) developed the Real-time Multivariate MJO index (RMM) as

a way of tracking the intensity and location of the MJO. The index was developed using
empirical orthogonal function (EOF, statistical technique to measure the spatial variability of a
dataset) analysis of the latitudinally averaged (+/- 15°) OLR, 850 hPa zonal winds, and 200 hPa
zonal winds. These three datasets are time filtered to remove long-term temporal variability, such
as that from the El Nino-Southern Oscillation. The EOF analysis yielded that the first two
principal components (termed RMM1 and RMM2) combined accounted for about 26% of the
total variability, and were well separated from the third principal component (only about 6%
variance explained). RMM1 is associated with enhanced convection over the Maritime Continent
and RMM2 is associated with enhanced convection over the Pacific Ocean.
The RMM index is divided into eight phases, corresponding to the location of the
convective region within the Indian or Pacific Oceans. In addition, the root mean square of
RMM1 and RMM2 provide the amplitude (intensity) of a given MJO event. Stronger MJO
events are usually more easily predicted. Other methods of tracking the MJO have been
introduced. For example, Ventrice et al. (2013) extended the RMM index by replacing the OLR
field with 200 hPa velocity potential which improved identification of the MJO in boreal
summer, a weakness of the RMM index. However, the RMM index remains the most common
10

and leading method of monitoring the MJO for operational purposes (e.g. Climate Prediction
Center).
2.4

Tornado Outbreak Environments and the United States
Tornadoes can and do occur in many areas across the globe, but it is well known the

United States has the greatest annual tornado count among any other country. Numerous studies
have assessed tornado risk within the United States (e.g. Farney and Dixon 2014; Coleman and
Dixon 2014; Dixon et al. 2011). The central United States has been termed ‘Tornado Alley’
based on the number of tornadoes this area experiences, but is not necessarily of the highest risk
for tornadoes. Dixon et al. (2011) showed that there is no clear distinction between traditional
Tornado Alley and “Dixie Alley” (southeastern US) when looked at from a tornado risk
perspective, however, they acknowledged labeling the most tornado prone area is subjective and
highly dependent on the criteria used. Coleman and Dixon (2014) found that the greatest risk for
tornadoes is an area extending from approximately Oklahoma through Arkansas, Mississippi,
western and middle Tennessee, and northern and central Alabama.
It has been known for some time that synoptic scale patterns provide the first insight for
forecasting (e.g. Beebe 1956) and that tornado outbreak patterns are typically synoptically
evident (Doswell et al. 1993). Numerous authors have identified key synoptic features preceding
tornado outbreaks. Mercer et al. (2012) summarizes (see their table 1 for list of references) them
as:
1.

An upper-level trough axis west of the outbreak location, allowing for a

deepening cyclone (via quasigeostrophic theory forcing)
2.

Associated upper-level jet streak collocated with an area of rapid pressure falls

3.

Deep surface cyclone formation within an area of enhanced moisture
11

Combined, these help to supply the large-scale thermodynamic and kinematic
environment necessary for the formation of tornadoes (large-scale forcing for ascent, instability,
vertical wind shear; Doswell et al. 1993).
In addition to the upper-level support, the Intra-Americas Low Level Jet (IA LLJ) is also
a key element in tornado environments. Low level jets are regional/local areas of enhanced
boundary layer winds that are often found in the lowest 1 km (often around 500 m, Whiteman et
al. 1997) and are often analyzed using the 925 hPa isobaric surface. The IA LLJ is made up of
two components: the Caribbean LLJ and the Great Plains LLJ (GPLLJ). The GPLLJ has been
known for quite some time and has been extensively studied for its impact on moisture transport
and convective activity in the US (e.g. Means 1952; Rasmusson 1968; Higgins et al. 1997;
Schubert et al. 1998). There are several theories on the processes that lead to the occurrence of
the GPLLJ, including an inertial oscillation, influence of terrain, and synoptic scale forcing. Less
is known about the Caribbean LLJ, though Muñoz et al. (2008) show that it is related to the
Bermuda high and is sensitive to the meridional pressure gradient across the Caribbean Sea
(Muñoz et al. 2008). The two jets can work in tandem to provide the bulk of moisture transport
into the US (Muñoz and Enfield 2010).
In addition to moisture transport, the LLJ also increases low-level vertical wind shear.
Weaver et al. (2012) showed that the LLJ is connected to tornado activity in the southeast and
Great Plains, which can be seen through anomalies in CAPE, shear, and helicity. Krishnamurthy
et al. (2015) showed a relationship between ENSO and LLJ via manipulation from the Walker
and Hadley circulations. Although ENSO is outside the scope of this project, because the MJO
also alters the Walker and Hadley circulation, it is reasonable to assume the MJO would have a
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similar impact on the LLJ, ultimately resulting in downstream effects on local tornado
environments in the US.
2.5

MJO and US Tornadoes
Few studies have attempted to find links between the MJO and tornado activity in the

United States. Thompson and Roundy (2013, hereafter TR13) explored the relationship between
the MJO and violent spring (March-May) tornado outbreaks in the US and found the probability
of a violent outbreak (6+ tornadoes) was highest when the MJO is in phase 2. TR13 also further
investigated the upper-tropospheric flow for phase 2 using 15-day time-lagged composites. In the
period -15 to -9 days, an anomalously strong pacific jet was noted. Between lags -9 and -3, an
anomalous ridge around the Gulf of Alaska forms, while downstream a trough strengthens over
the SW US, which propagates eastward by time lag 0. They also note that the pattern over the US
is consistent with a negative Pacific-North American pattern (Wallace and Gutzler 1981) and is
likely the result of anticyclonic wave breaking downstream of the Gulf of Alaska ridge.
Barrett and Gensini (2013, hereafter BG13) explored the likelihood of tornado days in the
central US based on MJO phase in April and May. They found that the likelihood of a tornado
day (defined as at least one tornado occurring on any day in April or May in their study area)
was highest during phases 6 and 8 in April and phases 5 and 8 in May; while a tornado day was
less likely in phases 3, 4, 7 in April and phases 2 and 3 in May. Investigation into the mesoscale
environment showed that anomalies of Convective Available Potential Energy (CAPE) and bulk
shear during April supported their findings. In May, anomalies of CAPE supported the
increase/decrease of a tornado day, but anomalies of bulk shear were more varied. Storm
Relative Helicity (SRH) also varied in both April and May.
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Tippett (2018) called into question the validity of the results found in BG13 and TR13
because of the flaws in their methodology. Tippett (2018) used the period 1975-2016 and used
both the RMM index and the OLR-based MJO index (OMI, Kiladis et al. 2014) and removed
EF0 tornadoes. They found the phase 2 result from Thompson and Roundy (2013) was not
statistically significant when using the OMI, and that there was no statistical significance in
tornado day frequency between MJO phases. Connections between the large-scale flow and the
MJO have been well documented in previous studies, but few studies attempt to find a
relationship between tornado outbreak activity (typically synoptically driven/evident) in the US
and the MJO. This study aims to expand on previous work by using TOs (usually synoptically
evident), including a spatial component, and show how the MJO influenced the synoptic pattern
leading up to the outbreaks.
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CHAPTER III
DATA AND METHODS
3.1

Tornado Data
The primary data source for this study is the Storm Prediction Center’s tornado database.

The database contains all reported tornadoes from 1950 to the present and includes relevant
information on each tornado report such as: date, time, rating, genesis and lifting
latitude/longitude, among many other statistics. Previous tornado literature has addressed the
numerous flaws of this dataset. For example, there has been a significant increase in the number
of tornado reports per year since 1959 (Coleman and Dixon 2014), which has been attributed to
population growth and better methods of reporting (e.g. the internet and social media). The
implementation of the WSR-88D radar network has also assisted in reporting and led to an
increase in tornado reports (Doswell 2007). Other biases do exist, though are not immediately
relevant to this project.
To combat the issue of increasing reports over time which would require detrending of
the data in order to use, this study instead utilizes tornado outbreaks (TOs), which carry two
advantages. First, the number of TOs each year has remained fairly consistent over time (Figure
3.1) and a linear regression analysis shows that the slight upward trend is not statistically
significant at the 95% confidence level (0.16 outbreaks/year, p-value = 0.17). Second, outbreaks
are usually driven by the synoptic scale which can be more easily linked back to the MJO.
Despite these advantages, there is no consistent definition of a TO so the criteria is left up to
15

individual authors, making comparison of multiple studies difficult. Since the majority of
tornado activity in the United States occurs east of the Rocky Mountains, only tornadoes east of
110°W are kept for this study (study area specifically bounded by 110W, 70W; 25N, 50N).

Figure 3.1

Tornado outbreaks by year

Outbreaks are defined according to Shafer and Doswell (2011) and methodology is explained in
section 3.2. Slight upward trend in outbreaks/year is not statistically significant at the 95%
confidence level (p-value=0.17)
3.2

Identifying Tornado Outbreaks
To identify outbreaks, a method similar to Shafer and Doswell (2011) will be used.

Shafer and Doswell used Kernel Density Estimation (KDE) to isolate geographic clusters of
severe weather reports (wind, hail, and tornado). KDE is a common method for analyzing spatial
patterns since it assumes spatial patterns have significance at all locations and not just the points
directly impacted-which is important since tornadoes affect an area and not a specific point.
Shafer and Doswell found that a gaussian kernel shape on a 1-degree grid with a bandwidth of 116

degree was most representative of identifying outbreaks and was used for the KDE. There are
other kernel shapes that exist (Epanechnikov, Triangular, Uniform, etc.), however, past research
has shown that changes in spatial patterns from kernel shape are less important than the size of
the selected bandwidths (e.g. Dixon and Mercer 2012; Silverman 1986). Larger bandwidths
produce densities that are similar across a larger area obscuring smaller scale hot spots, while
bandwidths that are too small can highlight only each individual event.
A severe weather outbreak is defined as any cluster of tornado points within a 24-hour
period 1200 UTC-1159 UTC enclosed by a density contour equal to 0.001 (Shafer and Doswell
2011). Outbreaks are assigned their ‘valid time’ as the hour of maximum activity rounded to the
nearest 3-hour time (e.g. 00 UTC, 03 UTC, etc). Since this database includes wind and hail in
addition to tornadoes, tornado outbreaks are isolated by events that had six or more tornadoes
(Doswell et al. 2006). This definition of six tornadoes was chosen because small tornado count
days (less than six) may not be driven by the synoptic environment (e.g. could be mesoscale
convective system or sea-breeze related). Once the outbreaks are identified, each outbreak is
assigned the MJO RMM phase and amplitude for the day of the outbreak. MJO RMM data is
available from the Australian Bureau of Meteorology
(http://www.bom.gov.au/climate/mjo/graphics/rmm.74toRealtime.txt). To be consistent with
previous literature on defining when the MJO is ‘active,’ (BG13; Barrett et al. 2012; TR13), any
tornado outbreak that occurred on a day where the RMM amplitude was less than 1.0 is removed.
As no current method exists to determine a temporal lag between the MJO forcing and a
response in the United States, the RMM phase/amplitude is assigned to the tornado outbreaks
with no lag.
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3.3

Identifying Tornado Outbreaks
Tornado outbreak probabilities provide a quick statistical measure of how the MJO may

influence tornado outbreaks. Probabilities are calculated by dividing the number of tornado
outbreak days (at least one outbreak on a given day, 1200 UTC – 1159 UTC) by the number of
days in a given phase within a given month. Outbreak probability is also calculated for each
month to determine the climatological outbreak probability. The resulting values are then
bootstrapped 10,000 times to generate 95% confidence intervals to assess significance.
Bootstrapping is a statistical non-parametric test to assess statistical significance for nongaussian distributed data. Resampling our original data ‘x’ number of times allows us to generate
a pseudo-population that ends up close to being normally distributed. Each of the eight phases
are compared to the month’s climatological outbreak probability to determine if a phase is more
or less likely to have a tornado outbreak. The month’s climatological probability is calculated by
bootstrapping the frequency of all TOs regardless of the MJO. A phase is statistically significant
if its confidence interval falls above or below the month’s climatological probability.
3.4

Spatial Patterns of Tornado Outbreaks
In addition to the climatological aspect, an assessment of how the MJO may influence

spatial patterns of tornado outbreaks is also conducted. Mean centers for each of the outbreaks
are calculated as the centroid of the 0.001 density contour used to identify the outbreaks and are
used to represent TOs. There were 11 days with two outbreaks in the same 24-hour period (out of
1034 total, 1%), though it is assumed that two outbreaks would occur from separate synoptic
systems so these TOs are left separate (Shafer and Doswell 2011).
To identify clusters of TO activity, KDE is utilized once again. This KDE uses the same
bandwidth and kernel shape described previously, but uses a grid size of 0.1-degrees and is
18

calculated for all eight phases in each month, resulting in 96 total KDE maps. As previously
highlighted, the KDE bandwidth is the most influential parameter in affecting the resulting
spatial patterns so the smaller grid should minimally affect the results acting to only smooth the
density values slightly. Since the MJO operates irregularly and the time spent in a given phase
can vary, the resulting density values are scaled by the number of active MJO days for a given
phase in each month (table 3.1) to allow for comparison.
An initial minimum density contour was chosen to identify pronounced clusters of TOs.
However, an issue arose in some maps where a small number of MJO days resulted in the
density contour mis-identifying an outbreak that was visually determined to be noise (e.g. Figure
3.2). To alleviate this issue, a density map is only considered if the ratio of TO days to MJO days
was above 0.22. This value was chosen as it was the best ratio that removed the mis-identified
clusters while minimally impacting the others. Only five density maps had a TO cluster that was
discarded by not meeting this criterion. Using the remaining 19 density maps, the minimum
density contour is adjusted to 5.38x10-6, which is the 99.945 percentile of the all density values
of the 19 maps. Any outbreaks within the minimum density contour, as well as, any outbreaks
within approximately 1° of the contour (estimated visually) are included to investigate the
synoptic and mesoscale patterns and how the MJO may have contributed to the TO using
composite analysis.
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Table 3.1

Number of active MJO days by phase of the MJO for each month

Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 Phase 7 Phase 8
January
74
106
116
74
82
121
130
102
February
47
63
92
108
82
112
161
84
March
107
118
117
100
87
95
91
122
April
78
63
89
109
88
78
99
83
May
117
85
87
74
73
88
116
129
June
133
103
65
97
86
87
57
91
July
188
99
53
41
58
63
85
63
August
137
135
55
36
93
109
42
33
September
74
124
64
116
151
53
29
61
October
103
94
45
73
145
106
62
74
November
77
91
122
103
79
104
70
63
December
48
66
117
106
111
88
118
72
An active MJO day is defined as any day where the RMM amplitude is greater than or equal to 1.
Time period is 1979-2017

Figure 3.2

Example of erroneous tornado outbreak clusters

August phase 8 KDE map where the clusters identified (black contour) were considered “noise”
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3.5

Composite Technique
Once the clusters of TO activity are identified, an assessment of the synoptic and

mesoscale environments is conducted to identify meteorological features that led to the outbreaks
and how those may have been influenced by the MJO. Composites will be generated using both
the National Center for Environmental Prediction/National Center for Atmospheric Research
(NCEP/NCAR) reanalysis (Kalnay et al. 1996) and the North American Regional Reanalysis
(NARR, Mesinger et al. 2006). NCEP/NCAR is generated on a 2.5°x2.5° global grid in six hour
timesteps with 17 vertical levels. NARR is provided on a 32-km Lambert Conformal grid with
29 vertical levels in 3-hour timesteps. Although these are two separate reanalysis datasets with
different biases, NCEP/NCAR was chosen for being a global dataset for synoptic scale analysis
while the NARR’s higher spatial and vertical resolution makes it a better candidate for severe
weather parameter calculations.
The large scale pattern around the outbreaks will be composited using a 16x11 grid
relative to the outbreak mean center. The grid is defined as 10 grid points to the west and 5 to the
north, east, and south. The increase in grid points to the west show upstream conditions, which
are typically more important in synoptic evolution. Because NCEP/NCAR is only available in 6hour timesteps, if the outbreak time of maximum activity occurred between the available
reanalysis times, the previous timestep was used (e.g. 2100 UTC outbreak valid time would use
the 1800 UTC NCEP/NCAR reanalysis data). Severe weather parameters are calculated and
evaluated on a 30x30 outbreak-centric grid from the available NARR data using the time of the
outbreak. Many of the TOs in a composite will share a common NCEP/NCAR grid point with
the coarser resolution of the dataset; however, the Lambert grid and higher resolution of the
NARR likely mean the same grid point is not shared among the outbreaks in a given composite.
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The composites are built by averaging the individual cases together, so the outbreak-relative
grids eliminate any geographic biases and help enhance wave train patterns.
In addition to the outbreak-relative composites, time-lagged composites over the Pacific
(constructed using NCEP/NCAR) will be used identify the pattern evolution over the 9 days (in 3
day timesteps) leading up to the outbreaks and how the MJO may have contributed. Composites
are once again built by averaging the individual cases, though these are not outbreak-relative.
One aspect of interest is how the MJO may have contributed to Rossby wave breaking (either
AWB or CWB) over the Pacific, which is still a relatively new subject. Wave breaks modify
large-scale flow leading to alterations in storm tracks and has also been linked to development of
blocking patterns, such as those associated with other teleconnections (e.g. Martius et al. 2007,
Nakamura 1994). Thus, identifying how wave breaking events modified the large-scale flow
over the Pacific becomes important for understanding the pattern evolution leading up to the
TOs.
Wave breaking is usually analyzed using isentropic potential vorticity or potential
temperature (theta) on the dynamic tropopause (potential vorticity unit (PVU) surface, 1 PVU =
1x106 m2 s-1 K kg-1). Potential vorticity was calculated using the MetPy python module
(https://unidata.github.io/MetPy/latest/index.html) using the potential_vorticity_baroclinic
function, which uses the Bluestein (1993) version of the potential vorticity equation calculated
on isobaric levels and interpolated to the 310K, 330K, and 350K isentropic surfaces. Previous
studies have identified a preference for cyclonic wave breaking (CWB) to be found on lower
theta surfaces while anticyclonic wave breaking (AWB) is found on higher theta surfaces (e.g.
Martius et al. 2007), so three total surfaces are used. Because the method used in generating the
composites (averaging) may obscure specific features if too much variability exists in their
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constituent cases (not all MJO events lead to wave breaking), no specific algorithm, technique,
or PVU contour was used to identify the dynamic tropopause to identify AWB/CWB events.
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CHAPTER IV
RESULTS/DISCUSSION
4.1

Tornado Outbreak Probability
In most cases, it did not appear the active phase of the MJO contributed much to altering

the probability of a TO, however, there were nine times a phase showed a significant difference
from the month climatology (Figure 4.1). A majority (6) showed a significant decrease in TO
probability. When the MJO is in phase 2, there is a decrease in TO probability during February
and November and an increase in TO probability during July. Phase 3 shows a significant
decrease in August, phase 4 in November, and phase 5 in July. August phase 3 and November
phase 2 are the only times no TO was observed for any months, though there are other times
where the lower bound of the confidence interval is 0%. Phase 8 also changes based on the
month with a decreased probability in February, but an increased probability in both August and
October. It is also noted that August phase 8 had the second fewest number of MJO days (33,
table 1) which likely assisted the above normal probability.
Both the BG13 and TR13 studies only focused in the spring timeframe (April/May and
March-May, respectively) where the results in this study shows no significant changes in the
probability of a TO. This study utilizes a much different methodology in deriving outbreaks than
both BG13 (one tornado in a day counts as a tornado day) and TR13 (six tornadoes in a day is an
outbreak, but not found using the same methodology) and is likely responsible along with
different timeframes and study areas. Tippett (2018) found that there was no significant
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differences in tornado day probability between phases in the spring (against TR13) and this
agrees with the results here. However, Tippett (2018) used the OMI over the RMM index and
removed EF0 tornadoes. Overall, the differences show the sensitivity of the results to the
methodology used in calculating the probabilities.
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Figure 4.1

Tornado outbreak probability confidence intervals

95% Confidence intervals of tornado outbreak probability. Orange coloring denotes phases that
are statistically significantly above average probabilities, while purple coloring denotes
statistically significant below normal probabilities. Statistical significance was determined
relative to the month climatological probability (grey dashed line)
26

4.2

Spatial Influence
There were a total of nine density maps that met all criteria in identifying a pronounced

outbreak cluster (Figure 4.2). April and July both only had one MJO phase with a significant
cluster, May had four, and June had three. Each of the clusters contained between three and ten
cases, averaging about six cases per cluster (Table 4.1). All of the significant clusters were found
to occur within the central United States. In May, significant clustering was favored when the
MJO is active in the west and central Indian Ocean, Maritime Continent, and west-central Pacific
Ocean (phases 1, 2, 4, 6), while in June, it was favored when the MJO was over the Maritime
Continent and the central Pacific (phases 4, 7, 8). Phase 4 in May and June produced two clusters
of tornado activity, one larger cluster over the central Plains, and another smaller one to the east,
with about half the number of cases of the larger cluster (these will be identified by ‘poly 1’ and
‘poly 2’, with poly 1 referring to the western-most, larger cluster). The distance is greater in June
(Nebraska vs. Illinois) compared to May where the two clusters are much closer together
(Kansas vs. western Missouri) though it could be argued these are all in the same larger region.
In May, the TO clusters were generally all focused around SE Kansas, but a southward
shift of the clusters was observed from phases 1 to 6 (north central Kansas in phase 1 to
Oklahoma City in phase 6). In June, phases 4 and 7 were in similar locations (NE Nebraska/SE
South Dakota), but phase 8 was significantly further south (Oklahoma Panhandle). In July phase
2 and May phase 4 (poly 2), the significant contour did not enclose any outbreak points,
however, there were four and five outbreak centers, respectively, that were close enough to the
significant contour (within 1°) so the cluster was kept for evaluation. The July phase 2 cluster
also occurred when there was an above normal probability of a tornado outbreak and is the only
time a cluster in a month/phase also has a significant increase or decrease in TO probability.
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Table 4.1

Number of cases in each KDE cluster

Cluster
April Phase 6
May Phase 1
May Phase 2
May Phase 4 (poly 1)
May Phase 4 (poly 2)
May Phase 6
June Phase 4 (poly 1)
June Phase 4 (poly 2)
June Phase 7
June Phase 8
July Phase 2

Number of Cases
6
9
6
5
3
10
9
5
4
5
4
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Figure 4.2

KDE density maps of pronounced clusters

Density maps showing the 11 significant outbreak clusters. Black contour is the contour level
used to identify a pronounced cluster. Red dots indicate geographic mean centers of outbreaks
for each cluster used in the composite analysis.
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4.3

MJO Influence on Pattern Evolution
It is well known that negative potential vorticity advection away from the MJO

convection is a primary forcing mechanism in the MJO extratropical response. Sardeshmukh and
Hoskins (1988) showed this is primarily accomplished through the divergent (irrotational) wind.
Not all the composites indicated wave breaking, consistent with both M10 and MR16 that not all
MJO events produce such events. However, it is believed that the shifts in the Pacific jet in
response to the MJO convection, which constitutes a waveguide over the Pacific, also played a
critical role in the synoptic scale evolution. Evolution of the height tendencies over the Bering
Sea eastward into the western US, regardless of whether a wave breaking event occurred, was
associated with the amplitude and positioning of the downstream wave over the US associated
with the outbreaks.
4.3.1

Phase 2 Evolution
In the phase 2 composites, the response from the MJO occurs over the Asian continent

and leads to a northward shift in the jet (M10, not shown). In both May and July, the jet becomes
less broad and stronger from time-lags -9 to 0 west of the dateline. In May, a double jet structure
appears over the eastern Pacific with the southern branch extending into the SW US, while in
July the jet continues zonally into north America. The phase 2 composites (May and July) both
showed an AWB event that began around the international dateline between time-lags -9 and -6.
In July (Figure 4.3), the wave break builds eastward and completes by time-lag -3, though in
May the event is gone. In both months, the response is a building ridge over the Gulf of Alaska
into NW Canada with a trough downstream over the western US. This is consistent with the
result of TR13, also identifying this as a typical negative Pacific-North American pattern. The
ridge remains through time-lag 0 in May (Figure 4.4) with a deepening trough over the western
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US. In July, the ridge disappears at time-lag 0 with zonal flow from the Pacific into the NW US.
A broad shortwave was still noted over the central US, associated with the outbreaks.

Figure 4.3

July phase 2 time-lagged 350K potential vorticity and 500 hPa heights

July phase 2 time-lagged composites of Potential Vorticity (PVU) on the 350 K isentropic
surface and 500 hPa geopotential heights (m). Purple dashed contour is the 2 PVU isoline,
common value denoting the dynamical tropopause. The M denotes the approximate location of
MJO convection based on RMM phase.
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Figure 4.4

May phase 2 time-lag 0 500 hPa geopotential heights

May phase 2 500 hPa geopotential heights (m) at time-lag 0. The M denotes the approximate
location of MJO convection based on RMM phase.
4.3.2

Phase 4 Evolution
Though evolution is different between all four phase 4 composites (May and June), from

time-lag -9 to 0, the core of the Asian-Pacific jet tends focus itself near Japan (between 120E and
150E) where the height gradient is locally strengthened likely in response to the nearby MJO
convection. Despite the general westward retraction of the speed maximum, the jet does extend
nearly the entire way across the Pacific. Once again a double jet structure was shown in the
eastern Pacific, though the southern stream was much weaker in June than May. May phase 4
poly 1 (Figure 4.5) was the only composite to show an extension of the southern jet into the US.
AWB events were hard to discern in the phase 4 composites. The poly 1 composites
showed nothing definitive, though height rises did occur leading up to time-lag 0 over the eastern
Pacific. The response downstream in the US is a weak, broad trough over the western US.
Propagation of the Bering Sea trough/closed low prevented the Gulf of Alaska ridge (present in
both poly 1 composites at time-lag 6) from persisting and decreased the amplitude of the wave
train into the US. In May (Figure 4.6), an AWB event occurs between time-lags -9 and -6
between 150E and the dateline. Between time-lags -6 and 0, a CWB event occurs on the north
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side of the locally strong Pacific jet (response from the AWB) (Figure 4.7). CWB events become
more common when the MJO is over the Maritime continent (M10), although this was the only
phase 4 composite to indicate one. Downstream of the CWB, the Gulf of Alaska ridge builds
northward into Alaska and exhibits an omega block structure, with a broad longwave trough into
the northern US. A shortwave trough at time-lag -3 over British Columbia then propagates SE to
the northern Great Plains by time-lag 0 and is related to the outbreaks. In June (not shown), a
ridge/trough is present over the eastern Pacific at time-lag -9 which propagates eastward into the
US through time-lag 0, and is related to the outbreaks. Between time-lags -6 and 0, a trough over
the western Bering sea broadens eventually spanning all the way into NW Canada with
increasingly zonal flow in the eastern Pacific. No amplification of the pattern occurs as a result
of this, though the weak ridging over the western US allows the shortwave trough to remain
slightly more amplified as it lifts northward (negative tilt).
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Figure 4.5

May phase 4 (poly 1) jet-level time-lagged evolution

May phase 4 (poly 1) 200 hPa Geopotential heights (m), wind (kts), irrotational wind (vectors),
and unfiltered velocity potential anomalies (1x106, m2s-1). The M denotes the approximate
location of the MJO convection based on RMM phase.
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Figure 4.6

May phase 4 (poly 2) 350K potential vorticity and 500 hPa heights at time-lag -6

May phase 4 (poly 2) Potential Vorticity (PVU) on the 350 K isentropic surface and 500 hPa
geopotential heights (m) for time-lag -6. Purple dashed contour is the 2 PVU isoline, common
value denoting the dynamical tropopause. The M denotes the approximate location of MJO
convection based on RMM phase.

Figure 4.7

May phase 4 (poly 2) time-lagged 310K potential vorticity and 500 hPa heights

May phase 4 poly 2 composites of Potential Vorticity (PVU) on the 310 K isentropic surface and
500 hPa geopotential heights (m) at time-lags -3 and 0. Purple dashed contour is the 2 PVU
isoline, common value denoting the dynamical tropopause. The M denotes the approximate
location of MJO convection based on RMM phase.
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4.3.3

Phase 6 Evolution
In both April (Figure 4.8) and May (not shown), the jet narrowed between time-lags -9 to

0 with strong jet core between 100E and 170E, which was shifted southward compared to the
earlier phases, consistent with M10. This jet speed maximum was north of the approximate area
of MJO convection and an increase in the height gradient was also noted. In addition, both
months showed a closed height contour near 120E consistent with the anticyclone that typically
forms NW of the MJO convection. In the central and eastern Pacific, the jet was shifted to the
north and all time-lags showed a double jet structure. In both cases, the southern stream jet
extended from the tropical Pacific into the southern US.
In April, evidence of a weak AWB event shows up between time-lags -3 and 0 in the
central north Pacific. This is consistent with a building ridge in the NE Pacific in and after timelag -6. In addition, a CWB event was noted in both time-lags -9 and -6 (Figure 4.9) breaking
down the omega block over the Bering sea and establishing a trough in the central north Pacific,
likely boosting the aforementioned ridge. The ridge remains fairly broad through time-lag 0. At
time-lag -3, two shortwave troughs are noted. The first is in the northern stream jet entering the
Pacific NW and the negatively-tilted second shortwave in the southern stream jet over southern
California. The interaction of these two perturbations are likely the reason for the amplification
of the wave over the US at time-lag 0, associated with the outbreaks. In May, the AWB signal
was less clear. However, two CWB events were noted. Persistent CWB occurred between 120E
and 150E in all but time-lag -3. In time-lag -6, a CWB event was also ongoing over Alaska
(Figure 4.10) leading to a cut-off low in time-lag -3. Another shortwave was noted over the
desert SW in the southern stream jet at time-lag -3. At time-lag 0, the interaction between the
previously closed low and another disturbance lead to a negatively-tilted trough south of Alaska
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and a SW-NE tilted ridge over the eastern north Pacific and split-flow into north America. The
amplification of the NE pacific ridge led to a persistent trough over the SW US in the southern
branch and another highly positively tilted shortwave was located over the northern US in the
northern branch.
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Figure 4.8

May phase 4 (poly 1) jet-level time-lagged evolution

April phase 6 200 hPa Geopotential heights (m), wind (kts), irrotational wind (vectors), and
unfiltered velocity potential anomalies (1x106, m2s-1). The M denotes the approximate location of
MJO convection based on RMM phase.
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Figure 4.9

April phase 6 time-lagged 310K potential vorticity and 500 hPa heights

April phase 6 composites of Potential Vorticity (PVU) on the 310 K isentropic surface and 500
hPa geopotential heights (m) at time-lags -9 and -6. Purple dashed contour is the 2 PVU isoline,
common value denoting the dynamical tropopause. The M denotes the approximate location of
MJO convection based on RMM phase.

Figure 4.10

May phase 6 time-lagged 310K potential vorticity and 500 hPa heights

May phase 6 composites of Potential Vorticity (PVU) on the 310 K isentropic surface and 500
hPa geopotential heights (m) at time-lag -6. Purple dashed contour is the 2 PVU isoline, common
value denoting the dynamical tropopause. The M denotes the approximate location of MJO
convection based on RMM phase.
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4.3.4

Phases 7, 8, and 1 Evolution
Phases 7 and 8 mark the ending of an active MJO cycle, but do not necessarily mark the

end of an active MJO event. Often when the MJO progresses from phase 8 to 1, a new
convective event begins in the western Indian Ocean, but the circulation anomalies from the
previous convection propagate eastward into the western hemisphere. This was likely the case in
the phase 1 composites (Figure 4.11). The negative velocity potential anomaly present between
120W and 60W is likely the residual divergent circulation from the previous MJO cycle. As the
MJO completes its life cycle in the central Pacific, the jet expands the furthest west spanning
nearly the entire Pacific (M10). This was observed in all three phases as the jet became more
zonal, stronger, and stretched from Asia to the NE pacific from time-lags -9 to 0. The Pacific jet
was the weakest in phase 1, which is likely the beginning of the westward retraction as the new
MJO cycle begins. All three composites showed a weak subtropical jet extending from the
tropical Pacific into the SW US, weakest in phase 8 and strongest in phase 1. In phase 1, it is
proposed that the residual upper level circulation is responsible for this. Although MJO
convection is not present in this area, the negative PV advection from any tropical convection in
this area by the previous MJO divergent circulation could still get a similar extratropical
response and lead to the strengthened jet.
Phase 7 was the only phase to exhibit a defined AWB event in the central and eastern
north Pacific, most defined in time-lag 0 (Figure 4.12). Coincident with this AWB event is a very
broad ridge spanning nearly the entire north Pacific. The other prominent feature was the
persistent closed low over the Bering Sea in all time-lags, though no indications show this is
result of CWB, at least in the time period analyzed. The combination of the ridge and closed low
lead to strengthened jet through 150W. Downstream the flow splits, with a high-latitude block
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over Alaska/Canada and zonal flow into the western US. At time-lag -3, a negatively tilted
trough was present over the NW US, which propagates eastward by time-lag 0 leading to the
broad, negatively-tilted trough over the western US.
In phase 8, the Bering Sea closed low was also present (shifted south over Aleutian
Islands), though CWB at time-lag -6 was responsible (310K surface was too low to show this, so
320K surface was used, not shown). At time-lag -3, the low had a large zonal extent though
contracted by time-lag 0. The building ridge downstream between time-lags -3 and 0 reinforce a
trough over the western US, ridge over the Rockies and subsequent WNW flow over the
remainder of the US (Figure 4.13). In Phase 1 (May), there were no clear indications of any
AWB events, though some evidence between time-lags -3 and 0 does exist. Instead, the Bering
Sea trough digs southward (to around 45N) between time-lags -6 and -3 with a downstream
response of a ridge/trough over the eastern Pacific and western US. By time-lag 0, the trough
lifts NE acquiring an almost west-east tilt broadening the downstream wave (Figure 4.14).
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Figure 4.11

May phase 1 jet-level time-lagged evolution

May phase 1 200 hPa Geopotential heights (m), wind (kts), irrotational wind (vectors), and
unfiltered velocity potential anomalies (1x106, m2s-1). The M denotes the approximate location of
MJO convection based on RMM phase.
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Figure 4.12

June phase 7 time-lagged 350K potential vorticity and 500 hPa heights

June phase 7 Potential Vorticity (PVU) on the 350 K isentropic surface and 500 hPa geopotential
heights (m) for time-lag 0. Purple dashed contour is the 2 PVU isoline, common value denoting
the dynamical tropopause. The M denotes the approximate location of MJO convection based on
RMM phase.

Figure 4.13

June phase 8 500 hPa geopotential heights

June phase 8 500 hPa geopotential heights (m) at time-lag 0. The M denotes the approximate
location of MJO convection based on RMM phase.
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Figure 4.14

May phase 1 500 hPa geopotential heights

May phase 1 500 hPa geopotential heights (m) at time-lags -3 and 0. The M denotes the
approximate location of MJO convection based on RMM phase.
4.4
4.4.1

Composite Synoptic and Mesoscale Environments
Synoptic Environments
Mercer et al. (2012) outlined three typical synoptic features which were used as the basis

for examining synoptic environments of the outbreak composites. At 500 hPa, most of the
composites exhibited a trough to the west of the outbreak, though the amplification of the Rossby
wave and tilt of the trough varied greatly between the different composites as shown by the
progression of the pattern in the previous section. When the MJO is in the Indian Ocean (phases
1 and 2), the outbreak is characterized by a broad trough to the west (Figure 4.15) in response to
the upstream ridge in the eastern north Pacific. The downstream ridge is more amplified in May
phases 1 and 2 than it is for July phase 2, which could be explained by the seasonal shift of the
time-mean pattern. When the MJO enters the Maritime continent (phase 4), there is still a broad
trough to the west for the poly 1 composites, though the pattern is less defined (Figure 4.16). For
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the poly 2 composites, the trough is much more amplified with a defined shortwave trough
embedded in the longwave pattern, though the number of cases in the poly 2 composites is less,
such that the effect of averaging may be less. The less defined long-wave pattern is consistent
with the zonal/split flow that developed in the eastern north Pacific leading up to the outbreak.
When the MJO enters the western Pacific (phase 6), large differences between the April
and May composites appeared (Figure 4.17). April phase 6 had a highly amplified trough/ridge
pattern, while May phase 6 showed a weak, broad trough to the west with straight-flow oriented
WSW to ENE through the outbreak region (defined as 5°x5° area around the outbreak center grid
point). The differences between the two months are consistent with the time-lag evolution.
Though the NE Pacific ridge in April is broader than in May, the amplitude is still high enough
allow for a deeper long-wave trough over the western US. In May, split-flow over the NE Pacific
leads to a different evolution and the mean long-wave positioned further west.
As the MJO progresses into the central Pacific (phases 7 and 8), the flow shifts from a
typical trough/ridge pattern to the outbreaks being embedded near or within a ridge (westerly
flow, Figure 4.18). In phase 7, the ridge was still east of the outbreak centers, but phase 8
showed a west-northwesterly flow with the outbreak embedded in the ridge. Both of these are
consistent with the evolution of the pattern over the Pacific. Overall, the 500 hPa heights showed
the most consistency between like-phases of the MJO for all of the synoptic fields. The
differences between the composites are likely attributed to the sensitivity of the MJO’s forcing
on the background flow, the variability of the cases within each composite, and the month’s
relation to the time-mean pattern.
Because of the weakly defined patterns in some of the composites, correlations were
calculated to assess how representative of the 500 hPa composite patterns are of their constituent
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cases(mean/median correlations in Table 4.2, full list in Appendix A). May phase 6 and June
phase 4 (poly 1) both had significant variability in the individual patterns. The correlations for
May phase 6 varied between 0.83 and 0.96 (n=9) and June phase 4 (poly 1) varied between 0.71
and 0.95 (n=9). The individual cases for both composites showed a mixture of a defined trough
to the west/ridge to the east and a ridge/NW flow over the outbreak region. For the June phase 8
composite that did not exhibit the expected 500 hPa pattern for a TO according to Mercer et al.
(2012) for an outbreak, three of the five cases had correlations above 0.92, while the other two
were 0.85 and 0.8. Though some differences existed in the actual patterns, all five cases did show
either zonal or NW flow over the outbreak region. The remainder of the composites generally
had correlations above 0.9 for all but one or two of the cases. The decreased correlations could
also have been responsible for the weak signaling of wave breaking in the evolution composites
(e.g. May phase 6).
There were three different patterns visually identified in the 200 hPa jet stream winds
(Figure 4.19). The first was a jet maximum located to the west or southwest of the outbreak
region (April phase 6, June Phase 4 poly 2, May phase 1, May phase 2, and May phase 4 poly 2).
In these cases, the left exit quadrant of the jet max was located in a favorable position for
supporting a deepening cyclone to the west of the outbreak region. In addition, there was
typically upper level diffluence located over the outbreak region, supportive of thunderstorm
development. These composites showed the trough digging further south (or in the case of June
phase 4 poly 2 deeper shortwave) which lead to an increased height gradient and corresponding
increase in the jet stream winds SW of the outbreaks.
The second pattern was a jet maximum to the east or northeast of the outbreak region
(July phase 2, June phase 7, May phase 4 poly 1). The jet dynamics in these composites do not
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line up with the surface cyclone, however, the large-scale ascent from the right entrance region
of the jet max could still have played a role. For May phase 4 (poly 1), this pattern can be
explained by a generally weaker long-wave pattern, but a jet streak in time-lag -3 is present over
the western US that propagates eastward by time-lag 0. June phase 7’s downstream ridge was
more amplified, with the outbreaks closer to the ridge than the trough, and a jet streak was also
noted over the western US in time-lag -3 propagating eastward by time-lag 0. For July phase 2,
this pattern is supported by the propagation of the jet itself along with the less amplified pattern.
A weakening of the jet is present over the western US surrounded by two jet streaks on either
side, all propagating eastward by time-lag 0.
The final pattern was two weaker jet maxes on either side (one S/SW and another N/NE)
of the outbreak region, with a weakening of the jet over the outbreak region (June 4 phase poly 1,
June phase 8, May phase 6). Both the June phase 4 (poly 1) and May phase 6 composites show
the southern-most jet max in a favorable position for supporting a surface cyclone to the west of
the outbreak, along with upper-level diffluence across the outbreak region. The June phase 8
composite, however, show that jet dynamics did not line up with the surface cyclone. However,
despite the fairly weak jet streaks, this pattern in the jet stream could indicate jet streak coupling
and at the very least enhance other vertical forcing mechanisms.
Because the 500 hPa height correlations were the lowest for both June phase 4 (poly 1)
and May phase 6, exact evolution is hard to examine though the variability within the composites
themselves could also explain this pattern. For June phase 8, this pattern can be explained by the
NE US trough that enhances the height gradient on the north side of the ridge. The southern-most
jet streak could be explained by the tightened height gradient in response to the divergent
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circulation from the MJO between 120W and 90W most defined in time-lags -3 and 0. A similar
theory was speculated for the phase 1 composites (section 4.3.4).
The lower-levels show a little more consistency between all the composites, though
placement of features is still different. At 850 hPa, all but one composite (June phase 4 poly 1)
had a closed trough west of the outbreak region though all of the composites were embedded in
low-level south/ southwesterly flow aiding warm air and moisture advection. The 925 hPa wind
(LLJ) showed some variation in strength but in all cases showed an enhanced channel of winds
stretched from the bottom of the composite domain through the outbreak region. This does
coincide with the LLJ extending from the Gulf of Mexico, providing a source for deep low-level
moisture (Figure 4.20). The phase 4, 6, and 7 composites showed the strongest LLJs exceeding
25 kts. June phase 8 again stands out as displaying a slightly different pattern from the rest of the
composites. To the west of the outbreaks, there is an indication of a boundary with SW winds to
the west converging with SE winds to the east. Though this is not the only composite to indicate
a boundary to the west of the outbreaks, it was the only one with SW/SE converging winds. In
addition, the humidity anomalies were smaller and had a smaller north-south extent, likely
indicating the outbreaks were aided by the presence of a dryline and other mesoscale forcing
mechanisms, also supported by the general lack of support in the synoptic environment. Other
composites that showed boundaries are likely cold front related. At the surface, most of the
composites had a defined closed low to the west, though the intensity did vary. June phase 4
(poly 2) and May phase 4 (poly 2) had the strongest lows (1000 hPa) and May phase 6 and June
phase 8 had the weakest (1008 hPa). June phase 8 was the only composite to have a broad area of
low pressure as opposed to a defined surface low.
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Table 4.2

Summary statistics of outbreak-relative 500 hPa height correlations

Cluster
April phase 6
May phase 1
May phase 2
May phase 4 (poly 1)
May phase 4 (poly 2)
May phase 6
June phase 4 (poly 1)
June phase 4 (poly 2)
June phase 7
June phase 8
July phase 2

Mean Correlation
0.94
0.92
0.89
0.95
0.98
0.89
0.84
0.94
0.94
0.89
0.93

Median Correlation
0.96
0.93
0.945
0.96
0.98
0.9
0.86
0.97
0.945
0.92
0.93

Mean and median correlations of the constituent cases within each cluster for the outbreakrelative 500 hPa height correlations. Individual case list available in Appendix A.

Figure 4.15

May phase 2 500 hPa geopotential heights and anomalies

500 hPa geopotential heights and anomalies (meters) for May phase 2. Anomalies calculated
relative to month mean for 1979-2017. Basemap is provided for spatial size reference only, red
boxed area is a 5°x5° around the outbreak grid point denoting the “outbreak region.”

49

Figure 4.16

May phase 4 500 hPa geopotential heights and anomalies

500 hPa geopotential heights and anomalies (meters) for May phase 4 poly 1 (left) and poly 2
(right). Anomalies calculated relative to month mean for 1979-2017. Basemap is provided for
spatial size reference only, red boxed area is a 5°x5° around the outbreak grid point denoting the
“outbreak region.”

Figure 4.17

Phase 6 500 hPa geopotential heights and anomalies

500 hPa geopotential heights and anomalies (meters) for April phase 6 (left) and May phase 6
(right). Anomalies calculated relative to month mean for 1979-2017. Basemap is provided for
spatial size reference only, red boxed area is a 5°x5° around the outbreak grid point denoting the
“outbreak region.”
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Figure 4.18

June phase 8 500 hPa geopotential heights/anomalies

500 hPa geopotential heights and anomalies (meters) for June phase 8. Anomalies calculated
relative to month mean for 1979-2017. Basemap is provided for spatial size reference only, red
boxed area is a 5°x5° around the outbreak grid point denoting the “outbreak region.”

Figure 4.19

Composite 200 hPa winds

200 hPa wind, in knots, for May phase 2 (A, jet maximum located SW of outbreak region), June
phase 7 (B, jet maximum located NE of outbreak region), and June phase 8 (C, weaker split jet
north and south of outbreak region). Basemap is provided for spatial size reference only, red
boxed area is a 5°x5° around the outbreak grid point denoting the “outbreak region.”
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Figure 4.20

Composite 1000-700 hPa layer averaged specific humidity anomaly and 925 hPa
wind

1000-700 hPa Layer average specific humidity anomaly (filled), 925 hPa wind (vectors, black
contours) for April phase 6 (a), May phase 4 (poly 1, b), and June phase 8 (c). Anomalies
calculated based on month climatology for 1979-2017. Basemap is provided for spatial size
reference only, red boxed area is a 5°x5° around the outbreak grid point denoting the “outbreak
region.”
4.4.2

Mesoscale Environments
As is expected for tornado outbreaks, instability was not lacking for any of the

composites. All of the composites indicated surface-based convective available potential energy
(SBCAPE) in excess of 2000 J kg-1 with some exceeding 4000 J kg-1 in the vicinity of the
outbreaks (July phase 2, June phase 4 poly 2, June phase 7). However, SBCAPE can overestimate the amount of potential instability and using mixed-layer CAPE (MLCAPE) is often
preferred since it accounts for mixing in the boundary layer (Craven et al. 2002). MLCAPE
peaked between 1500 and 3000 J kg-1 in all of the composites, though in many cases values as
low as 500-1000 J kg-1 were located close to the center of the composite domain (mean center of
outbreak). Many of the composites also displayed north-south or east-west gradients indicating
the presence of a dryline or frontal boundary. In the June phase 8 composite (Figure 4.21a), an
east-west gradient in MLCAPE just east of the outbreak center indicates the presence of a
boundary, aligning with the synoptic fields that indicated a gradient of moisture associated with
52

converging low-level winds. The June phase 4 (poly 1) and May phase 4 poly 2 composites had a
distinct north-south gradient of MLCAPE just north of the outbreak center (Figure 4.21b), likely
associated with a warm front which provides a localized area where CAPE and shear are locally
maximized that can be optimal for tornadic thunderstorms. June phase 7 also exhibits a similar
north-south gradient, but it is located further north. July phase 2 (Figure 4.21c) showed its lowest
CAPE values near the outbreak center with higher values surrounding, the only composite to
show this pattern. The individual cases did show some variability, but all had CAPE located
away from the outbreak mean center.
There was also a pattern identified in the MLCAPE composites between like phases of
the MJO. The phase 6 composites had the weakest values of MLCAPE among the composites
with values peaking around 2000 J kg-1. The phase 4 composites, June phase 7, and June phase 8
had the strongest with peak MLCAPE between 2500 and 3000 J kg-1, however, the phase 4
composites, particularly in May were weaker than June and the May poly 2 composite maximum
was well to the south of the outbreak center. Phases 1 and 2 generally had peak values of
MLCAPE that were in between. There were no clear matches in the distribution of MLCAPE
between like phases, though considering the spatial and temporal scale differences between
mesoscale tornado environments and the MJO, this is not unexpected.
While thermodynamic instability is often important to severe thunderstorms and
tornadoes, it is not the only determining factor. Low-level wind shear and vorticity are critical in
the generation and maintenance of thunderstorm updraft rotation. Effective Storm Relative
Helicity (ESRH) was used to assess this component for the outbreaks. ESRH uses the effective
inflow layer (see Thompson et al. 2007) instead of a fixed layer above ground level and has the
advantage of better identifying tornadic supercells and elevated convection since it omits layers
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where CAPE may be too weak and/or convective inhibition may be too large. Most of the
composites exhibited ESRH between 100-200 m2 s-2 (Figure 4.22). Three of the composites
(April phase 6, June phase 4 poly 1, June phase 7) exceeded 200 m2 s-2 and both May phase 4
composites exceeded 250 m2 s-2, though these higher values were localized to one area in the
composite domain and not widespread.
Vertical wind shear is also critical to supercell updraft maintenance. Speed shear (bulk
shear) helps maintain an updraft by keeping it tilted and ensuring mass is continually evacuated
at the top of the column. The composites of 0-6 km bulk wind difference (BWD6, Figure 4.23)
all had widespread values of 30-40 kts, and six of the composites showed areas of BWD6 greater
than 45 kts, the most significant was May phase 4 poly 2 and April phase 6 with a large area of
over 50 kts of bulk shear. The enhanced ESRH and BWD6 in phases 4, 6, and 7 coincide with
the stronger LLJ identified in the 925 hPa wind. May phase 6 was the exception in BWD6,
however, the increased variability within the composite could explain this.
Composite severe weather indices such as the supercell composite parameter (SCP) and the
significant tornado parameter (STP) have the advantage of combining CAPE and shear into a
single parameter to help diagnose areas most favorable for supercells and tornadoes, though they
must be used carefully. SCP values between 2 and 11 are generally associated with supercells
(Thompson et al. 2004) and all composites were within this range (Figure 4.24). The highest
values were found in the phase 4 composites and June phase 7, though the June phase 4 poly 2
was not as strong. In the STP fields, some of the patterns from SCP carried over. Like SCP, the
phase 4 and June phase 7 composites had the highest values (exceeding 1.5, Figure 4.25a). STP
values between 1 and 4.6 are typically associated with tornadic supercells (Thompson et al.
2004) and these phases had maximum STP values exceeding 1.5. However, the remainder of the
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composites generally had values less than 1 (Figure 4.25b). While this could be associated with
the variability of the individual outbreaks within each composite, it also shows that mesoscale
factors that are not resolved in the reanalysis data helped contribute to the outbreaks. For
example, small scale boundaries driven by latent/sensible heat fluxes could have enhanced the
larger scale environment and locally enhance an area favorable for tornadoes.

Figure 4.21

Composite Mixed Layer CAPE

Mixed-layer convective available potential energy (J kg-1) for June phase 8 (a), June phase 4
(poly 1, b), and July phase 2 (c). Basemap is provided for spatial size reference only, red dot
marks center of domain.
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Figure 4.22

Composite effective layer storm relative helicity

Effective layer storm relative helicity (m2s-2) for May phase 2 (a), April phase 6 (b), and May
phase 4 (poly 1, c). Basemap is provided for spatial size reference only, red dot marks center of
domain.

Figure 4.23

Composite 0-6km bulk wind difference

0-6km Bulk Wind Difference, in knots, for May phase 1 (a) and May phase 4 (poly 2, b).
Basemap is provided for spatial size reference only, red dot marks center of domain.

56

Figure 4.24

Composite supercell composite parameter

Supercell composite parameter for April phase 6 (a) and May phase 4 (poly 2, b). Basemap is
provided for spatial size reference only, red dot marks center of domain.

Figure 4.25

Composite significant tornado parameter

Significant Tornado Parameter for May phase 1 (a) and May phase 4 (poly 2, b). Basemap is
provided for spatial size reference only, red dot marks center of domain.
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4.5

Case Study
To summarize these findings in a real world application of how the MJO influences TOs

in the US, one of the outbreak cases was investigated in the same manner as the composite
analysis. The outbreak chosen occurred 21UTC 2009 Apr 26 and occurred when the MJO was in
phase 6. This specific outbreak was chosen for several reasons. First, this was a strong MJO
event with an amplitude of 2.17 (approximately the 0.92 percentile of amplitudes from all the
cases used in this study) and as such an extratropical response is more likely to occur. Second,
phase 6 is predisposed to both AWB and CWB and shows how both are important to the
evolution of the pattern. This case also had an adjacent day of tornado activity (approximately 21
hours earlier), though this case produced slightly more tornadoes (12 vs. 9). This case also had a
very high correlation (0.98) in the 500 hPa heights to the composite average for April phase 6.
Tornadoes from this outbreak occurred from eastern Iowa southwest into western Oklahoma.
In the Pacific (Figures 4.26 and 4.27), time-lag -9 is primarily defined by a large omega
block centered over the Bering Sea with a strong closed low over the Gulf of Alaska. By time-lag
-6 the omega block begins to break down through CWB associated with the upstream trough.
Between time-lags -6 and -3, an AWB event also build a high amplitude ridge over the NE
Pacific into Alaska with a highly positively tilted trough over the NW US by time-lag -3.
Between time-lags -3 and 0, several notable things occur. First, an AWB event occurs over the
central Pacific with an associated strengthening of the Asian-Pacific jet that now extends to the
international dateline. Second, the ridge over the NE Pacific become more north-south oriented
with a corresponding amplitude increase which was in response to another CWB event beginning
around 165W along the exit region of the Asian-Pacific jet.
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Downstream of the high amplitude ridge, the trough over the western US (Figure 4.28a)
has propagated further east and now has a neutral/slightly negative tilt associated with it
providing the favorable large-scale environment for a tornado outbreak to occur (assuming QG
Theory). At 200 hPa (Figure 4.28b), a moderately strong jet stream was present though no
distinct jet streaks were in the vicinity of the outbreak location. There was a small jet streak
noted at 300 hPa (not shown) over western Kansas/Nebraska where the left exit quadrant would
be favorable for continued propagation of the surface cyclone. Diffluence was also noted in the
upper air maps, also supportive of severe thunderstorm development. In the low-levels a 30+
knot low-level jet was the source for deep, low-level moisture (Figure 4.28c).
In the mesoscale environment (Figure 4.29), the central plains were characterized a SWNE tilted area of SBCAPE exceeding 2000 J kg-1 supported by the strong southerly flow (warm
air advection) and deep low-level moisture. The quasi-linear nature of the maximum area of
CAPE likely indicates a front was present to the west, which is supported by the LLJ and
humidity patterns. Though shear was not significant in this outbreak (about 20-25 kts in 0-6 km
BWD), it was still more than enough. ESRH was primarily above 150 m2 s-2 with two clusters
of 250+ m2 s-2 over Oklahoma and southern Iowa/NW Missouri. The spike in SRH over
Oklahoma is consistent with being downstream of the base of the negatively tilted 500 hPa
trough where vertical wind shear is generally maximized. Over Iowa, the spike in SRH is likely
associated with the upper level winds veering westerly and increasing in speed in conjunction
with approaching the entrance region of the jet streak embedded in the crest of the downstream
ridge.
The composite indices supported what was shown in the CAPE and shear patterns. SCP
and STP were both greatest in north Texas and Oklahoma with gradual decreases to the
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northeast, though STP had a much sharper decrease. A majority of the tornadoes associated with
this outbreak occurred in areas of non-zero SCP/STP. Other mesoscale features were likely
contributing factors (outflow boundaries, etc.) to this outbreak, but the overall analysis of this
outbreak show the role of the MJO in forcing this outbreak and how the large scale pattern
affects the mesoscale environment.
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Figure 4.26

2009 Apr 26 case study time-lagged 350K potential vorticity and 500 hPa heights

Case study (2009 Apr 26) time-lag evolution of potential vorticity (PVU) on the 350 K isentropic
surface and 500 hPa geopotential heights (m). Purple dashed contour is the 2 PVU isoline,
common value denoting the dynamical tropopause. The M denotes the approximate location of
MJO convection based on RMM phase.
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Figure 4.27

2009 Apr 26 case study time-lagged 310K potential vorticity and 500 hPa heights

Case study (2009 Apr 26) time-lag evolution of potential vorticity (PVU) on the 310 K isentropic
surface and 500 hPa geopotential heights (m). Purple dashed contour is the 2 PVU isoline,
common value denoting the dynamical tropopause. The M denotes the approximate location of
MJO convection based on RMM phase.
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Figure 4.28

2009 Apr 26 case study synoptic environment

Case study (2009 Apr 26) composites of (a) 500 hPa heights and anomalies (meters), (b) 200 hPa
wind (kts), (c)1000-700 hPa Layer average specific humidity anomalies (g kg-1) and 925 hPa
wind (kts). Red dots indicate tornadoes associated with the outbreak.

Figure 4.29

2009 Apr 26 case study mesoscale environment

Case study (2009 Apr 26) composites of (a) SBCAPE (J kg-1), (b) ESRH (m2 s-2), (c) SCP, (d)
STP. Red dots indicate tornadoes associated with the outbreak.
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CHAPTER V
SUMMARY/CONCLUSIONS
This study has provided an analysis of how the phase of the MJO moderates TO activity
in the United States (table 5.1). Outbreaks were devised using a method developed by Shafer and
Doswell (2011) that uses kernel density estimation to identify temporally and spatially linked
individual tornadoes, and filtered to only when the MJO RMM amplitude was greater than or
equal to 1. An initial climatological look was first completed to determine which RMM phases
had above or below normal probabilities of an outbreak occurring using bootstrapping to assess
statistical significance (section 4.1). Each month was treated individually to account for the
seasonal shift of the time-mean jet. Only nine times did the MJO show a statistically significant
influence on TO probability. The results here also disagreed with some previous research, though
significant differences in methodology as well as the study area and time frame are likely
responsible for this.
The MJO’s influence on the spatial patterns of TOs was also evaluated. KDE was again
used to find pronounced clusters of TOs within each of the MJO phases for all months. There
were 11 significant clusters identified, all within April - July, and both May and June phase 4
contained two clusters. The outbreaks identified within these clusters were then further analyzed
to examine the synoptic and mesoscale environments contributing to the outbreaks. Time-lagged
composites were also used to examine how the MJO’s extratropical response contributed to the
pattern evolution that ultimately produced the outbreaks.
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Height tendencies over the Bering Sea eastward into Alaska and the NE Pacific were the
primary drivers of the synoptic scale environment over the US associated with the outbreaks.
Modulation of the strength, location, and extent of the Pacific jet and wave breaking events were
the primary focus in analyzing the evolution. The following highlight the main findings:
1 – When the MJO is over the Indian Ocean (phases 1-2), the jet stream core is typically
enhanced over the Asian Continent and weakens as it progresses east across the Pacific. AWB
frequency is higher in the central and eastern Pacific climatologically, however, only the phase 2
composites exhibited a defined AWB event. A ridge over the NE Pacific was generally noted,
with a broad trough extending over the western US.
2 – When the MJO is over the Maritime Continent (phase 4), the jet core was generally expanded
further east toward the international dateline. AWB events were harder to discern, though some
indications were there, indicating some of the cases likely had one take place. A CWB event was
noted in May phase 4 (poly 2), but no other composites indicated one. In the composites where
CWB did not occur, the flow over the NE Pacific was more zonal with weak/broad troughs over
the western US. A high amplitude ridge formed over the NE Pacific/Alaska with a broad longwave trough over the western US and an associated strong embedded shortwave.
3 – When the MJO progresses into the western Pacific (phase 6), CWB events were more
common as the jet core continues to expand eastward while AWB was still generally hard to
determine, consistent with climatology. In April, CWB led to a strong Bering Sea trough and a
broad ridge over the NE Pacific. In May, the Bering Sea trough was shifted east with a strong
ridge over the west coast of the US. The downstream trough was stronger in April, but more
variability existed in the May composites that made evolution uncertain.
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4 – As the MJO progresses into the central Pacific (phases 7-8), climatologically AWB events
subside while CWB continue. However, phase 7 did exhibit an AWB event. Both phases show a
strong Bering Sea closed low, which was associated with CWB in phase 8, but uncertain for
phase 7. Downstream in to the US, the flow was more zonal/broad trough for phase 7 and a weak
trough over the west coast with ridging over the central US for phase 8.
Outbreak-relative composites were also used to examine the environment directly
contributing to the outbreak. A lot of variability existed between these composites, even those
that shared a common MJO phase. The 500 hPa pattern had the most consistency between like
phases (same phase, or similar location of the MJO). These differences are mostly related what
happened upstream of the outbreak and examined using the time-lagged composites. Severe
weather parameters were also utilized to assess the mesoscale environment. Because of the
temporal and spatial scale differences, connecting mesoscale features to the MJO is nearly
impossible, but they can be influenced by the synoptic pattern (which can be linked). Inclusion
of the severe weather indices does, however, show the importance of the smaller scale features in
the outbreaks. The three synoptic scale features typically associated with outbreaks (see Mercer
et al. 2012) do not guarantee tornadoes will occur, and often it is smaller scale features that assist
the synoptic environment in producing severe weather and tornadoes.
One aspect of this study that requires additional research is behavior of the MJO
preceding the outbreaks. Currently, the RMM phase and amplitude was assigned to the outbreaks
with no temporal lag. This does not take into account how the MJO had evolved. For example,
was it in the beginning or ending stages of the active cycle, or how long has the MJO been in its
current phase? This may have implications on the extratropical response of the MJO. For
example, if the MJO had recently switched from phase 1 to 2, the response may align more with
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phase 1 than 2 leading up to the outbreak. Conversely, if the MJO has been in one phase for an
extended period, then it is safe to assume much of the extratropical responses are related to that
phase of the MJO. However, there is no current appropriate method for determining the time lag
between the MJO forcing and the response in the extratropics.
There is also a limitation to using the RMM index for tracking the MJO. Specific MJO
events can sometimes be difficult to discern (e.g. Straub 2013; Ling et al. 2013; Kiladis et al.
2014) and the fields used in the RMM EOF can often mask the MJO in boreal summer (Ventrice
et al. 2011; Ventrice et al. 2013), when most of the spatial analysis takes place. Latitudinally
averaged fields (especially OLR) are often subject to meridional cancellation (Kiladis et al.
2014), and the wind field responses to the MJO may not be immediate and show a delay in the
development of the MJO in the RMM index. Other indices for monitoring the MJO also exist,
such as the OLR-based MJO Index (OMI) referenced in Tippett (2018), but the RMM index was
used for this study since it is the primary index used in tracking the MJO and is widely used for
operational forecast applications. The OMI, though it has a higher variability explained (50-65%)
than the RMM (26%), the pre-filtering of the OLR required limits its ability to calculated in real
time (Kiladis et al. 2014). Future studies may want to investigate whether the RMM index
suffices or whether an alternative index should be used. The OMI also does not account for the
circulation aspect of the MJO, unlike the RMM, which may not be the best when evaluating the
MJO’s influence on circulation patterns in the mid-latitudes.
The composites used in this study utilized two different reanalysis datasets, NCEP/NCAR
and NARR. The primary flaw of NCEP/NCAR is the its low spatial and vertical resolution that
makes smaller scale processes harder to resolve. The use of NCEP/NCAR was limited to
synoptic scale patterns where this is less of an issue, hence the use of the NARR for the severe
67

weather variables. This does make comparing the synoptic fields to the mesoscale slightly more
challenging since two separate reanalysis datasets were used, though since specific features were
not important for this study this is not all that critical. Future studies should utilize other
reanalysis datasets with global coverage and higher spatial resolution to fill in these gaps.
The results of this study show that the MJO can and does influence where and when
tornado outbreaks occur in the US. However, the limited sample size of outbreaks does not allow
for definitive proof. A majority of the year was still absent from the spatial analysis because of
the limited number of outbreaks that occur outside of the climatological peak of tornadoes in the
spring and early summer. This does raise the question whether or not the criteria used to identify
significant clusters of outbreaks should be allowed to vary throughout the year, though caution
needs to be exercised so as to not bias the results to one part of the year by reducing the criteria
thresholds. Unlike phases 2, 4, and 6, phases 1, 7, and 8 had no comparisons to see if features
identified overlap or if it was specific to the particular outbreaks within the composites. Overall,
this study extends upon previous tornado and MJO literature by expanding outside of the spring
severe season and examining how the MJO’s extratropical response was a factor in contributing
to spatially clustered outbreaks.
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Table 5.1
Phase
1

Summary of results
TO Probability
Feb – Below Normal

2

Jul – Above Normal
Nov – Below Normal*

3

Aug – Below Normal*

4

Nov – Below Normal

5

July – Below Normal

6
7
Feb – Below Normal
8

Aug – Above Normal

Oct – Above Normal
Summary of results for tornado outbreak probability. Asterisks denote months where a tornado
outbreak has not occurred in a specific MJO phase to date. Blanks indicate no tornado outbreaks
occurred in a specific MJO phase.
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Table 5.2

Summary of spatial results

Phase

Location of Spatial Cluster

1

May – NE Kansas

2

May – S. Central Kansas
July – E. Central Kansas

3
May – S. Central Kansas
4

May – W. Central Missouri
June – SE South Dakota
June – Central Illinois

5
6

April – S. Central Kansas
May – Oklahoma City

7

June – NE Iowa

8

June – S. Central Kansas

Summary of general locations of the outbreak clusters for each month by MJO phase. Blanks
indicate no spatial cluster occurred in that MJO phase.
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APPENDIX A
OUTBREAK-RELATIVE 500 HPA HEIGHT CORRELATIONS FOR INDIVIDUAL CASES
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Table A.1

500 hPa Height Correlations

Case Date
500 hPa Height Correlation
April Phase 6
1986-04-03 18UTC
0.86
2009-04-26 00UTC
0.95
2009-04-26 18UTC
0.98
1986-04-14 00UTC
0.93
1985-04-24 00UTC
0.96
1985-04-22 00UTC
0.97
May Phase 1
1980-05-30 00UTC
0.97
2014-05-08 00UTC
0.93
2013-05-29 18UTC
0.91
2008-05-26 00UTC
0.92
1999-05-17 00UTC
0.97
1996-05-25 00UTC
0.79
1991-05-17 00UTC
0.86
2013-05-28 00UTC
0.93
1980-06-01 00UTC
0.96
May Phase 2
1987-05-27 00UTC
0.95
1987-05-26 00UTC
0.94
2016-05-09 00UTC
0.79
1980-05-29 00UTC
0.95
2013-05-09 00UTC
0.73
1991-05-27 00UTC
0.96
May Phase 4 (Poly 1)
2010-05-11 00UTC
0.97
2002-05-08 00UTC
0.97
2005-05-09 00UTC
0.93
2010-05-13 00UTC
0.91
1990-05-19 00UTC
0.96
Height correlations of the constituent cases of each cluster to the composite mean.

77

Table A.1 (continued)
Case Date
500 hPa Height Correlation
May Phase 4 (Poly 2)
2002-05-09 00UTC
0.98
1990-05-16 00UTC
0.99
1995-05-12 18UTC
0.97
May Phase 6
1991-05-03 06UTC
0.88
2005-05-14 00UTC
0.86
1999-05-31 00UTC
0.9
1986-05-10 18UTC
0.83
1986-05-17 00UTC
0.91
2006-05-03 00UTC
0.96
2008-05-08 00UTC
0.94
2005-05-13 00UTC
0.91
1994-05-07 00UTC
0.85
June Phase 4 (Poly 1)
1992-06-16 00UTC
0.74
2002-06-20 00UTC
0.9
2008-06-12 00UTC
0.86
1992-06-17 00UTC
0.86
2007-06-22 00UTC
0.81
2014-06-17 00UTC
0.95
2014-06-18 00UTC
0.84
1985-06-15 00UTC
0.71
2015-06-21 12UTC
0.92
Height correlations of the constituent cases of each cluster to the composite mean.
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Table A.1 (continued)
Case Date
500 hPa Height Correlation
June Phase 4 (Poly 2)
1992-06-17 18UTC
0.97
1979-06-20 18UTC
0.97
2015-06-21 00UTC
0.86
2008-06-13 00UTC
0.92
1990-06-03 00UTC
0.98
June Phase 7
2013-06-22 00UTC
0.95
1986-06-30 00UTC
0.92
2013-06-23 00UTC
0.95
1999-06-06 00UTC
0.94
June Phase 8
2003-06-10 00UTC
0.95
2009-06-14 00UTC
0.92
1997-06-12 00UTC
0.94
1991-06-22 00UTC
0.85
2003-06-02 00UTC
0.8
July Phase 2
1981-07-21 00UTC
0.87
1995-07-05 00UTC
0.89
1995-07-04 00UTC
0.96
1992-07-14 00UTC
0.98
Height correlations of the constituent cases of each cluster to the composite mean.
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