Multi-model approach is an effective way of modeling and identification of complex nonlinear systems that relies on problem decomposition strategy by identifying several models, which are combined in a way that each model contributes to the system output according to a certain degree of validity. Despite the simplicity of the approach and performance, the implementation does still face some challenges. Validity computation is one of these challenges as it plays a crucial role in correct identification of the underlying system and represents a key decision making tool in multi-model fault detection and isolation. In this study constrained Kalman Filter is formulated for validity computation by minimizing the global learning objective of a multi-model output. Simulation example illustrates the effectiveness of the proposed validity computation compared to other commonly used methods.
Introduction
Modeling and Identification of Systems is an important task that cuts across many disciplines. Model has been found to be indispensable for rapid development of new systems, analysis of existing systems, simulation of process monitoring, prediction, fault detection and design of process control. Modeling of real life systems is however not a trivial task due to complexity and inherent nonlinearity. In many real applications, approximation of systems by linear models may not adequately represent the real dynamics. Therefore, a great number of efforts has been devoted to nonlinear models and identification in the literature. Several nonlinear model structures such as blockoriented (Wiener and Hammerstein) [1, 2] , Volterra [3] , and polynomials NARX [4, 5] models have been proposed. However such models suffer from larger number of parameters for highly nonlinear systems [6] . Alternatively, the use of black-box models such as support vector machine [7] , wavelet [8] , neural networks [9, 10] and Fuzzy [11, 12] have also become popular. This type of modeling approach mainly lack transparency and also experience curse of dimensionality [13] . In addition, utilizing such models for control design might even pose problem and in some cases, they are impossible to use.
In order to evade some of these problems, multimodel approaches to modeling and identification of complex, nonlinear and/or uncertain systems were proposed. This technique is an effective way of system modeling that relies on problem decomposition strategy. A global system model is represented by a set of models, called local models, combined with different degree of validity to form the global model. Each local model represents a specific region of operation of the global system model [14] . The past years have shown lots of contribution in this effective area of research and has gain lots of interest in many fields.
Multi-model approach is appealing because of it simplicity and transparency. It is also mathematically tractable, allow direct incorporation of qualitative plant knowledge. Well matured linear model and control analysis can be exploited when the local models are assumed to be linear [15] . Despite it simplicity and success, it does still face with some challenges. One of these is the validity computation that determines the degree of contribution of each local model [16, 17] . Choice of validity computation plays a crucial role in the accuracy of the multi-model identification approach [18, 19] . Due to it importance, various types of validity computations have been proposed in the literature.
Gaussian function [14, 20, 6, 21] is one of the most commonly used validity computations due to its smoothness property. However, the use of this function requires the determination of its center and width, which both affect the accuracy and interpretation of the identified model. In [22, 23] , sigmoid function is used as validity computation in axes-oblique partitioning algorithm. The function involved a nonlinear optimization technique to optimize its variables. Residue approach [24, 25, 26, 27] is another validity computation that relies on the computation of the distance between the current output of the system and that of the local models. Simple and reinforced are the most commonly used of residue approaches. The two approaches, though simple, lack precision and are not recommended for use in complex and ill-defined systems [17] . Other validity based on residue approach include; minimization of quadratic criterion [17, 28] , Bayesian validity [29, 30] Neural networks [16] and fuzzy logic [31] validity computations.
In this study, constrained Kalman filter (CKF) is developed for validity computation of multi-model systems identification. The method overcomes some of the drawbacks of the validity computations mentioned previously. Simulation example is given to compare the performance of the developed CKF with other well known validity computation methods.
The rest of this paper is organized as follows: section 2 describes the general multi-model concept. In section 3 Constrained Kalman Filter validity computation is developed for validity of local models. In section 4, simulation results are provided to illustrate the performance of the proposed method. Finally a brief conclusion is given in section 5.
Multi-Model Identification of Nonlinear Systems
In multi-model identification of dynamic systems, the entire operating space of the system is partitioned into a number of operating regions. Each operating region is associated with a local model that depicts the behavior of the system within that region. In this technique, a weighted sum of the output of the local models is used to form the global output of the systems. In another methodology, if all the local models are of the same structure, the parameters of the local models can also be blended to form the multimodel output. Although in principle the local model can be of any structure, selecting a linear in-parameter structure is beneficial for easy identification, computation and mathematical tractability. In control applications, a linear model may be preferred for relatively easy exploitation of the matured linear systems theory and analysis. Mathematically, suppose we have nonlinear system of the form:
where F (.) is nonlinear, the multi-model representation is given as
where
. . M , are the local models usually assumed to be linear in parameters. φ(k) is the weighting or the validity function. Sometimes, φ(k) is expressed as a function of another variable (e.g. z) called scheduling variable, that defines the operating point of the system. This scheduling variable is usually selected a subset of the regression variable ( ϕ(k) ). The weighting or validity function describes the contribution of each local model to the observed output and allows smooth transition between the local models when the system moves from one operating point to another. In order to enhance the interpretation of this validity, it is desirable to seek a partition of unity. Thus this ensures that the contribution of all local models sum up to unity anywhere across the operating space. Hence the validities satisfy the convexity property Figure 1 shows the schematic diagram of general multi-model architecture. Kalman filter is a well known optimal estimator rooted in estimation of state of dynamical systems from measurement data. It has however been reformulated as a parameter estimation problem [32, 33] . Given a controllable and observable linear discrete time system of the form
where F (k + 1) is the transition matrix, x(k) is the state at time instant k, H(k) is measurement matrix, and y(k) is the measurement data at time k. w(k) and v(k) are respectively the process and measurement noise assumed to be white and Gaussian, with zero mean and covariance matrix Q and R. The state estimation problem is then stated as using the entire observed data, consisting of the vector y(1), y(2), . . . , y(k) to find for each k ≥ 1 the minimum mean square error estimate of the state x(k) [32] . Therefore, validity computation in (2) can be reformulated as a parameter estimation problem as follows:
Consider the vector form of (2)
where 
where Φ(k) is the vector of unknown parameter (validity) to be estimated, w(k) and v(k) are as in equation (5). The problem is thus formulated as giving a state equation in (7), minimize the minimum mean square error estimate of the state Φ(k).
Where E is the expectation operation, Φ is the unknown parameter andΦ is the estimated parameter. Therefore the optimal estimate of φ given observations y(k), y(k − 1), . . . , y(1) and local model outputs y(k), y(k − 1), . . . , y(1) can be computed using the following Kalman filter algorithm
However, the validity computation (Φ) that will be obtained with the Kalman filter above can not satisfy the partition of unity. The equality and inequality constraint in (3) need to be satisfied. Therefore, these two constraints need to be included in the Kalman filter algorithm above.
In solving the equality constraint, the projection techniques [34, 35] is adopted, where the unconstrained estimateΦ(k) above is projected onto the constraint space. The equality constrained optimization problem can be written as
where E is a row vector of [1, 1, . . . , 1, 1], and
T and W is a positive define matrix. The solution to this problem is given aŝ
WhereΦ (k) is the updated estimates that satisfy (3) and W is a positive definite matrix weight. Setting W = P −1 (k) in (9) results to minimum variance estimate and setting W = I gives least square estimate of Φ(k) [36] . Both settings are implemented in this study.
Furthermore, truncation and normalization [37] are adopted for the inequality constraints. Each element of Φ (k) is first readjusted as follows :
and finally, since the truncation can violate the equality constraint in (3),φ (k) is normalized as:
T is the final estimated validity computation at time k.
Simulation
The effectiveness of the CKF validity computation is demonstrated in this section. We tested the suitability of CKF algorithm as validity computation for system identification using the two settings of W = P −1 (k) and W = I. CKF validity is compared with some commonly used validity computations. In the implementation of the CKF algorithm, since w(k) is artificially added so that the solution will not be ill-conditioned, the matrix Q is assumed fixed to be diagonal matrix 0.02I and R is chosen arbitrarily as 0.00001. All simulations are performed using MATLAB 2012b on a 2.4 GHZ, core i3 64-bit Windows machine with 4 GB RAM.
The considered system is a discrete-time, taken from [26] , described by :
The variation laws of different parameters of the process as shown in figure 2 is given by
The multimodel identification approach follows that of Effely et al. [26] , where system input-output data are partitioned by clustering techniques. This partition approach is adopted for easy comparison with some validity computations discussed earlier. The multimodel approach is as follows:
• The system is excited by uniform random signal u(k)
to collect the measurements y(k) and y(k − 1) at different instants. • The measurement data are partition into three using k-means clustering algorithm. The number of clusters is determined by rival penalized competitive learning (RPCL).
• For each data in each cluster, the order and parameters of the transfer function to represent the local model are estimated by Instrumental Discriminant Ratio (RDI) and recursive least square respectively. The following transfer functions were obtained:
• To evaluate the global model, a different input signal (u(k) = 1 + sin(0.06k)) is injected into the three local models and the real system. The three local models are interpolated with different types of validity computations to formed the multi-model output as represented by 2. Then, the real system output and the multi-model output for these validity computations are compared. The following validity computations are considered for comparison with the proposed CKF validity estimation:
Simple residue [26] :
wherer i is the normalized residue given bȳ
and the residue is expressed as:
Reinforced residue [26] :
and v i = 1 −r i Quadratic validity [28] :
y is the output of the systems, and c i is the cluster center of the i t h local model. Bayesian validity [29] :
where P ri (k) is define as:
where ε = y(k) − y i (k) represents the residual between the measurement and the output prediction of the i th local model at k th instant. p ri (k) is the posterior probability of the measurement. Γ is a time invariant weighting matrix known as convergence matrix and typically chosen to be diagonal.
Results and Discussion
The simulation results is as shown in Table 1 and Figures  3 to 4 . The table shows performance measures such as, mean square error(MSE), minimum percentage relative error (MINPRE), maximum percentage relative error (MAX-PRE), average percentage relative error (AVEPRE) and the percentage model fitness for evaluation of identified models with different validity computations. It is easy to conclude from the table and the figures that CKF is the best of all the validity computations. The CKF with settings W = I has the least MSE and the highest percent model fitness. This indicates that setting W = I is better than settings W = P −1 . To this end, it is self evident that the proposed CKF algorithm is not only suitable as validity for system identification but also outperform other validity computations. 
Conclusion
This work focused on one of the important issues of the multi-model technique, which is the validity computation of local models. In this study, a constrained Kalman filter (CKF) validity computation is proposed for multi-model design for system identification of complex systems. The proposed CKF has been implemented and tested for multimodel systems identification using clustering partition with linear local models. Simulation results show that CKF is of good performance and better than other commonly used validity such as simple residue, reinforced residue, quadratic criterion, and Bayesian validity computations. However, the implementation and analysis of the proposed CKF validity computation on real systems is open for future re- 
