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This paper is mainly concerned with the Lp–Lq estimates of solutions for a class of general
dispersive equations under the condition (Hb) with an index b ∈ (0,1]. To the end, the new
pointwise decay estimates of oscillatory integrals related to the fundamental solutions are
proved. If b = 1, then the pointwise estimates are particularly consistent with the sharp
results of the nondegenerate cases. Moreover, as an application of the Lp–Lq estimates, we
also show that higher-order differential operator i P (D) + V (x, D) generates a fractionally
integrated group on some Lp(Rn), from which certain Lp-estimates for the solutions of
generalized Schrödinger equations are obtained.
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1. Introduction
In this paper, we mainly investigate the Lp–Lq estimates of the solution for the following dispersive equation:{
∂tu(t, x) = i P (D)u(t, x), (t, x) ∈ R× Rn,
u(0, x) = u0(x), x ∈ Rn,
(1.1)
where D = −i(∂/∂x1, . . . , ∂/∂xn), n  1, and P : Rn → R is a real elliptic polynomial of order m  2 (m must be even as
n 2). Without loss of generality, we may assume that Pm(ξ) > 0 for ξ = 0, where Pm(ξ) is the principal part of P (ξ). As
we know, for every initial value u0 ∈ S(Rn) (the Schwartz function space), the solution of Cauchy problem (1.1) is given by
u(t, ·) = eit P (D)u0 := F−1
(
eit P
) ∗ u0,
where F (or ˆ) denotes Fourier transform, F−1 its inverse and F−1(eit P ) is understood in the distributional sense.
In order to treat with the Lp–Lq estimates of the solution of Eq. (1.1), it is a key to estimate the fundamental solution
F−1(eit P )(x) which is a kind of oscillatory integral. Since P is elliptic, by integrations by parts one easily checks that
F−1(eit P )(x) is an inﬁnitely differential function in x variable for each t = 0 (cf. [17]). To get the pointwise estimates
of F−1(eit P )(x) in (t, x)-variable, some further assumptions are needed. We ﬁrst recall that P (ξ) is nondegenerate if the
Hessian matrix (∂i∂ j Pm(ξ))n×n of Pm satisﬁes
HPm(ξ) := det
(
∂2Pm(ξ)
∂ξi∂ξ j
)
n×n
= 0, ξ = 0. (1.2)
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that HP (ξ) is an elliptic polynomial of order n(m − 2). Moreover, it was well known that all one-dimensional polynomials
of order m 2 are nondegenerate, and as n 2, the condition (1.2) is also equivalent to that (cf. [32,41])
(Σ): the level hypersurface Σ := {ξ ∈ Rn; Pm(ξ) = 1} of Pm has nonzero Gaussian curvature everywhere.
It was well known that these nondegenerate type conditions not only play a key role in some topics of harmonic analy-
sis (cf. [37,39]), but also are very important in the study of Eq. (1.1). More explicitly, if P is homogeneous and satisﬁes the
condition (Σ), then the optimal Lp–Lq estimates for the evolution operator eit P (D) (t = 0) can be deduced from [31, Theo-
rem 4.1]. Actually, Miyachi [31] mainly considered the Hp–Hq boundedness of a class of singular multipliers ψ(ξ)|ξ |−bei|ξ |a
(a > 0, b ∈ R) where ψ(ξ) is equal to 1 for large ξ and 0 near origin. But from [31, Remark 4.2] one knows that his
results even hold for a positive homogeneous phase function φ of degree m with the same assumption as P . Moreover,
dropping homogeneity of P , based on one or another equivalently nondegenerate conditions on P , the Lp–Lq estimates and
some related topics have also been extensively studied by several papers (see e.g. [2,5,6,10,11,16,17,27,29]). In particular, all
one-dimensional cases have been covered by these papers.
On the other hand, as n 2, there exist many elliptic polynomials which are degenerate, such as
ξ61 + 2ξ21 ξ22 + ξ62 and ξm1 + ξm2 + · · · + ξmn (m = 4,6, . . .),
etc. Since lacking of the nondegenerate conditions like (1.2) for these degenerate P , it would be more diﬃcult to estimate
the oscillatory integral F−1(eit P ) (t = 0). Indeed, such diﬃculty is essentially due to the failure of the principle of stationary
phase, and also shared by many other degenerate oscillatory integrals arisen in other problems (cf. [25, Chapter VII], [39,
Chapters VIII–IX]).
Motivated by these examples, based on a powerful result of [8], recently Zheng et al. [43] have made an interesting work
on the Lp–Lq estimates of eit P (D) (t = 0) if P is homogeneous and the level hypersurface Σ is convex. For instance, it is
easy to check that the simple degenerate homogeneous polynomials
ξm1 + ξm2 (m = 4,6, . . .) and ξ41 + 6ξ21 ξ22 + ξ42
meet the requirement of convexity (see [20, Proposition 2.1]). However, for a degenerate nonhomogeneous elliptic P like as
ξ61 + ξ62 + 2ξ21 ξ22 , in general, because its principal part Pm cannot dominate the lower terms of P in the oscillatory integral
F−1(eit P ) in contrast to nondegenerate case, there exists an essential diﬃcult to use the method in [43] to study general
degenerate nonhomogeneous polynomials. Therefore, in order to study a class of degenerate nonhomogeneous cases, a kind
of condition (Hb) was introduced by Yao and Zheng [41]:
(Hb): 1/λk(ξ) = O (|ξ |−(m−2)b) as |ξ | → ∞ for each k ∈ {1, . . . ,n}, where b ∈ (0,1], λk(ξ) is the kth-eigenvalue of the Hessian
matrix (∂i∂ j P (ξ))n×n which is a positive deﬁnite matrix for suﬃciently large |ξ |.
When b = 1, it follows from [41, Proposition 2.1] that the condition (H1) is exactly equivalent to the nondegeneracy
of P , i.e. the condition (1.2). Hence, when b < 1, (Hb) must be a degenerate condition where b is an important index which
reﬂects the degeneracy of P . For example, by a direct calculation we can check that all these elliptic polynomials
P (ξ) = ξm1 + ξ21 ξm−42 + ξ22 ξm−41 + ξm2 (m = 6,8, . . .)
are degenerate and satisfy the condition (Hb) with b = m−4m−2 ∈ (0,1).
Assume that P satisﬁes the condition (Hb) for some b ∈ [ 12 ,1], the authors of [41] have showed the following estimate:∣∣F−1(eit P )(x)∣∣ C(|t|−σ + |t|ρ), t = 0. (1.3)
Because of laking of the decay estimate in x variable, it is obvious that the estimate (1.3) is not complete. Thus to over-
come the deﬁciency, under the same assumption (Hb), this paper is mainly devoted to obtain a new pointwise estimate
for F−1(eit P )(x) in (t, x)-variable (see Theorem 2.2), which is exactly consistent with the nondegenerate case if b = 1.
More generally, in this paper we prove a pointwise estimate for F−1(a(·)eit P )(x) where a(ξ) belongs to a smooth symbol
class Sd(Rn) (see Section 2 for its deﬁnition). Moreover, we also establish the Lp–Lq estimates of 〈D〉deit P (D)(t = 0) where
〈D〉d := (1 − 
)d/2 denotes the Bessel potential of order −d (see [38, p. 131]). For d > 0, this kind of the Lp–Lq estimates
yield so-called global smoothing effects of Eq. (1.1), as emphasized in [2,27] on Lp for nondegenerate polynomials.
Furthermore, as an application of the Lp–Lq-estimates of 〈D〉deit P (D) (t = 0), another goal of this paper is to show that
higher-order Schödinger operator i P (D)+ V (x, D) in Lp(Rn) generates a fractionally integrated group where V (x, D) can be
a differential operator of lower-order than P with some (real or complex) integrable coeﬃcients (see Theorem 4.4).
It is well known that the semigroup of operator is an abstract tool to study Cauchy problems. However, the ellip-
tic operator i P (D) in Eq. (1.1) cannot generate a classical C0-semigroup on Lp(Rn) (p = 2) (see [24]). Since then, several
generalizations of C0-semigroup were introduced, such as distribution semigroup, integrated semigroup and regularized
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ated Cauchy problems (see e.g. [1,4,19,18,22,23,42]).
In this paper, we also consider the following Cauchy problem corresponding to i P (D) + V (x, D) (i.e. generalized
Schödinger equation):{
∂tu(t, x) = i P (D)u(t, x) + V (x, D)u(t, x), (t, x) ∈ R× Rn,
u(0, x) = u0(x), x ∈ Rn.
(1.4)
As a consequence of Theorem 4.4, certain Lp–Lp estimates of solution for Eq. (1.4) can be obtained by employing Straub’s
fractional powers (see Theorem 4.7). When V (x, D) is a suitable integrable function V (x), similar arguments for Eq. (1.4)
have also been discussed in [5,30,34,41,43], etc., by semigroup methods. Nevertheless, none of them can deal with Eq. (1.4)
with a differential perturbed operator V (x, D).
Finally, with respect to the classical Schrödinger equation, i.e. Eq. (1.4) with P (D) = −
 and V (x, D) = iV (x) where
V (x) is a suitable real potential, the study of the Lp–Lq-estimates for Schrödinger group e−it(
−V ) has received great atten-
tions in recent years motivated by nonlinear problems (see Bourgain [9, pp. 17–27], also refer to Schlag [35] for a recent
survey on this subject). However, for higher-order Schrödinger group eit(P (D)+V ) , a similar analysis of the Lp–Lq-estimates
seems undeveloped to the best of the authors’ knowledge. Clearly, it would be very interesting to further investigate
this problem. On the other hand, several other topics related to higher-order Schrödinger operator P (D) + V (x, D) have
been studied for many years by many people, for instance, see Hörmander [25, Chapters XIV, XXX] for scattering theory,
Schechter [36] for spectral theory on Lp(Rn), etc.
The paper is organized as follows.
Section 2 is to establish the Lp–Lq estimates of 〈D〉deit P (D) (t = 0) by using the pointwise estimates and interpolation
theorems, and also deduce local Strichartz inequalities.
Section 3 is to give the proof of Theorem 2.1, that is, we show the pointwise estimates for F−1(a(·)eit P )(x). Here our
proof depends on the ﬂexible frequency decomposition method from [27,41], but needs more delicate analysis in order
to obtain our decay results. In addition, it should be pointed out that our method is different from the polar coordinate
transform method used in [5,2,16,17,29], since the polar coordinate transform method fails generally to degenerate cases.
Finally, combining with the Lp–Lq estimates, in Section 4 we show that higher-order Schödinger operator i P (D)+V (x, D)
in Lp(Rn) generates the fractionally integrated group by perturbed method, from which we deduce some Lp estimates for
the solution of Eq. (1.4).
2. The Lp–Lq estimates of the solution with regularity
Throughout this paper, let n  1 and m be an even positive integer  2. Suppose P : Rn → R is always a real elliptic
polynomial of order m with Pm(ξ) > 0 for ξ = 0 and satisﬁes the condition (Hb) for some b ∈ (0,1]. Thus there exist
absolute constants ci > 0 (i = 1,2) and L > 0 such that for any |ξ | L, we have
min
k
{
λk(ξ)
}
 c1|ξ |(m−2)b, (2.1)
c1|ξ |m−1 
∣∣∇ P (ξ)∣∣ c2|ξ |m−1, (2.2)
and ∣∣∂α P (ξ)∣∣ c2|ξ |m−|α|, ∀|α| n+ 1. (2.3)
Indeed, the inequality (2.1) is from the condition (Hb), (2.2) is due to the ellipticity of P and (2.3) actually is true for
any polynomial of order m. Obviously, these conditions are mainly imposed on the high frequency of P which is the most
diﬃcult part in estimating the oscillatory integral I(t, x) deﬁned below (see Lemmas 3.2 and 3.3 in Section 3), whereas for
the lower frequency part corresponding to the region: |ξ | < L, the pointwise estimate easily follows by Fourier transform
(see Lemma 3.1). In the following, constants c1, c2 and L above are regarded as some ﬁxed absolute constants, just like
as m, n, etc.
Note that any second-order elliptic polynomial P can be written as 〈ξ, Aξ〉 + Bξ + C , where A is a positively deﬁned
matrix, B ∈ Rn and C ∈ R. Hence it is certainly nondegenerate, and naturally assumed that b = 1 in the condition (2.1) as
m = 2. In addition, when m  4, we observe that any homogeneous elliptic polynomial P satisfying the condition (Hb) for
some b ∈ (0,1) must be nondegenerate, i.e. such P also satisﬁes the condition (H1). Indeed, using the homogeneity of P
and (2.1), it follows that the Hessian’s determinant HP (ξ) of P also is a homogeneous polynomial of order n(m − 2) and
satisﬁes
HP (ξ) =
n∏
k=1
λk(ξ) cn1|ξ |bn(m−2) for |ξ | L.
Hence, it implies that HP (ξ) c|ξ |n(m−2) for any ξ ∈ Rn where c = cnL(1−b)n(m−2) , and P naturally is nondegenerate by (1.2).1
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must be nonhomogeneous, and its lower-order part (P − Pm) of P has an essential effect for the condition (2.1). At this
point, the condition (Hb) relative to nondegeneracy seems to share certain similarity with the hypoellipticity relative to
ellipticity (see [25, Chapter II, p. 61]). In particular, it was well known that any homogeneous hypoelliptic polynomial with
constant coeﬃcients must be elliptic.
Let d ∈ R, we denote by Sd(Rn) the set of all a(ξ) ∈ C∞(Rn) such that for all α ∈ N0n , the derivative ∂αa(ξ) has the
following bound∣∣∂αa(ξ)∣∣ Cα(1+ |ξ |)d−|α|, ∀ξ ∈ Rn.
Furthermore, we also deﬁne μs and νs by
μs = n(m− 2) − 2s
2(m− 1) , νs =
n+ 2s
2(m− 1) for s ∈ R. (2.4)
Clearly, μs + νs = n2 .
Suppose a(ξ) ∈ Sd(Rn), then we consider the following oscillatory integral:
I(t, x) := F−1(a(·)eit P )(x) = ∫
Rn
e(it P (ξ)+i〈x,ξ〉)a(ξ)dξ, (2.5)
which has the pointwise estimate as follows:
Theorem 2.1. Let P satisfy the condition (Hb) for some b ∈ (0,1]. If − n2  d n2 (m− 2)(2b− 1) and sd = d+ (1− b)n(m− 2), then
we have∣∣I(t, x)∣∣ {C(1+ |t|−1|x|)−μsd , |t| 1,
C |t|− n+sdm (1+ |t|−1/m|x|)−μsd , 0< |t| < 1,
(2.6)
where C is some absolute constant independent of (t, x)-variables. In particular, the following uniform estimate∣∣I(t, x)∣∣ C(1+ |t|− n+sdm ), t = 0,
holds.
The proof of Theorem 2.1 is lengthy and given in the next section. It is easy to obtain from (2.4) that
μsd =
n(m− 2)(2b − 1) − 2d
2(m− 1) ,
which obviously displays how the parameters b and d affect the decay index of the oscillatory integral (2.5). Actually, the μsd
increases with rate n(m − 2)/(m − 1) as b converges to 1 (i.e. the decrease of nondegeneracy on P ), and decreases with
speed 1/(m − 1) as d increases (i.e. the increase of regularity). Hence, in this sense the degenerate index b has the larger
impact on the pointwise estimate than the index d of regularity. Moreover, since
−n
2
 d n
2
(m− 2)(2b − 1),
thus it implies that μsd  0, and we need assume that b ∈ [ m−32(m−2) ,1] for m  4. Of course, we also remember that b = 1
when m = 2.
Finally, note that[
1
2
,1
]
⊂
[
m− 3
2(m− 2) ,1
]
for m 4,
and 12n(m − 2)(2b − 1)  0 as b ∈ [ 12 ,1]. Therefore, we can take a(ξ) ≡ 1 in (2.5) (correspondingly d = 0). Thus from
Theorem 2.1 we have the following consequence immediately.
Theorem 2.2. If P satisﬁes the condition (Hb) for some b ∈ [ 12 ,1], and s0 = (1− b)n(m− 2), then we have∣∣F−1(eit P )(x)∣∣ {C(1+ |t|−1|x|)−μs0 , |t| 1,
C |t|− n+s0m (1+ |t|−1/m|x|)−μs0 , 0< |t| < 1,
(2.7)
where C is some positive constant independent of (t, x)-variables. In particular, the following uniform estimate∣∣F−1(eit P )(x)∣∣ C(1+ |t|− n+s0m ), t = 0,
holds.
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assumptions as in Theorem 2.2, the only uniform estimate (1.3) was obtained by using a similar (less reﬁned) process
comparing with the one here (see the proof of Theorem 2.1 in the next section). With respect to the estimate (2.7), we
comment on that when b = 1, it is sharp at least for local time (see Remark 2.3(ii) below). But, when b < 1, the optimality
of (2.7) is unknown up to now. It seems to be hard, and at least involves the resolution of singularity on P . For example,
see [7] for a detailed study of F−1(eitQ )(x), where Q is any three-order polynomials of two variables.
(ii) If b = 1 (i.e. P is nondegenerate), then it follows from (2.7) that
∣∣F−1(eit P )(x)∣∣
⎧⎨⎩C(1+ |t|−1|x|)−
n(m−2)
2(m−1) , |t| 1,
C |t|− nm (1+ |t|−1/m|x|)− n(m−2)2(m−1) , 0< |t| < 1,
(2.8)
which are exactly identical with the results in [29] based on a different method originated in [5]. If P is homogeneous and
nondegenerate, then by scaling the estimates (2.8), it can be uniﬁed into the following sharp form in (t, x)-variable:∣∣F−1(eit P )(x)∣∣ C |t|− nm (1+ |t|−1/m|x|)− n(m−2)2(m−1) , t = 0.
In particular, we remark that the index n(m−2)2(m−1) is optimal by testing the special case e
i|ξ |m . In fact, from Proposition 5.1(ii)
of Miyachi [31, p. 289], we can obtain that F−1(ei|·|m )(x) ∈ C∞(Rn) and
F−1(ei|·|m)(x) = A|x|− n(m−2)2(m−1) eiB|x|m/m−1 + o(|x|− n(m−2)2(m−1) ) as |x| → ∞,
where A, B are two absolute constants. Clearly, this implies that there exists a positive constant C ′ such that∣∣F−1(ei|·|m)(x)∣∣ C ′(1+ |x|)− n(m−2)2(m−1) , x ∈ Rn,
which shows that the decay index n(m−2)2(m−1) cannot be improved even for the simple nondegenerate polynomial |ξ |m (m is even
integer emphasized as above). Note that in this case the corresponding level surface Σ is exactly the spherical surface Sn−1
of Rn .
(iii) If b = 1 and a(ξ) ∈ Sd(Rn), then μsd = n(m−2)−2d2(m−1) in (2.6), which also is a sharp decay index in x variable. In particular,
when 0 d n(m− 2)/2, from (2.6) the uniform estimate∣∣F−1(a(·)eit P )(x)∣∣ C(1+ |t|− n+dm ), t = 0,
holds. As we know, the estimate with some different a(ξ) can be found in several papers. For instance, if taking a(ξ) =
|HP (ξ)|1/2 ∈ Sn(m−2)/2(Rn) where HP (ξ) denotes the determinant of the Hessain matrix of P , then we have∣∣F−1(∣∣HP (·)∣∣1/2eit P )(x)∣∣ C(1+ |t|− n2 ), t = 0,
which was directly implied in [27, Lemmas 2.7, 3.4] where a general phase function φ(ξ) was considered for some similar
nondegenerate conditions as P . As P is a general one-dimensional polynomial of order m  2 (may be odd integer), such
uniform estimate also appeared in [11,10]. Moreover, some speciﬁc nondegenerate fourth-order cases of multi-dimension
also were studied in [6].
(iv) Let b, d be as in Theorem 2.1. Given any T > 0, by a simple calculation from (2.6) we can deduce the following local
pointwise estimate:∣∣I(t, x)∣∣ CT |t|− n+sdm (1+ |t|−1/m|x|)−μsd , 0< |t| < T ,
where sd = d+ (1− b)n(m− 2) and CT increases polynomially as T becomes large (except for homogeneous cases). If b = 1
and −n/2 d n(m−2)/2, then sd = d and the estimate can be recognized by [16, Theorem 2.1] for one-dimensional cases
and [17, Corollary 1.2] for higher-dimensional cases, where any global estimate about time t like (2.6) was not obtained.
(v) Let az(ξ) = 〈ξ〉z where z = d + iγ ∈ C and 〈ξ〉 = (1 + |ξ |2)1/2. Then az ∈ Sd(Rn) for each γ ∈ R. Furthermore, if
− n2  d  12n(m − 2)(2b − 1), and keeping track of γ in the proof of Theorem 2.1, then the estimate (2.6) with such az(ξ)
can be improved to
∣∣ J z(t, x)∣∣ {C(1+ |γ |)n(1+ |t|−1|x|)−μsd , |t| 1,
C(1+ |γ |)n|t|− n+sdm (1+ |t|−1/m|x|)−μsd , 0< |t| < 1,
(2.9)
where J z(t, x) := F−1(az(·)eit P )(x) and C is a constant independent of t, x, γ .
Now, we turn to establish the Lp–Lq estimates of 〈D〉deit P (D) (t = 0) where 〈D〉d = (1−
)d/2 denotes the Bessel potential
of order −d. In the sequel, we assume that b ∈ [ 12 ,1] and 0 d 12n(m− 2)(2b− 1) in view of our application in Section 4.
Of course, there also exist some similar arguments as Theorem 2.4 for other pairs of (b,d) by the same method. In this
paper we omit the presentation of these parallel results for the sake of simplicity.
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δ = δ(b,d) =
{∞, b = 12 ,
2n(m−1)
n(m−2)(2b−1)−2d , b ∈ ( 12 ,1],
(2.10)
τ = τ (b,d) =
{
2, b = 12 ,
2n(m−2)(2b−1)
n(m−2)(2b−1)+2d , b ∈ ( 12 ,1],
(2.11)
and denote by b.d a closed quadrangle of the plane by the following four vertex (also see Fig. 1 below):
A=
(
1
τ
,
1
τ ′
)
, B=
(
1,
1
δ
)
, C= (1,0), D=
(
1
δ′
,0
)
,
where δ′ and τ ′ satisfy 1
δ
+ 1
δ′ = 1 and 1τ + 1τ ′ = 1, respectively.
Moreover, we denote by Lp,q(Rn) the Lorentz space (Lp,∞(Rn) is the weak-Lp space for 1  p < ∞ and L∞,∞(Rn) =
L∞(Rn)) (see [21] for the deﬁnition of Lp,q(Rn)). Also denote by ‖ · ‖Lp–Lq the norm in L(Lp, Lq) (the space of all bounded
linear operators from Lp(Rn) to Lq(Rn)).
For any u0 ∈ S(Rn) (the Schwartz function space), we can write
〈D〉deit P (D)u0 = Jd(t, ·) ∗ u0, (2.12)
where Jd(t, x) = F−1(〈·〉deit P )(x).
Theorem 2.4. If P satisﬁes the condition (Hb) for some b ∈ [ 12 ,1], and 0 d 12n(m− 2)(2b − 1), then
∥∥〈D〉deit P (D)∥∥Lp∗–Lq∗ 
⎧⎨⎩C |t|
n| 1q − 1p′ |, |t| 1,
C |t| nm ( 1q − 1p )−
sd
m , 0< |t| < 1,
(2.13)
where ( 1p ,
1
q ) ∈b,d, sd = d + (1− b)n(m− 2) and
Lp∗–Lq∗ :=
⎧⎪⎨⎪⎩
L1–Lδ,∞ if ( 1p ,
1
q ) = (1, 1δ ),
Lδ
′,1–L∞ if ( 1p ,
1
q ) = ( 1δ′ ,0),
Lp–Lq otherwise.
Proof. Let us start with b ∈ ( 12 ,1]. Since 〈ξ〉d ∈ Sd(Rn), by Theorem 2.1, for each t = 0 we obtain Jd(t, ·) ∈ Lq(Rn) for q > δ
and Jd(t, ·) ∈ Lδ,∞(Rn). Therefore, from (2.12) and the Young (or weak Young) inequality (see [21, p. 22]), it follows that
∥∥〈D〉deit P (D)∥∥L1∗–Lq∗ 
{
C |t| nq , |t| 1,
C |t| nm ( 1q −1)−
sd
m , 0< |t| < 1,
(2.14)
which prove the points (1, 1q ) in the side BC.
To show the case ( 1p ,
1
q ) = ( 1τ , 1τ ′ ) (i.e. the end point A of Fig. 1), we introduce an analytic family of operators as follows:
Wσ+iγ (t)u0 :=
(F−1(〈·〉σ+iγ eit P )) ∗ u0 = Jσ+iγ (t, ·) ∗ u0,
where 0 σ  12n(m− 2)(2b − 1) and γ ∈ R.
When σ = 12n(m− 2)(2b − 1), it follows from Remark 2.3(v) and the Young inequality that∥∥Wσ+iγ (t)∥∥L1–L∞  {C(1+ |γ |)n, |t| 1,C(1+ |γ |)n|t|− n2 , 0< |t| < 1.
On the other hand, if σ = 0, then the Plancherel’s theorem gives ‖Wiγ (t)‖L2–L2  1. Thus by the Stein analytic interpolation
theorem (see [21, p. 38]), for any d ∈ [0, 12n(m− 2)(2b − 1)] we have∥∥〈D〉deit P (D)∥∥Lτ –Lτ ′ 
{
C, |t| 1,
C |t| n2 ( 1τ ′ − 1τ ), 0< |t| < 1. (2.15)
Note that
d 1n(m− 2)(2b − 1) ⇔ n
(
1
′ −
1
)
 n
(
1
′ −
1
)
− sd ,
2 2 τ τ m τ τ m
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q ) for 〈D〉deit P (D) (t = 0) when d > 0.
so (2.15) yields that∥∥〈D〉deit P (D)∥∥Lτ –Lτ ′ 
{
C, |t| 1,
C |t| nm ( 1τ ′ − 1τ )−
sd
m , 0< |t| < 1.
(2.16)
Now combining (2.14) with (2.16), by the Marcienkiewicz interpolation theorem (see [21, p. 56]), we obtain (2.13) for all
points in the triangle ABC. Next, by duality the desired conclusion for ADC follows immediately from the triangle ABC.
Thus we complete the proof in the case b ∈ ( 12 ,1].
Finally, if b = 12 , then d = 0 and
1/2,0 =
{(
1
p
,
1
p′
)
; 1 p  2
}
.
Clearly, the case ( 1p ,
1
q ) = (1,0) follows simply from the Young inequality and Theorem 2.2, and the case ( 1p , 1q ) = ( 12 , 12 )
from the Plancherel’s theorem. Therefore, the Riesz–Thorn theorem yields the desired estimate. Thus the whole proof of
Theorem 2.4 is concluded. 
Remark 2.5. In the above proof, if taking interpolation between the estimates (2.14) and (2.15), then we can obtain a slight
better estimate than (2.13):
∥∥〈D〉deit P (D)∥∥Lp∗–Lq∗ 
⎧⎨⎩C |t|
n| 1q − 1p′ |, |t| 1,
C |t| nm ( 1q − 1p )−
sd
m +(
sd
m − dm(2b−1) ) τ
′
p′ , 0< |t| < 1,
(2.17)
where ( 1p ,
1
q ) ∈b,d and τ is deﬁned in (2.11). Note that if b ∈ [ 12 ,1] and 0 d 12n(m− 2)(2b − 1), then sdm − dm(2b−1)  0,
and (2.17) leads to (2.13) again. If taking d = 0 (corresponding τ = 2), then ( 1p , 1p′ ) ∈b,0 for 1 p  2, and from (2.17) we
have ∥∥eit P (D)∥∥Lp–Lp′  C(1+ |t| n+s0m ( 1p′ − 1p )), t = 0. (2.18)
In particular, when ( 1p ,
1
q ) = ( 12 , 12 ), (2.18) exactly yields that ‖eit P (D)‖L2–L2  C which cannot be obtained from (2.13).
However, if b = 1, i.e. P is nondegenerate, then from (2.13) or (2.17), we always obtain the following the same corollary.
Corollary 2.6. If P is nondegenerate and 0 d 12n(m− 1), then we have
∥∥〈D〉deit P (D)∥∥Lp∗–Lq∗ 
⎧⎨⎩C |t|
n| 1q − 1p′ |, |t| 1,
C |t| nm ( 1q − 1p )− dm , 0< |t| < 1.
(2.19)
In particular, if P is also homogeneous, then by scaling it follows from (2.19) that∥∥|D|deit P (D)∥∥Lp∗–Lq∗  C |t| nm ( 1q − 1p )− dm , t = 0, (2.20)
where ( 1 , 1 ) ∈1,d and |D|d := (−
)d/2 denotes the Riesz potential of order −d.p q
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from (2.19) we have∥∥〈D〉deiP (D)∥∥Lp∗–Lq∗  C .
Since the operator |D|d〈D〉−d is bounded in Lr(Rn) for 1 r ∞ (see [39, pp. 133–134]), so it follows that∥∥|D|deiP (D)∥∥Lp∗–Lq∗  ∥∥|D|d〈D〉−d∥∥Lr–Lr∥∥〈D〉deiP (D)∥∥Lp∗–Lq∗  C,
where ( 1p ,
1
q ) ∈1,d , r = 1 for the case (1, 1δ ) and r = q for other cases. Thus by the homogeneity of P and |ξ |d , the desired
conclusion (2.20) follows by a scaling argument. 
Remark 2.7. (i) We remark that the estimate (2.13) (or (2.17)) represents a kind of global smoothing effect for the solution
for Eq. (1.1) (see also [2,27] for an original description on the effect). More precisely, let m  4, b ∈ (1/2,1] and 0 < d 
1
2n(m− 2)(2b− 1). If ( 1p , 1q ) ∈b,d \ {(1, 1δ ), ( 1δ′ ,0)}, and initial value u0 ∈ Lp(Rn), then from Theorem 2.4 it follows that the
solution of Eq. (1.1), i.e. U (t, ·) = eit P (D)u0, gains d-order derivatives in Lq(Rn) for each t = 0, equivalently, U (t, ·) ∈ Wd,q(Rn)
(Sobolev space). On the other hand, in contrast to global regularizing effect, there exist abundant works on local smoothing
effect for general dispersive type equations under rather weak assumptions (see [26,14,15,27,3,13] and references therein).
(ii) Let b ∈ [1/2,1] and 0  d  12n(m − 2)(2b − 1). For any T > 0, by some simple calculations the estimates (2.13)
and (2.17) can be transformed into the following local forms:∥∥〈D〉deit P (D)∥∥Lp∗–Lq∗  CT |t| nm ( 1q − 1p )− sdm , 0< |t| T , (2.21)
and ∥∥〈D〉deit P (D)∥∥Lp∗–Lq∗  CT |t| nm ( 1q − 1p )− sdm +( sdm − dm(2b−1) ) τ ′p′ , 0< |t| T , (2.22)
where ( 1p ,
1
q ) ∈b,d , sd = d+(1−b)n(m−2) and CT polynomially depends on T except for homogeneous cases. In particular,
if b = 1 and 0 d n(m− 2)/2, then (2.21) and (2.22) are completely identical, that is∥∥〈D〉deit P (D)∥∥Lp∗–Lq∗  CT |t| nm ( 1q − 1p )− dm , 0< |t| T ,
which has been obtained by [16], [17, Theorem 3.2(1)] from a local decay pointwise estimate of Remark 2.3(iv) above.
Because of the ﬁnite of T , the estimates (2.21) and (2.22) cannot be used in Section 4. However, such local Lp–Lp
′
estimates can deduce some important local Strichartz inequalities, which would play a key role in well-posed analysis of
nonlinear dispersive equations (e.g. see [28,12,9,40] for more backgrounds and contents of these related topics). For instance,
if b ∈ [ 12 ,1] and d = 0, then for any 1 p  2, from (2.22) one has∥∥eit P (D)∥∥Lp–Lp′  CT |t| n+s0m ( 1p′ − 1p ), 0< |t| T . (2.23)
Using the estimate (2.23), the following theorem is actually implied by a famous result of [28, Theorem 1.2], and also can
be proved by standard arguments (T T ∗ method and Hardy–Littlewood–Sobolev inequality) apart from some endpoint cases.
Let σ = n+s0m where s0 = (1− b)n(m− 2). A pair (q, r) is σ -admissible if q, r  2, (q, r, σ ) = (2,∞,1) and
1
q
+ σ
r
= σ
2
.
Theorem 2.8. If P satisﬁes the condition (Hb) for some b ∈ [ 12 ,1], and I = [0, T ], then the estimates∥∥eit P (D)u0∥∥Lqt (I;Lrx(Rn))  CT ‖u0‖L2x (Rn), (2.24)∥∥∥∥∥
∫
I
e−isP (D)g(·, s)ds
∥∥∥∥∥
L2x (Rn)
 CT ‖g‖Lq′t (I;Lr′x (Rn)), (2.25)
and ∥∥∥∥∥
t∫
0
ei(t−s)P (D)g(·, s)ds
∥∥∥∥∥
Lqt (I;Lrx(Rn))
 CT ‖g‖Lq˜′t (I;Lr˜′x (Rn)) (2.26)
hold for all σ -admissible pairs (q, r), (q˜, r˜).
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Theorem 1.2]. Thus the inequalities (2.24)–(2.26) follow from the corresponding estimates (5)–(7) in [28, Theorem 1.2]
immediately. 
3. The proof of Theorem 2.1
In the sequel, we denote by the letters C (or C ′ , etc.) generic constants which may depend on many admissible constants,
such as m, n, b, P , L, etc., but must be independent of ξ , t and x. Also denote by A ∼ B the equivalence C1A  B  C2A
with some generic constants Ci (i = 1,2).
Proof of Theorem 2.1. Let (t, x) ∈ (R \ {0}) × Rn . We decompose Rn =⋃3j=1 Ω j where
Ω1 =
{
ξ ∈ Rn ∣∣ |ξ | < 4L},
Ω2 =
{
ξ ∈ Rn
∣∣∣ |ξ | > L, ∣∣∣∣∇ P (ξ) + xt
∣∣∣∣> 18
∣∣∣∣ xt
∣∣∣∣},
Ω3 =
{
ξ ∈ Rn
∣∣∣ |ξ | > L, ∣∣∣∣∇ P (ξ) + xt
∣∣∣∣< 12
∣∣∣∣ xt
∣∣∣∣},
and choose a partition of unity {ϕ j(ξ)}3j=1 subordinate to this covering {Ω j}3j=1 (cf. [27,41]):
ϕ1(ξ) = ϕ(ξ/3L),
ϕ2(ξ) =
(
1− ϕ(ξ/3L))(1− ϕ((∇ P (ξ) + x
t
)/
3
8
∣∣∣∣ xt
∣∣∣∣)),
ϕ3(ξ) =
(
1− ϕ(ξ/3L))ϕ((∇ P (ξ) + x
t
)/
3
8
∣∣∣∣ xt
∣∣∣∣),
where ϕ ∈ C∞0 (Rn) such that
ϕ(ξ) =
{0, |ξ | 1,
1, |ξ | 12 .
(3.1)
Clearly,
∑3
j=1 ϕ j(ξ) = 1 for each ξ ∈ Rn . Furthermore, by a direct calculation for each ξ ∈ Rn, we also have∣∣(∂αϕ1)(ξ)∣∣ Cα(1+ |ξ |)−|α|, ∀α ∈ Nn0,
and ∣∣(∂αϕ j)(ξ)∣∣ C ′α |ξ |−|α|, ∀α ∈ Nn0 and j = 2,3,
where Cα and C ′α are some admissible constants independent of (t, x)-variables. Next, we deﬁne the following three inte-
grals:
Iεj (t, x) =
∫
Rn
ei(t P (ξ)+〈x,ξ〉)a(ξ)ϕ(εξ)ϕ j(ξ)dξ, j = 1,2,3 and 0< ε  1. (3.2)
Since
3∑
j=1
Iεj (t, x) = F−1
(
a(·)ϕ(ε·)eit P )(x) := Iε(t, x),
and as ε → 0, Iε(t, x) converges uniformly to I(t, x) in x-variable at each compact subsets of Rn for each t = 0. Thus
to estimate I(t, x), it suﬃces to estimate the three integrals {Iεj (t, x)}3j=1 uniformly in ε ∈ (0,1], which are given in the
following three lemmas, respectively. Hence combining (3.4), (3.7) and (3.14) below, the desired conclusion (2.6) immediately
follows. 
Lemma 3.1. Let ε ∈ (0,1]. If s ∈ R and s n(m−2)2 , then∣∣Iε1(t, x)∣∣ Cs(1+ |t|)μs (1+ |x|)−μs , (3.3)
where μs = n(m−2)−2s is deﬁned in (2.4). Furthermore, for any s ∈ [− n , n(m−2) ], we also have2(m−1) 2 2
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{
C(1+ |t|−1|x|)−μs , |t| 1,
C |t|− n+sm (1+ |t|−1/m|x|)−μs , 0< |t| < 1,
(3.4)
where C (or Cs) is an admissible constant independent of ε.
Proof. Since ϕ1(ξ) ∈ C∞0 (Rn) and suppϕ1 ⊂ Ω1, so eit Pa(ξ)ϕ(εξ)ϕ1(ξ) for each ε ∈ (0,1]. Note that |∂α(ϕ(εξ))| 
Cα(1+ |ξ |)−|α| uniformly in ε ∈ (0,1] for any α ∈ Nn0 (cf. [25, III, p. 66]), then integrations by part give that∣∣Iε1(t, x)∣∣ Ck(1+ |t|)k|x|−k, ∀k ∈ N0,
where Ck is independent of ε. Specially |Iε1(t, x)| C . Therefore, for any μs  0 (i.e. s  n(m − 2)/2), we can choose some
k ∈ N0 and θ ∈ [0,1] such that μs = θk and∣∣Iε1(t, x)∣∣= ∣∣Iε1∣∣1−θ ∣∣Iε1∣∣θ  Cs(1+ |t|)μs |x|−μs , (3.5)
which immediately deduces (3.3) by combining |Iε1(t, x)| C .
To estimate (3.4). Since
−n/2 s n(m− 2)/2
implies that μ− n2 μs  0, so it is enough to consider the case s = − n2 for (3.4).
If |t| 1, then when |t|−1|x| 1, it follows from (3.5) that∣∣Iε1(t, x)∣∣ C(1+ |t|)μs |x|−μs  C ′(|t|−1|x|)−μs  C ′′(1+ |t|−1|x|)−μs ,
and when |t|−1|x| < 1, we also have∣∣Iε1(t, x)∣∣ C  C ′(1+ |t|−1|x|)−μs .
If 0< |t| < 1, then when |t|−1/m|x| 1, we get easily that∣∣Iε1(t, x)∣∣ C  C ′|t|− n+sm (1+ |t|−1/m|x|)−μs ,
and when |t|−1/m|x| 1, since s = −n/2 implies (n+ s)/m > μs/m, thus it follows from (3.5) again that∣∣Iε1(t, x)∣∣ C ′|x|−μs = C ′|t|−μs/m(|t|−1/m|x|)−μs  C ′′|t|− n+sm (1+ |t|−1/m|x|)−μs .
Thus for s = − n2 , the desired (3.4) follows immediately from all discussions above. Therefore the proof is completed. 
Lemma 3.2. Let ε ∈ (0,1]. If − n2  d n(m−2)2 , then∣∣Iε2(t, x)∣∣ C |t|− n+dm (1+ |t|−1/m|x|)−μd , |t| = 0. (3.6)
Moreover, if − n2  d n(m−2)2 , then for any s ∈ [d, n(m−2)2 ], we also have∣∣Iε2(t, x)∣∣
{
C(1+ |t|−1|x|)−μs , |t| 1,
C |t|− n+sm (1+ |t|−1/m|x|)−μs , 0< |t| < 1,
(3.7)
where μs = n(m−2)−2s2(m−1) is deﬁned in (2.4) and C is an admissible constant independent of ε.
Proof. We ﬁrst prove (3.5). Since supp(ϕ2) ⊂ Ω2, we consider the decomposition Ω2 =⋃nj=1 U j where
U j =
{
ξ ∈ Ω2;
∣∣∣∣∂ j P (ξ) + x jt
∣∣∣∣ 12√n
∣∣∣∣∇ P (ξ) + xt
∣∣∣∣},
and choose the following partition of unity of Ω2 subordinate to this covering: φ2 j = ϕ2θ j/∑nl=1 θl ( j = 1, . . . ,n) where
θ j(ξ) = ψ
(
2
√
n
(
∂ j P (ξ) + x j
t
)/∣∣∣∣∇ P (ξ) + xt
∣∣∣∣), (3.8)
and ψ ∈ C∞(R) with
ψ(s) =
{
1, |s| 2,
0, |s| 1.
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∣∣∣∣ C∣∣∇ P (ξ)∣∣∼ |ξ |m−1 for ξ ∈ Ω2,
we can check that |∂αφ2 j |  Cα |ξ |−|α| for ∀α ∈ Nn0 and ξ ∈ Ω2. Now to estimate Iε2, it suﬃces to consider the following
integral:
Iε21 =
∫
U1
ei(t P (ξ)+〈x,ξ〉)a(ξ)ϕ(εξ)φ21(ξ)dξ.
Again to the Iε21, we divide two cases to discuss in the sequel.
Case (i). |t|−1/m|x| 1.
Let r = |t|− νdn+d |x|− μdn+d where μd and νd are deﬁned in (2.4), and write
U1 = V1 ∩ V2 :=
{
ξ ∈ U1; |ξ | < r
}∩ {ξ ∈ U1; |ξ | > r/4}.
To the covering {V j}2j=1, we can choose the partition {φ21 j}2j=1 satisfying |∂αφ21 j |  Cα |ξ |−|α| for ξ ∈ V j , where Cα is
independent of r. Furthermore, we split the Iε21 into I
ε
211 and I
ε
212 associated with φ211 and φ212, respectively. Obviously,∣∣Iε211∣∣ ∫
V1
∣∣a(ξ)ϕ(εξ)φ211(ξ)∣∣dξ  Crn+d = C |t|−νd |x|−μd , (3.9)
where C is independent of ε. Next consider Iε212. Deﬁne D∗ f = ∂1(g f ) for f ∈ C∞(Rn) where g = (it∂1P + ix1)−1, then
D j∗ f =
∑
α
aα
(
∂
α1
1 g
) · · · (∂α j1 g)(∂α j+11 f ), j ∈ N, (3.10)
where the sum runs over all α = (α1, . . . ,α j+1) ∈ N j+10 such that |α| = j and 0 α1  · · · α j .
By Leibniz’s rule, one has∣∣∂ j1 g∣∣ C |x|−1|ξ |− j and ∣∣∂ j1 g∣∣ C |t|−1|ξ |1−m− j, ξ ∈ U1.
Thus for any θ ∈ [0,1],∣∣∂ j1(g)∣∣ C |t|−θ |x|−(1−θ)|ξ |− j−θ(m−1), ξ ∈ U1. (3.11)
Therefore, combining (3.10) with (3.11), we have∣∣Dn∗(a(ξ)ϕ(εξ)φ212(ξ))∣∣ C |t|−nθ |x|−n(1−θ)|ξ |d−n−θn(m−1), ξ ∈ V2,
where C is an admissible constant independent of ε. Hence n-times integrations by parts lead to
∣∣Iε212∣∣= ∣∣∣∣ ∫
Rn
ei(t P (ξ)+〈x,ξ〉)Dn∗
(
a(ξ)ϕ(εξ)φ212(ξ)
)
dξ
∣∣∣∣ C |t|−nθ |x|−n(1−θ) ∫
|ξ |>r
|ξ |d−n−θn(m−1) dξ.
Note that −n/2 d n(m− 2)/2 implies that 2νdn ∈ [0,1], hence by taking θ = 2νdn , it follows that∣∣Iε212∣∣ C |t|−2νd |x|−2μd |r|−(n+d) = C |t|−νd |x|−μd , (3.12)
where r = |t|− νdn+d |x|− μdn+d .
Thus when |t|−1/m|x| 1, from (3.9) and (3.12) it follows that∣∣Iε21∣∣ C |t|−νd |x|−μd  C ′|t|− n+dm (1+ |t|−1/m|x|)−μd .
So true for Iε2, therefore (3.6) is concluded in Case (i).
Case (ii). |t|−1/m|x| < 1.
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|ξ |> 12 |t|−1/m
|ξ |d−nm dξ
)
. (3.13)
Note that − n2  d n(m−2)2 implies clearly that mn− d > n. Hence when |t|−1/m|x| < 1, it follows from (3.13) that∣∣Iε21∣∣ C |t|− n+dm  C |t|− n+dm (1+ |t|1/m|x|)−μd ,
which proves (3.6) in Case (ii).
Now we show that (3.7) is a consequence of (3.6). In fact, since μd  μs  0, it suﬃces to consider the case s = d. If
0 < |t| < 1, then the desired result comes from (3.6) immediately. If |t|  1, then |t|−1|x|  |t|−1/m|x|. Hence from (3.6) it
again follows that∣∣Iε2(t, x)∣∣ C(1+ |t|−1/m|x|)−μd  C(1+ |t|−1|x|)−μd .
Thus we have completed the proof of (3.7) and Lemma 3.2. 
Lemma 3.3. Let ε ∈ (0,1]. If b ∈ (0,1] and − n2  d 12n(m− 2)(2b − 1), then for any s ∈ [sd, n(m−2)2 ], we have∣∣Iε3(t, x)∣∣
{
C(1+ |t|−1|x|)−μs , |t| 1,
C |t|− n+sm (1+ |t|−1/m|x|)−μs , 0< |t| < 1,
(3.14)
where sd = d + (1− b)n(m− 2), μs = n(m−2)−2s2(m−1) is deﬁned in (2.4) and C is an admissible constant independent of ε.
Proof. Clearly, it suﬃces to just consider s = sd . Since∣∣∇ P (ξ)∣∣∼ |ξ |m−1 ∼ ∣∣∣∣ xt
∣∣∣∣ for ξ ∈ Ω3,
there exist constants c3, c4 > 0 such that
Ω3 ⊂
{
ξ ∈ Rn; |ξ | > L, 2c3λ < |ξ | < c4λ
}
,
where λ = |x/t|1/(m−1) .
If L  c4λ, then clearly Iε3 = 0.
If c3λ L < c4λ, then Ω3 ⊂ {ξ ∈ Rn; L < |ξ | < c4c−13 L}. For this case, Iε3 is the same type as I1. Hence (3.14) follows from
Lemma 3.1.
If L < c3λ, then consider further truncated cone decomposition of Ω3. To this end, choose a ﬁnite set {ξκ } ⊂ Sn−1 (the
unit sphere in Rn) such that for every ξ ∈ Sn−1
|ξκ − ξκ ′ | 14 (κ = κ
′) and min
κ
|ξ − ξκ | < 1
4
.
Notice that the set {ξκ } contains at most C4n elements where C = C(n). Corresponding to {ξκ }κ , write Ω3 =⋃κ Ωκ3 where
Ωκ3 =
{
ξ ∈ Ω3;
∣∣∣∣ ξ|ξ | − ξκ
∣∣∣∣ 12
}
,
and choose the following partition of unity subordinate to the covering: χκ3 = ϕ3ζκ (
∑
l ζl)
−1 where ζκ (ξ) = ϕ(2(ξ/|ξ |− ξκ ))
and ϕ ∈ C∞0 (Rn) is deﬁned in (3.1). By the Leibniz rule, we can get that |∂αχκ3 | Cα |ξ |−|α| for ξ ∈ Ωκ3 . Then Iε3 =
∑
κ I
ε,κ
3
where
Iε,κ3 =
∫
Rn
ei(t P (ξ)+〈x,ξ〉)a(ξ)ϕ(εξ)χκ3 (ξ)dξ.
To estimate Iε3, in view of the ﬁnite of the set {ξκ } it suﬃces to consider Iε,κ3 . For this, we ﬁrst prove the following
inequality:∣∣∇ P (ξ) − ∇ P (ξ ′)∣∣ cλb(m−2)|ξ − ξ ′| for ξ, ξ ′ ∈ Ωκ3 , (3.15)
where the constant c = c1cb(m−2)3 and c1 is the absolute constant in the condition (2.1).
In fact, let
f (γ ) = 〈ω,∇ P(ξ ′ + γ (ξ − ξ ′))〉,
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∣∣∇ P (ξ) − ∇ P (ξ ′)∣∣ 1∫
0
f ′(γ )dγ =
( 1∫
0
〈
ω, HP
(
ξ ′ + γ (ξ − ξ ′))ω〉dγ)|ξ − ξ ′|

〈
ω, HP (ξ¯ )ω
〉|ξ − ξ ′| (min
k
λk(ξ¯ )
)
|ξ − ξ ′|.
Since ξ¯ is located in the convex hull of Ωκ3 , we can show that |ξ¯ | c3λ > L. It follows by the assumption (2.1) on P that
min
k
λk(ξ¯ ) c1|ξ¯ |b(m−2)  cλb(m−2),
as desired.
Now return to Iε,κ3 . Pick up ξ0 ∈ Ωκ3 such that∣∣∣∣∇ P (ξ0) + xt
∣∣∣∣ c4λb(m−2)r,
where r = |t|− 12 λ(1−2b)(m−2)/2. The case that ξ0 does not exist can be easily treated in the end (see also [27, p. 53]). Corre-
sponding to the sets:
V κ1 :=
{
ξ ∈ Ωκ3
∣∣ |ξ − ξ0| < r} and V κ2 = {ξ ∈ Ωκ3 ∣∣∣ |ξ − ξ0| > 14 r
}
,
we split Iε,κ3 into two integrals I
ε,κ
31 and I
ε,κ
32 .
For Iε,κ31 , since |ξ | ∼ λ for ξ ∈ Ω3, we easily obtain that∣∣Iε,κ31 ∣∣ C ∫
V1
|ξ |d  C ′λdrn  C ′′|t|−νsd |x|−μsd . (3.16)
For Iε,κ32 , write V
κ
2 =
⋃n
j=1 W κj where W
κ
j is deﬁned as U j in the proof of Lemma 3.2, and split I
ε,κ
32 into n new integrals.
To estimate Iε,κ32 , it suﬃces to estimate one of them, for example,∣∣Iε,κ321∣∣= ∣∣∣∣ ∫
Rn
ei(t P (ξ)+〈x,ξ〉)Dn∗
(
φε(ξ)η1(ξ)
)
dξ
∣∣∣∣,
where
φε(ξ) = a(ξ)ϕ(εξ)χκ3 (ξ)
(
1− ϕ(r−1(ξ − ξ0))), η1(ξ) = θ1(ξ)/ n∑
l=1
θl,
ϕ and θl are deﬁned in (3.1) and (3.8), respectively.
Since |ξ | ∼ λ for ξ ∈ W κ1 (⊂ Ω3), then
|ξ − ξ0| |ξ | + |ξ0| C |ξ |.
By the Leibniz’s formula∣∣∂ j1φε(ξ)∣∣ C |ξ |d|ξ − ξ0|− j, ξ ∈ W κ1 ,
where C is independent of ε, and∣∣∂ j1η1(ξ)∣∣ C |ξ | j(m−2)|∂1P + x1/t|− j, ξ ∈ W κ1 .
Hence using the formula (3.10) again, we obtain∣∣Dn∗(φεη1)∣∣ C |t|−n ∑
j+=n
|ξ | j(m−2)∣∣∂1(φεη1)∣∣|∂1P + x1/t|−(n+ j)
 C ′|t|−n
n∑
j=0
|ξ |d+(n− j)(m−2)|ξ − ξ0|− j |∂1P + x1/t|−(2n− j)
 C ′′|t|−n
n∑
j=0
λd+(n− j)(m−2)|ξ − ξ0|− j |∂1P + x1/t|−(2n− j), ξ ∈ W κ1 , |ξ | ∼ λ,
where constants C , C ′ and C ′′ are all admissible and independent of ε.
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∣∣∣∣ 12 ∣∣∇ P (ξ) − ∇ P (ξ0)∣∣ c2λb(m−2)|ξ − ξ0|, (3.17)
which can be concluded by the following two inequalities:∣∣∣∣∇ P (ξ0) + xt
∣∣∣∣ c4λb(m−2)r
and ∣∣∇ P (ξ) − ∇ P (ξ0)∣∣ cλb(m−2)|ξ − ξ0| c
2
λb(m−2)r, ξ ∈ V κ2
(
i.e. by (3.15)
)
.
Consequently, by (3.17) we have
∣∣Dn∗(φεη1)(ξ)∣∣ C |t|−nλd+(1−2b)n(m−2)|ξ − ξ0|−2n n∑
j=0
λ− j(1−b)(m−2), ξ ∈ W κ1 .
Since for ξ ∈ W κ1 , λ ∼ |ξ | L, so it follows that∣∣Iε,κ321∣∣ ∫
|ξ−ξ0|>r/2
∣∣Dn∗(φεη1)(ξ)∣∣dξ  C |t|−nλd+(1−2b)n(m−2) ∫
|ξ−ξ0|>r/2
|ξ − ξ0|−2n dξ
 C ′|t|−nλd+(1−2b)n(m−2)r−n  C ′′|t|−νsd |x|−μsd ,
which suﬃces to yield∣∣Iε,κ32 ∣∣ C |t|−νsd |x|−μsd . (3.18)
Now combining (3.16) with (3.18), we obtain∣∣Iε3∣∣∑
κ
∣∣Iε,κ3 ∣∣ C |t|−νsd |x|−μsd . (3.19)
Note that λ = | xt |1/(m−1) > L/c3 (i.e. |t|−1|x| > (L/c3)m−1), thus if |t| 1, then from (3.19) it immediately follows that∣∣Iε3∣∣ C |t|−νsd |x|−μsd  C(|t|−1|x|)−μsd  C ′(1+ |t|−1|x|)−μsd .
If 0< |t| < 1, then when |t|−1/m|x| > 1, (3.19) gives again∣∣Iε3∣∣ C |t|−νsd |x|−μsd  C |t|− n+sdm (|t|− 1m |x|)−μsd  C ′|t|− n+sdm (1+ |t|− 1m |x|)−μsd ,
and when |t|−1/m|x| 1 (i.e. |x| |t|1/m), it directly follows that from the deﬁnition (3.2) of Iε3∣∣Iε3∣∣ C ∫
{|ξ |∼λ}
|ξ |d dξ  C ′λd+n  C ′|t|− n+dm  C ′|t|− n+sdm  C ′′|t|− n+sdm (1+ |t|− 1m |x|)−μsd .
Thus we have proved the desired estimate (3.14) from above discussions.
Finally, let us consider the case that there is not ξ0 in Ωκ3 such that∣∣∣∣∇ P (ξ0) + xt
∣∣∣∣ c4λb(m−2)r.
Clearly, it implies
inf
ξ∈Ωκ3
∣∣∣∣∇ P (ξ) + xt
∣∣∣∣ c4λb(m−2)r > 0.
Now choose ξ0 ∈ Ωκ3 such that∣∣∣∣∇ P (ξ0) + xt
∣∣∣∣ 2 inf
ξ∈Ωκ3
∣∣∣∣∇ P (ξ) + xt
∣∣∣∣.
Then ∣∣∣∣∇ P (ξ) + xt
∣∣∣∣ 13 ∣∣∇ P (ξ) − ∇ P (ξ0)∣∣,
and the above proof of Iε,κ3 also works for the case in the same way. Thus the whole proof of Lemma 3.3 is completed. 
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part of I(t, x) with critical points, i.e. these points satisfying equations ∇ P (ξ) + xt = 0 (may be not isolated in degenerate
cases). Especially, the assumption (2.1) is used to deduce the key inequalities (3.15) in above proof.
4. Applications for higher-order Schödinger operators
As an application of Theorem 2.4, in this section we will show that higher-order Schrödinger operator i P (D) + V (x, D)
generates a fractionally integrated group on Lp(Rn). For this, let us start with giving the deﬁnition of a fractionally integrated
group.
Let α  0. A densely deﬁned linear operator A on a Banach space X is called the generator of an α-times integrated
semigroup if there exists an exponentially bounded, strongly continuous family T (t) (t  0) of bounded linear operators
on X such that
(λ − A)−1x= λα
∞∫
0
e−λt T (t)xdt for large λ and x ∈ X . (4.1)
If A and −A both are generators of α-times integrated semigroups, A is called the generator of an α-times integrated group.
In view of our application, we need the following perturbation results of the fractionally integrated semigroup (see [22,
Theorem 5.1] and [30, Theorems 3.1, 3.3]). In particular, the second assertion in the following lemma is the special case of
Theorem 3.3(a) in [30], where the same conclusion can hold on a class of Banach spaces of Fourier type s ∈ [1,2].
Lemma 4.1. Let (A, D(A)) be the generator of an α-times integrated semigroup on X and let (B, D(B)) be a linear operator on X
such that D(A) ⊆ D(B) and there exist constants M,ω  0 such that ‖B(λ − A)−1‖  M < 1 for Reλ > ω. Then (A + B, D(A))
generates a β-times integrated semigroup on X, where β > α+1. Moreover, if X = Lp(Rn) (1< p < ∞), then in the case we can take
β > α +max{ 1p , 1p′ }.
In the sequel, we consider the higher-order Schödinger operator of the form:
i P (D) + V (x, D) := i P (D) +
k∑
j=1
h j(x)Q j(D), (4.2)
where P (ξ) is a real elliptic polynomial of order m in Rn where n  2. For each 1 j  k, h j(x) is an (or complex value)
measurable function on Rn and Q j(ξ) belongs to symbol class Sm j (Rn) (see Section 2) for mj  0. Of course, Q j(D) can be
a partial differential operator of order mj if mj is a positive integer.
When V (x, D) ≡ 0, it was well known that the elliptic operator i P (D) (even any general elliptic operator) generates an
α-times integrated semigroup T (t) on Lp(Rn) for α  n| 12 − 1p | and 1 < p < ∞ (see [23,42]). Hence, when V (x, D) = 0, in
order to show that i P (D)+ V (x, D) in Lp(Rn) generates a fractionally integrated semigroup, we shall use V (x, D) to perturb
i P (D) in view of Lemma 4.1. For this, we need establish the Lp–Lq estimates of the operator 〈D〉d(λ − i P (D))−1 where
Reλ = 0 and
〈D〉d(λ − i P (D))−1u0 = F−1(〈ξ〉d(λ − i P (ξ))−1û0), u0 ∈ S(Rn). (4.3)
Now set

b,d =b,d ∩ {(1/p,1/q); 1/p − 1/q < (m− sd)/n} (4.4)
and
b = sup
{
d; 
b,d = ∅, 0 d 12n(m− 2)(2b − 1)
}
. (4.5)
In particular, if b = 1, then we have 1 =m− 2.
Theorem 4.2. If P satisﬁes the condition (Hb) for some b ∈ [ 12 ,1], 0 d < b and sd = d + (1 − b)n(m − 2), then for any Reλ = 0
we have∥∥〈D〉d(λ − i P (D))−1∥∥Lp–Lq  C |Reλ|−1(|Reλ|−n| 1q − 1p′ | + |Reλ| nm ( 1p − 1q )+ sdm ), (4.6)
where ( 1 , 1 ) ∈ 
b,d\{(1, 1 ), ( 1′ ,0)}, and δ = δ(b,d) is deﬁned in (2.10).p q δ δ
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〈D〉d(λ − i P (D))−1u0 = ∞∫
0
e−λt〈D〉deit P (D)u0 dt for u0 ∈ S
(
Rn
)
.
Therefore, for each ( 1p ,
1
q ) ∈ 
b,d\{(1, 1δ ), ( 1δ′ ,0)}, it follows from Theorem 2.4 that
∥∥〈D〉d(λ − i P (D))−1∥∥Lp–Lq  C
∞∫
0
e−(Reλ)t
(
t
n| 1q − 1p′ | + t nm ( 1q − 1p )−
sd
m
)
dt  C |Reλ|−1(|Reλ|−n| 1q − 1p′ | + |Reλ| nm ( 1p − 1q )+ sdm ).
When Reλ < 0, we notice that
〈D〉d(λ − i P (D))−1u0 = ∞∫
0
eλt〈D〉de−it P (D)u0 dt for u0 ∈ S
(
Rn
)
,
and the desired result also similarly holds. 
Corresponding to Corollary 2.6, one also gets the following consequence immediately.
Corollary 4.3. If P is nondegenerate and 0 d < 1 =m− 2, then for any Reλ = 0, we have∥∥〈D〉d(λ − i P (D))−1∥∥Lp–Lq  C |Reλ|−1(|Reλ|−n| 1q − 1p′ | + |Reλ| nm ( 1p − 1q )+ dm ), (4.7)
where ( 1p ,
1
q ) ∈ 
b,d \ {(1, 1δ ), ( 1δ′ ,0)}.
Now we are in a position to state the main results in this section. For 1  p  τ , denote by Λ(p,b,d) the following
subset of [1,∞]:
Λ(p,b,d) =
{
r; 1
r
= 1
p
− 1
q
,
(
1
p
,
1
q
)
∈ 
b,d
}
, (4.8)
where τ = τ (b,d) and 
b,d are deﬁned in (2.11) and (4.4), respectively.
Theorem 4.4. Let P satisfy the condition (Hb) for some b ∈ [ 12 ,1], and 0 d < b, where b is deﬁned in (4.5) and V (x, D) is deﬁned
in (4.2).
(a) If h j ∈ Lr j (Rn) with r j ∈ Λ(p,b,d) for some 1< p  τ , and deg(Q j(D)) =mj  d ( j = 1,2, . . . ,k), then the operator
L(x, D) = i P (D) + V (x, D)
generates a β-times integrated group on Lp(Rn) for any β > n| 12 − 1p | + 1p .
(b) If h j ∈ Lr j (Rn) with r j ∈ Λ(p′,b,d) for some τ ′  p < ∞, and deg(Q j(D)) =mj  d ( j = 1,2, . . . ,k), then the dual operator
L¯∗(x, D) generates a β-times integrated group on Lp(Rn) for any β > n| 12 − 1p | + 1p′ .
Proof. Since i P (D)+ V (x, D) and −(i P (D)+ V (x, D)) satisfy the same assumptions, it suﬃces to show that i P (D)+ V (x, D)
generates a β-times integrated semigroup on Lp(Rn).
We ﬁrst consider the case 1 < p  τ . Let 1q j = 1p − 1r j ( j = 1,2, . . . ,k). Then r j ∈ Λ(p,b,d) implies (1/p,1/q j) ∈ 
b,d
by (4.8). So we obtain by Theorem 4.2 and Hölder’s inequality that
∥∥V (x, D)(λ − i P (D))−1∥∥Lp–Lp  k∑
j=1
‖h j‖Lq j –Lp
∥∥Q j(D)(λ − i P (D))−1∥∥Lp–Lq j

k∑
j=1
(‖h j‖Lr j ∥∥Q j(D)〈D〉−d∥∥Lp–Lp∥∥〈D〉d(λ − i P (D))−1∥∥Lp–Lq j )
 C
k∑(|Reλ|−n| 1q − 1p′ |−1 + |Reλ| nmr j + sdm −1),j=1
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by (4.4)
n
mr j
+ sd
m
− 1< 0, j = 1,2, . . . ,k,
thus there exists ω 1 such that∥∥V (x, D)(λ − i P (D))−1∥∥Lp–Lp  1/2 for Reλ > ω.
Consequently, by Lemma 4.1 and the fact that i P (D) generates an α-times integrated semigroup on Lp(Rn) for α  n| 12 − 1p |,
it follows that i P (D) + V (x, D) generates a β-times integrated semigroup on Lp(Rn) for β > n| 12 − 1p | + 1p .
Next, let us consider the case τ ′  p < ∞. From the proof of (a), it is easy to see that L¯(x, D) = −i P (D) + V (x, D) is
densely deﬁned on Lp
′
(Rn). Thus, its dual operator L¯∗(x, D) exists and is also densely deﬁned on Lp(Rn). Since s j ∈ Λp′ and
n
∣∣∣∣12 − 1p
∣∣∣∣= n∣∣∣∣12 − 1p′
∣∣∣∣,
it follows that L¯(x, D) generates a β-times integrated semigroup on Lp
′
(Rn). Thus by a dual argument we can obtain the
desired conclusion for L¯∗(x, D) on Lp(Rn). Hence we have completed the proof of Theorem 4.4. 
If P is nondegenerate (i.e. b = 1), then we have
τ = τ (1,d) = 2n(m− 2)
n(m− 2) + 2d ,
and 1 =m− 2. Let Λ(p,d) = Λ(p,1,d) for 0 d <m− 2. Then from Theorem 4.4(a) it follows that:
Corollary 4.5. Let P be nondegenerate, 0  d < m − 2 and p ∈ (1, 2n(m−2)n(m−2)+2d ]. If function hα ∈ Lrα (Rn) for all |α|  d where rα ∈
Λ(p,d), then the operator
L(x, D) = i P (D) +
∑
|α|d
hα(x)D
α
generates a β-times integrated group on Lp(Rn) for any β > n| 12 − 1p | + 1p .
Remark 4.6. Comparing with the conclusions of Theorem 3.3 and Corollary 3.5 in [41], Theorem 4.4 and Corollary 4.5 in this
paper have some improvements in two ways. Firstly, here the perturbed operator V (x, D) can be a differential operator, not
just a potential function V (x). Secondly, with respect to the integrated semigroup’s times, here we have
β > n|1/2− 1/p| +max{1/p,1/p′},
rather than β > n|1/2− 1/p| + 1 in [41]. Clearly, this becomes better because for 1< p < ∞,
n|1/2− 1/p| + 1> n|1/2− 1/p| +max{1/p,1/p′}.
Finally, in order to obtain Lp–Lp estimates of the solution for Eq. (1.4), we use the deﬁnition of fractional powers by
van Neerven and Straub [33]. Let α0  0. If A is the generator of an α-times integrated group for every α > α0, then the
fractional powers (ω ± A)α are well deﬁned for large ω ∈ R and their domains all contain the dense subspace D(A[α]+1).
The following result is a consequence of Theorem 1.1 in [33] and Theorem 4.4(a) above.
Theorem 4.7. Suppose P , V , p and β satisfy the assumptions of Theorem 4.4(a). Then there exist constants C,ω > 0 such that for
every data
u0 ∈ D
((
ω + L(x, D))β)∩ D((ω − L(x, D))β),
Eq. (1.4) has a unique solution u ∈ C(R, Lp(Rn)) and∥∥u(t, ·)∥∥Lp  Ceω|t|∥∥(ω ± L(x, D))βu0∥∥Lp , t ∈ R,
where we choose + (resp. −) if t  0 (resp. < 0).
Acknowledgment
The authors would like to express their gratitude to the referee for his/her valuable comments and suggestions.
728 Y. Ding, X. Yao / J. Math. Anal. Appl. 356 (2009) 711–728References
[1] W. Arendt, Vector-valued Laplace transforms and Cauchy problems, Israel J. Math. 59 (1987) 327–352.
[2] M. Balabane, On the regularizing effect on Schrödinger type group, Ann. Inst. H. Poincaré 6 (1989) 1–14.
[3] M. Ben-Artzi, A. Devinatz, Local smoothing and convergence properties of Schrödinger type equations, J. Funct. Anal. 101 (1991) 231–254.
[4] M. Balabane, H.A. Emami-Rad, Smooth distribution group and Schrödinger equation in Lp , J. Math. Anal. Appl. 70 (1979) 61–71.
[5] M. Balabane, H.A. Emami-Rad, Lp estimates for Schrödinger evolution equations, Trans. Amer. Math. Soc. 292 (1985) 357–373.
[6] M. Ben-Artzi, H. Koch, J.-C. Saut, Dispersion estimates for fourth order Schrodinger equations, C. R. Math. Acad. Sci. Paris 330 (2000) 87–92.
[7] M. Ben-Artzi, H. Koch, J.-C. Saut, Dispersion estimates for third order equations in two dimensions, Comm. Partial Differential Equations 28 (2003)
1943–1974.
[8] J. Bruna, A. Nagel, S. Wainger, Convex hypersurfaces and Fourier transforms, Ann. of Math. 127 (1988) 333–365.
[9] J. Bourgain, Global Solutions for Nonlinear Schrödinger Equations, Amer. Math. Soc. Colloq. Publ., vol. 46, 1999.
[10] M. Ben-Artzi, J.-C. Saut, Uniform estimates for a class of oscillatory integrals and applications, Differential Integral Equations 12 (1999) 137–145.
[11] M. Ben-Artzi, F. Treves, Uniform estimates for a class of evolution equations, J. Funct. Anal. 120 (1994) 264–299.
[12] T. Cazenave, Semilinear Schrödinger Equations, Courant Lect. Notes Math., vol. 10, New York Univ., Courant Inst. Math. Sci., Amer. Math. Soc., 2003.
[13] H. Chihara, Smoothing effects of dispersive pseudo-differential equations, Comm. Partial Differential Equations 27 (2002) 1953–2002.
[14] P. Constantin, J.-C. Saut, Local smoothing properties of dispersive equations, J. Amer. Math. Soc. 1 (1988) 413–439.
[15] P. Constantin, J.-C. Saut, Local smoothing properties of Schrödinger equations, Indiana Univ. Math. J. 38 (1989) 791–810.
[16] S. Cui, Point-wise estimates for a class of oscillatory integrals and related Lp–Lq estimates, J. Fourier Anal. Appl. 11 (2005) 441–457.
[17] S. Cui, Point-wise estimates for oscillatory integrals and related Lp–Lq estimates: Multi-dimensional cases, J. Fourier Anal. Appl. 12 (2006) 605–627.
[18] R. deLaubenfels, Existence Families, Functional Calculi and Evolution Equation Equations, Lecture Notes in Math., vol. 1570, Springer-Verlag, Berlin,
1994.
[19] E.B. Davies, M.M.H. Pang, The Cauchy problem and a generalization of the Hille–Yosida theorem, Proc. Lond. Math. Soc. 55 (1987) 181–208.
[20] Y. Ding, X. Yao, Hp–Hq estimates for dispersive equations and related applications, preprint.
[21] L. Grafakos, Classical and Modern Fourier Analysis, Prentice Hall, New Jersey, 2003.
[22] M. Hieber, Integrated semigroups and differential operators on Lp , Dissertation, Tübingen, 1989.
[23] M. Hieber, Integrated semigroups and differential operators on Lp , Math. Ann. 291 (1991) 1–16.
[24] L. Hörmander, Estimates for translation invariant operators in Lp spaces, Acta Math. 104 (1960) 93–140.
[25] L. Hörmander, The Analysis of Linear Partial Differential Operators I–IV, Springer-Verlag, Berlin, 1983.
[26] T. Kato, On the Cauchy problem for the (generalized) Korteweg–de Vries equation, in: Studies in Applied Mathematics, in: Adv. in Math. Suppl. Stud.,
vol. 8, 1983, pp. 93–128.
[27] C.E. Kenig, G. Ponce, L. Vega, Oscillatory integrals and regularity of dispersive equations, Indiana Univ. Math. J. 40 (1991) 33–69.
[28] M. Keel, T. Tao, Endpoint Strichartz estimates, Amer. J. Math. 120 (1998) 360–413.
[29] J. Kim, X. Yao, Q. Zheng, Global estimates of fundamental solutions for higher-order Schrödinger equations with application, preprint.
[30] C. Kaiser, L. Weis, Perturbation theorems for a-times integrated semigroups, Arch. Math. 81 (2003) 215–228.
[31] A. Miyachi, On some singular Fourier multipliers, J. Fac. Sci. Univ. Tokyo 28 (1981) 267–315.
[32] A. Miyachi, On some estimates for the wave equation in Lp and Hp , J. Fac. Sci. Univ. Tokyo 27 (1980) 331–354.
[33] J. van Neerven, B. Straub, On the existence and growth of mild solutions of the abstract Cauchy problem for operators with polynomially bounded
resolvent, Houston J. Math. 24 (1998) 137–171.
[34] M.M.H. Pang, Resolvent estimates for Schrödinger operators in Lp(Rn) and the theory of exponentially bounded C-bounded semigroups, Semigroup
Forum 41 (1990) 97–114.
[35] W. Schlag, Dispersive estimates for Schrödinger operators: A survey, in: J. Bourgain, C.E. Kenig, S. Klainerman (Eds.), Ann. of Math. Stud., vol. 163, 2007,
pp. 255–285.
[36] M. Schechter, Spectra of Partial Differential Operators, 2nd ed., Elsevier Science Publishers B.V., Amsterdam, 1986.
[37] C.D. Sogge, Fourier Integrals in Classical Analysis, Cambridge Univ. Press, Cambridge, 1993.
[38] E.M. Stein, Singular Integrals and Differential Property of Functions, Princeton Univ. Press, New Jersey, 1970.
[39] E.M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals, Princeton Univ. Press, New Jersey, 1993.
[40] T. Tao, Nonlinear Dispersive Equations, Local and Global Analysis, CBMS Reg. Conf. Ser. Math., vol. 106, 2006.
[41] X. Yao, Q. Zheng, Oscillatory integer and Lp estimates for Schrödinger equations, J. Differential Equations 244 (2008) 741–752.
[42] Q. Zheng, Y. Li, Abstract parabolic systems and regularized semigroups, Paciﬁc J. Math. 182 (1998) 183–199.
[43] Q. Zheng, X. Yao, D. Fan, Convex hypersurfaces and Lp estimates for Schrödinger equations, J. Funct. Anal. 208 (2004) 122–139.
