Discriminant analysis for repeated measures data: a review by Lisa Lix
www.frontiersin.org September 2010 | Volume 1 | Article 146 | 1
Review ARticle
published: 09 September 2010
doi: 10.3389/fpsyg.2010.00146
Discriminant analysis for repeated measures data: a review
Lisa M. Lix* and Tolulope T. Sajobi
School of Public Health, University of Saskatchewan, Saskatoon, SK, Canada
Discriminant analysis (DA) encompasses procedures for classifying observations into groups 
(i.e., predictive discriminative analysis) and describing the relative importance of variables for 
distinguishing amongst groups (i.e., descriptive discriminative analysis). In recent years, a 
number of developments have occurred in DA procedures for the analysis of data from repeated 
measures designs. Specifically, DA procedures have been developed for repeated measures 
data characterized by missing observations and/or unbalanced measurement occasions, as 
well as high-dimensional data in which measurements are collected repeatedly on two or more 
variables. This paper reviews the literature on DA procedures for univariate and multivariate 
repeated measures data, focusing on covariance pattern and linear mixed-effects models. 
A numeric example illustrates their implementation using SAS software.
Keywords: repeated measures, longitudinal, multivariate, classification, missing data
Edited by:
D. Betsy Mccoach, University of 
Connecticut, USA
Reviewed by:
Anne C. Black, Yale University School of 
Medicine, USA
Scott J. Peters, University of Wisconsin 
White Water, USA
Jeffrey Harring, University of Maryland 
College Park, USA
James Stamey, Baylor University, USA
*Correspondence:
Lisa M. Lix, School of Public Health, 
University of Saskatchewan, 107 
Wiggins Road, Saskatoon, SK S7N 
5E5, Canada.
e-mail: lisa.lix@usask.ca
Timm, 2002; Tabachnick and Fidell, 2007) as well as DA textbooks 
(McLachlan, 1992; Huberty and Olejnik, 2006) provide little, if 
any, discussion about procedures for repeated measures designs, 
in which study participants provide responses at two or more 
measurement occasions. Repeated measures designs arise in many 
disciplines, including social and behavioral science disciplines. A 
review of DA procedures for repeated measures data is therefore 
timely given that a number of developments have occurred in 
procedures for data characterized by missing observations and/
or unbalanced measurement occasions and high-dimensional 
data in which measurements are collected repeatedly on two or 
more variables.
The purpose of this manuscript is to (a) provide examples of 
the types of research problems to which repeated measures DA 
procedures can be applied, (b) describe several repeated measures 
DA procedures, focusing on those based on covariance pattern 
and linear mixed-effects regression models, and (c) illustrate the 
implementation of these procedures.
StatiStical conceptS in Da
Let y
ij
 be a q × 1 vector of observed measurements on q variables 
in a training dataset, in which group membership is known, for 
the ith study participant (i = 1,..., n
j
) in the jth group (j = 1, 2). 
While this manuscript focuses on the analysis of two-group designs, 
the procedures have been generalized to multi-group problems 
(McLachlan, 1992; Huberty and Olejnik, 2006). It is assumed that 
y
ij 
∼ N
q
(μ
j
, Σ
j
), where μ
j
 and Σ
j
 are the population mean vector and 
covariance matrix for the jth group and are estimated by µˆ jand 
ˆ ,Σ j  respectively.
The linear DA classification rule is: Assign the ijth study par-
ticipant to group 1 if
λ µ > π
π
y y aij ij( ) = − +( )


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
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introDuction
Linear discriminant analysis (DA), first introduced by Fisher 
(1936) and discussed in detail by Huberty and Olejnik (2006), is 
a multivariate technique to classify study participants into groups 
(predictive discriminant analysis; PDA) and/or describe group dif-
ferences (descriptive discriminant analysis; DDA). DA is widely 
used in applied psychological research to develop accurate and 
efficient classification rules and to assess the relative importance 
of variables for discriminating between groups.
To illustrate, consider the study of Onur et al. (2007). The 
authors investigated clinical measures to distinguish patients with 
respiratory panic disorder from patients with non-respiratory panic 
disorder. The authors developed a classification rule in a training 
dataset, that is, in a sample of patients with panic disorder (N = 124) 
in which patients with the respiratory subtype (n
1
 = 79) could be 
identified. Data were collected for all patients on eight measures 
of panic-agoraphobia spectrum symptoms and traits. Using PDA, 
a classification rule was developed with these eight measures; the 
rule accurately assigned 86.1% of patients to the correct subtype. 
DDA results showed that four of the domains were most important 
for discriminating between patients with and without respiratory 
panic disorder. The rule developed in the training dataset is used 
to classify new patients with panic disorder into subtype groups in 
order to “tailor more specific treatment targets” (p. 485).
Discriminant analysis has been applied to a diverse range of 
studies within the psychology discipline. For example, in neuropsy-
chology it has been used to distinguish children with autism from 
healthy controls (Williams et al., 2006), in educational psychology 
it has been applied in studies about intellectually gifted students 
(Pyryt, 2004), and in clinical psychology it has been applied in 
addictions research (Corcos et al., 2008). Sherry (2006) discusses 
some applications in counseling psychology.
Discriminant analysis is usually applied to multivariate 
problems in which data are collected at a single point in time. 
Multivariate textbooks that include sections on DA (Rencher, 2002; 
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as role overload and relationship deprivation. All variables were 
collected at two measurement occasions. Measures of change over 
time, as well as some of the baseline measurements, were used to 
develop the classification model using classical linear DA. A total 
of N = 205 study participants provided data at the baseline meas-
urement occasion. More than one quarter (28.2%) of participants 
dropped out of the study between the first and second measurement 
occasions; these individuals were excluded from the analysis.
A second example comes from the study of Rietveld et al. (2000). 
The researchers were interested in discriminating monozygotic 
from dizygotic twins using measures of twin similarity and con-
fusion collected at ages 6, 8, and 10 years. Self-report data on these 
measures were obtained from both mothers and fathers. Classical 
linear DA was used to construct a separate classification rule for 
each measurement occasion and for each parent, resulting in a total 
of six rules. The rules were used to describe differences in classifi-
cation accuracy over time and between parents. Loss to follow up 
was substantial. While 691 twin pairs were initially recruited into 
the study, by the third measurement occasion (i.e., age 10), moth-
ers’ evaluations were only available for 324 (46.9%) twin pairs and 
fathers’ evaluations were only available for 279 (40.4%) pairs. The 
classification rules were validated using a leave-one-out internal 
validation method.
de Coster et al. (2005) applied classical linear DA to develop 
a classification rule for first-time stroke patients using data col-
lected on the 17 items of the Hamilton Rating Scale for Depression 
(HAM-D) at 1, 3, 6, and 9-months post stroke. A total of 206 patients 
were classified as depressed or not depressed; the depression diag-
nosis was assigned based on the Structured Clinical Interview for 
the DSM-IV. The measurements collected prior to the diagnosis of 
depression were used to classify patients into groups using classi-
cal linear DA. The following HAM-D items were most important 
for discriminating between depressed and non-depressed patients: 
depressed mood, reduced appetite, thoughts of suicide, psychomo-
tor retardation, psychic anxiety, and fatigue. Loss to follow up was 
small (i.e., about 10%).
repeateD meaSureS Da
While the previous section illustrates the kinds of studies in which 
repeated measures DA procedures can be applied, the authors of 
these studies used the classical linear DA procedure instead. The 
application of classical linear DA to repeated measures data has been 
criticized for a number of reasons (Tomasko et al., 1999; Roy, 2006): 
(a) observations with missing values are removed from analysis via 
casewise deletion, (b) covariates are difficult to include, and (c) 
the classical DA procedure cannot be applied to high-dimensional 
data in which N is less than the product of the number of repeated 
measurements and the number of variables.
Research about repeated measures DA has primarily been under-
taken for PDA procedures, rather than DDA procedures. Early 
research about PDA focused on procedures based on the growth 
curve model (Azen and Afifi, 1972; Lee, 1982; Albert, 1983) as well 
as a stagewise discriminant, regression, discriminant (DRD) proce-
dure (Afifi et al., 1971). Under the latter procedure, DA is applied 
separately to the data from each measurement occasion. The dis-
criminant function coefficients estimated at each measurement 
occasion are then entered into a linear regression model and DA is 
else assign the study participant to group 2. In Eq. 1, T is the  transpose 
operator, ˆ ˆ ( ˆ ˆ )a = ∑ −−1 1 2µ µ , the estimate of the linear discriminant 
function, a, where
ˆ ( )
ˆ ( ) ˆ
.∑ = − ∑ + − ∑
+ −
n n
n n
1 1 2 2
1 2
1 1
2  
(2)
The parameters π
1
 and π
1
 are the a priori probabilities that 
observations belong to populations 1 and 2, respectively and may 
be estimated by,
ˆ ,π j N
=
nj
 
(3)
where N = n
1
 + n
2
. Standardized discriminant function coefficients 
are obtained by multiplying aˆ by a diagonal matrix of variable 
standard deviations. The relative importance of the variables for 
discriminating between groups can be assessed by the magnitude 
of the absolute value of these standardized coefficients, although 
other measures of relative importance have also been proposed 
(Huberty and Wisenbaker, 1992; Thomas, 1992).
The accuracy of the classification rule is described by the mis-
classification error rate (MER), the probability that an individual 
is incorrectly allocated to the jth population. The MER is estimated 
by the apparent error rate (APER; Rencher, 2002; Timm, 2002),
APER = − −N n n
N
11 22 ,
 
(4)
where n
11
 and n
22 
are the number of study participants correctly 
assigned to groups 1 and 2, respectively.
The group membership of a new study participant is predicted 
using the classification rule developed in the training dataset. 
However, prior to applying this rule to new data, the rule should be 
validated in order to assess its generalizability. Internal and external 
validation techniques are discussed in a number of sources, includ-
ing Timm (2002) and McLachlan (1992).
Papers that provide a more detailed introduction to the theory 
and application of classical linear DA include Huberty (1984) and 
Sherry (2006). A critical evaluation of the differences between DA 
and logistic regression, another method that is commonly applied 
to classification problems, is provided by Lei and Koehly (2003). In 
general, DA is preferred when its underlying derivational assump-
tions are satisfied because DA will have greater statistical power 
than logistic regression.
exampleS of potential applicationS of repeateD 
meaSureS Da
Repeated measures DA procedures are applied to data collected on 
multiple occasions for the same individual; often these data will 
arise in studies about development, maturation, or aging processes. 
Below, we discuss a number of examples of the kinds of studies in 
which repeated measures DA can be used.
Levesque et al. (2008) were interested in classifying husbands, 
who were care providers for functionally or cognitively impaired 
wives, into three psychological distress groups based on changes 
in exposure to stress over time. The variables in the study included 
objective stressors, such as wives’ functional impairment and mem-
ory and behavioral problems, as well as subjective stressors such 
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possible to specify a mean structure for the model, such as  assuming 
that the means remain constant over time (Roy and Khattree, 
2005a), which reduces the number of mean parameters to estimate 
and therefore may further improve classification accuracy.
Repeated measures DA based on the covariance pattern model 
for univariate repeated measures data is described by Roy and 
Khattree (2005a). Under a CS structure, the authors showed, via 
statistical proof, that the classification rule does not depend on Σ. 
That is, assign the lth subject to group 1 if
λ µ µyl lk
k
p
p( ) = ≥ 

=
∑ y
1
ˆ ˆ
1 2+
2
,
 
(6)
else, allocate to group 2. In Eq. 6, y
lk
 is the observation for the lth 
study participant on the kth repeated measurement, ˆ ˆµ µj kp jkp= ∑− =1 1  
and µˆ jk is the estimated mean for the jth group on the kth repeated 
measurement. By comparison, for an AR-1 structure the classifica-
tion rule depends on the correlation parameter, r, as well as the 
estimated group means.
Repeated measures DA based on the covariance pattern model 
have also been described for multivariate repeated measures data 
(Roy and Khattree, 2005b, 2007; Krzysko and Skorzybut, 2009). 
Briefly, the covariance matrix of the repeated measurements 
is assumed to have a Kronecker product structure, denoted by 
the notation Σ = Σ
p
⊗Σ
q
, where Σ
p
 is the covariance matrix of 
the repeated measurements and Σ
q
 is the covariance matrix of the 
variables. A Kronecker product structure assumes that the covari-
ance matrix of the repeated measurements is constant across all 
variables; adopting this structure results in a substantial reduction 
in the number of parameters to estimate. For example, with p = 4 
and q = 3, there are a total of 4(5)/2 + 3(4)/2 = 16 covariance param-
eters to estimate under a Kronecker product structure as compared 
to 12(13)/2 = 78 parameters to estimate when an unstructured 
covariance is assumed. Roy and Khattree (2005b) also describe 
models in which the multivariate mean vector is assumed to have 
a specific function form (i.e., constant mean) over time, although 
they do not investigate the effects of classification accuracy when 
the mean structure is misspecified.
Misspecification of the covariance structure in both univariate 
and multivariate repeated measures analyses may result in increased 
misclassification rates. The effects of misspecification are consid-
ered in a subsequent section of this manuscript. Graphic explora-
tion of the data, likelihood ratio tests, and penalized log-likelihood 
measures such as the Aikaike information criterion (AIC) have 
been recommended to guide the selection of a well-fitted model 
with an appropriate covariance structure (Roy, 2003; Fitzmaurice 
et al., 2004).
linear mixeD-effectS moDel
For univariate repeated measures data, the linear mixed-effects 
model is
y X Z dl l l l l= + +β ε , (7)
where β is the k × 1 vector of fixed effect parameters, X
l
 is the p × k 
matrix of corresponding covariates, and Z
l
 is the p × s design matrix 
associated with the s × 1 vector of subject-specific random effects 
applied to the slope and intercept coefficients from this regression 
model. In terms of DDA procedures, Albert and Kshirsagar (1993) 
developed two procedures for univariate repeated measures data, 
which are used to evaluate the relative importance of the meas-
urement occasions for discriminating amongst groups. The first 
procedure is based on repeated measures multivariate analysis of 
variance (MANOVA) while the second procedure is based on the 
growth curve model of Potthoff and Roy (1964).
To introduce DA procedures for repeated measures data, denote 
y
l
 (l = 1,…, N) as the vector of observations for the lth study par-
ticipant, where the first n
j
 observation vectors are for participants in 
group 1 and the remaining observation vectors are for individuals 
in group 2. In the case of univariate repeated measures data, that 
is, data that are collected on multiple measurement occasions for 
a single variable, y
l
 has dimension p
l
 × 1, where p
l
 is the number 
of measurement occasions for the lth individual. In multivariate 
repeated measures data, that is, data that are collected on multiple 
measurement occasions for two or more variables, y
l
 has dimen-
sion qp
l
 × 1, where q is the number of variables. For simplicity, all 
procedures will be described for the case p
l
 = p.
the covariance pattern moDel
The covariance pattern model was originally proposed by Jenrich 
and Schluchter (1986). For univariate repeated measures data, the 
model is given by
yl l l= β εX + ,  (5)
where β is the k × 1 vector of parameters to be estimated, X
l 
is the 
p × k design matrix that defines groups membership, and ε
l
 ∼ N
p 
(0, Σ). Group means are computed from estimates of the fixed-
effects parameters, that is, ˆ ( ) ˆµ βl l l= =E y X . This model assumes 
Σ has a functional form such as compound symmetric (CS) or 
first-order autoregressive (AR-1). The CS covariance structure 
assumes equal correlation between pairs of measurement occa-
sions and constant variance across the occasions. The assumption 
of equi-correlation, regardless of the time lag between measure-
ment occasions, may not be realistic in data collected over time, 
where the magnitude of correlation often decreases as the time lag 
between measurement occasions increases. The AR-1 covariance 
structure assumes the correlation between pairs of measurement 
occasions decays over time but the variance remains constant across 
the occasions (Fitzmaurice et al., 2004). By assuming a functional 
form for Σ, the number of variance and covariance parameters to 
estimate is reduced, which may result in improved classification 
accuracy and is advantageous to ensure the data are not overfit 
when total sample size is small relative to the number of meas-
urement occasions. For example, in a study with p = 4 repeated 
measurements, there are p(p + 1)/2 = 4(5)/2 = 10 parameters to 
estimate when Σ is unstructured as compared to two parameters 
to estimate (one correlation and one variance) when a CS or AR-1 
structure is assumed.
Repeated measures DA procedures based on the covariance pat-
tern model can accommodate time-invariant covariates, that is, 
explanatory variables that do not change across the measurement 
occasions (Fitzmaurice et al., 2004). The inclusion of covariates in 
the model may help to improve classification accuracy. As well, it is 
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The effect of missing data on classification accuracy was  studied 
by Roy (2006). She compared the accuracy of a classification 
procedure based on the multivariate mixed-effects model to the 
accuracy of a non-parametric classification procedure that used 
a multiple imputation method to fill in the missing observations. 
The assumption underlying both models is that the data are miss-
ing at random (MAR; Little and Rubin, 1987). She found that the 
APER for the mixed-effects procedure was less than the median 
error rate for the procedure based on the multiple imputation 
method. Roy suggested that because the multiple imputation 
method introduces noise into the data, it may not always be the 
optimal method to use.
implementing repeateD meaSureS Da
Covariance pattern models and mixed-effects models can be fit 
to univariate and multivariate repeated measures data using the 
MIXED procedure in SAS (SAS Institute Inc., 2008). These models 
have been described in several sources (Singer, 1998; Littell et al., 
2000; Thiebaut et al., 2002). Covariance pattern models are speci-
fied using a REPEATED statement to identify the repeated meas-
urements and define a functional form for the covariance matrix. 
Mixed-effects models are specified using a RANDOM statement 
to identify one or more subject-specific effects; a REPEATED 
statement may also be included to define a functional form for 
the covariance matrix of the residuals. In multivariate repeated 
measures data, the MIXED procedure can also be used to specify 
a Kronecker product structure for the covariance matrix. However, 
the MIXED statement is limited to specifying Σ
p
 as unstructured, 
AR-1, or CS, and Σ
q
 as unstructured. The parameter estimates and 
covariances are extracted from the MIXED output using ODS 
output and the classification rule is defined to calculate the APER. 
This last step can be completed using programming software such 
as SAS/IML.
To illustrate, we use a numeric example based on the dataset 
described by Nunez-Anton and Woodworth (1994), which consists 
of the percent correct scores on a sentence test administered to two 
groups of study participants wearing different hearing implants1. 
The purpose of the analysis is to develop a classification rule to 
distinguish between the two type of implants. All study partici-
pants were deaf prior to connection of the implants. Data are avail-
able for 19 participants in group 1 and 16 participants in group 2, 
and measurements were obtained at 1, 9, 18, and 30 months after 
connection of the implants. A total of 14 study participants had 
complete data at all four measurement occasions. The pattern of 
missing data is intermittent. For this analysis we assume that the 
data follow a multivariate normal distribution and also that the 
missing observations are MAR (Little and Rubin, 1987).
Table 1 provides information about the number of complete 
observations, means, and standard deviations for each measure-
ment occasions for the two groups. The raw data are provided in 
“Example dataset for repeated measures discriminant analysis” in 
Appendix, along with the SAS code to define the dataset, audio.
d
l
. The error vector ε
l
 ∼ N
p
(0, U
l
) and the random effects vector 
d
l
 ∼ N
s
(0, G
l
) are assumed to be independent. The subject-specific 
covariance matrix is defined as
Σ =l l lZ G Z Ul lT + .  (8)
A repeated measures DA procedure based on the mixed-effects 
model was first proposed by Choi (1972). Subsequently, Tomasko 
et al. (1999) developed procedures that assume various covariance 
structures (such as CS and AR-1) for U, the covariance matrix of the 
residual errors; the application of these procedures was illustrated 
by Wernecke et al. (2004). The classification rule is: Assign the lth 
study participant to group 1 if
λ µ µ µ µy yl l l l l( ) = − ( )


−( ) > 

−1
2 2
1
1 2
ˆ ˆ ˆ ˆ ˆ ln
ˆ
ˆ1
T
l l+ Σ
π
π
2
1 
,
 
(9)
else, assign the participant to group 2. In Eq. 9, µˆ jlis the lth subject-
specific mean for the jth group. Maximum likelihood methods are 
used to estimate µˆ jl and Σˆ−1. A strength of DA based on the linear 
mixed-effects model is that both time-varying and time-invariant 
covariates can be accommodated in the model; covariate infor-
mation may help to reduce misclassification error. Moreover, this 
model can accommodate an unequal number of measurements 
per individual.
Gupta (1986) extended Choi’s (1972) methodology to develop 
DA procedures based on the linear mixed-effects model for mul-
tivariate repeated measures data. Roy (2006) proposed a classifi-
cation procedure for incomplete multivariate repeated measures 
data based on the multivariate linear mixed-effects model that 
assumes a Kronecker product structure for the covariance matrix 
of the residual errors. Marshall et al. (2009) developed classification 
procedures based on the bivariate non-linear mixed-effects model 
that assumes a Kronecker product structure for the residual error 
covariance matrix.
compariSonS amongSt proceDureS
Research about the performance of different repeated measures 
DA procedures has been limited. Roy and Khattree (2005a, 2007) 
used simulation techniques to compare procedures based on differ-
ent covariance structures for univariate and multivariate repeated 
measures data. They found that for univariate repeated measures 
data, the average APER for a procedure based on an unstructured 
covariance was larger than the APER for procedures based on CS 
and AR-1 structures, regardless of the form of the population 
covariance. However, for multivariate repeated measures data, 
a misspecified Kronecker product covariance structure resulted 
in a higher APER than a correctly specified Kronecker product 
covariance structure. One study that investigated DA procedures 
based on the mixed-effects model (Tomasko et al., 1999) found that 
when sample size was small, procedures that specified a specific 
covariance structure for the residual errors generally had lower 
APERs than a procedure that adopted an unstructured covariance. 
However, for moderate to large sample sizes, the increase in clas-
sification accuracy was often negligible. None of the comparative 
studies that have been conducted to date have investigated the effect 
of a misspecified mean structure on the APER.
1In the dataset reported by Nunez-Anton and Woodworth (1994), there was no si-
gnificant difference between the two groups. Therefore, the original observations 
were modified to ensure a difference exists. We maintained the same number of 
study participants and pattern of missing data as in the original dataset.
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The dataset audio_long1 converts the data into a person-period 
format and in audio_long, we create new variables called timeg 
(interaction) and int (model intercept). The MIXED syntax speci-
fies the use of maximum likelihood estimation and  implements a 
model containing the fixed effects of time, group, and their inter-
action. The RANDOM statement specifies a random intercept 
and requests the estimated covariance matrix for subject 1. The 
REPEATED statement specifies an AR-1 structure for the residual 
errors. The ODS statement indicates that Σˆ1will be output to a new 
dataset named vmat, while the fixed-effects parameters are out-
put to the dataset parms_mat. Two additional models were fit to 
these data (syntax not shown), to identify a well-fitting model for 
these data. One model included a random intercept and random 
slope, and the second included the quadratic term for time as an 
additional model covariate. The former did not result in improved 
model fit, as judged by the AIC, and the latter resulted in problems 
with estimation of the covariance parameters. “Illustration of 
SAS syntax to implement discriminant analysis procedures based 
on mixed-effects and covariance structure models” in Appendix 
provides example code used to extract the ODS output into SAS/
IML to implement the linear classification rule.
Fit statistics and APERs are provided in Table 2 for three models, 
to illustrate the effect of modifying the covariance structure on clas-
sification accuracy. Overall, the model with an unstructured covari-
ance had the lowest value of the AIC and also resulted in the lowest 
APER. While no guidelines exist about acceptable magnitude of the 
APER, it is possible to test for differences in APER values across 
models (Lachenbruch and Mickey, 1968; McLachlan, 1992).
Example syntax is provided in “Illustration of SAS syntax to 
implement discriminant analysis procedures based on mixed-
effects and covariance structure models” in Appendix that could 
be used to fit both a CS and AR-1 covariance pattern to these 
data. Given that the covariance pattern model is only applicable 
to datasets with complete observations, this syntax is provided for 
illustration purposes.
DiScuSSion
While research about repeated measures DA spans more than a 
30-year period, there have been a number of recent developments 
in PDA procedures based on covariance pattern and mixed-effects 
models for univariate and multivariate repeated measures data. 
These developments provide applied researchers with a number of 
options to develop accurate and efficient classification rules when 
data are collected repeatedly on the same subjects. Several of these 
First we define the SAS syntax for classical linear DA. This syntax 
specifies a pooled covariance matrix, assumes a normal distribution 
of responses, and adopts a priori probabilities that are proportional 
to group sizes.
proc discrim data=audio method=normal pool = yes;
 class group;
 priors proportional;
 var month1 month9 month18 month30;
run;
Using this code, APER = 20.2%. However, this error rate does 
not take into account the 21 study participants who were excluded 
from the analysis because of one or more missing observations and 
therefore could not be classified.
A repeated measures DA procedure based on a mixed-effects 
model is an appropriate choice for these data given that there are 
an unequal number of measurements for study participants. A 
model with an AR-1 covariance structure is implemented using 
the following SAS syntax.
data audio_long1;
 set audio;
 time=1; y=month1; output;
 time=9; y=month9; output;
 time=18; y=month18; output;
 time=30; y=month30; output;
 drop month1 month9 month18 month30;
run;
data audio_long; set audio_long1;
 int=1;
 timeg=time*group;
run;
proc sort data=audio_long;
 by id;
run;
proc mixed data=audio_long method=ml;
 class id group;
 model y=time group time*group/ solution;
 random intercept / subject=id v=1 solution;
 repeated / type=ar(1) subject=id;
 ods output v=vmat solutionf=parms_mat;
run;
Table 1 | Means and standard deviations for percent correct sentence 
test scores in two cochlear implant groups.
 Month 1 Month 9 Month 18 Month 30
GrouP 1
n1 16 19 14 9
µˆ1 29.3 39.3 42.9 43.1
SD 18.5 18.2 16.2 16.8
GrouP 2
n2 15 16 12 9
µˆ2 41.6 60.6 69.5 77.8
SD 26.4 21.7 22.0 15.9
SD = standard deviation. 
Table 2 | Fit statistics and apparent error rates (APEr) for the mixed-
effects model with three covariance structures.
Structure of Σˆl AIC n11 n22 APER (%)
AR-1 877.2 12 12 31.4
CS 886.2 12 13 28.6
UN 876.3 14 16 14.3
AR-1, first-order autoregressive; CS, compound symmetric; UN, unstructured; 
AIC, Aikake Information Criterion; n11 and n22 are the number of study participants 
correctly classified to groups 1 and 2, respectively; APER = apparent error rate.
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appenDix
example DataSet for repeateD meaSureS DiScriminant 
analySiS
Id group month1 month9 month18 month30
1 1 28 33 47 59
2 1 . 13 21 26
3 1 50 46 . .
4 1 13 30 42 .
5 1 43 61 67 .
6 1 . 59 57 61
7 1 21 38 . .
8 1 . 10 20 31
9 1 14 35 37 44
10 1 16 33 45 52
11 1 31 50 43 62
12 1 4 11 14 15
13 1 0 18 35 38
14 1 50 55 59 .
15 1 38 59 61 .
16 1 67 68 . .
17 1 46 58 52 .
18 1 25 42 . .
19 1 22 27 . .
20 2 33 66 . .
21 2 18 72 89 93
22 2 68 86 87 89
23 2 55 59 . .
24 2 . 81 83 90
25 2 46 60 63 77
26 2 45 66 89 97
27 2 15 43 58 60
28 2 9 29 43 78
29 2 66 81 83 .
30 2 0 30 40 63
31 2 70 79 . .
32 2 41 48 70 .
33 2 89 91 97 .
34 2 53 60 . .
35 2 11 19 32 53
Missing observations are denoted by a period (.).
The SAS code used to define the dataset is:
  data audio;
  input id group month1 month9 month18 month30;
  cards;
illuStration of SaS Syntax to implement DiScriminant 
analySiS proceDureS baSeD on mixeD-effectS anD covariance 
Structure moDelS
Mixed-effects model
This SAS/IML syntax reads the SAS datasets from the ODS output 
(see section 5) for the MIXED procedure and demonstrates the 
application of the classification rule to the data for the first study 
participant.
proc iml;
 reset noname;
 use audio_long;
 read all var {id int time group timeg y} into 
   tempmat where (y>=0);
 use parms_mat;
 read all var {‘estimate’} into beta;
 beta1a=beta[1:3];
 beta1b=beta[5];
 beta1=beta1a//beta1b;
 use vmat;
 read all var {‘index’ ‘col1’ ‘col2’ ‘col3’ 
   ‘col4’} into vmat;
 ntot=35;
 n1=19;
 n2=16;
 discrim=j(ntot,1,.);
 count=j(ntot,1,.);
**this portion of the code applies the 
   classification rule to the data for subject 
   id=1**;
 subj=1;
 xmatss1=tempmat[1:4,2:5];
 xmatss2=xmatss1;
 xmatss2[,3]=0;
 ymatss=tempmat[1:4,6];
 vmatss=vmat[1:4,3:6];
 mu1=xmatss1*beta1;
 mu2=xmatss2*beta1;
 discrim[subj]=(ymatss-0.5*(mu1+mu2))`* 
   (inv(vmatss)*(mu1-mu2));
 print ‘Discriminant function for subject id=1’;
 print discrim[format=6.2];
 if discrim[subj]>=ln(n2/n1) then count[subj]=1;
 else count[subj]=0;
quit;
Covariance pattern model
This SAS/IML syntax applies the DA classification rule defined in 
Eq. 6, which is based on a CS covariance structure. It also applies a 
classification rule based on an AR-1 covariance structure. Unlike 
the previous analyses, neither of these models includes subject-
specific effects.
**DA BASED ON COVARIANCE PATTERN MODEL WITH CS 
   STRUCTURE**;
   proc iml;
   reset noname;
   use audio;
   read all var {month1 month9 month18 month30} 
     into y;
   p=4;
   n1=19;
   n2=16;
   nsum=n1+n2;
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   use cov;
   read all var {‘estimate’} into v;
   rho=v[1];
   n1=19;
   n2=16;
   nsum=n1+n2;
   p=4;
   dtot=j(nsum, 1,.);
   dtot2=j(nsum,1,.);
   do i=1 to nsum;
    dtot[i]=sum(z[i,]);
   end;
   do k=1 to nsum;
    dtot2[k]=sum(z[k,2:p-1]);
   end;
   mdtot=dtot/p;
   mdtot2=dtot2/(p-2);
   z1=z[1:n1,];
   z2=z[(n1+1):nsum,];
   zbar1=z1[+,]/n1;
   zbar2=z2[+,]/n2;
   zbar=zbar1//zbar2;
   zp=j(1,p,1);
   mu1=zp*(zbar1`)/p;
   mu2=zp*(zbar2`)/p;
   /**Allocation Rule****/
   zcount=0;
   zcount1=0;
   do ir=1 to nsum;
    if (p*mdtot[ir] - rho*(p-2)*mdtot2[ir])>= 
       (1/2)*(p - rho*(p-2))*(mu1+ mu2) then 
        zcount=zcount+1;
   end;
   do ir=1 to n1;
   if (p*mdtot[ir] - rho*(p-2)*mdtot2[ir])>= 
       (1/2)*(p - rho*(p-2))*(mu1+mu2) then 
       zcount1=zcount1+1;
   end;
   z1= n1 - zcount1;
   aper=(zcount - zcount1+ z1)*100/nsum;
   print ’APER’;
   print aper[format=6.2];
   quit;
   dsum=j(nsum,1,.);
   do i=1 to nsum;
    d1=sum(y[i,]);
    if i=1 then dsum=d1;
    else dsum=dsum//d1;
   end;
   y1=y[1:n1,];
   y2=y[(n1+1):nsum,];
   ybar1=y1[+,]/n1;
   ybar2=y2[+,]/n2;
   ybar=ybar1//ybar2;
   yp=j(1,p,1);
   mu1=yp*(ybar1`)/p;
   mu2=yp*(ybar2`)/p;
   d=j(nsum,1,.);
   countn=0;
   countn1=0;
   do t=1 to nsum;
    if dsum[t]>= (mu1+mu2)#p/2 then 
      countn=countn+1;
   end;
   do t=1 to n1;
    if dsum[t]>= (mu1+mu2)#p/2 then 
      countn1=countn1+1;
   end;
   a=n1 - countn1;
   aper=(countn - countn1+a)*100/nsum;
   print ‘APER’;
   print aper[format=6.2];
   quit;
**DA BASED ON COVARIANCE PATTERN MODEL WITH AR-1 
     STRUCTURE**;
   proc mixed data=audio_long method=ml;
   class id group;
   model y=time group time*group /solution;
   repeated/type=ar(1) subject=id;
   ods output covparms=cov;
   run;
   proc iml;
   reset noname;
   use audio;
   read all var {month1 month9 month18 month30} 
     into z;
