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Many biomolecular processes involve mechanical force-induced reactions in the cell, 
such as translocation, and mechanical stretching of biopolymers. Recent advances in 
single molecule manipulation techniques make it possible to apply mechanical force to 
individual biomolecules and study their dynamics. To gain molecular level understanding 
of these processes and to interpret the single-molecule experiments, we used Langevin 
dynamics simulations of coarse-grained biopolymer models.  
 Our result show that the mechanism of translocation of proteins through pores 
depends on the pore diameter, on the magnitude of the pulling force and on whether the 
force is applied at the N- or the C-terminus of the chain. In addition, the translocation 
kinetics of peptides varies with their stability. The mechanism of protein translocation is 
found to be different from that of a structureless polypeptide of the same length. We 
further showed that unfolding mechanism of translocation process is different from when 
the same protein is stretched between its C- and N-termini. 
 We also studied the mechanical and chemical/thermal denaturation of proteins. 
We observed that the free energy profile along the mechanical reaction coordinate and 
the chemical reaction coordinate are different. In our protein model, the mechanical and 
chemical/thermal denaturation cannot be simply explained in terms of a simple one-
dimensional free energy landscape. We further analyzed the spontaneous folding and 
 vii 
refolding under a constant force and found that refolding generally occurs via different 
mechanisms. Similarly, we investigated the protein unfolding/refolding under the applied 
force that varies with a constant loading rate. This study shows that unfolding/refolding 
pathways are generally similar for low loading/unloading rates while they become 
different for high loading/unloading rates.  
 Finally, we studied the dynamics of molecular friction knots formed by a pair of 
polymer strands. We examined different knot types, and different polymer sequences. 
Depending on the knot type and the nature of the polymer, we observed two different 
behaviors when the force F is exerted to separate the polymer strands. The knot between 
polymer strands can be strong (the time the knot stays tied increases with the force F 
applied to separate the strands) or weak ( decreases with increasing F). 
 viii 
Table of Contents 
Chapter 1. Introduction........................................................................................ 1 
1.1. Protein Translocation and Stretching.................................................... 1 
1.2. Single Molecule Manipulation Techniques .......................................... 4 
1.2.1. Atomic Force Microscopy (AFM) ........................................... 5 
1.2.2. Laser Optical Tweezer (LOT) .................................................. 6 
1.2.3. Single-Molecule Electrophoresis ............................................. 7 
1.3. Computer Simulations ......................................................................... 9 
1.3.1. All atom molecular dynamic simulations.................................. 9 
1.3.2. Coarse grained models ........................................................... 10 
1.4. Objective and Overview of Thesis...................................................... 11 
Chapter 2.  Exiting of -hairpin-forming Peptide Through a Cylindrical Tunnel 14 
2.1. Introduction ...................................................................................... 14 
2.2. Model and Methods ........................................................................... 15 
2.2.1. The protein model .................................................................. 15 
2.2.2. Simulation of the dynamics ................................................... 19 
2.2.3. Free energy calculations ......................................................... 19 
2.3. Results ............................................................................................... 20 
2.3.1. Thermodynamics of folding in the bulk and inside the tunnel . 20 
2.3.2. Free energy change in the course of translocation ................... 21 
A. Narrow tunnel (D = 3) ..................................................... 22 
B. Wide tunnel (D = 6) ......................................................... 26 
2.4. Discussion ........................................................................................ 28 
Chapter 3. Unfolding of a Protein Pulled Mechanically Through a Pore ........... 29 
3.1. Introduction ...................................................................................... 29 
3.2. Model and Methods ........................................................................... 31 
3.2.1. The protein model .................................................................. 31 
3.2.2. Simulating the protein dynamics ............................................ 32 
 ix 
3.2.3. Calculation of free energy profiles.......................................... 32 
3.3. Results ............................................................................................... 34 
3.3.1. Comparison of translocation and stretching ............................ 34 
3.3.2. The translocation time as a function of the pulling force ......... 43 
3.3.3. The pore size effect ................................................................ 41 
3.3.4. Comparison of translocation of the protein and a  
homopolymer .................................................................................. 44 
3.4. Discussion ........................................................................................ 47 
Chapter 4. Single Molecule Electrophoresis of -Hairpin Forming Peptides across   
-Hemolysin Pore ................................................................................... 47 
4.1. Introduction ...................................................................................... 47 
4.2. Model and Methods ........................................................................... 49 
4.2.1. The protein and the pore model .............................................. 49 
4.2.2. Simulating the protein dynamics ............................................ 51 
4.3. Results ............................................................................................... 52 
4.3.1. Electrical recordings of Translocation of -Hairpin Forming 
Peptides................................................................................... 52 
4.3.2. Langevin dynamics simulations of translocation of -Hairpin 
forming peptides...................................................................... 52 
4.3.3. Force dependence of probability distributions of the translocation 
times ....................................................................................... 56 
4.4. Discussion ........................................................................................ 60 
Chapter 5. Topography of the Free Energy Landscape Probed via Mechanical 
Unfolding of Proteins .............................................................................. 61 
5.1. Introduction ...................................................................................... 61 
5.2. Model and Methods ........................................................................... 67 
5.2.1. The protein model .................................................................. 67 
5.2.2. Simulating the protein dynamics............................................. 68 
5.2.3. Obtaining free energy profiles ............................................... 68 
5.3. Results ............................................................................................... 68 
5.3.1. Free energy profile along the mechanical reaction coordinate  
of single domain protein .................................................................. 68 
 x 
5.3.2. The free energy profile along a “chemical” reaction  
coordinate ....................................................................................... 73 
5.3.3. The kinetics of unfolding and refolding ................................. 76 
5.3.4. The free energy of a polyprotein chain ................................... 77 
5.4. Discussion ........................................................................................ 83 
Chapter 6. Hysteresis in the Mechanical Unfolding and Refolding of  Proteins . 86 
6.1. Introduction ...................................................................................... 86 
6.2. Model and Methods ........................................................................... 87 
6.2.1. The protein model .................................................................. 87 
6.2.2. Simulating the protein dynamics............................................. 87 
6.2.3. Pulling methods ..................................................................... 88 
6.3. Results ............................................................................................... 90 
6.3.1. The free energy landscape of protein G .................................. 90 
6.3.2. Details of the hysteresis curve ............................................... 91 
6.3.3. The effect of the loading rate ................................................. 93 
6.3.4. Force control vs. displacement control in loading .................. 95 
6.4. Discussion ........................................................................................ 97 
Chapter 7. Simulations of the untying of molecular friction knots between     
individual polymer strands ......................................................................102 
7.1. Introduction .....................................................................................102 
7.2. Polymer Model and Simulation Method ...........................................104 
7.3. Results ..............................................................................................106 
7.3.1. Dynamics of knot untying .....................................................106 
7.3.2. Effect of the polymer sequence and of the knot type on the    
untying time ..........................................................................107 
7.3.3. Effect of temperature on the untying time .............................108 
7.3.4. The tilted periodic potential model .......................................109 
7.4. Discussion .......................................................................................112 
 xi 
Chapter 8. Conclusion .....................................................................................113 
References .......................................................................................................117 
Vita   ...............................................................................................................129 
 xii 
List of Figures 
Figure 1.1: Polypeptide synthesis ...................................................................... 2 
Figure 1.2: Models of translocation process ...................................................... 3 
Figure 1.3: Schematic representation of AFM setup and stretching of Ig27      
domains .......................................................................................... 6 
Figure 1.4: Schematic representation of LOT setup and force-extension curve of 
RNase H protein.............................................................................. 7 
Figure 1.5: Typical electopheresis experiment setup and translocation of a      
peptide ........................................................................................... 8 
Figure 2.1: Native state of -hairpin forming peptide ...................................... 17 
Figure 2.2: The peptide and the cylindrical tunnel model ................................ 18 
Figure 2.3: Susceptibilty and heat capacity of the peptide in the bulk and inside     
the tunnel ...................................................................................... 21 
Figure 2.4: Energy change as a function of translocation coordinate for the narrow 
tunnel............................................................................................ 22 
Figure 2.5: Free energy profile at different points along the translocation          
coordinate ..................................................................................... 25 
Figure 2.6: Snapshots of typical peptide configurations observed at different     
points along the translocation coordinate....................................... 25 
Figure 2.7: Free energy change during translocation for the wide tunnel ........ 27 
Figure 3.1: The mechanical and the translocation reaction coordinates ........... 33 
Figure 3.2: Free energy change during stretching and the structures of intermediate  
states during stretching ................................................................. 37 
 xiii 
Figure 3.3: Free energy change during translocation when pulled from the N-end of 
the protein and the structures of intermediate states during translocation 
process .......................................................................................... 38 
Figure 3.4: Free energy change during translocation when pulled from the C-end of 
the protein and the structures of intermediate states during translocation 
process .......................................................................................... 39 
Figure 3.5: The unfolding barrier as a function of the pulling force applied to the N-
terminus and C-terminus .............................................................. 40 
Figure 3.6: Free energy change during translocation for different values of the pore 
diameter ....................................................................................... 41 
Figure 3.7: Free energy change during translocation for a bigger pore size and the 
structures of intermediate states .................................................... 43 
Figure 3.8: Comparison of the free energy, and the entropy of a protein and a 
homopolymer ............................................................................... 45 
Figure 4.1: The peptide and the pore model .................................................... 51 
Figure 4.2: Electrical recordings of the translocation times as a function of applied 
electrical force for -hairpin forming peptides of varying stability 53 
Figure 4.3: Langevin dynamics results of the translocation times as a function 
ofapplied force for -hairpin peptides of varying stability ............. 53 
Figure 4.4: Frequencies of translocation times for the peptides ....................... 55 
Figure 4.5: Frequencies of translocation times of a peptide for different values of 
applied force ................................................................................ 56 
Figure 4.6: The dependence of translocation time on the driving force ........... 59 
Figure 5.1: A cartoon of the often assumed dependence of the protein free energy  
on its extension ............................................................................ 62 
 xiv 
Figure 5.2: The native configuration of the ubiquitin domain ......................... 67 
Figure 5.3: Free energy as a function of extension at different temperatures ... 69 
Figure 5.4: Free energy in the presence of a force ........................................... 70 
Figure 5.5: Representative configurations and contact maps of intermediate states  
of unfolding ................................................................................. 71 
Figure 5.6: Two dimensional contour maps of free energy as a function of chemical 
and mechanical reaction coordinates ............................................ 74 
Figure 5.7: Slices of two dimensional free energy surface .............................. 75 
Figure 5.8: A typical refolding trajectory of spontenous refolding .................. 77 
Figure 5.9: Typical trajectories of refolding under force and mechanical unfolding 
..................................................................................................... 78 
Figure 5.10: Free energy of a polyprotein chain ............................................... 79 
Figure 6.1: The native state configuration of protein G and pulling method..... 88 
Figure 6.2: Two dimensional free energy of the protein G .............................. 91 
Figure 6.3: The force extension curves of the stretching and the relaxation and 
typical snapshots of configurations ............................................... 92 
Figure 6.4: Force extension curves and unfolding refolding pathways when pulling 
method 1 applied .......................................................................... 95 
Figure 6.5: Force extension curves and unfolding refolding pathways when pulling 
method 2 applied .......................................................................... 97 
Figure 6.6: Hypothetic one dimensional free energy profiles experienced by the 
proteins .......................................................................................100 
Figure 7.1: The square and the granny knot ...................................................103 
Figure 7.2: Snapshots of two polymer strands joined by square knot .............106 
 xv 
Figure 7.3: The average separation time as a function of the pulling force for 
different knot types and polymer sequences..................................107 
Figure 7.4: The average separation time as a function of pulling force at different 
temperatures ................................................................................108 
Figure 7.5: Periodic potential model ..............................................................110 













1.1. PROTEIN TRANSLOCATION AND STRETCHING  
Many cellular processes in biology involve translocation of biomolecules. Nucleic acid 
and protein translocation across channels or membranes, gene swapping through bacterial 
pili[1], translocation of nascent proteins inside the ribosomal tunnel [2-5], gene transfer 
by transduction [6], protein translocation across organelle [5, 7-9] and protein 
degradation by ATP- depended proteases[7, 10, 11] are only a few examples.  
 Most proteins are synthesized in the cytoplasm from nuclear encoded mRNAs in a 
process called translation, see Fig 1.1. mRNA contains the information and consists of  
codons that will encode specific amino acids. Eukaryotic translation begins when the 
small subunit of the ribosome attaches to the methylated cap found at the 5’end of the 
mRNA, eventually forming an initiation complex after the large ribosomal subunit 
joined. Polypeptide chain elongation starts from this complex. Another molecule, tRNA, 
that contains the anticodon complementary to the codon on the mRNA binds to the 
mRNA. The first tRNA occupies the P site and the second tRNA that is complementary 
to the second codon enters to the complex and occupies the A site. The amino acid on the 
P site of the tRNA is transferred to the A site amino acid and the first tRNA exits from 
the complex. This process continues as the ribosome moves along the mRNA until the 
stop codon is encountered. The nascent peptide that is synthesized this way moves 
through the ribosomal tunnel running through the large ribosomal subunit [3, 12-14].The 
crystal structure of H. marismortuio 50S ribosomal subunit has revealed that the length of 
the tunnel is 100 Å and its width D varies between 10 and 28 Å at different points along 
the tunnel[12]. This tunnel diameter is too narrow to accommodate any three-dimensional 
protein structure with an exception of alpha-helix[4] in its narrowest constriction. The 
tunnel diameters in other ribosomal systems are assumed to be similar. After exiting the 
ribosomal tunnel, folding takes place for some polypeptides but chaperone activity is 
observed outside the cytosol for others [2, 4, 15, 16]; implying that the polypeptides 
transverse the ribosome as unfolded or partially folded molecules. It is also expected that 
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the mechanism by which protein folds in the course of translocation would be different 
than the spontaneous folding [17].  
 
  
 Some polypeptides that exit the ribosome must be imported into the destined 
organelles such as mitochondria, endoplasmic reticulum and chloroplast, see Fig. 1.2. 
Proteins destined for transport into an organelle contain a signal sequence. This sequence 
binds to the passenger protein (chaperone) with ATP without affecting its folding[19].  It 
rather acts as a targeting mechanism to ensure that the protein is delivered to the proper 
organelle. Translocation takes place across the membrane channels with diameters that 
are too small to accommodate even a single domain protein in its folded state[7]. Thus, 
the protein must unfold. In the case of mitochondrial translocation, unfolding of the 
protein is induced by an electrical potential across the inner membrane because the 
targeting sequence and the membrane have opposite net charges[18]. A chaperone protein 
called mtHsp70 found in the inner membrane of mitochondria binds to the protein to be 
translocated and pulls it inside the membrane as it unfolds. The observed unfolding times 
in this translocation process are hundreds of times faster than spontaneous unfolding 
times. How does the mtHsp70 unfolding machinery works, how much force it generates 
and what is the mechanism by which proteins unfold during  translocation are some of 
Fig. 1.1A-B.  Polypeptide synthesis on ribosome (adapted from reference [18]). 
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the questions that have been studied both experimentally and theoretically [7, 10, 11, 20-
22].  In particular, single molecule techniques and computer simulations have provided a 
wealth of information about these processes.   
 
 
 Protein translocation is an example of an in vivo process that involves a 
mechanical force. Many other examples exist. Biomolecules are often anchored in two or 
more locations and they are exposed to mechanical stretching that is due to tissue strain 
or sometimes is exerted by molecular motors. The application of a mechanical force 
induces conformational transitions and regulates or changes the function of biomolecules 
such as polysaccahrides, DNA and proteins[24-28]. For example, the extracellular matrix 
Fig. 1.2.  Translocation mechanisms and pathways: (A)  General model of translocation 
(B) Cotranslational translocation into the endoplasmic reticulum (C) Mitochondrial 
protein import OM, outer membrane, IMS, intermembrane space, IM, inner membrane. 
(D) Chloroplast protein import (adapted from reference [23]). 
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(ECM) protein fibronectin contains tandem arrays of fibronectin type III domains. 
Experimental evidence suggests that[29] the force, transduced from the cell’s actin 
cytoskeleton to the ECM, unfolds some of the domains of fibronectin type III domains. 
The resulting structural changes of the RGD loop of the domains regulate the binding 
between fibronectin and integrin[27, 28, 30, 31] . Similiarly, integrins change their 
conformations under force[32] . Application of force, induces conformational transitions 
and by this way their binding site to the ligands changes; and so does the interaction 
between the protein and the ligand.  
 There are also a number of proteins that perform “load-bearing” functions in 
living organisms. Example include titin [33-37], tenascin [29], spectrin [38, 39], and 
spider silk proteins[40-42]. These proteins often exhibit a remarkable combination of 
high elasticity and mechanical strength. Therefore, studying how the mechanisms through 
which proteins respond to mechanical forces depend on their structure is likely to provide 
new insights into their biological function as well as lead to discovery of new biologically 
inspired materials.  
1.2. SINGLE MOLECULE MANIPULATION TECHNIQUES 
Single molecule experiments have become an increasingly popular tool for studying 
biomolecular phenomena, and in particular, mechanical processes involving 
biomolecules.  Examples of biological processes that have been studied through single-
molecule techniques include but are not limited to DNA stretching, translocation of RNA 
polymerase, myosin VI walking, protein translocation, protein unfolding and folding 
under mechanical force, RNA folding and unfolding, as well as enzyme activity 
(reviewed in ref. [43-45]). Single molecule experiments (SMEs) allow one to access 
biomolecular processes by tracking individual trajectories in real time. Traditional bulk 
methods, on the other hand, only give ensemble averages, which may or may not reflect 
the characteristics of any individual trajectory. Additionally, biochemical processes are 
often complex and occur through multiple steps, alternative pathways, and multiple 
intermediates; their presence is often difficult to infer from bulk experiments.  
 Single-molecule techniques also provide a direct link to time-dependent  
computer simulations of individual molecules, since the latter are inherently performed at 
the single-molecule level  
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 Three major experimental approaches have been developed for the investigation 
of protein translocation and folding/unfolding of proteins at the single-molecule level: (1) 
force spectroscopy, which is a direct application of force by using atomic force 
microscope (AFM), optical or magnetic tweezers; (2) electrophoresis which involves the 
movement of electrically charged molecules under the influence of an electric field; (3) 
single-molecule fluorescence spectroscopy, which involves the analysis of the 
fluorescence emission from individual, fluorescently labeled molecules. Particular 
attention in this thesis will be paid to the electrophoresis and force spectroscopy studies 
on biopoloymers.  
1.2.1. Atomic Force Microscopy (AFM) 
AFM was invented to image the topography of  metallic surfaces with an Angstrom 
resolution, yet it is widely applied in biology to exert and manipulate mechanical forces 
on biomoleculer systems. AFM is composed of a piezomotor surface, a cantilever and a 
laser photodetector, see Fig 1.3A. The surface and the tip of the cantilever are coated with 
molecules that can bind to the biopolymer to be stretched. As a result, two ends of the 
biopolymer are attached to the AFM. When the piezomotor surface is moved away from 
the cantilever with a constant velocity, the molecule is stretched. If the biopolymer resists 
to conformational changes, the cantilever tip retracts and the deflection of the tip is 
measured by the photodetector. Deviation of the cantilever away from equilibrium dx  is 
used to calculate the force acting on the molecule by dxkF s  where sk  is the stiffness 
of the cantilever and is typically in the range of 10-1000 pN/nm. This high stiffness 
makes spatial and force resolution to be poor in AFM experiments. This factor limits the 
use of AFM to study systems with strong interactions only [45]. Fig. 1.3B-C shows force 
extension curves of poly-protein I27 domains. As the distance between chain ends 
increases, the force increases due to the deflection on the cantilever. Upon the unfolding 
of a domain, restoring force drops down, generating a saw-tooth pattern on the force 





1.2.2. Laser Optical Tweezer (LOT) 
Laser optical tweezer utilizes radiation pressure to exert mechanical force (see Fig. 
1.4(A)). In the LOT experiments, the biopolymer is attached to DNA handles from the 
two ends. These handles are attached to beads such as polystyrene. The first bead is 
attached to a pipet tip which is moved with constant velocity by a piezoelectric actuator. 
The second bead is trapped by a focused laser beam. The displacement of the second 
bead from the trap center gives the effect of external force whose magnitude is linearly 
proportional to the magnitude of the bead displacement. Thus, conceptually LOT is 
identical to AFM with the major difference that the effective spring constant in LOT is in 
the range of 0.001-0.1pN/nm. This makes LOT very precise in weakly interacting 
systems but not for strong ones, since at high force LOT becomes insensitive to the 
change in extension [45]. Instead of pulling the substrate relative to a flexible force 
sensor, recent studies introduce a new technique called force clamp[47, 48]. In this 
technique, the force acting on the protein is controlled while extension is measured.  
Fig. 1.3. (A) Schematic representation of an AFM set up, (B) Stretching of I27 domains, 
(C) Force extension curves measured by deflection of cantilever. Red solid lines are the 
fits to Worm like Chain Model (WLC) (adopted from reference [46]). 
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1.2.3. Single-Molecule Electrophoresis  
It is possible to measure experimentally the time it takes for a polymer to get across a 
nanometer-sized pore. One technique (see, [50-52]) involves the use of an electric field to 
drive a charged biopolymer across a transmembrane protein channel pore such as  -
hemolysin (-HL) while simultaneously measuring the ionic current across the channel. 
Whenever a single polymer is inside the pore, it partially or completely blocks the 
current. The duration of such blocking events directly reports the time of the polymer 
translocation. It is therefore of interest to examine the dependence of the translocation 
time on the driving force (that would be proportional to the electric field).  
 Electrically driven transport of biomolecules is widely utilized in the partition of 
polynucleotides through nanometer size pores.  Recently, this method has attracted 
researchers who study protein dynamics and folding. -HL, a -barrel protein pore, 
produced by the bacterium Staphylococcus aureus, has several properties that make it 
ideal for studying protein translocation. (i) It can self-assemble in a lipid bilayer, in effect 
Fig. 1.4 (A) Schematic representation of LOT set up, (B) shows force extension curves of 
RNase H upon stretching (red) and relaxation (blue); it shows that there is a well defined 
on-pathway intermediate state (I) between native (N) and unfolded (U) states.  (Taken 
from ref. [49])  
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creating a nanometer size pore across lipid membranes; (ii) under certain conditions the 
pore stays stable for tens of minutes and (iii) it shows chemical and structural similarities 
with mitochondrial and chloroplast membrane pores which allows elucidating the 
mechanism of protein import into these organelles [53].  
 In general, an equimolar concentration of protein is prepared at the two 
compartments of the lipid bilayer. Applying a potential at one side of the membrane 
causes the oppositely charged molecules to enter the pore and slide through the channel 
from one side of the membrane to the other. This process is driven by the electric field 
gradient across the membrane. The transport of an individual molecule through the pore 
causes transient ionic current blockades as shown in Fig 1.5. The distribution of the 
blockade times as well as the frequency with which the blockades occur, depend on the 
translocation mechanism which thus can be inferred from such measurements.   
   
Fig. 1.5 (A) -HL forms a pore that remains open for long periods; (B) The translocation 
of a -hairpin through an -HL pore produces a transient current blockade. (Taken from 
ref. [54]) 
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1.3. COMPUTER SIMULATIONS 
1.3.1. All atom molecular dynamic simulations 
The Molecular Dynamics (MD) simulation technique simply solves maF   for a system 
of particles. The forces acting on each particle are calculated from an empirical potential 
energy function. This atomic level simulation method provides access to the molecular 
details of processes which are generally difficult to observe experimentally [33, 34, 55-
61] .  
Steered molecular dynamics (SMD) is the commonly used computational method 
to study mechanical unfolding of proteins [34, 59, 62, 63]. In SMD, one effectively 
attaches a spring to one end of the protein and pulls at that spring at a constant velocity. 
The force response of the protein is calculated as the spring constant times the spring 
extension, 
  )( tRRkf folds               (1.1) 
Here, sk  is the stiffness of the spring, R is the domain extension. The domain extension 
R is defined as the distance between the two residues between which the stretching force 
is measured. foldR  is the initial extension of the folded domain and v  is the loading rate. 
This method mimics real AFM experiments. However, typical simulation time scales in 
SMD are about six orders of magnitude shorter than the experimentally relevant time 
scales. To simulate the unfolding within computationally accessible times, the protein 
domain is pulled up to six orders of magnitude faster with two orders of magnitude stiffer 
spring constants. When the dynamics studied with SMD under such conditions is 
extrapolated to the pulling rates of the experiments, the results are found to be very 
different [59]. 
 Several approaches have been developed recently, whose goal is to provide a 
direct comparison between singe-molecule experiments and simulations. One method 
attempts to develop a simplified description of the dynamics along a one-dimensional 
reaction coordinate R. The system constrained at a given value of R, feels the potential of 
mean force G(R). It is well known that a poor choice of a reaction coordinate in transition 
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state theory can lead to very poor estimates of reaction rates [64-66]. On the other hand, 
models assuming that the effect of all degrees of freedom other than the reaction 
coordinate amounts to a Stokes-type friction and a stochastic force and postulating a 
simple Langevin equation to describe one-dimensional dynamics along the reaction 
coordinate seem to agree quite well with steered Molecular Dynamics simulations of 
protein unfolding [34, 59, 62, 63]. 
 In this method, the free energy as a function of the reaction coordinate R  is 
calculated from equilibrium calculations by    
 )(ln)( RpTkRG B                (1.2) 
where )(Rp is the probability distribution of R. To obtain the global shape of )(RG  far 
away from the predominantly populated native state, the weighted histogram/umbrella 
sampling method is used[67-69]. 
  Despite the success of this method in studying unfolding dynamics of proteins 
under mechanical force, such an approach cannot be used to characterize the unfolded 
state of a protein for large extensions, because it requires prohibitively long simulation 
time scales. Particularly, recent SMEs such as protein unfolding at constant force and 
refolding [47-49] of fully stretched proteins under mechanical force necessitate a 
dynamics model that allows one to characterize the unfolded states and to capture the 
protein folding time scales.  
1.3.2. Coarse grained models  
One attempt to tackle the problem of long time scales is using a reduced, coarse grained 
representation of the molecular system of interest. In this method, parameters of the 
potential are tuned empirically by matching experimental data or all-atom simulations. 
Although the use of coarse-grained models may strip the results of explicit biological 
significance, such models have been shown to provide valuable insight into various 
biophysical phenomena such as protein folding, mechanical processes in proteins and 
RNA and DNA supercoiling. 
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1.4. OBJECTIVE AND OVERVIEW OF THESIS 
 The main goal of this thesis is to use a combination of theory and computer 
simulations to develop a molecular level understanding of biomolecular processes that 
involve mechanical forces and that occur in vivo and/or are studied by single-molecule 
experimental techniques. We focus on three classes of biomolecular processes: Protein 
translocation, mechanical stretching of individual proteins and the dynamics of molecular 
knots.  
 Our general approach is based on utilizing Langevin dynamics simulations of 
coarse-grained biopolymer models. Depending on the timescale of the process under 
study we have either directly simulated its dynamics or have developed a reduced 
representation based on a low-dimensional free energy landscape. Our work on protein 
translocation has been carried out in part in collaboration with the experimental group of  
Dr. Liviu Movileanu at Syracuse University, resulting in a molecular-level view of the 
translocation of peptides across the alpha-hemolysin pore.  
The following is the overview of the thesis: 
 In Chapter 2 we study the translocation of a -hairpin forming peptide through a 
tunnel that mimics the exit tunnel in a ribosome. We have computed the free energy of 
the peptide as a function of its position relative to the tunnel exit and also studied the 
properties of the conformational ensemble when the peptide’s position is restricted at 
different points along the tunnel.  
  In Chapter 3, we study the translocation of a protein pulled through a pore and 
compare it with the mechanical unfolding of the same protein in an AFM-type 
experiment, where a stretching force is applied between the ends of the chain. We have 
computed the potential of mean force (PMF) experienced by the domain for both 
scenarios and identified the unfolding intermediates corresponding to the local minimum 
of the PMFs. We have shown that the observed unfolding mechanisms are different for  
translocation and stretching. We have further compared the free energy cost of squeezing 
an initially folded protein into the pore with that of a random-coil-like homopolymer and 
we have shown that the former case involves several partially folded intermediates. 
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 Chapter 4 describes a joint experimental and theoretical study of electrophoretic 
translocation of various -hairpin peptides across the -hemolysin protein pore. The -
hairpins of varying stability corresponded to the C terminal residues of the B1 domain of 
protein G were electrically driven through the pore (experiments performed by the 
Movileanu group at Syracuse University).  We have used Langevin dynamics simulations 
to study the same process. The dependence of translocation times on the electric force 
and on the stability of the peptides has been studied. We have compared the results of 
experiments and simulations and analyzed the molecular details of translocation events 
with the help of simulations. We have further studied the dependence of the average 
translocation time and the distribution of translocation times on the applied 
transmembrane potential and compared the cis and trans translocation kinetics. 
 In Chapter 5 we have simulated the mechanical unfolding and refolding of a 
minimalist off-lattice model of the protein ubiquitin to explore in detail the slice of the 
multidimensional free energy landscape that is accessible via mechanical pulling 
experiments. We have constructed a two-dimensional free energy surface as a function of 
both chemical and mechanical reaction coordinates and examined the coupling between 
the two. We have further studied the refolding trajectories after the protein has been pre-
stretched by a large force, as well as the mechanical unfolding trajectories in the presence 
of a large stretching force. Finally, we have proposed a free energy model of a 
polyprotein chain consisting of multiple domains to explain the recently observed [47] 
“slow phase” in the refolding of proteins under mechanical tension.   
 In Chapter 6 we study the mechanical response of a protein domain in an 
experiment[49], where an increasing force was applied to unfold a protein and then 
lowered at the same rate until refolding was observed. The observed force-vs.-extension 
curves for stretching and refolding are generally different and depend on the 
loading/unloading rate. To gain a better insight on the dynamics of transitions and 
dependence of these transitions on the loading rate we have studied a computer 
experiment with the same method. We have further compared the outcome of two 
different experiments: force control and displacement control in loading.  
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 Chapter 7 describes our computer simulation study of the dynamics of “friction 
knots” joining individual polymer strands. A friction knot splicing two ropes becomes 
jammed when the ropes are pulled apart. In contrast, molecular friction knots eventually 
become undone by thermal motion.  We have shown that depending on the knot type and 
on the polymer structure, a microscopic friction knot can be strong (the time the knot 
stays tied increases with the force F applied to separate the strands) or weak ( decreases 
with increasing F). We have further presented a simple model explaining these behaviors.       
  Finally, Chapter 8 summarizes the key results of this thesis. 
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Chapter 2 
Exiting of -hairpin-forming Peptide through a Cylindrical Tunnel 
2.1. INTRODUCTION 
Biopolymers (RNA, DNA and proteins) translocate accross narrow constrictions during 
biological processes [1, 71] .  One particularly important example involves nascent 
peptides, which exit ribosomal subunit that has a lentgth of ~100Å and width varies 
between 10-28 Å [3, 12] .  
 Confining the peptide within a sufficiently wide tunnel stabilizes the folded 
state[72-78] however, in the ribosomal subunit the tunnel is too narrow in some places (D 
~ 10Å) to accommodate any protein structure other than an extended chain or a helix[12]. 
This suggests that the effect of confinement on the state of the protein inside the tunnel 
may be rather complex. Experiments and simulations also indicate that different 
translocation scenarios are possible, depending on the specific protein in question [2, 79]. 
In particular, there is experimental evidence that some peptides partially fold to form -
helices within the tunnel[80] and that co-translational folding takes place for some but 
not all peptides [2, 4, 15, 16]. Computer simulations also support the possibility of co-
translational folding in some protein models [17, 79], and demonstrated that co-
translational folding is faster than direct folding from the denatured state and that 
confinement can change the folding pathways[17].  
In order to elucidate the functional role played by the ribosomal tunnel, and the 
state of peptide during translocation we have studied a minimalist model of a beta hairpin 
forming peptide inside a cylindrical tunnel. Our study is different from previous 
theoretical studies of polymer translocation[50, 81, 82] (in particular, DNA 
translocation), which were mostly limited to unstructured homopolymer models. 
We assume that translocation is a quasi-equilibrium process at a typical rate of 
polypeptide synthesis, (~15 residues/sec in bacteria and ~3 residues/sec in 
                                               
 Large portions of this chapter have been published in reference 70.  
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eukaryotes[83]) the polypeptide formed inside the tunnel moves slowly enough that it has 
sufficient time to reach thermal equilibrium at any location along the tunnel. The quasi-
equilibrium assumption allows us to avoid dealing with the actual kinetics of 
translocation. Instead, we use umbrella sampling to map out the free energy profile for a 
protein as a function of its position relative to the tunnel exit. This free energy profile is 
compared with that of a homopolymer that has no structural preferences. For diameter of 
the pore larger than a critical value D   Dc the peptide stays folded all the way through 
the tunnel while for D < Dc we find that intermediate structures are formed that depend 
on the location of the peptide relative to the exit.   
2.2. MODEL AND METHODS  
2.2.1. The protein model  
Our goal here is to elucidate the interplay between folding and translocation, we 
necessarily need a model of a protein whose folding dynamics can be studied over 
reasonably long times. To ensure this, we adopt the off-lattice minimalist coarse-grained 
protein model[84] that consists of N C atoms each connected to the adjacent one by a 
virtual bond of length  = 3.8 Å, which is the average distance between consecutive C 
atoms in peptides. These residues can be of three types: hydrophobic (B), hydrophilic (L), 
and neutral (N). The potential energy of a given conformation of a peptide, with the i-th 
C atom located at ri, is given by:  
 
V(r1, r2, …, rN) = Vbond + Vbend+ Vdih + Vnon-bonded + Vw-c    (2.1) 
Here, the potential Vbond accounts for the connectivity of the chain and assumes that 
each bond is a stiff harmonic spring,  
 Vbond = 2
2






 u        (2.2),  
where ui = ri - ri-1 is the bond vector. The force constant of the spring was chosen to be kb 
= 100 h/2, where h is a unit of energy that represents a typical energy scale of the 
hydrophobic interaction (h  1 kcal/mol) in proteins. The bending potential imposes the 
constraints inherent to the peptide bond geometry: 
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        (2.3) 
where 0 = 1050 is the equilibrium bending angle, i is the angle between ui and ui+1, and 
k = 20 h/(rad)2 is the spring constant. The dependence of the energy on the dihedral 
angles i  formed between the di = (ui x ui+1) and di+1 = (ui+1 x ui+2) vectors is 
incorporated in Vdih: 
 Vdih = 
2
2
(1 cos ) (1 cos3 )
N





        (2.4) 
Depending on the parameters Ai and Bi, each term in Eq. 2.4 has several minima 
corresponding to gauche  and trans states. The parameters Ai and Bi depend on the 
residue type. If at most one of the residues among the four that define a dihedral is neutral 
(N) then, Ai = Bi = 1.2h so that the trans state is preferred over the gauche states 
resulting in an extended conformation. Otherwise Ai = 0 and Bi = 0.2h, resulting in trans 
and gauche states of equal probability. 
The energy Vnon-bonded describes the interaction between sequence-distant residues that are 
not covalently bonded. We assume that it can be represented as a sum of pairwise 
potentials: 
 Vnon-bonded = 
| | 3




 r r        (2.5) 
The interaction potential Vij between residues i and j depends on the type of each of them. 
The interaction of a neutral residue with another residue is described by a short ranged 
repulsion term that arises from the volume exclusion: 
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NV (r) 4 ( N, L, B)h r

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 
.      (2.6) 
The interaction between a pair of hydrophobic residues is given by a Lennard-Jones 
potential   
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       (2.8) 
 with L = 2/3h. 
 
 
We have studied two peptide models, each consisting of 22 residues; The first 
one, from here on referred to as peptide B, has the sequence LB9(NL)2NBLB3LB and it 
folds to a -hairpin structure see Fig 2.1. The second model represents a simple poly-
amino acid that has no structural preferences; this is accomplished by choosing a 
sequence of neutral residues (N22). In addition, we have modified the dihedral interaction 











             (2.9) 
where, B = 1.2h, instead of Eq. 2.4. From now on, we will refer to this model as peptide 
R.  
 To describe the interaction of the peptide with the walls of the tunnel we 
introduce the confinement potential Vw-c in Eq. 2.1. We assume that the peptide does not 
stick to the walls. The interaction between each C atom and the cylinder wall is purely 
short range and repulsive:  
Fig. 2.1 Native state of LB9(NL)2NBLB3LB peptide (peptide B). Each bead represents an 
amino acid residue. The gray beads correspond to hydrophilic (L), white beads neutral 
















r r r r ,       (2.10) 
where ( )ir r  is the shortest distance between the wall and the atom located at r = ri. The 
geometry of the tunnel is depicted in Fig 2.1. Its diameter is D and the total length is 2L. 
The cylinder axis coincides with the z-axis such that one has -L  z L for points inside 
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r         (2.11) 
 
 
The cylinder walls are shown to be fuzzy in Fig. 2.2 to represent the fact that the 
interaction between the peptide and the wall is not hard-wall repulsion but a continuous 
function that decays on a length scale on the order of . Also shown in Fig. 2.2 is a 
snapshot from a simulation showing the dimensions of the polypeptide when it assumes a 
Fig. 2.2 Peptide B constrained at z0 = 4 inside a cylindrical tunnel. The cylinder axis 
coincides with the z-axis such that -L  z L for points inside the tunnel; the total length 
of the tunnel is 2L = 40.  
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stretched conformation. Here the horizontal displacement z0 of the leftmost C atom is 
constrained to be near z = 4 by attaching to it a harmonic spring. Applying such 
constraints is useful in free energy calculations and will be discussed in detail.  
2.2.2. Simulation of the dynamics.  
Following [84-86], we assume that the peptide’s dynamics are governed by the 
Langevin equation, 
( ) ( ) ( )i i
i




  iR ,               (2.12) 
where m is the mass of a C atom, ri(t) is the position of the i-th atom at time t,  is a 
friction coefficient, and Ri(t) is a stochastic force on the i-th atom. This force satisfies the 
fluctuation-dissipation relationship 
 ij( ) ( ') 2ζ δ δ δ( ')i j BR t R t k T t t          (2.13) 
where the Greek letter subscripts refer to the x, y and z components of the force, T is the 
temperature and (t) is the delta function. We use  = 0.05 (2/mh)-1/2 in all of our 
simulations. The equation of motion in eq (2.11) is solved by using the velocity Verlet 
algorithm described in reference [87].  
2.2.3 Free energy calculations  
As noted in Introduction, we assume that the synthesis rate is slow enough that the 
protein is in thermal equilibrium at every point along the tunnel. To monitor the progress 
of the peptide as it moves along the tunnel, we use the “reaction coordinate” equal to the 
position of one end of the chain z0 and calculate the free energy profile G(z0) as a 
function of this coordinate.  
 We start by generating a fully extended zigzag structure, which has an end-to-end 
distance of ~17.5. We then restrain the motion of the leftmost end C atom near a given 
position z along the tunnel by adding a harmonic spring term 20( ) ( ) / 2s sV z k z z   to the 
energy of Eq. 2.1. To improve the sampling, we use the parallel tempering method [88, 
89]. The free energy profile G(z0) along the tunnel is computed from the average value of 
the force that is experienced by the peptide inside the pore and is given by < f > = -
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dG/dz0. The average force can be measured directly in the simulation 
0( )sf k z z     . By performing the simulation for z = z
(1), z(2), … z(N) one finds the 




( ) ( )
z
G z f z dz            (2.14) 
Limitations of this procedure are discussed in reference [59].  
2.3 RESULTS  
2.3.1 Thermodynamics of folding in the bulk and inside the tunnel  
In coarse grained protein models thermodynamics of folding is characterized by collapse 
temperature T and folding temperature Tf [73, 74, 84, 86, 90]. The temperature, at which 
the protein undergoes a transition from extended conformations to compact is called the 
collapse temperature T. At this temperature, the heat capacity cV(T) as a function of 
temperature exhibits a peak. As temperature is further decreased, the folded state 
becomes predominantly populated. This is referred to as the folding transition. An easy 
way to determine folding temperature Tf is to monitor an order parameter that describes 














   
    ,     (2.15) 
where, rij is the distance between the i-th and j-th atoms and rijN is the corresponding 
distance in native state. The parameter  allows for fluctuations around the native state 
and is taken to be 0.3; (x) is the step function thus  1 in native ensemble. The folding 
temperature Tf is the temperature at which the susceptibility 2 2 2        , 




 It has been previously pointed out that confinement should stabilize the more 
compact native state relative to the more extended, denatured state of the protein [72-78]. 
Indeed, depending on the tunnel dimensions we have observed both stabilization and 
destabilization of the native state in our simulations. Confining peptide B inside an 
infinitely long tunnel with D = 6 results in an increase in its folding temperature. This is 
demonstrated in Fig. 2.3, where the temperature dependences of the heat capacity cV(T) 
and the susceptibility 2    are plotted for the peptide inside a tunnel and in the 
absence of the tunnel. Shift of T and t to higher temperatures shows that confinement 
indeed stabilizes folding. 
Fig. 2.3 (A) Susceptibility 2 2 2         and (B) the heat capacity ( )Vc T  as a 
function of temperature for peptide B in bulk (filled circles) and inside an infinitely long 
tunnel with D = 6 (open circles). The lines are fit to the data. 
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  However a sufficiently narrow tunnel destabilizes the native state. This was 
observed in a series of simulations that were performed for different values of D at a 
temperature T = 0.2 h/kB well below the folding transition point. We have found that 
there is a critical diameter Dc   3.6 such that for D   Dc the peptide assumes the folded 
conformation inside the tunnel while for D < Dc the peptide unfolds an assumes extended 
conformations. 
2.3.2. Free energy change in the course of translocation 
From the results of Section 2.3.1 we expect that translocation of a peptide through a 
narrow tunnel with D < Dc would be quite different from the case of a wider tunnel, D   
Dc. To understand the structural changes that the peptide undergoes as it emerges from 
the tunnel, we have restrained it at various positions along the tunnel and computed the 
free energy G(z0) as a function of the coordinate z0 of the left end atom of the chain (see 
Fig. 2.2). The results are reported below for T = 0.2 h/kB and for two different values of 
the tunnel diameter, one below Dc, D = 3, and the other above Dc, D = 6. In each case, 
we have compared the calculated free energy profiles G(z0) with those for the 
unstructured peptide R. We have further studied the ensembles sampled by the peptide 
conformations when its end atom is constrained along different positions along the 
tunnel.   
A. Narrow tunnel (D = 3 ) 
 When confined to a narrow tunnel, the peptide does not have enough space to form any 
structure other than extended chain. As a result, both the structureless peptide R and the 
-hairpin forming peptide B exhibit similar trends in G(z0) for z0   6, as seen in Fig. 
2.4a. The two dependences diverge for larger values of z0 and the free energy of peptide 
B is found to be lower than that of peptide R at the tunnel exit. Figs. 2.4b and 2.4c display 
the average potential energy <V>(z0) of peptides B and R whose end atoms were 
restrained at different points z0 along the tunnel. The total potential energy V of the chain 
is the sum of the energy of the chain itself Vc-c = V – Vw-c and the interaction energy of 
the chain with the wall, Vw-c. Both of these contributions are shown in Figs. 2.4b, c. <Vw-
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c>(z0) decreases monotonically for both peptides because the repulsive interaction 
between the wall and the chain is roughly proportional to the number of C atoms inside 
the tunnel. The chain energy <Vc-c> behaves differently: For peptide B it starts to drop at 
z0   12 while for peptide R (Fig. 2.4c) it stays nearly constant throughout the 
translocation process. Fig. 2.4d shows the chain entropy S(z0) calculated for each peptide 
from the equation G = <E> -TS, where <E> is the average total energy. Here, we observe 
different behavior for the two peptides. Each C that exits 
 
Fig. 2.4 (a) Free energy, (b,c) average potential energy of peptides B and R, respectively, 
and (d) entropy of peptides B and R as a function of the translocation coordinate z0 for the 
narrow tunnel, D = 3 . The lines are to guide the eye. The total potential energy consists 
of the chain energy <Vc-c>(z0) and the wall-chain interaction, <Vw-c>(z0), which are also 
shown for peptides B and R.   
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the tunnel has more space to sample in the case of peptide R as it has no structural 
preference. The drop in both the chain energy and the entropy at z0 12 indicates that 
the peptide B undergoes a structural change for 12 ≤ z0 ≤ 20 so that its free energy 
drops below that of the random coil denatured state modeled by peptide R. Further, 
peptide B is folded when it emerges at the tunnel exit (z0 = 20 Indeed, the decrease in 
the chain energy <Vc-c>(20) - <Vc-c>(12) = (-10.34 0.05)h is close to the minimum 
energy of the native state VMIN = -10.75h. Similarly, the drop in entropy that peptide B 
exhibits upon exiting the tunnel (between z0 = 12 and 20) can be explained by its 
folding. 
 The gradual changes in G, S, and <V> that one sees midway between z0 = 12 
and the exit point z0 = 20can be due to two reasons: Either the peptide undergoes 
structural changes that involve perhaps some misfolded or partially folded conformations 
or the ensemble consists of unfolded and folded conformations and the population of the 
native state gradually increases as z0 is increased. To find out which of the two 
possibilities apply to our case, we have studied in more detail the conformational 
ensemble at different values z0.  To this end, we have calculated the free energy profiles 
G(Rg) and G() for the chain with the coordinate z0 of its end atom harmonically 
restrained to be around z (see Section 2.2).  Here, the free energy profile along a 
coordinate  is defined as ( ) ln( ( ))BG k T P     where P() is the probability 
distribution function of . These are shown in Fig. 2.5 for different values of z. 
Representative chain conformations corresponding to these values of z are shown in Fig. 
2.6. The part of the peptide that is confined inside the tunnel remains in the extended 
conformation, while the part that is outside the tunnel undergoes structural changes as z is 
increased.   
 For 0  z  10, the middle part of peptide B is inside the tunnel thereby 
precluding the formation of the beta turn. Indeed, we find that both G(Rg) and G() have 
a single minimum (Rg ~ 4.4,  ~ 0.35) corresponding to the extended chain (not shown 





Fig. 2.5 The free energy as a function of (A) the radius of gyration, G(Rg) = -kBT ln P(Rg), and 
(B) the order parameter, G() = -kBT ln P(), for peptide B with its end atom coordinate z0 
harmonically constrained  near different points z along the tunnel. The diameter of the tunnel is 
D = 3Also the free energy profiles in the absence of the tunnel (Case z = 20, dashed lines) 
are plotted. 
 
Fig. 2.6 Snapshots of typical peptide configurations observed when the peptide’s translocation 
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coordinate z.  For z = 12we still see one minimum for both G(Rg) and G(); Fig. 2.6 
shows two representative chain conformations located in the vicinity of these minima. As 
z is further increased (z = 14, two minima appear in both G(Rg) and G(). One 
minimum still corresponds to extended conformations similar to those found for z = 
12while the other minimum (Rg ~ 2.6, ~ 0.29) corresponds to more compact, 
misfolded conformations where the chain has folded back onto itself (see Fig. 2.6).  
For z  16 the minimum corresponding to the extended state disappears from G(Rg) and 
G(). The only conformations present in this case are the more compact misfolded 
structures with Rg ~ 2.5 close to that of the folded state; The structural order parameter 
 in this case has a bimodal distribution peaked around two dominant values 
(corresponding to two minima in G()). One of these dominant values approaches  ~ 1 
corresponding to the -hairpin while the other remains small and corresponds to non-
native compact conformations.  When the peptide is near the exit (z  = 20the profiles 
G(Rg) and G() are nearly identical to the corresponding free energy profiles found in the 
bulk; The latter are shown as dashed lines in Fig. 2.5. The ensemble in this case is 
dominated by the fully folded and collapsed state (this state is known to be the lowest 
energy structure in zero temperature), which appear as two minima in both G(Rg) and 
G(). The effect of the tunnel on the peptide conformation in this case is weak and 
manifests itself in small differences of the free energy profiles from those in the bulk.     
B.  Wide tunnel (D = 6 ) 
The free energy profile G(z0) is shown in Fig. 2.7 for both peptide B and peptide R. Since 
the diameter of the tunnel is larger then Dc we expect peptide B to be folded inside the 
tunnel. Indeed, its mean radius of gyration stays nearly constant and equal to the value 
expected for the folded protein, <Rg> ~ 2.4, at each position in the course of 
translocation. Similarly, the mean value of the order parameter stays nearly constant, <> 
~ 0.8.  
The free energy of peptide B stays constant for z0 ≤ 12. At this point, the peptide 
starts emerging from the tunnel. Since the atoms outside the tunnel have a larger volume 
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to explore, this results in an increase in entropy and thus a decrease in the free energy 
seen in Fig. 2.7. The free energy of peptide R exhibits similar behavior. The chain energy 
and the energy of interaction with the wall, <Vw-c>(z0) - <Vw-c>(0) and <Vc-c>(z0) - <Vc-
c(0)>, (not shown) do not exhibit any abrupt changes and stay close to zero for both 
peptides so that the free energy decrease seen in Fig. 2.7 is a purely entropic effect.  



















Note that Figure 2.7 does not imply, as it may appear, that the free energy of the 
native conformation of peptide B is higher than that of a denatured, random-coil 
ensemble mimicked by peptide R. Each point in Fig. 2.7 represents the free energy 
relative to that inside the tunnel (i.e., at z0 = 0). For peptide B this initial state is a chain 
that is already folded so the free energy decrease seen in Fig. 2.7 for peptide B (as well as 
for peptide R) is the free energy of confinement. This is in contrast to Fig. 2.4a, in which 
both peptide B and peptide R are initially unfolded and the free energy of peptide B 
changes due to both confinement and folding.  
Since peptide B is folded and thus more compact than peptide R ( <Rg> ~ 2.9 for 
peptide R in the bulk), the free energy cost of confining peptide B within a tunnel is 
Fig. 2.7. Free energy for peptides B and R as a function of the translocation coordinate z0 
for the wide tunnel with D = 6 . The lines are to guide the eye 
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expected to be smaller than that for peptide R[78] and this manifests in the lower free 
energy change as seen in Fig. 2.7.  
2.4. DISCUSSION 
The state of a peptide inside a tunnel depends on two parameters: the diameter of the 
tunnel D and the proximity of the peptide to the tunnel exit (that can be quantified as the 
position z0 of one of the end -carbons of the chain).   We found here that this parameter 
space is divided into two distinct domains: For wide tunnels, D   Dc, the protein is 
folded regardless of its location inside the tunnel. For narrow tunnels, D < Dc, the peptide 
goes through a series of intermediate, misfolded (or partially folded) compact 
conformations as it approaches the tunnel exit.  
The critical tunnel diameter Dc should depend on the specific peptide inside the 
channel. It is instructive that for the model studied here our estimate for this diameter, Dc 
~ 13.7 Å, is comparable with the dimensions of a real ribosomal tunnel. Because the 
width varies along a ribosomal tunnel and because Dc would be different for different 
peptides, our findings suggest that folding starts on the ribosome and leaves the exit 
either folded or partially folded state depending on the specific peptide in question. 
As the peptide progresses towards the exit of the tunnel, its free energy G(z0) 
decreases for two reasons: First, it becomes less confined so its entropy increases. 
Second, it partially folds so that its energy decreases. This results in a force 
0/ dzdFf  that expels the peptide from the tunnel.  Based on the free energy curves 
calculated here, this force reaches a maximum value of ~ 46 pN for the narrow tunnel (D 
= 11.4 Å) and ~ 3 pN for the wide one (D = 22.8 Å). The magnitude of this expulsion 
force is comparable with typical forces generated by molecular motors[91, 92]. In our 
case this force “helps” the translocation process. However it is conceivable that in other 
cases (e.g., when a peptide has to enter a translocation pore) this kind of forces may have 
the opposite effect. It may be possible to measure mechanical forces in this range by 




Unfolding of a Protein Pulled Mechanically through a Pore  
3.1 INTRODUCTION  
Protein degradation by ATP-dependent proteases and protein import into the 
mitochondrial matrix involve the threading of proteins though narrow constrictions 
whose dimensions are too small to accommodate folded proteins[9, 11]. The ensuing 
unfolding process is sometimes orders of magnitude faster than chemical denaturation of 
the same proteins[10, 11, 96, 97], suggesting that unfolding in the cell may occur via 
pathways different from those probed in chemical/thermal denaturation studies[98]. It has 
been hypothesized that the cell machinery accomplishes unfolding by mechanically 
pulling at the end of the polypeptide chain that is labeled for degradation or 
translocation[9, 96, 98-100].  
 Very little is known about the molecular details of such a process. Most current 
insights into the unfolding-via-translocation mechanisms[98, 100] are inferred from the 
single molecule pulling experiments (reviewed in refs. [43, 93]), which probe the 
mechanical unfolding process induced by stretching polypeptide chains.  
  One however expects significant differences between these two cases.  It is 
known[61, 98, 100-102] that the direction and the geometry of the applied force may 
dramatically affect the mechanical unfolding mechanism. Since the mechanical pulling 
experiments involve the application of a force at the ends of the chain while translocation 
involves a distributed force arising from the interaction between the protein and the pore, 
the resulting unfolding mechanisms should generally be different. 
 In this chapter we discuss the mechanism of protein unfolding induced by 
translocation along a long cylindrical pore and we compare them with the mechanical 
unfolding as observed in mechanical unfolding. 
                                               
 Large portions of this chapter have been published in references 50, 95. 
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 We have resorted to the use of a minimalist off-lattice model of a ubiquitin-like 
domain with N=68 residues[103-106].  
Even after the computational savings provided by the use of minimalist models, slow, 
biologically relevant time scales associated with barrier crossing events are rarely 
accessible via direct simulations of protein dynamics[59].  In a simulation, one can speed 
up translocation by applying a very large force, in the spirit of the steered molecular 
dynamics (SMD) method[63]. However extrapolation of the SMD results to the lower 
force regime is a very difficult task[59, 62, 63, 107, 108]. Instead, here we are following 
the approach that has been used and extensively tested in our previous work on the 
mechanical unfolding of proteins[59-61, 109].     
 Specifically, when a constant external force f is applied, the protein experiences a 
potential of mean force equal to 0( ) ( )fG z G z fz  . Here z is the reaction coordinate 
coupled to the force and 0 ( )G z  is the protein’s free energy as a function of this reaction 
coordinate (in the absence of the force). The choice of the reaction coordinate depends on 
the process considered, as shown in Fig. 3.1. In the case of translocation, z   z1 (or zN ) is 
the displacement of the N- (or C-) terminus, whichever is pulled mechanically, along the 
direction of pulling. In the case of mechanical stretching, 1| |Nz z z    is the protein 
extension along the direction of the stretching force f.   
 We then adopt the simplified view that the translocation dynamics can be viewed 
as one-dimensional diffusive motion along z in the potential ( )fG z . The validity of this 
view in the context of mechanical unfolding has been critically assessed previously[59, 
62, 63, 107, 109]. The key quantity in our theory is therefore the free energy profile 
0 ( )G z . In the following, we describe our calculation of 0 ( )G z for the translocation 
process and compare it with that for the mechanical stretching case. Once we know 
0 ( )G z , we examine the translocation mechanism at different values of the driving force f 
applied at either N- or C-terminus of the chain. In addition, we examine how the 
translocation mechanism depends on the pore diameter.  
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3.2. MODEL AND METHODS  
3.2.1. The protein model 
We used the off-lattice model of  Sorenson and Head-Gordon[103-106], which in turn 
builds on the earlier work of Thirumalai’s group[84, 86] that has been utilized in the 
previous chapter. In this new model a protein is represented by a bead sequence and a 
dihedral sequence. Note that in the earlier work protein is represented by bead sequence 
only.   
 Similiar to the previous model (see section 2.2.2) the protein is represented with 
beads of three type: hydropphobic (B), hydrophilic (L), and neutral (N). The interaction 
potential, as a function of the position ri, i=1, …, N,  of each residue, is given by: 
 V(r1, r2, …, rN) = Vbond + Vbend+ Vdih + Vnon-bonded + Vpore    (3.1) 
The details of the potential Vbond that accounts for bond stretching and Vbend that imposes 
bending angle constraints inherent to the peptide bond geometry is summarized in section 
2.2.2.     
 The dependence of the energy on the dihedral angles i  formed between the di = 
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  (3.2) 
The parameters Ai, Bi , Ci and Di are determined by the dihedral sequence of the chain. 
There are three dihedral conformations: helical (H) with A=0, B=C=D=1.2H, extended 
(E) with A=0.9H, B=D=0, C=1.2H, and turn (T) with A=B=D=0, C=1.2H.  
 The energy Vnon-bonded describes the interaction between sequence-distant residues 
that are not covalently bonded. This term accounts for excluded volume interactions as 
well as the attractive forces between hydrophobic residues and is taken to be a sum of 
pairwise potentials: 
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where the value of the parameters S1 and S2 depends on the type of the residues i and j:   
S1 = S2 = 1 for BB interactions; S1 = 1/3, S2 = -1 for LL and LB interactions, and S1 =1,  
S2 = 0 for NN, NB, and NL interactions.  
 Following the work of Head-Gordon’s group[104-106], the bead sequence used 
for the ubiquitin-like model is LBLBLBLBLBNNLNBBBBBBBBNNLLBBLBBLLBN 
NLBBBBBNLBLBLLBNLBBLBBLNBBLBLBLBL and its dihedral sequence is 
EEEEEEEEHTHEHTEEEEHHEHHHHHHHHHHEHTEEEEETHEEEETEETHHHHH
HHEHHEEEEE. For sufficiently low temperature, this 68-residue chain reproducibly 
folds in the course of a Langevin dynamics simulation attaining a ubiquitin-like 
conformation.  
 Within our model, the interaction between the protein with a cylindrical pore 
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       
      (3.4) 
where a= 20 h  and l= .  Since this is a continuous function rather than a hard-wall 
repulsive potential, the parameter rpore only roughly describes  the pore dimension.  
 
3.2.2. Simulating the protein dynamics  
Following the previous study it was assumed that the dynamics of each atom in the chain 
are governed by the Langevin equation as details are provided in the section 2.2.2.   
3.2.3. Calculation of free energy profiles 
When a constant external force f is applied, the protein experiences a potential of mean 
force equal to 0( ) ( )fG z G z fz  . Here z is the reaction coordinate coupled to the force 
and 0 ( )G z  is the protein’s free energy as a function of this reaction coordinate (in the 
absence of the force). The choice of the reaction coordinate depends on the process 
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considered, as shown in Fig. 3.1. In the case of translocation, z ≡ z1 (or zN ) is the 
displacement of the N- (or C-) terminus, whichever is pulled mechanically, along the 
direction of pulling. In the case of mechanical stretching, 1| |Nz z z   is the protein 
extension along the direction of the stretching force f.   
The replica exchange method[88, 89] was used to improve sampling statistics and avoid 
the trapping of the system in metastable states over the simulation timescale. The free 
energy as a function of the reaction coordinate z is given by   
 0 ( ) ln ( )BG z k T p z                 (3.5) 
where ( )p z is the sampled probability distribution of z. To obtain the global shape of 
G0(z) far away from the predominantly populated native state, the weighted 
histogram/umbrella sampling method was used[67-69].  
 
 
Fig. 3.1. The mechanical stretching reaction coordinate is the component of the end-to-
end distance vector in the direction of the stretching force. The translocation coordinate is 
the displacement of the chain end along the axis of the cylindrical pore, relative to the 
pore entrance.  The force f applied to this end acts along the axis.  
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3.3. RESULTS 
3.3.1. Comparison of translocation and stretching 
 Free energy profiles ( )fG z are shown in Figs. 3.2-4 for the case of mechanical stretching 
(Fig. 3.2) and for pulling the same protein through a pore by applying the force either at 
its N- (Fig. 3.3) or C-terminus (Fig. 3.4).     
 When one end of the chain is moved along the pore, 0 ( )G z increases 
monotonically, reflecting the entropic and enthalpic costs to squeeze the protein, until the 
entire protein is inside the pore, after which 0 ( )G z remains constant. At this point, the 
protein has achieved its maximally extended state attainable for a given pore diameter. 
When it first happens, the leftmost end of the chain is located at the tunnel entrance (Fig. 
1); Therefore the value of the translocation reaction coordinate 45)(1  Nzz  measured 
relative to the tunnel entrance is the same as the protein extension 1| |Nz z z  . It is then 
not surprising that the free energy cost )45(0 zG  of achieving the same extension is 
similar for both translocation and stretching.  
 In the case of stretching, 0 ( )G z rises abruptly if the domain is extended past 
45z  because at this point further chain extension involves a high enthalpic cost 
associated with a deformation of molecular bonds.    
 While the overall free energy cost of extending the protein is similar in each of 
the three cases presented in Figs. 3.2-3.4, the shapes of 0 ( )G z  and, consequently, the 
force induced unfolding mechanisms reflected in the shape of ( )fG z , are different in 
each case. For the case of translocation, the free energy profile ( )fG z is a “downhill 
ramp” for large values of z, favoring translocation thermodynamically (See Figs. 3,4).  
The kinetics of translocation however depends on the applied force. For modest forces, 
squeezing the protein into the pore requires surmounting one or several free energy 
barriers. Similarly, the native-like (small z) and the extended (large z) conformations of 
protein mechanically stretched by a force are separated by one or more barriers (Fig. 3.2). 
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Local minima of ( )fG z correspond to unfolding intermediates, which are different in all 
three cases. 
 When the protein is pulled at its N-terminus (Fig. 3.3), the resulting translocation 
proceeds via three distinct intermediates represented by structures 1, 2, and 3 in Fig. 3.3. 
For a sufficiently high pulling force, the rate limiting step corresponds to the barrier 
encountered between structures 1 and 2 and involves the peeling of a -strand from the 
rest of the structure and its entrance into the pore. At lower force however the rate 
limiting step corresponds to the transition between the last intermediate, structure 3, and 
the extended state.  
 Similarly, when the C-end of the protein is pulled (Fig. 3.4), several intermediates 
are observed. As the force is increased, the last surviving barrier is that occurring early in 
the translocation process (the one between structures 1 and 2 in Fig. 3.4) while at low 
forces the rate limiting step takes place late in the translocation process and involves the 
squeezing of the tail of the chain into the pore. 
 Inspection of the intermediate structures encountered in the translocation process 
reveals that in each case the protein unravels from the end at which is pulled. This is easy 
to observe in the contact maps of the intermediate structures. A contact map here is a plot 
containing the points {i,j} for each pair of residues i and j such that | | 3i j   and   
i j d r r , where d = 1.97Å. In the case where the N-terminus (corresponding to 
the residue i=1) is pulled, the contacts {i,j} with low values of  i or j  are destroyed first 
and the ones in the upper right corner of the map (corresponding to i and j close to N=68)  
survive last, indicating that the residues that are close the N-terminus are first to become 
separated from the rest of the domain. Similarly, when the C-terminus (i.e., the 68-th 
residue) is pulled, this end becomes separated from the rest of the domain first and the 
local structure involving the residues close to the N-terminus (i. e., with low values of i 
and j) is the last to disappear. These findings support the view that, in the course of 
translocation, the protein unfolds sequentially from the end containing the targeting 
sequence[10, 11, 97].  
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 Certain similarities exist between the mechanical unfolding mechanism shown in 
Fig. 3.2 and the translocation pathways of Figs. 3.3-4. In particular, in each case the first 
step of unfolding involves separation of the two terminal parallel strands (the transition 
between the native-like structure 0 and structure 1). However in the case of translocation 
this step is followed by the Structure 1 to Structure 2 transition that involves a substantial 
barrier. This barrier is not found in the mechanical unfolding case. The physical origin of 
the Structure 1 to Structure 2 transition depends on which chain end is being pulled. For 
example, when the force is applied at the N-terminus, the local structure destroyed in this 
transition involves one of the -helices; the same structure survives until late in the 
unfolding process in both the mechanical unfolding case and in the case of the C-
terminus driven translocation. For sufficiently high forces, these observations are 
consistent with the view that the local stability of the part of the protein that enters first 
the translocation pore determines the overall resistance of the protein to mechanical 
unfolding[11, 96].          
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Fig. 3.2 The potential of mean force ( )fG z is plotted as a function of the mechanical 
stretching reaction coordinate at different values of the stretching force. The force is 
measured in dimensionless units of f0 = /h  . The darkness of each point reflects the 
probability of observing the corresponding contact in the equilibrium ensemble of 
conformations corresponding to the given extension z. Secondary structures (helices and 
strands), to which residues  i and j  belong, are shown along the i and j  axes so that 
clusters of contacts on the map correspond to the proximity of secondary structure 




Fig. 3.3 The potential of mean force ( )fG z is plotted as a function of the translocation 
coordinate equal to the position of the N-end of the chain along the pore at different 
values of the stretching force. The pore radius is porer  .  The free energy is measured in 
units of h  and the force is measured in units of 0 /hf    (see the Methods Section)  
The minima of ( )fG z correspond to translocation intermediates 1-3, whose structure is 
shown along with the corresponding contact maps.  The native-like structure 0 not shown 




Fig. 3.4 The potential of mean force ( )fG z is plotted as a function of the translocation 
coordinate equal to the position of the C-end of the chain along the pore at three different 
values of the stretching force. The pore radius is porer  . The free energy is measured in 
units of h  and the force is measured in units of 0 /hf    (see the Methods Section). 
The structure of representative translocation intermediates 1-3 corresponding to local 
minima of ( )fG z is depicted and contact maps corresponding to those intermediates are 
plotted. The native-like structure 0 is shown in Fig. 3.2.   
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3.3.2. The translocation time as a function of the pulling force  
Despite the fact that the free energy cost of translocation is the same regardless of which 
chain end is pulled, at finite values of the force f the time that it takes to translocate the 
protein would be different for whether the protein pulled at the N or C terminus. Time of 
translocation can be crudely estimated as )( /)( TkfGiontranslocat Bue
   where 
( ) max ( ) min ( )u f fG f G z G z    is the overall barrier encountered along the reaction 
coordinate and   is a prefactor. The dependence of this translocation barrier on the 
applied force is shown in Fig. 3.5.  
 
 
In mechanical pulling studies the unfolding free energy barrier is often assumed to be a 
linear function of the force[36, 110, 111]: 
 0( ) (0)uG f G f z                  (3.6) 
The coefficient z has the simple meaning of the extension corresponding to the 
transition state relative to the native state. This approximation does not hold in Fig. 3.5. 
Instead, the slope of the function ( )uG f  undergoes an abrupt change corresponding to 
the transition between the “late” transition state (low force) to the “early” transition state 
(high force) scenario, which is accompanied by an abrupt change in z .       
Fig. 3.5.The unfolding barrier ( )uG f is plotted as a function of the pulling force applied 
to the N-terminus (solid line) and C-terminus (dashed line). The free energy is measured 
in units of h  and the force is measured in units of 0 /hf   .  
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3.3.3. The pore size effect 
The dimensions of various translocation channels span a considerable range and the 
width of each individual channel also often varies along the channel. Fig. 3.6 shows the 
free energy profile 0 ( )G z for three different values of the pore radius, rpore = (Case 
1)(Case 2)and Case 3), for the protein that is pulled at its N-terminus. The 
difference between cases 1 and 2  is quantitative – the narrower the pore the higher the 
free energy barrier – but not qualitative. 
 
 
 Case 3 is different. The pore is now too wide for the protein to attain a linear, 
extended conformation without any tertiary structure. In Fig. 3.7, which shows ( )fG z for 
this case at different values of the force, one finds only one intermediate (Structure 1), 
which is very similar to Structure 1 in Fig. 3.3. In other words, the initial step of the 
translocation process, in which a -strand becomes separated from the rest of the domain 
that still remains outside the pore, is the same for wide (Case 3) and narrow (Case 1) 
pores. However, further stages of translocation in Case 3 are different. As seen from Fig. 
3.7, the largest barrier associated with translocation involves the squeezing of a partially 
Fig. 3.6.  The potential of mean force 0 ( )G z for different values of the pore diameter 
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folded protein into the pore (Structure 1 to Structure 2 transition in Fig. 3.7). Once the 
protein inside the pore, it assumes the partially folded Structure 2 and moves along the 
pore without further unfolding. Notice that this final Structure 2 is different from any of 
the intermediates observed for the narrow pore (Cases 1 and 2).     
 A remarkable feature observed in Fig. 3.6 is that for z ≤ 17 the shape of 0 ( )G z is 
independent of the pore size. As a consequence, in the large force limit (corresponding to 
the “early” transition state in Fig. 3.3, see the case of 1.5 /hf   )  the shape, the height 
and the location of the translocation barrier is the same regardless of the pore size (cf. 
Figs. 3.3 and 3.7 for 1.5 /hf   ). We conclude that the translocation time will be 
independent of the pore size (in the range of the pore sizes studied) in this regime. The 
translocation barrier and consequently the translocation time will become dependent on 




Fig. 7. The potential of mean force ( )fG z is plotted as a function of the translocation 
coordinate equal to the position of the N-end of the chain along the pore at different 
values of the stretching force for pore size r=2. Also shown are representative structures 
encountered in the course of translocation, along with the corresponding contact maps.   
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3.3.4. Comparison of translocation of the protein and a homopolymer 
 Given that most theoretical work on translocation has previously focused on 
homopolymers[78, 81, 82, 112-117], it is instructive to compare the translocation of 
ubiquitin with that of an unstructured, random-coil-like homopolymer of the same length. 
This comparison is shown in Fig. 3.8. Fig. 3.8A presents the translocation free energy 
profiles 0 ( )G z  for both cases.  The free energy cost of squeezing a homopolymer into the 
pore is much lower than that for ubiquitin. In the homopolymer case, the barrier in the 
potential  0 ( )G z fz  (not shown) disappears at a low force 0.4 / 7.2hf pN   , while 
in the case of ubiquitin, a substantial barrier exists even at a much higher force of   
1.5 /hf   .  
 The difference between the two cases is qualitative rather than just quantitative. 
Our homopolymer essentially behaves as a random coil and the free energy cost required 
to accommodate it inside the pore has largely an entropic origin since the entropy of the 
polymer constrained by the pore is lower than that of the free random coil. The situation 
is different in the case of a folded domain. As it enters the pore, the resulting change in 
the entropy is a result of two opposite trends: Unfolding of the domain is associated with 
an entropy increase; however, confinement of the unfolded domain within the pore 
results in a decrease in entropy. Depending on the pore radius, the entropy reduction due 
to confinement may or may not be larger than the entropy of unfolding. Consequently, 
the protein inside the pore may have entropy that is higher than its entropy outside the 
pore. 
 This is indeed the case here. Fig. 3.8B shows the entropy S(z) of both ubiquitin 
and the homopolymer as a function of the translocation coordinate. The entropy was 
calculated by using the relationship  
1
1 0( ) ( ,..., ) ( ) /N z zS z V G z T r r , where 
1
1( ,..., )N z zV r r is the polymer’s energy with the z-displacement of its first bead 
constrained at z.  We see that, unlike the case of the homopolymer, the entropy of the 
domain inside the pore is higher than that of the domain outside (for the value of the pore 
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radius used).  The main origin of the free energy barrier in the case of ubiquitin comes 
from the energetic cost of denaturing the protein.     
 
 
Figure 3.8 (A) Free energy 0 ( )G z  and (B) entropy S(z)  as a function of the translocation 
coordinate z for ubiquitin and for a homopolymer model that consists of neutral beads.  
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3.4 DISCUSSION  
We have studied how a protein unfolds when being pulled across a long narrow 
cylindrical pore. The observed unfolding mechanism is found to be different than that 
probed by the single molecule experiments. We found that it depends on the diameter of 
the pore as well as on whether it is pulled from the C- or N- terminus. The translocation 
kinetics exibit a pulling force dependence that is more complex than a simple exponential 
function expected on the basis of simple phenomenological models of translocation. The 
models that can succesfully model the force dependence of unfolding kinetics in single 
molecule unfolding fails to explain translocation kinetics. Also this abrubt change of 
transition state on force is specific to protein translocation and can not be captured in 
polymer translocation.   
  It should be noted that our study has several limitations that may prevent its direct 
comparison with experiments. First of all, we assume that peptide-pore interactions are 
only repulsive, while most of the protein pores have electrostatic and hydrophobic sites 
that binds to the protein[53] may favor domain unfolding it even the pore size is larger. 
Also very long pore with constant diameter would be an incorrect representation of the 
pores in biology. Secondly, the assumption that translocation is a slow barrier crossing 
type project may not be correct if timescale of translocation dynamics is comparable to 
the time scale of internal dynamics of protein. In that situaion one-dimensional diffusion 
in the equilibrium free energy is no longer applicable and full-blown simulation of 
translocation dynamics may be required.  
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Chapter 4 
Single Molecule Electrophoresis of -Hairpin Peptides across -
Hemolysin Pore 
4.1. INTRODUCTION  
Electrophoretically driven translocation of proteins across certain biological or synthetic 
pores can be studied experimentally at the single molecule level. The technique has 
originally been developed for DNA and RNA[118-120]  and for other polymers[51, 121-
123], and recently progress has been made towards studying proteins inside 
transmembrane pores[53]. Transmembrane pores such as -hemolysin[124] (-HL) are 
convenient model translocation systems and they can potentially be used as biosensors. 
Whenever a single protein is inside the pore, it partially or completely blocks the current 
accross the pore; The duration of such blocking events directly reports on the time of 
translocation. It is therefore of interest to examine the dependence of the translocation 
time on the driving force (that would be proportional to the electric field).  
 In this chapter, we will summarize a joint work of single-channel electrical 
recordings and Langevin molecular dynamics simulations that were used to probe the 
translocation of -hairpin peptides[125] of the B1 domain of protein G through an -HL 
protein pore at the single-molecule level. The -HL pore is a heptameric mushroom-
shaped protein of known crystal structure[124] and remains open for long periods in an 
applied transmembrane potential[122]. Experimentally, three -hairpin peptides were 
selected for this preliminary study: (i) the wild-type peptide (G41) has the sequence 
GEWTYDDATKTFTVTE (residues 41-56) [125], (ii) Ac-G40 has acetylated Gly at the 
N-terminus (residues 40-56), and (iii) K41 has a Lys residue in position 41 (residues 41-
56). The three -hairpins explored in this work, vary by the number of terminal ion pairs, 
and have 30%, 5% and 50% stabilities in aqueous phase. The -hairpin peptides, when 
                                               
 Large portions of this chapter has been published in references 54, 95.   
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added to the trans side of the bilayer at low micromolar concentrations, produced 
transient current blockades, the nature of which depended on the features of the -
hairpins.  
 In parallel to these single-channel studies of -hairpin peptides, we have 
performed Langevin dynamics simulations of peptide translocation using a minimalist 
off-lattice model[104-106] for both the -hairpins and the -barrel part of the -HL pore. 
We have designed sequences of four -hairpin peptides that differ in their stability and 
their hydrophobic content. Residues in each of the peptides were assigned charges 
corresponding to those in the experiment. The results show that our minimalistic model 
of protein translocation is very succeful to predict the outcome of experiments and it also 
can provide molecular level detail of protein translocation process.  
  To study the translocation rates of proteins accross the -HL pore we resort to a 
completely different approach than the previous chapter. In Chapter 3 we report our study 
on a protein domain that is pulled mechanically through a neutral pore by applying a 
force to one end of the polypeptide chain. The pore is narrow enough that it requires the 
protein to unfold to allow its passage. This results in a large free energy barrier. The 
translocation is then a rare event that is unlikely to be observed in a molecular simulation 
of a realistic duration. Thus we estimated the translocation rate indirectly by considering 
the free energy barriers encountered by the protein as it moves along the pore and using 
transition state theory for the rate of barrier crossing.  
  In this chapter we will report our simulation of electric-field-driven translocation 
of a short charged peptides across the -HL pore. The pore is large enough to 
accommodate the folded b-hairpin geometrically[70]. When an electric field is applied, 
the translocation process is expected to be relatively fast and its time scale can be 
captured directly in a computer simulation. Therefore, the distribution of the translocation 
times was directly computed for this case. 
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4.2. MODEL AND METHODS 
4.2.1. The protein and the pore model  
 A minimalist off-lattice model[104-106] was used to describe the energy of the peptide 
and its interaction with the pore. The peptide potential, as a function of the position ri, 
i=1, …, N, of each residue, is given by: 
 V(r1, r2, …, rN) = Vbond + Vbend+ Vdih + Vnon-bonded + Vpore   (4.1) 
The details of the potential Vbond and Vbend that accounts for bond stretching and bond 
bending inherent to the peptide bond geometry is summarized in section 2.2.2. and the 
potential terms for dihedral angle constraint Vdih and, non-bonded interactions Vnon-bonded 
are detailed in section 3.2.2 of this dissertation.  
 Four -hairpin forming peptide models were constructed. The bead sequences for 
each peptide were as follows: 
Peptide 1: BBLBLBNBNNBNBLBB    (82% folded, 56% hydrophobic) 
Peptide 2: NBLBNBNLLNBLBNBN    (70% folded, 37% hydrophobic) 
Peptide 3: NBLBLBNNNNBLBLBN    (54% folded, 37% hydrophobic) 
Peptide 4: BNLBLBNNNNBLBLBN    (32% folded, 37% hydrophobic) 
The same dihedral sequence EEEEETTTEEEEE was used for each peptide. Each of the 
four peptides formed a hairpin structure similar to that of the -hairpin fragment of the 
B1 domain of protein G (pdb file 1PGB) at low enough temperatures. We have further 
assumed that the beads 7 and 16 are positively charged and the beads 1, 10, 11, 15 are 
negatively charged so that the hairpin carries an overall charge of -2. The electrostatic 
interactions between these charged residues were not explicitly included in the model 
since they were considered to be part of the total potential energy 1( ,..., )NV r r  described 
above. 
 The model of the -HL pore used here was obtained by placing beads at the 
positions of the -carbon atoms from the X-ray structure of the -HL pore (pdb file 
7αHL) [126]. The beads were assigned to be hydrophobic, neutral, or hydrophilic 
depending on the hydrophobicity of the residues in the pdb file (see Figure 4.1). The pore 
geometry is fixed (i.e., the pore beads do not move). The bead model only includes the -
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barrel region (i.e., the narrow part) of the -HL pore. The potential Vpore describing the 
peptide-pore interactions is of the same form as Vnon-bonded above. 
 In the beginning of the simulation, the peptide was placed outside the narrow part 
of the -HL pore. By artificially creating a “vestibule” (shown by dashed lines in Fig. 
4.1) with an external potential that confines the peptide within a cylinder of  radius R=6, 
we have ensured that the peptide cannot wander too far from the pore entrance and so we 
are likely to see translocation to occur in the course of a simulation. However R was 
chosen large enough to allow equilibration before translocation takes place and to ensure 
that the resulting translocation time does not depend on the precise manner in which the 
peptide was initially positioned. The presence of this potential affects the frequency with 
which the peptide attempts to translocate across the narrow part of pore, but not the 
translocation time itself. A force 0.5f (-0.5f) in the direction of the pore axis is applied to 
the positively (negatively) charged residues so that the interaction between the peptide 
and the electric field is described by the term  
 7 16 1 10 11 15( ) / 2pullV f z z z z z z             (4.2) 
and the total force acting on the peptide is f. Here zi is the z-coordinate of the i-th bead, 




4.2.2 Simulating the protein dynamics 
It was assumed that the dynamics of each atom in the chain are governed by the Langevin 










           (4.3) 
where ri is the position of the i-th atom, m is its effective mass,   2/1h2 /0.2   m is 
the friction coefficient, and R(t) is a random correlated force satisfying the fluctuation-
dissipation theorem. This equation was solved by using the velocity Verlet algorithm as 
described by Paterlini et al[87]. We use dimensionless units of energy, distance, time, and 
Fig. 4.1. -hairpin peptide at the entrance of the narrow part of the HL pore. 
Translocation is driven by the electric field that acts in the direction along the pore. Both 
the -hairpin and the pore consist of beads that can be hydrophobic, hydrophilic, or 
neutral. In addition, 6 residues of the hairpin carry charges, as indicated. The dashed lines 
show the additional confinement potential that prevents the peptide to wander too far 
from the pore entrance. 
 52 
force respectively equal to h, , 5.2)/( 2/1h
2   m ps, and 18/h0  f pN. All 
simulations were performed at temperature T=0.28 h/kB.  We note that the above value 
of the friction coefficient is 25 times lower than that expected for water[86, 127]. 
However because it is high enough to ensure overdamped regime of the dynamics (where 
the acceleration term in the Langevin equation can be neglected), the time scales of the 
dynamics in water are recovered by simply rescaling all the times by a factor of 25. 
4.3 RESULTS 
4.3.1. Electrical recordings of Translocation of -hairpin Forming Peptides  
Electrical recordings of single molecule experiments revealed an exponential decrease of 
the event duration with the applied transmembrane potential (Figure 4.2). Importantly, for 
similar electric forces, events produced by the unfolded Ac-G40 peptide were shorter 
than those values measured for the folded G41 and K41 peptides (Figure 4.2).  
4.3.2. Langevin Dynamics Simulation of Translocation of -hairpin Forming 
Peptides  
Similar to the experimental data, the electric field dependence of the translocation time is 
close to exponential at very low fields. Such an exponential dependence can be 
understood within the framework of Bell’s model[110], where escape from the pore is 
controlled by crossing a free energy barrier that is lowered by the electric force. This 
description becomes invalid at high fields where the barrier vanishes, as seen in Fig. 4.3. 
The translocation time is correlated with the stability of the peptide and decreases 
monotonically from peptide 1 to peptide 4. The somewhat counterintuitive observation 
that translocation is faster for less stable peptides can be understood if one considers the 
three typical translocation trajectories observed in the simulations (Figure 4.3B). In the 
trajectories of type 1, the peptide remains in an extended conformation and the residues 
are threaded through the pore in a single file. This type of trajectories corresponds to the 
fastest observed translocation times. In type 2 trajectories, corresponding to longer dwell 
times, the peptide remains folded as it goes through the pore. Type 3 trajectories, which 
were only observed for the most hydrophobic peptide 1, correspond to the slowest 
translocation events, in which a peptide-pore complex is formed and the peptide remains 
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trapped inside the pore in a misfolded conformation. Less stable peptides are more likely 




















Fig. 4.2. The dependence of the translocation time of -hairpin peptides on the electric 
force. The electric force was derived as F=qV/l, where the effective charge q is half of the 
peptide charge, V is the transmembrane potential, and l=50 Å is the length of the -barrel 
lumen.  
Figure 4.3. (A) The computed mean translocation time as a function of the total force on 
the -hairpin. (B) Typical conformations of the peptide inside the -barrel part of the -
HL pore corresponding to three types of observed translocation trajectories.  





























 contrast, translocation of the more stable peptides is more likely to occur via the type 2 
or 3 trajectories. 
 To gain better insight into the origin of the translocation time dependence on the 
peptide stability, we have studied the statistics of individual translocation events (Figure 
4.4). To automatically distinguish between the open, folded and misfolded conformations 
of the peptide, we have used the method of Baysal et al. [128],  in which the overall shape 
of a molecule is characterized by calculating the projection of its configuration onto the 
principal axes. If the conformation of the chain remains the same (open, folded, or 
misfolded) during at least 50% of the total translocation time then the trajectory is 
considered to be type 1, 2, or 3, respectively.  
 Some trajectories cannot be classified as one of the above three types because the 
peptide undergoes multiple transitions among different conformational types in the 
course of a single translocation event. However, the relative number of such trajectories 
tends to be small (<12%). 
 Shown in Figure 4.4 are histograms of the translocation times that correspond to 
each type of translocation event. Each histogram is normalized such that the sum of the 
bar heights gives the total fraction of the observed trajectories corresponding to the given 
type. Also shown are the histograms of translocation times corresponding to any type of 
event (the bar heights add up to one). Type 1 translocation events are the fastest and type 
3 the slowest. Type 3 trajectories are only observed for the most stable and the most 
hydrophobic peptide 1, for which the number of translocation events of type 1 is 
negligible. As the stability is decreased from peptide 2 to peptide 4, the relative number 




Fig. 4.4. Histograms of translocation times for the four peptides. The value of the total 
force on the peptide is f=1.2f0 in the case of Peptide 1 and f=0.8f0 for peptides 2-4. 
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4.3.3. Force dependence of probability distribution of the translocation times  
We also studied the translocation times and probabilty distributions for different values of 
the driving force f. Histograms of the observed translocation times for peptide 1 are 
shown in Fig. 4.5 For low values of the force f, the probability distribution of the 
translocation time t is exponential,  
 1( ) exp( / )tr trp t t 
  ,         (4.4) 
where tr t   is the average translocation time. Such Poisson statistics of translocation 
times is usually a signature of a barrier crossing process, whose time scale is determined 
by a single rate limiting step involving overcoming a barrier that is higher than the 
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Figure 4.5. Histograms of the time spent by the peptide inside the narrow part of the -
HL pore for different values of the driving force. Left: trans-to-cis translocation Right: 
cis-to-trans translocation.  
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At higher values of the force p(t) is no longer exponential but rather exhibits a single 
maximum. This situation is expected in the case of a “downhill” process that involves no 
barriers.  To illustrate this, consider a simple one-dimensional model [113, 130], in which 
we view translocation as a diffusive motion of a particle in a pore-induced potential V(x), 
where x is the translocation coordinate.  In the presence of a driving force f, the dynamics 
is described by a one-dimensional Langevin equation of the form,  
  ( ( ) ) ( )r
dmx V x fx x F t
dx
      ,       (4.5) 
where Fr(t) is a random -correlated force satisfying the fluctuation-dissipation theorem. 
Even if V(x) has barriers, for a sufficiently high force f the potential V(x)-fx will be a 
monotonic function decreasing in the direction of the force.  The average time for such 
downhill diffusion between the pore entrance and its exit can then be estimated by 
averaging over thermal noise in the above equation. If we assume  ( )V x V x , 
which is valid to 1st order in fluctuations ( x x ),  then averaging gives  the 
deterministic equation   
 2 2/ ( ( ) ) /dmd x dt V x f x d x dt
dx
        (4.6) 
The effect of the thermal noise will be to broaden the distribution of the translocation 
times around the mean value obtained from this deterministic equation of motion, 
producing a translocation time distribution similar to the ones seen in Fig. 4.5 for high 
values of the force.   
 In an overdamped regime (high value of the friction coefficient ) the lhs of the 
above equation is close to zero. Furthermore, at high values of the force the term  V x  
can be neglected (as compared to f x ), which gives motion at a constant velocity that 
is proportional to the force / /d x dt f  . We therefore expect the mean translocation 
time to be inversely proportional to the force in this limit.   
 The dependence of the translocation time on the applied force is shown in Fig. 
4.6.  Trans-to-cis translocation is faster than that in the cis-to-trans case.  As seen from 
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Fig. 4.6A, at low forces (corresponding to the case where the translocation time 
distribution is exponential in Fig. 4.6) the average translocation time is well described by 
the equation 
 0exp( / )t af f b    ,         (4.7) 
consistent with Bells’ phenomenological model [110], which assumes a free energy 
barrier that depends linearly on the force and is used to describe many force-dependent 
molecular processes [129].  The straight lines in Fig. 4.6A are described by the following 
parameters:  a =  0.783, b=16.35 for the cis-to-trans case and  a= 0.990, b= 15.42 for the 
trans-to-cis case. Note that the value of b, which describes the translocation time in the 
limit of zero force, bt e , is the same (to within extrapolation uncertainties/statistical 
errors) for the cis-to-trans and the trans-to-cis translocation.    
 At higher forces, the above exponential dependence breaks down. In this regime 
the inverse translocation time is a linear function of the force, 1t Af B   , as seen 
from Fig. 4.6B, which plots 1t   vs. f for the same data. This behavior is consistent with 
the above arguments based on a one-dimensional model.  
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Figure 4.6. (A) The dependence of the average time t  spent by the peptide 1 inside the 
narrow part of the -HL pore on the driving force. The solid and the dashed lines are 
linear fits of the form 0ln / /t af f b    . (B). Same data as in Fig. 4.6(A) but 
replotted in the form / t  vs. f. At high forces, the data are well described by the linear 
relationship
1t Af B   , where A>0 and B>0.   
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4.4. DISCUSION  
The translocation trajectories observed in the simulations provide a plausible explanation 
of the experimental correlation between the -hairpin stability and the translocation time. 
Coarse grained peptide models are not realistic enough to allow a direct quantitative 
comparison with experimental data and CPU limitations commonly necessitate using 
electric forces that are higher than those employed experimentally. Nevertheless 
simulated translocation times and the experimental translocation times extrapolated to 
higher forces are within an order of magnitude from one another and show similar force 
dependence, suggesting that our model may correctly capture the translocation 
mechanism.  
 These observations, combined with recent single-channel studies on the 
translocation of -helical peptides through the -HL pore [53, 131], reveal the 
complexity of the translocation mechanism and its sensitivity to the details of the peptide-
pore interactions as well as to the secondary structure of the peptide. It is also 
conceivable that the kinetics of the translocation of polypeptides through protein pores is 
dependent on the features of the pore lumen [79].  
 We finally note that unlike the neutral pore that was studied in the case of 
ubiquitin translocation, the inner surface of the -HL pore is rather “sticky” as it contains 
about 36% of hydrophobic residues that have attractive interactions with the peptide, 
which is 56% hydrophobic. This substantially slows down the translocation  process. 
Specifically, when we replaced all the pore residues by neutral ones, this has sped up the 
translocation process by two orders of magnitude. This suggests that more realistic 
molecular models are desirable in order to obtain a complete physical picture of protein 




Chapter 5  
Topography of the Free-energy Landscape Probed via Mechanical 
Unfolding of Proteins 
5.1. INTRODUCTION 
In recent years, there have been numerous experimental studies of the mechanical 
unfolding of single protein molecules [29, 35-37, 39, 40, 47, 48, 93, 94, 101, 102, 111, 
132-146]. One of the goals of these studies is to understand the mechanisms through 
which some proteins perform mechanical, “load-bearing” functions in living organisms 
[40, 132, 147, 148] and to elucidate the relationship between their structure and 
mechanical function. The other goal is to shed new light on the fundamental protein 
folding problem. However it is not yet entirely clear what kind of information about 
folding and/or chemical denaturation of proteins can be extracted from the mechanical 
unfolding experiments. Mechanical stretching can generally alter protein unfolding 
pathways by biasing free energy landscapes [43]. Experimentally, the relationship 
between the chemical and the mechanical unfolding mechanisms has been addressed 
through a comparison of the unfolding rate constant chemuk  measured in chemical 
denaturation experiments with the mechanical unfolding rate ku(f)  extrapolated to zero 
pulling force  0f  . Coincidence of these two rates was taken as evidence that the 
mechanical and chemical unfolding transition states are the same. While  chemuk  and  ku(0) 
were indeed found to nearly coincide for the immunoglobulin domain I27 [111], other 
studies involving mutant domains suggested that these rates can be different and therefore 
the mechanical and chemical unfolding pathways may not be the same [133, 145]. 
Furthermore, molecular dynamics studies carried in the references [59, 60] suggest that 
the similarity between  chemuk  and  ku(0) may be accidental: The experimental  estimates of  
ku(0)  are based on the assumption that log ( )uk f is a linear function of the force f [48, 
                                               
 Large portions of this chapter have been published in reference 109.  
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110]; however this is not the case for more realistic free energy profiles resulting in 
values of  ku(0)  that may be orders of magnitude different from those originally 
estimated.   
 Interpretation of the experimental data provided by force probe spectroscopy thus 
depends on the model chosen for the free energy profile of the protein along the 
mechanical reaction coordinate. There are two key assumptions that are commonly made 
to facilitate interpretation of pulling experiments. (i) Firstly, one assumes that the 
unfolding free energy barrier has a linear force dependence [110], 
( ) (0)u u uG f G f z     , where uz is the protein extension corresponding to the 
transition state.  This assumption leads to the exponential dependence of 
( )uk f mentioned above and also allows one to estimate uz .   
 
 
(ii) Second assumption is that the free energy profile of a protein domain G(z) along the 
one-dimensional mechanical pulling coordinate (equal to the protein extension z) has a 
shape that consists of a “native” minimum separated from the unfolded basin of attraction 
Figure 5.1. A cartoon of the often assumed dependence of the protein free energy on its 
extension[111, 135] (i.e. the mechanical unfolding reaction coordinate). The native state 
(N) is separated from the condensed denatured state (CD) by a barrier. The extended 
denatured state (ED) corresponds to larger extensions.  
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by a barrier, see Fig. 5.1.  In particular, it has been proposed [111, 135] that G(z) involves 
a native minimum N separated from a condensed denatured state CD by a barrier uG ; 
when further stretched, the protein attains an extended denatured state ED. Finally, as the 
polypeptide chain approaches its fully extended conformation the free energy rises 
abruptly; This part of the G(z) curve is usually described in terms of polymer extension 
models such as the wormlike chain model [149-151]. The location, the width, and the 
height of the barrier have been estimated [111] – based on the above two assumptions - 
from the measured force dependence of the mechanical unfolding and refolding rates.  
 First assumption has been questioned by recent theoretical studies and simulations 
[59, 60, 152, 153], which indicate that, while the linear approximation may be adequate 
in the relatively narrow range of force f probed in pulling experiments, it cannot be used 
to extrapolate  ( )uk f to zero force. However, another question arises in connection with 
assumption (i), to what extent can the actual multidimensional folding/refolding 
dynamics of a protein be understood in terms of its projection onto a one- or low-
dimensional space? It is well known that a poor choice of a reaction coordinate in 
transition state theory can lead to very poor estimates of reaction rates [64-66]. On the 
other hand, models assuming that the effect of all degrees of freedom other than the 
reaction coordinate amounts to a Stokes-type friction and a stochastic force and 
postulating a simple Langevin equation to describe one-dimensional dynamics along the 
reaction coordinate seem to agree quite well with steered Molecular Dynamics 
simulations of protein unfolding [34, 59, 62, 63]. 
 Second assumption is hard to reconcile with the recent experimental data on 
protein refolding under mechanical tension [47, 48].  Specifically, Fernandez and Li 
report on an experimental observation of a folding trajectory of a single protein molecule 
by using force-clamp spectroscopy [47]. In their study, a chain containing several tandem 
repeats of the ubiquitin domain was first extended by applying a high force fh between the 
chain ends. Then the force was reduced to a lower value fl. By monitoring the chain 
extension z(t) as a function of time they find that the protein refolds and attains a value of 
z corresponding to the chain in which all the domains are folded.  
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 The protein is seen to refold even if a stretching force as high as fl = 40 pN  is 
applied to the protein. In other words, the compact native state of each domain remains 
thermodynamically stable relative to the extended state at this value of the stretching 
force. However assuming a free energy profile depicted in Fig.5.1, even a much lower 
force should destabilize the native state and favor the extended state thermodynamically. 
To see this, note that when a stretching force f is applied between the ends of the chain, 
where the direction of the force is taken to be along the z-axis, the domain free energy 
becomes 
( ) ( ) ( )fG z G z fz          (5.1) 
 Assuming that the dependence G(z) stays relatively flat in the region between 
states CD and ED, as suggested in Fig. 5.1, application of the force f will turn  this flat 
dependence into a downhill ramp until the extension reaches a value L* comparable with 
the contour length L. The extended state will have free energy lower than that of the 
native state if 
 
 * 0u fG G fL           (5.2)  
where the Gu –Gf is the free energy difference between the denatured and the native states 
in the absence of the force. Using the values  Gu –Gf ~ 5 kcal/mol and L* ~ 280Å from 
ref. [111], we find that this corresponds to a force 1.24pNmf f  !  Although we have 
used the values of energy and extension reported in[111] for the I27 domain while the 
mechanical refolding experiments were performed with ubiquitin, these two domains are 
known to have very similar mechanical  properties [60, 61, 102] and it is very unlikely 
that the differences between these two domains would account for the over an order of 
magnitude difference in the force fm. 
 Perhaps the estimated value for the maximum extension L* is too high because 
we have assumed a flat free energy profile thus ignoring the entropic elasticity of the 
unfolded chain. To account for this effect let us assume that the unfolded protein can be 
described as a Gaussian coil whose mean square end-to-end distance is given by 
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2 2r Mb where M+1 is the number of residues in the domain.  The minimum free 
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where the 2nd term in the lhs of this expression is the free energy contribution arising 
from the entropy of the Gaussian chain[112, 154, 155]. The extended state becomes more 
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Using M=75 (for ubiquitin) and a typical value b=8 Å(see, e.g., [156, 157]), Eq. 5.4 gives 
pNf m 4 , still an order of magnitude lower than the force observed experimentally.  
 These estimates suggest that the common notion of a bistable free energy profile 
G(z) represented by the cartoon in Fig. 5.1 may be incorrect. Mechanical unfolding 
experiments do not measure G(z) directly but instead indirectly probe the tilted free 
energy surface ( ) ( )fG z (Eq. 5.1) in the presence of a pulling force f. ( ) ( )fG z is indeed a 
bistable (or possibly multistable) function. Recent single molecule RNA stretching 
experiments[158] have demonstrated that by tilting ( ) ( )fG z with an appropriate force one 
can observe, in real time, the switching of a single molecule between its unfolded and 
folded conformations corresponding to two minima of ( ) ( )fG z . The mechanically 
unfolded state in this case is different from the chemically denatured state although the 
free energies of the two can be compared if one corrects for the reduced entropy of the 
mechanically unfolded state[158].   
  While ( ) ( )fG z is bi- or multi-stable, G(z) does not have to be. Recent theoretical 
studies[59, 153] showed that different models for G(z) can comparably well reproduce 
the available experimental data.  
 We use simulations to investigate the curve G(z) without making any 
preconceived assumptions about its shape. Unfortunately, computing G(z) from atomistic 
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simulations is not possible because characterizing the unfolded state of a protein 
(corresponding to large extensions), would require prohibitively long simulation 
timescales. Here we resort to Langevin dynamics simulations of a minimalist model of a 
ubiquitin-like domain to compute the free energy profile G(z) and to compare it with the 
free energy profiles along other reaction coordinates that are commonly used to monitor 
the protein folding progress. We find that while the latter can exhibit a typical double-
well shape with the two wells corresponding to the native and denatured ensembles, the 
free energy profile G(z) along the mechanical unfolding coordinate is a monotonically 
increasing function in the absence of  force. When a finite force is applied, the tilted free 
energy ( ) ( )fG z G z fz   develops well defined minima corresponding to the native 
ensemble and extended state(s). For this reason there is no contradiction between our 
present findings and previous experiments that probe ( )fG z . However we will 
demonstrate in this chapter that when the assumption that G(z) is bistable as in Fig. 5.1 is 
abandoned, the resulting estimate for the force  fm  necessary to destabilize the native 
protein turns out to be considerably higher and is consistent with the exeriments[47, 48].   
 Also, we address the issue of adequacy of reduced low-dimensional models to 
some extent by studying trajectories of folding and refolding in the two-dimensional 
space that consists of the mechanical and “chemical” coordinates. We find that these 
trajectories tend to stay close to the steepest descent “gutters” on the two-dimensional 
free energy surfaces, suggesting that, reduced representations of mechanical 
folding/refolding dynamics are meaningful.     
Most single molecule protein pulling studies employing AFM involve chains of identical 
domains rather than a single domain. In Section 5.3.4 of this chapter we will consider a 
simple model of a polyprotein chain that consists of N domains and study its free energy 
( )NG z as a function of the chain extension z. We will demonstrate that, in a certain range 
of temperatures and for a sufficiently large N, this free energy is simply a linear function 
of z: 
 zfzG mN )(          (5.5) 
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We propose that the “slow refolding phase” observed in the mechanical refolding of 
polyubiquitin chains[47] can be viewed as one-dimensional overdamped motion in the 
linear potential of Eq. (5.5).   
5.2 MODEL AND METHODS 
5.2.1 The protein model 
The minimalist off-lattice model[104-106] of ubiquitin-type protein, that has already 
utilized in Chapter 3, is used. In this model, the peptide potential, as a function of the 
position ri, i=1, …, N, of each residue, is given by: 
 V(r1, r2, …, rN) = Vbond + Vbend+ Vdih + Vnon-bonded     (5.6) 
where, Vbond, Vbend, Vdih and, Vnon-bonded are bond stretching, bond bending, torsion 
bending and non-bonded potential terms detailed in 3.2.2 of this dissertation.  
To study the kinetics of unfolding and refolding, we apply a mechanical force f to the 
first and last bead of the chain (N=75) by adding the term )( 751 zzfV pull   to the 
equation (5.6).  
 Within this model, the peptide was found to reproducibly assume a ubiquitin-like 
fold (shown in Fig. 5.2) when the temperature is below the folding temperature Tf = 
0.56 /h Bk .        
 
Figure 5.2. The native configuration of the ubiquitin-like domain. 
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5.2.2. Simulating the protein dynamics  
It was assumed that the dynamics of each atom in the chain are governed by the Langevin 







            (5.7) 
where ri is the position of the i-th atom, m is its effective mass, 2/12 )/(05.0  hm is 
the friction coefficient, and R(t) is a random correlated force satisfying the fluctuation-
dissipation theorem. This equation was solved by using the velocity Verlet algorithm as 
described by Paterlini et al.11 We use dimensionless units of energy, distance, time, and 
force respectively equal to h, , 5.2)/( 2/1h
2 m ps, and 18/h  pN .  
5.2.3. Obtaining free energy profiles 
To improve sampling in the temperatures lower than folding temperature we had to resort 
to the replica exchange method[88, 89], in which Langevin trajectories were run in 
parallel for a set of different temperatures and configurations were exchanged  according 
to an algorithm that satisfies detailed balance.     
 The free energy profile of any structural property can be obtained as 
 ( ) ln ( )BG k T p           (5.8) 
 where ( )p  is the sampled probability distribution of . The quantity may either be a 
scalar or a vector, each component of which corresponds to a different reaction 
coordinate or order parameter.  To obtain the global shape of G() far away from 
minimum of G(), the standard weighted histogram/umbrella sampling method was used 
as described in[67-69].  
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5.3 RESULTS  
5.3.1 Free energy profile along the mechanical reaction coordinate of single domain 
protein  
Fig. 5.3 depicts the computed free energy profile G(z)  for different temperatures. We 
find that, in contrast to the hypothetic G(z) depicted in Fig. 5.1, the computed  profile has 
no minima except the one at z=0. For 6z  the free energy is nearly constant. This 
plateau is anticipated for a protein in its native state (assuming that the protein shape 
fluctuations are small so that its end-to end vector has a constant absolute value and 
arbitrary direction) . Indeed, the distance between the ends of the chain in the native state 
is 0 6.3r  .   





















Figure 5.3. The computed free energy as a function of the domain extension at different 
temperatures. 
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 As z is increased, G(z) rises in  a series of steps. Each of these steps turns into a 
barrier when a stretching force f is applied. This is seen in Fig. 5.4, which shows the free 
energy ( ) ( )fG z G z fz  for different forces at T=0.32 /h Bk . Correspondingly, as it is 
being stretched, the protein assumes a series of partially folded conformations. Three 
representative conformations corresponding to the extensions z = 6.617.8      
points I, II, III in Fig. 5.4) are shown in Fig. 5.5. In addition, average contact maps 
corresponding to these values of z are also shown. [The contact map here is a plot 
containing points (i,j) for every pair of residues i and j that fall within a distance of 
| | 1.97i jr r   . The darkness of each point in this map increases with the probability of 
this contact to occur in the ensemble of stretched protein configurations, black points 
corresponding to contacts that occur with a probability close to 100%]. The 
conformations corresponding to the point IV in Fig. 5.4 (z=41.8 are predominantly 
extended, contain no residual structure and no contacts.  








 f = 0.3
 f = 0.75
 f = 1.20












Figure 5.4. The free energy G(z)-fz of the domain in the presence of a force f at 
T=0.32 Bh k/  and at different values of f. 
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 The first barrier in Fig. 5.4 is encountered at 12z . By comparing the structures 
with  12z   and 12z  (exemplified by structures I and II in Figure 5.5), one finds 
that the former are native-like while the latter preserve much of the native structure 
except that the two terminal parallel strands of the native protein become separated.  
 
Figure 5.5 Representative configurations and average contact maps for the equilibrium 
ensemble of conformations of the ubiquitin domain at T=0.32 Bh k/  constrained to have 
its extension equal to (a)  6.6b) 17.8and (c)corresponding to the points I, II, 
III in Fig. 5.4 The z value was constrained by a spring to be equal to those values. 
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Atomistic simulations of ubiquitin[48, 60, 61] showed similar behavior: the separation of 
the terminal parallel strands results in a free energy barrier that accounts for the 
mechanical stability of ubiquitin-like domains. Similarly, simulations of other protein 
domains containing terminal parallel strands indicated that their mechanical stability is 
largely accounted for by these strands forming a “clamp” that resists mechanical 
force[33-35, 60, 63]. Further, it has been argued[159, 160] that such terminal parallel 
strands represent an optimal topology maximizing the mechanical resistance of a protein .  
 The height of this first free energy barrier corresponding to the separation of the 
parallel strands depends on  temperature. As T is increased and approaches the folding 
temperature from below, the clamp formed by the terminal strands becomes less stable 
resulting in a lower free energy barrier. For the lowest temperature for which our 
calculations were performed, the barrier is h8 . If we assume 1 2 kcal/molh   [84], 
the resulting barrier is 8 -16 kcal/mol, which is lower than the free energy barrier 
29 kcal/moluG  estimated for ubiquitin from Molecular Dynamics simulations[60]. 
This is not surprising: The coarse-grained model used here does not include hydrogen 
bonds, which stabilize the parallel strands[34]. The fact that this model still captures the 
unfolding scenario observed in atomistic simulations supports the notion that native 
topology largely determines the mechanical unfolding mechanism[159-161].  
 From Fig. 5.4, the barrier separating the conformations I and II disappears at a 
force 1.2 /hf    (at T=0.32 h ). For h in the range 1-2 kcal/mol, this corresponds to a 
force pNf 4422  , which is substantially lower than that found in simulations[59, 60]  
or inferred from experiments[102]. Again, this discrepancy is not surprising given the 
fact that interactions in the model used here are not necessarily quantitative.  
 Despite the fact that the present model underestimates the unfolding barriers and 
forces, it predicts that the force required to destabilize the native state and render an 
extended state thermodynamically favorable is larger than that estimated by assuming the 
hypothetic free energy profile shown in Fig. 5.1. Indeed, one sees in Fig. 5.4 that at a 
force 0.75 / 14 28hf pN     (again assuming 1 2 kcal/molh   ) the native state 
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still remains stable (i.e. G(z)  is uphill as z is increased).  For 1.65 / 30 60hf pN     
the extended state (conformation IV in Fig. 5.4) becomes thermodynamically favorable, 
while at intermediate forces  /65.1/75.0 hh f   partially unfolded states II and III 
shown in Fig. 5.5 may be stabilized by the force.     
 Despite the fact that the model significantly underestimates the unfolding free 
energy barriers, it predicts that the protein should refold to a native-like conformation 
under a force ~14-28 pN that is comparable with the forces used in the mechanical 
refolding experiments [47]. We anticipate even a larger force required to destabilize the 
native protein if more realistic interactions are used. This is in contrast with the free 
energy of Fig. 5.1, for which a stretching force of a few piconewtons would inhibit 
protein refolding.      
5.3.2. The free energy profile along a “chemical” reaction coordinate 
Our finding that G(z) does not have two minima corresponding  to the unfolded and 
folded ensembles but rather is a monotonic function appears to contradict common 
intuition about free energy landscapes of proteins. We have experimented with a number 
of different protein models and in each case we found G(z) to be a monotonic function 
regardless of temperature and details of the model. This type of behavior is also found in 
atomistic simulations of mechanical unfolding [59-61] although those cannot be trusted 
to adequately sample the denatured ensemble. We believe that this common property of 
G(z) has to do with the inability of the extension, as a reaction coordinate, to distinguish 
between the folded and unfolded state.  
 In studies of protein folding, a number of other reaction coordinates or order 
parameters have been used, all of which can distinguish between the folded and unfolded 
states. Examples include the number of native contacts, the root mean square deviation 
from the native conformation (rmsd), and the radius of gyration (Rg). The free energy 
profile, plotted as a function of one of these order parameters, is commonly expected to 





 To gain further insight into the free energy landscape of our model protein, we 
have constructed two-dimensional free energy surfaces ( , )chemG z  , where the 
“chemical” reaction coordinate chem is Rg, or rmsd . Our results for T=0.48 /h Bk  are 
Figure 5.6. Two-dimensional contour maps for the free energy as a function of A) the 
radius of gyration and the protein extension and B) the rmsd from  the native 
conformation and the protein extension at T=0.48 Bh k/ . 
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shown in Fig. 5.6. Fig. 5.7 shows slices of this two-dimensional free energy surface when 
it is dissected along the direction of the z axis. For small z  ( , )G z rmsd shows two 
minima, as a function of rmsd. The minimum corresponding to the native state is lower 
than that corresponding to the denatured ensemble. As z is increased, the minimum 
corresponding to the unfolded state becomes lower (relative to the native state) and 
eventually the native state minimum disappears. Interestingly, this happens at a fairly 
small value of z that roughly corresponds to the first transition state associated with the 
separation of the terminal parallel strands.   







 z/ = 1.0
 z/ = 7.0
 z/ = 9.0











 The mechanical and the chemical reaction coordinates are therefore coupled. The 
stretching of the protein biases the conformational ensemble towards the unfolded state – 
in this sense one can talk about mechanical unfolding.  However for sufficiently small 
Figure 5.7. Slices of the two-dimensional free surface G(rmsd, z) plotted in Fig. 5.6B 
taken at different values of the protein extension z.     
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extensions both the denatured and the native ensembles can coexist (for temperatures that 
are close to the folding temperature) and their coexistence is not reflected in the shape of 
the one-dimensional  free energy curve G(z) in an obvious way.    
 
5.3.3. The kinetics of unfolding and refolding  
Here we consider unfolding and refolding trajectories in the two-dimensional space (z, 
rmsd) that consists of the mechanical and a chemical coordinates. In our refolding 
simulations, the protein was pre-stretched with a high force, after which the force was 
relaxed to a smaller value fl. Then the refolding trajectory (z(t), rmsd(t)) was monitored as 
a function of time. A typical refolding trajectory for the case fl =0 is shown in Fig. 5.8A.  
This trajectory wanders quite a bit from the steepest descent path on the free energy 
surface ( , )G z rmsd  and gets trapped near the minimum corresponding to an unfolded 
compact state. Eventually, it crosses over the barrier that exists along the chemical 
reaction coordinate (cf. Fig. 5.7) and arrives at the native state. In Fig. 5.8B, we plot  
rmsd, Rg , and z  as functions of time for this trajectory. Interestingly, both Rg and z  attain 
their native values before rmsd does suggesting that, before folding, the protein first 
reaches a collapsed non-native state that cannot be distinguished from the native state by 
monitoring either Rg and z. The time at which the protein finally folds thereby achieving 







Figure 5.9 shows typical trajectories in the presence of a stretching force.  When fl  is 
sufficiently high, this force prevents the domain from completely folding; Instead, it ends 
up in a collapsed unfolded state corresponding to 3rmsd . This situation is illustrated 
in Fig. 5.9A.  The force fl  also causes the free energy landscape ( , ) lG z rmsd f z to 
become more rough. As a result, the folding trajectory becomes temporarily trapped in 
the regions of the free energy surface where its gradient is small. Note also that the 
stretching force generally tends to align the trajectories along the steepest descent path on 
the ( , ) lG z rmsd f z  surface.  
 
Figure 5.8. A typical refolding trajectory observed when the domain is initially stretched 
by a high force and the force is then removed at t=0.  A): rmsd vs z for this trajectory 
plotted against the free energy contour map ( , )G rmsd z . The trajectory originates at a 
large value of z corresponding to an extended conformation. B) The time dependence of  
rmsd(t), Rg(t) and  z(t) for this trajectory. The arrow indicates the time at which rmsd 
attains its native value. Only the part of the trajectory proceeding this moment is shown 




 Fig. 5.9B illustrates the unfolding process occurring when a much higher force fh 
is applied. The unfolding trajectories in this case are generally very close to the steepest 
descent path on ( , ) hG z rmsd f z , which is consistent with the expectation that 
application of a sufficiently large force should impose the mechanical reaction coordinate 
on the system.       
  
5.3.4. The free energy of a polyprotein chain 
In recent polyprotein stretching-refolding experiments [47, 48], Fernandez and coworkers 
observed a polyprotein fold under mechanical tension. Here we will assume that the 
observed refolding trajectory in the presence of a mechanical force f can be described as a 
one-dimensional stochastic motion in the potential of mean force  
( ) ( ) ( )fN NG z G z fz  ,        (5.9)  
Fig. 5.9: A) The trajectory observed when the domain is initially stretched by a high force 
and the force is then reduced to 0.8 /l hf    at t=0. This trajectory is plotted against the 
free energy contour plot ( , ) lG rmsd z f z  (b): A typical unfolding trajectory in the 
presence of a high value of the unfolding force fh=3.5  /h .  
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where z is now the extension of the entire chain and ( )NG z  is the potential of mean force 
for the chain that consists of N domains. If the domains are statistically independent, (i.e. 
there are no inter-domain excluded volume effects) then this potential of mean force can 
be calculated from the equation:  
 
 
1 2 1 1 1 1 2( ) exp[ ( ) / ] ( ) ( ) ( )N N B N N Np z G z k T dz dz dz p z p z z z z z           (5.10) 
where  
1( ) exp( ( ) / )Bp z G z k T          (5.11) 
Figure 5.10.  The free energy of the polyprotein chain GN(z) that consists of N domains as 
a function of its extension z.  The free energy of a single domain is described by Eqs. 
5.11-5.12. The theoretical curve is given by Eqs. 5.13, 5.23 with b=L and M=1.  
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is the probability distribution of the end-to-end distance for a single domain. Fig. 5.10 
shows GN(z) for  the case where  the extension of a single domain z has the following 
normalized probability distribution: 
  11
1, | |








      
 
,   (5.12) 
and, consequently, the free energy profile 1 1( ) ln ( )BG z k T p z   for a single domain is 
given by a singe-step staircase potential also shown in Fig. 5.10. Here the maximum 
extension of the domain is L and  l roughly corresponds to the equilibrium extension of 
the folded protein. By computing GN(z) numerically  using Eq. 5.10 we find: 
 
(i) GN(z) approaches a linear potential   
 ( )N mG z f z +constant       (5.13) 
when N is large enough (in practice, 3N  ), except in the limits 0z  and z NL . 
 
(ii) The slope fm is independent of N.  
These observations are somewhat surprising. Indeed, the extension 1 2 Nz z z z     of 
the chain comprised of N domains can be viewed as a result of a one-dimensional random 
walk with steps z1, z2, …, zN (cf. Eq. 5.10). The function 1( )p z describes the probability 
distribution of a step length. According to Eq. 5.12, there are two types of steps: Short 
steps with a length |z|<l that occur frequently and long steps that occur with a probability 
proportional to exp( / )Bk T .  According to Eq. 5.13, the resulting probability 
distribution p(z) is not Gaussian but exponential, contrary to what one would  expect 
based on the central limit theorem. The Gaussian distribution is recovered in both low- 
and high temperature limits. In the former case, the probability of a long step is negligible 
(or, equivalently, the probability for a domain to unfold can be neglected) and the length 
of a step is a uniform number between –l and l. In the latter, the step size is uniformly 
distributed between –L and +L. In both cases p(z) is Gaussian for N large enough, as is 
well known from theory of random walks. 
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 The origin of the linear potential of Eq. 5.13 can be understood as follows:   
Suppose n > 0 domains (out of the total of N domains) are unfolded in the polyprotein 
chain. If we neglect the extension of the folded domain as compared to that of unfolded 
domains then the probability distribution of the chain extension z is that of the denatured, 
random-flight chain that consists of nM links, where M is the number of links in the 
single domain chain. Let us call this quantity ( ) ( )nMp z . Since the probability to have n 






 ways to 
have n domains unfolded, then   
 /( )( ) ( ) Bn k TnMN
n
N
p z p z e
n
   
 
       (5.14) 
To be more specific, let us model the unfolded chain as a random coil; For sufficiently 
large z one then can write[112, 154]: 
  ( ) ( ) exp ( / ( ))Mn Fp z g z R Mn        (5.15) 
where  
 ( )FR a Mn
          (5.16) 
is Flory’s chain dimension and  
 ( )g x Dx , 1(1 )           (5.17) 
The case 3/ 5  corresponds to random-flight chains with excluded volume constraints; 
Thermally and chemically denatured proteins are often well described by this 
approximation [157]. The case 1/ 2   corresponds to ideal polymer chains that obey 
Gaussian statistics.  
 The dominating contribution in the sum of Eq. 5.14 comes from the term 
n n corresponding to the minimum of the quantity 
 ( ) /
( ) B






      (5.18) 
(we have neglected the weaker n dependence of the combinatorial coefficients). This 
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       (5.19) 
so that  
  
1
1 (1 )( ) exp ( ) expN
B
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   
  (5.20) 
And  















     
 
      (5.22) 
Remarkably, the potential of mean force is linear regardless of the chain statistics; The 
Flory chain and the ideal chain both give qualitatively the same dependence.  In 
particular, for ideal chains the last equation becomes  
  1/ 21/ 2 1 6(2 / ) / Bm B
k Tf a D k T M
b M

       (5.23) 
This precisely the result of Eq. 5.4 if we replace u fG G by  . Recalling how we have 
derived Eq. 5.4, the meaning of the force fm as the force that destabilizes a single domain 
becomes apparent. Further extension of the chain leads to the unfolding of more domains 
such that the number of unfolded domains is proportional to the extension according to 
Eq. 5.19 and the force in the chain remains constant. This is reminiscent of the plateau 
force found for the mechanical unfolding of collapsed polymers (see, e.g., [162-164]). 
 Although the above reasoning seems to only apply to chains with very large N, 
where n effectively becomes a continuous variable, Eqs. 5.21-5.23 are remarkably 
accurate even for a small number of domains N ~5, as seen from Fig. 5.10, which 
compares ( )NG z calculated numerically for the double-square-well potential of eq. 5.12 
with Eqs. 5.21-5.22. To make this comparison, note that b=L and M=1 for an unfolded 
chain that consists of segments of length L.  
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 Eqs. 5.19-5.22 are valid provided that 1 n N   , which means that the 
temperature and the extension should be such that  
 
1/






   
 
       (5.24) 
As noted above, when temperature is too high or too low, Gaussian chain statistics is 
recovered (for z < NL).  We have also verified that ( )NG z remains linear when a more 
general staircase-type potential G(z) is assumed.  
5.4. DISCUSSION  
The above observations may shed light on the recent force-clamp stretching-refolding 
experiments by the Fernandez group [47]. In their study, a chain containing several 
tandem repeats of the ubiquitin domain was first extended by applying a high force fh 
between the chain ends. Then the force was reduced to a smaller value fl, which was low 
enough to allow the protein to refold.  To study this refolding process, the chain 
extension z(t) was monitored as a function of time t. For a sufficiently weak force fl, the 
protein was seen to contract and to eventually attain an extension z that corresponded to 
the peptide length in its folded state. The recorded folding trajectories z(t) depended on 
the magnitude of the force fl and showed several remarkable features: 
 
(i) When fl is zero then folding is very fast so that z(t) is essentially a step function given 
the temporal resolution of the experiment. The time scale of the chain contraction 
however was found to strongly depend on the applied residual force fl and this force can 
be chosen such that the folding trajectory is slowed down enough that its details can be 
resolved experimentally.  
 (ii) The refolding trajectory z(t) showed several distinct refolding stages. Remarkably, it 
included a slow stage, in which z(t) is almost a linear function of time. Because during 
the stage z(t) changes continuously rather than in a stepwise fashion expected in the case 
where each domain folds independently, the authors of ref. [47]proposed that this slow 
stage may involve  cooperative collapse of  ubiquitin domains. 
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(iii) The slow stage was typically followed by a much faster, abrupt event, in which the 
chain retracted completing the folding process  
The present model can account for these observations if one assumes that folding can be 
viewed as a one-dimensional overdamped motion in the potential zfzG mN )( : 
(i) In the presence of the force fl < fm one can view the chain contraction as downhill 
overdamped motion in the linear potential ( ) ( )f m lG z f f z  . During this motion, the 
speed of contraction, /v dz dt ,  should stay roughly constant, in accord with the 
experimental findings for the slow phase for refolding [47]. Further, the contraction rate 
is proportional to slope of the potential and therefore the refolding time should therefore 








        (5.25) 
Eq. 5.25 will break down as  fl approaches fm . In this limit the potential becomes flat and 
the folding time should approach the value corresponding to free diffusion. [However the 
effective diffusion coefficient may be modified because of the roughness of the free 
energy landscape].  It should be possible to verify these predictions experimentally.  
 
(ii)  The absence of distinct steps in z(t) during the slow phase is a consequence of the 
smoothness of ( )NG z . The folding of a domain does not manifest itself as an abrupt 
change of z(t) because the domain is connected sequentially to a soft-spring-like chain 
containing “slack” that is provided by the already unfolded domains.  
 
(iii) When only one unfolded domain is left in the chain there is no longer any slack 
created by other domains. Thus once this domain unfolds, the chain should contract 
abruptly. This may explain the abrupt contraction of the chain observed in [47] at the end 
of each folding trajectory.    
 The above predictions are consistent with the experimental findings [47]. Are 
there any predictions that are inconsistent with the experiment? Our model essentially 
assumes independent folding of each domain such that the number of folded domains 
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depends roughly linearly on the chain extension (cf. Eq. 5.19). Fernandez and Li however 
point out [47] that when they stop the refolding process midway at a time mid ft t by 
applying a high unfolding force fh again, they often (but not always)  observe no steps in 
the ensuing stretching trajectory, which suggests that none of the domains has folded yet. 
[The state of each domain at this stage may correspond to the collapsed non-native state 
observed in Fig. 5.9A, which has the values of z and Rg   that are very close to the native 
ones].  In our model, the probability of finding one or more folded domains depends on 
the waiting time midt . To unambiguously establish whether or not there actually is a 
disagreement between the experiments and our model, more detailed experimental data 
on the likelihood of finding folded domains  as a function of midt  may be necessary.   
 We finally note that G(z) for a collapsed homopolymer may also exhibit a linear 
dependence on z [165, 166]. Therefore one expects that a polymer undergoing non-
specific hydrophobic collapse may also exhibit the behavior similar to that observed in 
ref. [47]. Further experimental studies are required before the mechanism of the slow 





Hysteresis in the mechanical unfolding and refolding of proteins   
6.1. INTRODUCTION 
Recently, several experimental studies have been reported, in which a single protein 
molecule was first stretched mechanically, after which the stretching force was quenched, 
resulting in protein refolding[47-49].  Both protein unfolding and refolding were thus 
monitored by observing the time evolution of the stretching force and the protein 
extension. Consistent with the general observation that protein stretching is a 
nonequlibrium process[141], the protein refolding was seen to follow a path different 
from that of its unfolding. This hysteresis seen in the behavior of proteins that have load-
bearing functions in living organisms is believed to have biological significance[147] 
allowing those proteins to dissipate large amounts of energy when subjected to 
mechanical forces.  
 Cecconi et al[49] observed that when RNAase H was stretched by using optical 
tweezers, it would undergo a distinct unfolding transition manifested as a drop in the 
measured force. Upon subsequent retraction of the molecular handles attached to the 
protein, the latter underwent a different type of conformational change, which the authors 
of ref.[49] interpreted as a transition to an intermediate conformation that is different 
from the native fold.  
 In this paper we report on a simulation “experiment” analogous to that of Cecconi 
et al[49] with the goal to gain better insight into the dynamics of the transitions that can 
be seen in the course of unfolding and refolding. The main drawback of the pulling 
experiments as a method of probing protein folding is the fact that the protein extension 
is often a poor measure of its “nativeness” [109]. In a simulation study, we have the 
luxury of simultaneously probing both the extension and the degree of the domain’s 
nativeness, thereby providing a structural interpretation of the transitions observed in the 
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single-molecule pulling curves.  We therefore hope that our results will help 
experimentalists better understand their data.  
 Although fully atomistic simulations of mechanical unfolding have been 
performed[33-35, 59-61, 63], minimalist off-lattice models have recently gained 
popularity as a tool to study mechanical processes in proteins[109, 161, 167-173]. Since 
for the present purpose  we need a dynamics model that captures the protein folding time 
scale, we resort to such a minimalist model here.  
6.2. MODEL AND METHODS 
6.2.1. The protein model  
We use the off-lattice model of protein G developed in refs. [104-106]. This model is the 
same model that we used in Chapter 3-5 of this dissertation. Each aminoacid residue is 
represented as a single bead that can be hydrophobic, hydrophilic, or neutral. The 
structure of the protein is then determined by the aminoacid sequence and by the dihedral 
sequence that specifies the dihedral preferences of the chain.The bead sequence used for 
the protein G model is LBLBLBLBBNNNLBBLBLBBBNNNLLBLLLBLLB 
NBBBLBBBBNNNLBBLBLBLBL and its dihedral sequence is EEEEEET EHTHEEEE 
EEEEHHEHHHHHHHH HHEHTEEEEEEETTTEEEEEEEE 
The potential energy of the protein includes contributions from stretching, bending, and 
torsion potentials, which preserve the peptide bond geometry, and a Lennard-Jones-type 
potential that accounts for excluded volume interactions as well as for the effective 
attractive interaction between hydrophobic residues[104-106].  The details of the 
potential used can be found in Chapter3-5.  
6.2.2. Simulating the protein dynamics  
Similar to Section 5.2.2 the dynamics of the protein is asumed to be described by the 
Langevin equation. We used   = 2.0 (2/mh)-1/2 in our simulations. This value is about 
25 times lower than the friction coefficient estimated for water[86]. However it is high 
enough to ensure overdamped regime, where the times scales of dynamics are 
proportional to the friction coefficient; Therefore our results can be simply rescaled if one 
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wishes to be more realistic. We will use dimensionless units, in which the energy scale is 
set by the typical energy of hydrophobic interactions ~ 1 kcal/molh and the distance is 
measured in units of 3.8  Å, which is the average distance between two neighboring 
-carbon atoms.  The unit of time is then 2 1/2h=(m / ) 2.5ps    , where m is the average 
mass of a residue, and the unit of force is pNf h 18/0   .  
The potential energy of the chain  
 ({ }) ({ })i c i pullV V V r r        (6.1) 
consists of the potential Vc of the free chain and a term that describes the constraints that 
are used to pull the chain.  
6.2.2. Pulling methods 
Fig. 6.1 shows the native structure of the protein within this model and the mechanical 
pulling coordinate. In the simulations of the unfolding/refolding dynamics, we used two 
methods to stretch the protein:  
 
 
Fig. 6.1. The native structure of the protein G domain model. The z-component of one 
end of the polypeptide chain is constrained by a stiff spring. The protein extension is 
defined as the z-component of the end-to-end vector of the protein, z = zN – z1. 
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Pulling Method 1 
 In this method the position of the 1st bead is constrained in the z-direction by attaching it 
to a stiff spring with a force constant 20 100 /h   .  Then a softer spring with a spring 
constant  is attached to the other end of the chain (the bead number N). This spring is 
used as a “handle” to pull on the molecule. The stiffness of this spring 2 210 /h  
  
was chosen to roughly correspond to the stiffness of the double-stranded DNA 
“molecular handles” used in ref. [49]. The pulling is described by the potential: 
 2 20 1 / 2 ( ( )) / 2pull NV z z z t    ,      (6.2) 
where the end of the soft spring was moved at a constant velocity u to stretch the protein 
and then retracted at the same velocity during the relaxation stage:    
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,       (6.3) 
where t0 is the duration of the stretching experiment, t1 is the total duration of the 
stretching/relaxation experiment and z0 is the  protein’s average extension in the absence 
of the force. Instead of specifying t0 beforehand, in each pull we switch from stretching to 
retraction as soon as the protein extension reaches the value 0 1 0( ) ( ) 43Nz t z t    
corresponding to the fully extended polypeptide chain. The total experiment duration t1 is 
the longer of the two times, 2t0 and ft , where tf is the time at which the protein first 
achieves the folded conformation and its root-mean-square deviation from the native 
conformation satisfies the criterion ( ) 0.5fRMSD t  . Our choice of the time t1 ensures 
that we monitor the protein until it folds even if it fails to achieve the native structure by 
the time 2 t0 when the spring returns to its original position.  
Pulling Method 2 
In this method, we directly controlled the force that acted on last bead of the chain: 
 20 1 / 2 ( )pull NV z f t z         (6.4) 





( ) , 0
( ) (2 ), 2
( ) 0, 2
f t t t t
f t t t t t t




   
  
,        (6.5) 
where the times t0 and t1 are defined as in Pulling Method 1.  This situation corresponds 
to the force-clamp experiments, where the pulling force is controlled directly[47, 48].  
Equilibrium free energy surfaces were computed by using the weighted histogram 
method as implemented in Chapters 3,5.   
 All simulations were performed at T=0.38 /h Bk  , which is below the  
temperature is Tf=0.41 /h Bk , at which the folded protein conformation becomes 
thermodynamically favorable.  
6.3. RESULTS 
6.3.1 The free energy landscape of protein G 
We calculate the free energy of our protein as a function of its extension 1Nz z z   (i.e. 
the component of the end-to-end vector in the direction of pulling) and the root-mean-
square deviation (RMSD) from the native configuration. Our definition of the extension 
as the z-component of the end-to-end distance is more convenient than the absolute value 
of this distance because it is the former coordinate that couples to the force in our model. 
In the regime when the force is large enough that the protein is aligned along the force, 
the difference between the two is immaterial. RMSD is a convenient coordinate to 
measure the progress of folding since it is close to zero in the native state. The free 
energy surface G(z,RMSD) was computed by using umbrella sampling/weighted 
histogram method and is shown in Fig. 6.2. This surface has two distinct minima, one 
corresponding to the native state N and the other to a compact denatured state CD that 
has a nonzero RMSD but an extension comparable to that of the native state.  
 91 
 
6.3.2. Details of the hysteresis curve.  
In Fig. 6.3a we have plotted the total extension 1( )z t z ,  (i.e. the sum of the extensions 
of the soft spring and of the protein)  versus the force f using the pulling method 1. The 
force is measured from the deflection of the soft spring, ( ( ) )Nf z t z  . In Fig. 6.3b we 
plot the extension of the protein alone, 1Nz z z  , versus the force. Fig. 6.3a roughly 
corresponds to the experimental situation of ref. [49] where the total extension including 
that of the molecular handles is measured.  
Fig. 6.2. Free energy of the protein G domain as a function of the z-component of the 
end-to-end vector and the root mean square deviation from the native conformation. The 
native (N) and the compact denatured (CD) basins of attraction are shown, as well as the 





Figure 6.3. The force extension curves corresponding to the stretching and the relaxation 
of the protein G domain using pulling method 1. a) The total chain extension (i.e. the 
protein extension plus the spring extension) vs. the measured force. The dashed line 
shows the force-extension curve ( f z ) of the spring itself. b) The protein extension 
vs. force. c) The trajectories of unfolding and refolding in the two-dimensional space 
(z(t), RMSD(t)) plotted against the equilibrium free energy surface of the domain. 
Different stages (A-I) of the unfolding/refolding cycle are indicated. d) Domain structures 
corresponding to the stages A-I in the unfolding/refolding cycle  
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 From Figs. 6.3a-b, the stretching and the relaxation curves are different. To 
characterize this hysteresis in more detail, we have placed the milestones A –I at different 
stages of the stretching/relaxation process. In Fig. 6.3c, we have further plotted the two-
dimensional trajectory (z(t), RMSD(t)) of the domain in this process against the 
equilibrium free energy surface G(z, RMSD).  Protein configurations corresponding to the 
milestones A-I are shown in Fig. 6.3d.  
 Upon initial stretching the domain stays nearly intact  (A-B) while the force rises 
steeply with the increasing protein extension (see Fig. 6.3b). The stiffness of the domain 
is much higher than the spring constant   so that the total extension is mostly comprised 
of that of the spring itself and the overall stiffness of the chain is close to , as seen in 
Fig. 6.3a.  
 Once the protein extension reaches 10 , a transition B→C takes place, in 
which the terminal parallel strands of the domain (cf. Fig. 6.1) become separated and the 
extension increases abruptly. Due to the extra contour length of the chain that is released 
in this transition, the force drops to a somewhat lower value. Upon further extension, a 
second transition occurs, in which the rest of the protein’s secondary structure is lost (cf. 
structures C and D in Fig. 6.3d) and the protein attains an extended conformation D. As 
one proceeds to stretch the protein, the overall stiffness of the extended chain is high so 
that the force rises abruptly with the protein extension.   
 Relaxation of the same system follows a different path (D – I). The important 
distinction between the stretching and the relaxation curves is that the protein chain 
remains “soft” throughout the stages E – I and that the “clamp” formed by the parallel 
terminal parallel strands (which is destroyed in the unfolding transition B-C) does not 
reform until late in the relaxation process. This clamp (see Fig. 6.1) is responsible for the 
high mechanical stability of this domain with respect to unfolding[33-35, 59, 101, 133, 
159, 174], as manifested by the steep  rise A → B in the unfolding curve of Fig. 6.2b.  At 
any given value of the domain extension, the protein is less native during relaxation than 
it is during stretching (cf. Fig. 6.2c) and the structures encountered along the relaxation 
curve tend to be more random than those during unfolding. However, the relaxation – at 
this pulling rate – cannot be viewed as an entirely nonspecific collapse: Instead we have 
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reproducibly observed a distinct structural transition around F for slow or intermediate 
loading rates.   
 As a consequence of the difference between the unfolding and refolding 
pathways, large amount of energy is dissipated during the irreversible stretching process. 
This dissipation mechanism is known to be important for the function of many natural 
fibers, adhesives, and composites[147].          
6.3.3. The effect of the loading rate 
Fig. 6.4 shows the effect of the pulling speed on the unfolding/relaxation curves. As 
expected, for a slower pulling speed the two curves become closer to one another (Fig. 
6.4A). The forces corresponding to the two unfolding transitions are lower than in the 
case shown in Fig. 6.3. Moreover, the relaxation curve exhibits two transitions that are 
similar to those seen in the unfolding curve except that they occur at lower forces. 
Examining the two-dimensional trajectories of unfolding and refolding (z(t), RMSD(t)), 
we observe that these two pathways become closer to one another as the pulling speed is 
decreased (Fig. 6.4B).   
 For a much higher pulling rate (the case shown in Figs. 6.4C,D) the unfolding 
pathway remains similar to that observed at lower pulling speeds. However the refolding 
pathway is much different. The refolding trajectory seen in Fig. 6.4D first visits the 
compact denatured state CD (the collapse stage), where it gets trapped for a while, and 
then crosses the barrier and attains the native state (the folding stage). If one only 
monitors the protein extension z then the second stage is hard to discern because it is not 
manifested by an appreciable change in z. The refolding trajectory in this regime is 
similar to that found in the case where the force is instantaneously switched off[109, 
172]. In particular, Li et al[172] report observation of distinct collapse and refolding 
stages in their simulations of the mechanical unfolding and refolding of the I27 domain of 




6.3.4. Force control vs. displacement control in loading 
In many single molecule mechanical studies, pulling is achieved by moving a substrate, 
to which one end of the protein is attached, relative to a flexible force sensor (e.g., an 
AFM cantilever). However it is also possible to perform a force-clamp experiment, in 
Figure 6.4. Force vs. protein extension and the two-dimensional trajectory (z(t), 
RMSD(t)) plotted against the equilibrium free energy surface using the pulling method 1. 
The unfolding and refolding curves are shown as thick and thin lines, respectively. The 
pulling rate is (A,B) u=10-3 /   and (C,D) u=0.5 /  . 
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which the force that acts on the protein is controlled while its extension is measured[140].  
The difference in pulling methods is often reflected in the observed force-extension 
curves[156]. To account for such differences, here we examine the force-vs.-extension 
curves and the refolding trajectories obtained in the second method of pulling where the 
loading force is directly controlled.       
 To compare the two pulling methods quantitatively, we need the loading rates in 
each scenario to be similar. In the 2nd pulling scenario, the forces rises linearly at the rate 
/df dt  . In the first scenario the loading rate can be roughly estimated as 
/df dt u assuming that the domain itself is much stiffer than the spring attached to its 
N-th bead. Fig. 6.5 shows the stretching/relaxation force-vs.-extension curves and the 
corresponding trajectories in the case of the 2nd pulling method. The loading rate is taken 
to be u  , with the values of u used in Figs. 6.4 A-D for Figs. 6.5A-D, respectively. 
The observed force-vs.-extension curves and the folding/refolding trajectories are very 
similar for both pulling scenarios both in the fast and the slow pulling case. One 
difference is that, in the slow pulling regime, a drop in force is observed after each 
unfolding transition for the 1st but not the 2nd pulling method. This drop is due to the 
slack that is created in the chain when it loses secondary structure and is commonly seen 
in single-molecule pulling experiments[36, 37, 49, 135]. Clearly, since the applied force 





Whether or not a protein subjected to a mechanical loading responds to it in an 
equilibrium fashion depends on the time scales of the protein’s dynamics relative to the 
loading rate. Since protein folding/unfolding time scales vary within a wide range[175-
Figure 6.5. The force vs. protein extension curve and the two-dimensional trajectory (z(t), 
RMSD(t)) plotted against the equilibrium free energy surface using the pulling method 2. 
The unfolding and refolding curves are shown as thick and thin lines, respectively. The 
loading rate is (A,B) 5 010 /f 
 and (C,D) 3 05 10 /f 
  , roughly corresponding to 
the pulling speeds in the cases (A,B) and (C,D) in Fig. 6.4.  
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177], it is not surprising that under similar experimental (or physiological) conditions 
different proteins may behave differently. For example, while titin exhibits strong 
hysteresis in the AFM stretching/relaxation experiments, the myosin coiled coil responds 
to pulling in an equilibrium fashion at comparable pulling rates[141].   Nonequilibrium 
response of the load-bearing proteins that constitute building blocks of natural adhesives, 
composites, and fibers is believed to be an essential mechanism, through which those 
proteins dissipate large amounts of energy[147, 178].  
 Hysteresis observed in single-molecule stretching/relaxation curves can also 
provide information about the protein’s free energy landscape and its dynamics. For 
example, observation of such hysteresis curves has led Cecconi et al[49] to the 
conclusion that RNAse H has a long-lived intermediate state and allowed them to 
characterize the kinetics of the transitions to and from this state.  
 Inferring the underlying free energy landscapes from mechanical experiments is 
not straightforward, since such experiments monitor only a one-dimensional projection 
(onto the coordinate equal to the protein extension) of highly multidimensional dynamics. 
Therefore, certain transitions can be “hidden” in mechanical experiments. 
 Consider, for example, the unfolding/refolding force-vs.-extension curves 
computed in our study in the cases of fast and slow loading. When the loading is 
sufficiently slow, we found that both unfolding and relaxation curves exhibit similar 
transitions (cf. Fig. 6.4A), although the unfolding transitions tend to take place at a higher 
force. When the loading rate is fast, we then found that the relaxation curves appear to 
correspond to continuous collapse, with no distinct transitions evident (cf. Figs. 6.3, 6.4C, 
6.5C) . This behavior is readily understood if one considers two-dimensional trajectories 
(z(t), RMSD(t)) during the refolding stage (t>t0). If u (or is very high then the force is 
quenched to zero almost instantaneously. In this case, the protein undergoes a collapse 
transition (the transition EX → CD using the notation of Fig. 6.2) followed by a barrier 
crossing (CD → N) to the folded state (cf. Fig. 6.4D, 6.5D). However since the values of 
the protein extension are similar in both the collapsed and the native states, the latter 
transition is not evident from the time-dependence of the protein extension z(t).   
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 In many experimental studies one seeks an interpretation of the observed data in 
terms of a one-dimensional free energy landscape G(z) as a function of the extension z.  
Is it possible to rationalize the observed behavior within such one-dimensional picture? 
 In what follows we show that although this appears possible, there are important 
constraints on the shape of G(z).  To see this, let us focus on the pulling scenario 2 (the 
force f(t) is controlled in the experiment). We stretch the protein until the force reaches a 
value fmax and then reduce the force at a rate  /df dt    (cf. Eq. 6.5). We view our 
system as a one-dimensional particle moving in an instantaneous potential G(z)-fz . 
Snapshots of this potential at different values of the force are shown in Fig. 6.6 The force 
tilts the potential G(z) making extended states of the protein more thermodynamically 
favorable. We consider two different situations. On the left, we schematically depict the 
commonly used two-state model that has two minima separated by a barrier. At zero 
force, the native minimum has a lower energy than the minimum corresponding to the 
denatured state. At  fmax, the denatured minimum is lower. As the force is lowered during 
the relaxation stage of the experiment, the shape of the potential changes; However, a 
barrier between the denatured and the native minima always exists in this case. 
Therefore, we expect a barrier crossing refolding event to take place regardless of the rate 





 The other scenario shown in Fig. 6.6 (right) corresponds to the case where the 
potential G(z) has only a single minimum. At finite values of the force f two minima 
exist, separated by a barrier. If the force is lowered slowly then we expect a barrier-
crossing-type transition back to the native minimum to take place at some intermediate 
value of the force intf . The situation is however, different if the force is lowered quickly 
(high values of ). For example, in the limit where the force is switched off 
Figure 6.6. Hypothetic one-dimensional free energy profile (as a function of the protein 
extension) experienced by the protein at different values of the stretching force 
( int max0 f f  ). Left: the two-state model includes native and denatured minima 
separated by a barrier. The native minimum is lower at f=0 and the denatured state is 
thermodynamically favored when the force is high (the case f=fmax). The refolding 
transition always involves crossing a barrier between the denatured and the native states.  
Right: The free energy landscape (at f=0) has a single minimum[109]. When a stretching 
force is applied, two minima exist. If the force is lowered slowly, barrier crossing back to 
the native minimum will take place at some intermediate value of the force,  intf f .  
However if the force is quenched instantaneously (or very fast) then the transition back to 
the native state is downhill in free energy. 
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instantaneously, our particle will experience a downhill potential corresponding to f=0, 
resulting in a continuous downhill relaxation process.  
 The downhill scenario of Fig. 6.6 is therefore consistent with the general rate 
dependence of the stretching/relaxation force-vs.-extension curves observed in our 
studies. In the case of intermediate loading/unloading rates distinct transitions are 
observed and for fast rates the refolding curve is continuous showing no transitions. 
[Notice that two, rather than one, transitions are generally seen in Figs. 6.3-6.5. This 
feature can be reproduced in a one-dimensional model that has two barriers at 
intermediate values of the force].   At the same time, the two-state picture shown on the 
left is inconsistent with our simulations as it fails to explain the continuous refolding 
curves observed in the case of fast unloading rate.  
 We conclude that the rate dependence of the observed force-vs.-extension curves 
can provide useful links between the mechanical response and the underlying free energy 
landscape.       
 102 
Chapter 7  
Simulations of the untying of molecular friction knots between 
individual polymer strands 
7.1. INTRODUCTION 
Molecular knots tied in individual polymer strands have fascinated researchers from 
many fields, see, e.g., [179-188].  Recent progress in single molecule manipulation 
techniques (reviewed in [189-191]) has enabled several experimentalists to tie a variety 
of knots in single biopolymer strands by using optical tweezers [192, 193]. With these 
techniques, it is possible to create individual polymeric structures of complex topology 
and to study their dynamics under controlled mechanical tension. Such structures may 
prove useful in nanotechnology applications. In addition, knotted DNA structures are 
common in biology; Studies of the intra-strand interactions in molecular knots may 
provide new insights into the molecular forces that control the DNA dynamics and the 
organization of the chromatin fiber [179].  
Motivated by the experimental advances, this chapter discusses the dynamics of a friction 
knot formed by a pair of polymer molecules.  Friction knots, such as the square knot 
shown in Fig. 7.1, are commonly used by sailors and climbers to join a pair of ropes. 
Pulling at the ends of the ropes in Fig. 7.1 jams the knot so that the ropes remain 
connected regardless of the applied force. An elegant theory exists [194], which explains 
this behavior and shows that if the friction coefficient between the ropes exceeds a certain 
knot dependent critical value then the two ropes will not come apart no matter how hard 
one pulls on them.  This theory also explains why the modification of the square knot 
known as granny knot (also shown in Fig. 7.1) is a poor way of splicing two ropes that 
fails at a low force. 
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In view of the advances reported in refs. [192, 193], an analogous microscopic 
arrangement involving a pair of interwoven polymer strands that are being separated by a 
mechanical force can be devised experimentally. In addition, this type of scenario has 
been suggested as a possible mechanism for slow relaxation in polymer melts[180, 185]. 
A friction knot scaled down to molecular dimensions will no longer hold indefinitely 
under applied tension, the two separated strands being always favored 
thermodynamically. Microscopically, eventual failure of the knot is caused by thermal 
fluctuations – a macroscopic analog of this would be to pull on the ropes joined by the 
knot while shaking them vigorously, which would obviously facilitate their separation.    
  In this chapter, we show that a signature of the knot jamming effect can be found 
when one examines the dynamics of molecular knots. Similarly, to the macroscopic case, 
this behavior is caused by the interaction between the two strands. Specifically, 
bumpiness of the energy landscape of the two interacting strands may be viewed as 
leading to a tension-dependent effective friction, which is however no longer static[195]. 
The sliding of one strand relative to the other is accomplished via thermally activated 
transitions from one local energy minimum to the next so that the roughness of the 
energy landscape determines the rate at which the slippage of the knot takes place. If this 
Fig. 7.1. The square knot and the granny knot. 
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roughness increases with the force F exerted to separate the strands then it may take 
longer to unravel a molecular friction knot when the force is higher. We will refer to this 
as “strong knot” behavior as opposed to “weak knots” that untie faster when higher forces 
are applied. Strong knots are reminiscent of molecular “catch-bonds” observed in forced 
dissociation of some biomolecular complexes (see, e.g., [196, 197]  and refs. therein).   
 The results of our simulations described below show that both strong and weak 
knot behavior can be observed, depending on the knot type and the nature of the 
polymers.  
6.2. MODEL AND METHODS 
6.2.1. Polymer model and simulation method  
We used a polymer model, in which monomers were represented as single beads. The 
potential energy of a strand, as a function of the position ri, i=1, …, N, of each bead, is 
given by: 
 V(r1, r2, …, rN) = Vbond + Vbend +Vnon-bonded     (7.1) 
The potential Vbond accounts for the connectivity of the chain and assumes that each bond 
is a stiff harmonic spring,  
 Vbond = 2, 1
2
(| | ) / 2
N




 u .       (7.2) 
Here ui = ri - ri-1 is the bond vector and li,i-1  is the equilibrium bond length given by: 
, 1 1i i i il     , where i, i-1 are the effective sizes (i.e., the van der Waals radii) of the i-
th and (i-1)-th monomers. We have constructed polymer chains consisting of two types of 
beads (see below), bead A and bead B with / 2A   and 5 / 4B  , where  is the 
equilibrium A-A  bond length.  The spring constant is taken to be kb = 500 , where  
sets the energy scale. The bending potential is: 












        (7.3) 
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where θ0 =  is the equilibrium bending angle, θi is the angle between ui and ui+1, and k 
is the bending spring constant. The value k= 25 /( )rad  used in our simulations 
corresponds to a persistence length of 15 monomers at temperature T=0.4 k.      
The energy Vnon-bonded describes the interaction between pairs of monomers that are not 
covalently bonded. We took this interaction to be purely repulsive: 
 Vnon-bonded = 
12
| | 2 | |
i j
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In addition to interactions among non-bonded monomers within each chain, the same 
pairwise potential was used to describe the interactions between pairs of monomers 
belonging to different chains.    
 We further assumed that the dynamics of the chains were governed by the 
Langevin equation of the form / ( )i i i rm V t    r r r f  , where ri is the position of the 
i-th bead, m is its effective mass,  is the friction coefficient, for which we chose the 
value   1/ 222.0 / m    , and fr(t) is a random  -correlated force satisfying the 
fluctuation-dissipation theorem. This equation was solved by using the velocity Verlet 
algorithm as described in [87]. In reporting our data below, we use dimensionless units of 
energy, distance, time, and force respectively equal to , , 2 1/ 20 ( / )m   , and 
0 /F   .  
 In the beginning of each simulation, we connect the two strands by a square or 
granny knot positioned such that the contour length of the polymer chain between the 
knot and the end of each strand is the same. A force Fp= 4.0 F0 is then applied to the ends 
of one strand and –Fp to the ends of the other strand, for an initial time of tp = 2000 0. 
This force pre-tensions the knot without considerably affecting its initial location relative 
to the ends of each polymer. After preparing the initial state of the knot this way, we start 
simulation at t = 0, with a force F applied to the first bead (i=1) of one chain and the 
opposite force acting on the last bead (i=N) of the other one. We monitor the presence of 
the knot by projecting the polymers’ configuration onto a plane that  is parallel to the 
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direction of the force and computing the chain intersections in this plane [188]. The knot 
disappears when the number of intersections falls below 6. This allows us to measure the 
time   before the knot disappears. 
 
7.3. RESULTS 




Figure 7.2 illustrates the dynamics of knots as observed in the simulations. At the 
beginning of each simulation, the two strands are connected by a square or a granny knot 
positioned such that the contour length of the polymer chain between the knot and the 
end of each strand is the same. The first monomer of one strand and the last monomer of 
the other are subjected to forces F and –F, respectively (cf. Fig. 7.1) and the knot is 
monitored as a function of time until it disappears and the two strands become separated. 
To describe the knot’s response to the pulling force, we measure the mean time  before 
the knot disappears and monitor the distance R between the monomers at which the 
Fig. 7.2. Snapshots of two polymer strands joined by the square knot and subsequently 
pulled apart, as observed in a Langevin Dynamics simulation. The time increases from 
top to bottom.  The snapshots were generated with the help of the PyMol software [198].    
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forces are applied.  The observed trajectories R(t) typically display  an initial transient 
behavior that has to do with the particular way the knot is prepared followed by an 
approximately linear increase in the distance R. When reporting the average strand 
separation rate, /dR dt , we discard the transient part.  
7.3.2. Effect of the polymer sequence and of the knot type on the untying time 
0 1 2 3 4
102
103
 Square Knot -(ABAAA)-
 Square Knot -(BBBBB)-
 Square Knot -(AAAAA)-





Figure 7.3 shows the average separation time ( )F  as a function of the pulling force. 
When both strands consisted of 88 monomers of the same type (A88 or B88), this time 
decreased monotonically with the increasing force F thus showing that our 
homopolymers formed weak knots. However when each strand was a heteropolymer with 
the sequence AAA(ABAAA)17, the separation time initially decreased and then increased 
Fig. 7.3. The mean time  (normalized by the polymer contour length L) for the untying 
of the square and the granny knots as a function of the force pulling the polymer strands 
apart for different polymer chains and different knots.  The dimensionless units of force, 
time, and temperature used here and in other figures are explained in section 6.2.1.   
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with the increasing force thus exhibiting the strong knot behavior at high forces.  This 
difference between the knot strength for homopolymers and heteropolymers can be 
rationalized based on the above view that the knot slippage rate is determined by the 
roughness of the energy landscape. The energy landscape of two intertwined chains of 
beads of variable size tends to be rougher and involves multiple configurations where the 
two chains can temporarily “snag”, as the reader can establish by experimenting with two 
suitable pieces of jewelry.   
 Like its macroscopic counterpart, the molecular version of the granny knot fails 
much more easily than the square knot: When the same two heteropolymer strands were 
joined by the granny knot, the time ( )F first decreased with the increasing force and 
then became nearly force-independent, as also shown in Fig. 7.3.  
7.3.3. Effect of the temperature on the untying time 
0 1 2 3 4
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Fig. 7.4. The mean time  for the untying of the square knot as a function of the force 
pulling the polymer strands apart at different temperatures.    
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It is reasonable to expect that the slowdown in the untying dynamics of molecular friction 
knots would be more pronounced at low temperatures, when there is less thermal motion. 
Indeed, this is what we see in Fig. 7.4, which explores the dependence of the mean strand 
separation time ( )F on temperature. 
7.3.5. The tilted periodic potential model 
To rationalize the above findings and to understand how forces can influence the knot 
dynamics, consider the simplest model that relates effective friction to the features of the 
energy landscape [195]. Suppose the relative sliding of the two strands can be viewed as 
one-dimensional diffusive motion along the coordinate R; The Brownian dynamics along 
R is described by the stochastic equation ( ) / ( )F rR F dV R dR f t    , where is a 
friction coefficient and ( )rf t is a random force that satisfies the standard fluctuation-
dissipation relationship. The potential VF(R) is our model for the corrugated energy 
landscape for inter-strand interaction. We will assume it to be periodic, 
( ) ( )sin(2 / )FV R v F R a . [A random potential may be a better model; however it will 
not qualitatively change our conclusions]. The effect of the force F is to tilt the overall 
potential, ( ) ( )F FV R V R FR  , and also to change the degree of corrugation of the inter-
strand potential, which is described by the parameter ( )v F .  
The average velocity of diffusion along R can be evaluated exactly[199]:     
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where the result does not depend on x0. The amplitude ( )v F should increase with F to 
describe the tendency of the potential to become more corrugated.  For low enough forces 
we can assume this to be a linear function: ( )v F Fd , where the coupling parameter d 
has the units of length.  Depending on the value of d, there are two regimes illustrated in 
Fig. 7.5.  
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(1). If  / 2cd d a    then the potential ( )FV R FR  is barrierless and decreases 
monotonically with F.  In this case the sliding speed /dR dt  should increase with the 
increasing force and the strand separation time should decrease monotonically. This is the 
weak knot behavior.  
(2) However if  / 2d a   then the barriers in  ( )FV R RF  will become higher when F is 
increased. When they are higher than kBT  we expect this to lead to a decrease 
in /dR dt . This is the strong knot regime. At low forces, evaluating  Eq. 7.5 analytically 
to 1st order in F we see that it approaches the free  drift limit 
/ / /
free
dR dt dR dt F   . The average sliding speed /dR dt  thus first increases 
and then decreases with F, which explains the minimum of (F) seen in Figs. 7.3-7.4. 
Figure 7.5. Periodic potential tilted by a force F,  ( ) sin(2 / )V R Fd R a FR  .  The 
dashed lines correspond to d=0.1a and the solid lines correspond to d=0.35a.  
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,   (7.6) 
which only depends on two parameters, the dimensionless force / BF Fa k T  and the 
dimensionless coupling strength /d a . We therefore expect that if we plot the drift 
velocity (normalized by /
free
dR dt )  vs. /F T , all the data obtained at different 
temperatures and different forces should collapse onto the same curve. Fig. 7.6 shows 
that this is indeed the case: When the data used to generate Fig. 7.4 are represented in this 
manner, a single curve (to within statistical errors) is obtained, suggesting that our simple 
one-dimensional model captures the right physics. 
 





















Fig. 7.6. Interaction between two polymer strands within the square knot slows down 
their separation by a factor / / /
free
dR dt dR dt , which is plotted here as a function of 
F/T for different temperatures.  The data used are the same as that for Fig. 7.5. The solid 




Maddocks & Keller theory[194] predicts that the friction coefficient between two ropes 
must exceed a knot-type dependent critical value for the knot to hold.  Our model’s 
prediction for molecular friction knots is similar: The value of the coupling parameter d/a 
depends on both the knot type (which determines how the tension in the polymer strands 
is transmitted into the intra-strand effective friction[194]) and the nature of the polymer 
strands. As noted above, in order for a knot to be strong, this parameter must exceed a 
certain critical value. The weakness of the granny knot and of the square knot between 
two homopolymer strands observed here can be interpreted as a consequence of the 







The aim of this thesis was to obtain theoretical insights into the dynamics of 
mechanically driven biomolecular processes. For this purpose we used Langevin 
dynamics simulations of a minimalistic off-lattice  models of biomolecules.  
1. A pore unfolds a protein when its size falls below a critical value. The protein 
stability inside a cylindric tunnel crucially depends on the tunnel diameter D. When the 
tunnel is wider than a critical value, D   Dc, we found that the native state of the peptide 
is stabilized. However for D < Dc, the protein unfolds inside the tunnel. For the peptide 
studied by us, the value of the critical diameter Dc separating these two regimes is found 
to be ~13.7 Å, which is comparable to the average diameter of the ribosomal tunnel (~15 
Å). This finding has important implications for the process, in which peptides exit the 
ribosome tunnel: Given that different peptides might have different Dc, proteins may or 
may not exit the tunnel as folded. When D< Dc, the protein undergoes a series of partially 
folded or misfolded states during the translocation process and the dynamics of 
translocation is very different than those of an unstructured peptide both in the narrow 
and the wide tunnel cases.  
2. The protein unfolding mechanisms in two mechanical process, mechanically 
driven translocation and mechanical AFM-type stretching, are different. In the case 
of translocation, the unfolding mechanism depends on the pore diameter, on the 
magnitude of the pulling force and on whether the force is applied at the N- or the C-
terminus of the chain, and involves intermediates that are not observed when the same 
protein is stretched between its C- and N-termini. The magnitude of the unfolding rate 
and its force dependence are different in both cases. This finding is important because an 
analogy between the two types of processes is often drawn in the literature [9, 11, 98]. 
Given that single-molecule studies of protein translocation are only beginning to emerge 
while the AFM studies of mechanically stretched proteins are widespread, it is tempting 
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to extend the insights from the latter to protein translocation.  Our results, however, 
suggest that this analogy may be limited.  
3. The mechanism of protein translocation is different from that of a homopolymer, 
and force-driven translocation kinetics of proteins cannot be well decribed by 
simple phenomenological theories. Protein translocation mechanisms involve 
intermediates and multiple barriers. Consequently, the translocation rate exhibits a 
pulling force dependence that is more complex than a simple exponential function 
expected on the basis of simple phenomenological models of translocation.  
The free energy cost of squeezing an initially folded protein into the pore is 
observed to be different than that in the case of translocation of a random-coil-like 
homopolymer. In homopoymer translocation, the free energy cost required to 
accommodate a homopolymer is entropic in origin, since the entropy of the polymer 
constrained by the pore is lower than that of the free random coil. In the case of protein 
translocation, on the other hand, unfolding of the domain is associated with an entropy 
increase, while the increase in the free energy comes from the enthalpic costs of 
unfolding protein .  
4. Translocation kinetics of -hairpin peptides vary with their stability. Our 
simulations provide an explanation of the experimental finding that more stable -hairpin 
forming peptides translocate more slowly.  Highly unfolded peptides enter the pore in an 
extended conformation, resulting a fast translocation event. In contrast, folded -hairpins 
translocate more slowly.  
5. Translocation into a narrow pore is a barrier-crossing event but this view of 
translocation is not applicable for high forces. We observe that first-order kinetics, 
which is a sign of barrier crossing process, becomes invalid at high forces where the 
dynamics can be described as a downhill diffusive motion along a linear potential of 
mean force.  
6. Mechanical and chemical/thermal denaturation of proteins generally occur via 
different mechanisms. In order to understand the difference between the chemical and 
mechanical unfolding of proteins, we have explored in detail the slice of the 
multidimensional free energy landscape that is accessible via mechanical pulling 
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experiments and chemical denaturation. We observed that the free energy profile along 
the mechanical reaction coordinate has a staircase shape while the free energy along a 
chemical reaction coordinte has a double well shape. We demonstrate that the stretching 
forces required to destabilize the native state thermodynamically are larger than those 
expected on the basis of previous experimental estimates of the free energy landscapes of 
proteins because mechanical and chemical/thermal denaturation cannot be simply 
explained in terms of a simple one-dimensional free energy landscape . This finding is 
consistent with the recent experimental studies [47] indicating that proteins may refold 
even in the presence of a substantial stretching force.  
7. Spontenous folding and refolding under applied force of proteins generally occur 
via different mechanisms.We further found that refolding trajectories of i) spontenous 
folding and ii) refolding under applied force follow different paths on the two-
dimensional free energy profile. These paths cannot be discerned from the force-vs.-
extension curves because the protein extension has similar values in both the folded and 
the collapsed states. However, unfolding trajectories are always close to the steepest 
descent path on the multidimensional surface.  
8. Refolding of a multidomain protein chain under an applied force can be viewed as 
a downhill diffusion along a linear potential. We have shown that for certain 
temperatures the free energy of a protein chain consisting of multiple domains is a linear 
function of the chain extension. We propose that the recently observed “slow phase” in 
the refolding of proteins under mechanical tension [47] may be viewed as downhill 
diffusion in such a linear potential.   
9. Mechanical unfolding and refolding paths are different and depend on the 
loading rate. We study the dynamics of transitions seen in the course of unfolding and 
refolding on pulling the experiment in ref.[49]. We observed that force-vs.-extension 
curves for stretching and refolding are generally different and depend on the 
loading/unloading rate: When the rate is slow, both stretching and relaxation curves 
exhibit similar structural transitions, and both the unfolding and the refolding pathways 
resemble one another. However, when the loading/unloading rate is fast, the observed 
relaxation curve is continuous and displays no distinct transitions. We show that in this 
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case the domain relaxation process involves a collapse followed by a folding transition. 
The observed behavior cannot be modeled within a simple one-dimensional two-state 
model of mechanical unfolding.       
 
10. Signatures of the knot jamming effect can be found when in molecular knots tied 
on polymer strands. We studied the dynamics of molecular friction knots formed by a 
pair of polymer strands. Depending on the knot type and the nature of the polymer, we 
observed two different behaviors, when the force F is exerted to separate the polymer 
strands. The time  during which the knot stays tied, increases with the force F applied to 
separate the strands in strong knot behavior, and the opposite is seen in weak knot 
behavior as the force F is applied. Certain types of  heteropolymers tied into  a square 
knot, show strong knot behavior, while the same heteropolymers forming a granny knot 
as well as homopolymers forming a square knot show weak knot behavior in the 
simulations. Our finding that a polymer strand can show strong knot behavior is 
important, because it has not been observed in experiments. 
 We have shown that the relative sliding of strands depends on the interchain 
friction, which is tension-dependent and comes from the roughness of the energy 
landscape. When the roughness of the energy landscape increases with the force F 
exerted to separate the strands, then we observed the strong knot behavior. A corrugated 
energy landscape of interstrand interactions succesfully predicts the outcome of the 
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