We consider discrete-time systems with linear dynamics and a finite input alphabet. We propose a sufficient condition for the existence of finite uniform bisimulations, and an algorithm that terminates when the condition holds and constructs the corresponding equivalence classes. We derive a stronger sufficient condition for the construction of arbitrarily many equivalence classes, together with a corresponding constructive algorithm. Finally, we derive a necessary condition for the existence of finite uniform bisimulations. All our conditions are topological in nature.
I. INTRODUCTION
Analysis and control of hybrid systems are generally challenging due to the interplay of discrete and continuous dynamics. One way of systematically approaching these challenges is by approximating the hybrid systems by purely discrete ones. Accordingly, there has been much recent interest in finite state approximations [1] - [4] , with multiple approaches developed such as qualitative models [5] , l-complete approximations [6] , approximating automata [7] , symbolic models [8] , bi/simulation abstractions [9] , [10] , and ρ/μ approximations [11] , [12] .
Our past research has focused on a class of hybrid systems, systems over finite alphabets, where actuation consists of multilevel switching and sensing is coarsely quantized. For this class of systems, we developed the finite state ρ/μ approximation [12] framework, in which one seeks to approximate the system by a deterministic finite state machine (DFM) and to quantify the quality of approximation using ρ/μ gains [13] . One then attempts to design a full state feedback law for the approximate model in the face of approximation uncertainty [11] . If design is successful, one uses this state feedback law together with the approximate model, serving as a finite memory observer for the system, to close the loop around the system whereas if design is not successful, one refines the approximate model by adding more states/memory and repeats the process. We have explored different approaches for constructing these approximate models, roughly categorized into input/output approaches [14] and state-space approaches [11] . In the latter approaches, one uses an initial partition of the state-space as the starting point for construction of a DFM with desired properties whose states form a covering of the state-space. The approximation quality of this DFM is sensitive to the choice of initial partition: While bisimulation partitions are not required in the ρ/μ framework, as our work clearly demonstrates [15] , their existence on even a subset of the statespace potentially lowers the error gain, and should thus be identified and exploited. The present manuscript proposes a step in that direction, using a topological approach.
Bisimulation was originally introduced in the context of concurrent processes [16] , [17] and subsequently imported into the control community. One of the earliest results demonstrated the existence of finite bisimulation quotients for O-minimal hybrid transition systems [18] , with [19] further developing the results on decidability and complexity. Instances of linear systems admitting finite bisimulation quotients were presented in [20] . Finite bisimulations of piecewise affine systems [21] , controllable linear systems [22] , and switched systems with stable subsystems [9] have also been proposed. Concurrently, bisimulation has been explored in a more traditional sense, with [23] showing that two LTI systems are bisimilar iff their transfer matrices are identical.
In this note, we revisit 1 the question of existence of finite uniform bisimulations, focusing on systems with linear dynamics and finite input alphabets. We address this problem in its most basic form, without consideration of measurements or specifications, which we view as the "least common denominator" of abstraction and approximation based methods. For this class of systems: 1) We present sufficient conditions for the existence of finite uniform bisimulations, and an algorithm that verifies these conditions and constructs a bisimulation consisting of two equivalence classes. While these results are of limited practical value, they highlight the topological flavor of our approach and provide intuition (Sections IV-A and V-A). 2) We derive sufficient conditions for existence of finite uniform bisimulations with arbitrarily many equivalence classes, with a corresponding constructive algorithm (Sections IV-B and V-B). 3) We derive a set of necessary conditions (Sections IV-C and V-C).
II. RELEVANT NOTIONS AND NOTATION
We use N, Z + , Q, R, and C to denote the non-negative integers, the positive integers, the rationals, the reals and the complex numbers, respectively. Given a set A, A N denotes the set of infinite sequences on A and {a t } or {a t } ∞ t = 0 denote an element of A N . A relation ∼ on A, ∼⊂ A × A, is an equivalence relation if it is reflexive, symmetric and transitive. With slight abuse of notation, x ∼ y denotes that (x, y) ∈∼, while x y denotes that (x, y) /
∈∼. An equivalence relation ∼ can be used to partition A into equivalence classes, with [x] denoting the equivalence class of x, [x] = {y ∈ A|y ∼ x}.
We alternatively use v or (v 1 , v 2 , . . . , v n ) to refer to a Euclidean vector in R n , with v 1 denoting its 1-norm. For a square matrix A ∈ R n ×n , ρ(A) denotes its spectral radius. We say that A is Schur if ρ(A) < 1. A 1 denotes its 1-induced norm, A 1 = max x 1 = 1 Ax 1 . Recall that induced norms are submultiplicative, namely AB 1 ≤ A 1 B 1 . For sets S, R ⊂ R n , A ∈ R n ×n , and v ∈ R n , AS denotes the set {z ∈ R n |z = Ax, for some x ∈ S}, v + S denotes the set {z ∈ R n |z = v + x, for some x ∈ S}, and S + R denotes the set {x + r|x ∈ S, r ∈ R}.
Here, B r (v) denotes the open ball in R n of radius r centered at v, |A| and A c denote the cardinality (which could be infinite) and complement, respectively, of A ⊂ R n , while diam(A) denotes its diameter, diam(A) = sup{ y − x 1 : x ∈ A, y ∈ A}. We use cl(A), int(A), and ∂A to denote the closure, interior, and boundary of A,
Now consider a discrete-time system
where t ∈ N is the time index, x t ∈ R n is the state, u t ∈ U ⊂ R m is the input, and state transition function f : R n × U → R n is given.
Definition 2: Given a system (1) and an invariant set S ⊂ R n , an equivalence relation ∼⊂ S × S is a finite uniform bisimulation on S if the following two conditions are satisfied: 1) For any x, x ∈ S and any u ∈ U, if x ∼ x , then
2) We have
Essentially, (2) requires every member of an equivalence class to transition into the same equivalence class under a given input, for any input, while (3) requires that there be a finite number of equivalence classes while avoiding the trivial instance of a single equivalence class. Our definition of finite uniform bisimulation is in accordance with that introduced in [18] , and is stronger than that used in [22] . Our choice here is motivated by our overarching interest in ρ/μ approximations [12] .
III. PROBLEM SETUP AND FORMULATION
We first introduce the specific class of systems (1) of interest. Consider a discrete-time dynamical system described by
where t ∈ N is the time index, x t ∈ R n is the state, u t ∈ U ⊂ R m is the input, and A ∈ R n ×n and B ∈ R n ×m are given. We enforce that input u t can only take finitely many values, that is, |U| = q < ∞. In particular, when A is Schur we say that the system is Schur stable, and we say it is Schur unstable otherwise. For this class of systems, we are interested in questions of existence and construction of finite uniform bisimulations on invariant subsets of R n . We thus state the first problem of interest:
Problem 1: Given system (4) , under what conditions on A, B, U does there exist a finite uniform bisimulation ∼ on some invariant set S of the system, and how would one go about constructing it? Problem 1 having an affirmative answer is of limited practical value, as one is typically interested in progressively refining the corresponding partition as needed to solve the synthesis or analysis problem at hand. We choose to pose this refinement in terms of number of equivalence classes, most relevant 2 to the ρ/μ approximation framework.
Problem 2: Given a system (4) that admits a finite uniform bisimulation on some invariant set S, under what conditions on A, B, U can an arbitrarily large number of equivalence classes be generated by a finite uniform bisimulation, and how would one go about constructing it?
The contributions of this note are analytical (sufficient conditions) and constructive (algorithmic) solutions to the above two problems, in addition to a necessary condition for the existence of finite uniform bisimulations.
IV. MAIN RESULTS
We use A to denote the collection of all forced responses of system (4), defined as
We say that a pair (
. . , r} to denote the collection of all binary partitions of U. Since U has finite cardinality, it admits finitely many distinct binary partitions and it is straightforward to note that
Finally, we introduce the following subsets of R n , relevant to our results and defined for k ∈ Z + , i ∈ {1, . . . , r}, j ∈ {1, . . . , q}, and l ∈ {1, 2}:
A. Existence of Finite Uniform Bisimulations
We begin by proposing a sufficient condition for the existence of finite uniform bisimulations on some invariant subset of the state space, together with a constructive algorithm for generating such a bisimulation when the conditions are met.
Theorem 1: Given system (4), assume that 0 ∈ U and the system is Schur stable. If cl(A) is not connected, then: 1) There exists a finite uniform bisimulation on an invariant subset of R n , and 2) Algorithm 1 terminates and returns sets X 1 , X 2 such that X 1 and X 2 are equivalence classes associated with a finite uniform bisimulation on invariant set S = X 1 ∪ X 2 . The intuition here is that if the closure of A is not connected, we can use its disconnection to construct a finite uniform bisimulation with two equivalence classes. Indeed, Algorithm 1 iteratively computes the elements of A point-wise. Since ρ(A) < 1, every element of A is within some neighborhood of the computed points. Since cl(A) Algorithm 1: Computing a Finite Uniform Bisimulation With Two Equivalence Classes.
10:
while i ≤ r do 11:
Compute: C i,k l as in (6), l ∈ {1, 2} 12:
15:
Exit the loop 16:
end if 17:
is not connected, the algorithm establishes a lower bound on the (positive) distance between two subsets of A at some iteration, thereby constructing a (crude) finite uniform bisimulation.
Remark 1: One approach for computing T in Algorithm 1 involves Schur's triangularization of matrix A [25, p. 79]. We refer interested readers to [25] on the specifics of computing matrix T such that
It is important to note that when the conditions of Theorem 1 are satisfied, there can exist a finite uniform bisimulation of the system with more than two equivalence classes, though the conditions are not generally sufficient to guarantee that as we will see in Section VI.
B. Arbitrarily Fine Finite Uniform Bisimulations
In this section, we propose a stronger set of conditions that are sufficient to guarantee existence of finite uniform bisimulations with arbitrarily many equivalence classes, and we propose Algorithm 2, a substantially extended version of Algorithm 1, for generating these equivalence classes. The steps in Algorithm 2 are best understood by following the details of the derivation of Theorem 2 presented in Section V-B.
Theorem 2: Given system (4), assume that 0 ∈ U, q > 1, and the system is Schur stable. If A is invertible and the sets {S 1 j } q j = 1 defined in (8) are pairwise disjoint, then: 1) There exists a finite uniform bisimulation ∼ of the system with an arbitrarily large number of equivalence classes, and 2) Algorithm 2 terminates, and returns a finite uniform bisimulation ∼ that has more than z equivalence classes, for any z ∈ Z + . Remark 2: The equivalence classes computed by Algorithm 2 can also be made arbitrarily fine, that is to say, the diameter of each equivalence class can be made arbitrarily small, as we will see in Section V-B. 
Compute: l k = h A k 1
8:
Compute: C k j as in (7), j ∈ {1, . . . , q} 9:
if d k ≥ κl k then 11:k ← k.
12:
Exit the loop 13:
end if 14:
k ← k + 1.
15: end loop
where u j = (u 1 j , . . . , u η j ). 20: Compute: . . . , u η ) = u j for some 1 ≤ j ≤ q η , and 1 ≤ i ≤ q. 21: Return: X 1 , . . . , X q η + 1
C. Necessary Conditions
Finally, we investigate necessary conditions for the existence of finite uniform bisimulations. Specifically, we note that under certain technical assumptions, there cannot exist finite uniform bisimulations for systems (4) that are not Schur stable. This partially justifies our focus on Schur stable systems in Theorems 1 and 2.
Theorem 3: Given system (4) with 0 ∈ U. If ∼ is a finite uniform bisimulation on an invariant set S of the system, 0 ∈ int([0]), and [0] is bounded, then ρ(A) ≤ 1.
Intuitively, if the hypotheses in Theorem 3 are satisfied and ρ(A) > 1, then there is some v in the neighborhood of the origin such that v ∈ [0] and its state trajectory goes unbounded under constant zero input, effectively leading to a contradiction with [0] being bounded. Therefore, it has to be the case that ρ(A) ≤ 1.
We point out that the condition "[0] is bounded" in Theorem 3 cannot be dropped in general (see Example 2 in Section VI), but can be dropped for scalar systems.
Corollary 1 ( Adapted from [24] ): Given system (4) with n = 1, A = a, B = b, and 0 ∈ U. If ∼ is a finite uniform bisimulation on an invariant set S of the system and 0 ∈ int([0]), then |a| ≤ 1.
V. DERIVATION OF MAIN RESULTS
We first introduce several Lemmas which will be instrumental in our derivations. The proofs are omitted due to space constraints, and can be found in [24] .
Lemma 1: Given system (4), if ρ(A) < 1, then cl(A) is compact. Next, we study the structure of set A. By the definition of A, 0 ∈ U, and (8), we have q j = 1
For any k ∈ Z + , let {u 1 , u 2 , . . . , u q k } be an enumeration of the set U k , where u j = (u 1 j , . . . , u k j ), u 1 j , . . . , u k j ∈ U, we define sets {S k j } q k j = 1 as follows:
where 1 ≤ j ≤ q k . We have
Lemma 2: Given system (4), assume that ρ(A) < 1. If open sets W and V are a disconnection of cl(A), then ∃k * ∈ Z + such that
Lemma 3: Given system (4), assume ρ(A) < 1. If open sets W and V are a disconnection of cl(A), then there exist open sets W and V in R n such that the pair W and V is also a disconnection of cl(A), and for all j ∈ {1, . . . , q}
A. Derivation of Theorem 1
Proof. Statement 1): Since cl(A) is not connected, let W and V be a disconnection of cl(A). Then by Lemma 3, (13) holds. We propose an equivalence relation on A. Since A is an invariant set of (4), the proof is complete if we can show that this equivalence relation satisfies (2) and (3).
Given open sets W and V that satisfy (13), let X 1 = A ∩ W and X 2 = A ∩ V . Define an equivalence relation ∼ as x ∼ x ⇔ x, x ∈ X i for some i ∈ {1, 2}. For any x, x ∈ A, any u j ∈ U, if x ∼ x , then Ax + Bu j ∈ S 1 j and Ax + Bu j ∈ S 1 j . By (13) , we see that Ax + Bu j ∼ Ax + Bu j . Therefore (2) is satisfied. Since 1 < 2 < ∞, (3) is also satisfied, which completes the proof of this statement.
Statement 2): By Lemma 3, there is a disconnection of cl(A), W and V, such that for all j ∈ {1, . . . , q}
where q = |U|. Let U * 1 = {u j ∈ U|S 1 j ∩ W = ∅}, and U * 2 = U \ U * 1 . Recall (9) , we see that U * 1 is nonempty, otherwise cl(A) ∩ W = ∅, which contradicts with W and V being a disconnection of cl(A). U * 2 is also nonempty, otherwise cl(A) ⊂ W, then cl(A) ∩ V = ∅, which draws a contradiction. We also observe that |U| > 1, otherwise U = 0 by assumption, and cl(A) = 0 is connected. Therefore the binary partitions of U are well defined. Since U * 1 and U * 2 are nonempty, disjoint subsets of U, and U * 1 ∪ U * 2 = U, there is a binary partition of U, (U i * 1 , U i * 2 ), such that
where i * is an integer between 1 and r. Since for any k ∈ Z +
we claim that d i * k (16) is uniformly bounded away from zero, that is: There exists d > 0 such that
To see this claim, we define two sets G 1 , G 2 by
By the definition of U * 1 , we see that G 1 ⊂ W. Recall (9) and that W and V is a disconnection of cl(A), we see that G 2 ⊂ V. Because V and W are disjoint, G 1 and G 2 are also disjoint. Since G 1 is a finite union of closed sets, G 1 is closed. By Lemma 1, cl(A) is bounded, and therefore G 1 is bounded. We see that G 1 is closed, bounded, and therefore compact. Similarly, G 2 is also compact. By an observation in analysis: The distance between two disjoint compact sets is positive [26, pp. 18] (15) , and (18), we observe that:
l k * . The loop in Algorithm 1 thus terminates and returns two sets X 1 ,
Having shown that the algorithm terminates, we show next that X 1 ∪ X 2 is an invariant set of system (4), and that X 1 and X 2 are the equivalence classes associated with a bisimulation on X 1 ∪ X 2 . For any x ∈ X 1 ∪ X 2 , by (6) and (19) , there exist (u 1 , . . . , uk ) ∈ Uk and s ∈ S such that
Then for any u ∈ U Ax + Bu = (Bu + · · · + Ak −1 Buk −1 ) + (Ak Buk + As). (21) Recall
, and h = max{ Bu 1 : u ∈ U}, we can show that T −1 (Ak Buk + As) 1 ≤ dĩk 2 T 1 . Therefore, (Ak Buk + As) ∈ S. By (6), we observe that (Bu + ABu 1 + · · · + Ak −1 Buk −1 ) ∈ C˜i 1 ∪ C˜i 2 , therefore, we have
We conclude that X 1 ∪ X 2 is an invariant set of system (4). Next, we show X 1 ∩ X 2 = ∅. The proof is by contradiction: Assume z ∈ X 1 ∩ X 2 , then by (19) , there exist c 1 ∈ C˜i 1 , c 2 ∈ C˜i 2 , s 1 ∈ S, and s 2 ∈ S such that z = c 1 + s 1 , and z = c 2 + s 2 , and recall S = {x ∈ R n : (16) , we have c 1 − c 2 1 ≥ d˜ik , which leads to a contradiction. Therefore, X 1 ∩ X 2 = ∅.
Now consider equivalence relation ∼ on X 1 ∪ X 2 defined by x ∼ x ⇔ x, x ∈ X i for some i ∈ {1, 2}. We show that ∼ is a finite uniform bisimulation on X 1 ∪ X 2 . For any x, x ∈ X 1 ∪ X 2 , and any u ∈ U, if x ∼ x , we consider two cases: If u ∈ U˜i ,k 1 , recall (6), (19) , and (21), we see that Ax + Bu ∈ X 1 and Ax + Bu ∈ X 1 , therefore, Ax + Bu ∼ Ax + Bu. Similarly, if u ∈ U˜i ,k 2 , then Ax + Bu ∈ X 2 and Ax + Bu ∈ X 2 , therefore, Ax + Bu ∼ Ax + Bu.
Since (U˜i ,k 1 , U˜i ,k 2 ) is a binary partition of U, we see that (2) is satisfied. Since {[x]|x ∈ X 1 ∪ X 2 } = {X 1 , X 2 }, we have |{[x]|x ∈ X 1 ∪ X 2 }| = 2, and (3) is satisfied. Therefore ∼ is a finite uniform bisimulation on X 1 ∪ X 2 . This completes the proof.
B. Derivation of Theorem 2
Proof. It suffices to show that Algorithm 2 terminates, and that the sets
it returns are equivalence classes associated with a finite uniform bisimulation ∼ on ∪ q η + 1 k = 1 X k . By Algorithm 2, the number of equivalence classes q η + 1 is then guaranteed to satisfy q η + 1 > z.
By assumption, {S 1 j } q j = 1 are mutually disjoint. By Lemma 1, S 1 j is also compact for all j ∈ {1, . . . , q}. Since the distance between two disjoint compact sets is positive, we have min{d(S 1
We observe that C k j (7) is a subset of S 1 j for any j ∈ {1, . . . , q} and any k ∈ Z + , therefore,
Since l k tends to zero as k tends to infinity, Algorithm 2 terminates. RecallX
we observe thatX 1 , . . . ,X q are the equivalence classes associated with a finite uniform bisimulation on ∪ q j = 1X j of system (4) by the derivation of Theorem 1. We will use this observation to show that sets X 1 , . . . , X q η + 1 (23) are also the equivalence classes associated with a finite uniform bisimulation.
We first show that ∪ q η + 1 k = 1 X k is an invariant set of system (4) . For any x ∈ X k , by (23), we can write x = Bu 1 + ABu 2 + · · · + A η −1 Bu η + A ηx for some (u 1 , . . . , u η ) ∈ U η and somex ∈X i with 1 ≤ i ≤ q. Then for any u ∈ U, Ax + Bu = Bu + ABu 1 + A 2 Bu 2 + · · · + A η −1 Bu η −1 + A η (Ax + Bu η ). Since ∪ q j = 1X j is an invariant set of system (4), we have (Ax + Bu η ) ∈X j for some 1 ≤ j ≤ q. Recall (23), we see that (Ax + Bu) ∈ X k for some 1 ≤ k ≤ q η + 1 , and therefore ∪ q η + 1 k = 1 X k is an invariant set of system (4).
Next, we use an inductive approach to show that the sets X k , k = 1, . . . , q η + 1 (25) are disjoint. Write U = {u o 1 , . . . , u o q }, we observe that the q 2 sets Bu o i + AX j , i = 1, . . . , q, j = 1, . . . , q are disjoint. Indeed, consider any Bu o i 1 + AX j 1 and Bu o i 2 + AX j 2 with (i 1 , j 1 ) = (i 2 , j 2 ). If i 1 = i 2 , then j 1 = j 2 . SinceX 1 , . . . ,X q are disjoint, we haveX j 1 ∩X j 2 = ∅. Since A is invertible by assumption, we have AX j 1 ∩ AX j 2 = ∅, and therefore (Bu o i 1 + AX j 1 ) ∩ (Bu o i 2 + AX j 2 ) = ∅. If i 1 = i 2 , from the second part of the derivation of Theorem 1 [(20) through (22) ] and the construction ofX j (7) , (25) , we see that (Bu o i 1 + AX j 1 ) ⊂X i 1 and (Bu o i 2 + AX j 2 ) ⊂X i 2 . SinceX 1 , . . . ,X q are disjoint, we haveX i 1 ∩X i 2 = ∅, and therefore (Bu o i 1 + AX j 1 ) ∩ (Bu o i 2 + AX j 2 ) = ∅. We conclude that the sets Bu o i + AX j , i = 1, . . . , q, j = 1, . . . , q are disjoint. For the ease of exposition, we use X 1 j , j = 1, . . . , q 2 to denote the q 2 disjoint sets Bu o i + AX j , i = 1, . . . , q, j = 1, . . . , q. We observe that the q 3 sets Bu o i + AX 1 j , i = 1, . . . , q, j = 1, . . . , q 2 are also disjoint. Indeed, consider any Bu o i 1 + AX 1 j 1 and Bu o i 2 + AX 1 j 2 with (i 1 , j 1 ) = (i 2 , j 2 ). If i 1 = i 2 , then j 1 = j 2 . Since X 1 j , j = 1, . . . , q 2 are disjoint, we have X 1 j 1 ∩ X 1 j 2 = ∅. Since A is invertible by assumption, we have AX 1 j 1 ∩ AX 1 j 2 = ∅, and therefore (Bu o i 1 + AX 1 j 1 ) ∩ (Bu o i 2 + AX 1 j 2 ) = ∅. If i 1 = i 2 , by the preceding paragraph, we see that X 1 j 1 ⊂X l for some 1 ≤ l ≤ q, and therefore (Bu o
Similarly, we see that (Bu o i 2 + AX 1 j 2 ) ⊂X i 2 . SinceX 1 , . . . ,X q are disjoint, we haveX i 1 ∩X i 2 = ∅, and therefore
We conclude that the sets Bu o i + AX 1 j , i = 1, . . . , q, j = 1, . . . , q 2 are disjoint. Repeating this argument η times, we conclude that the q η + 1 sets X k , k = 1, . . . , q η + 1 (25) are disjoint.
Next, we define an equivalence relation ∼ on ∪ q η + 1 k = 1 X k as x ∼ y ⇐⇒ x, y ∈ X k for some 1 ≤ k ≤ q η + 1 . We claim that ∼ is a finite uniform bisimulation. Indeed, for any 1 ≤ k ≤ q η + 1 , by (23) , write X k as X k = Bu 1 + ABu 2 + · · · + A η −1 Bu η + A ηX i . Then for any u ∈ U,
Remark 3: The diameter of the equivalence classes X k can be made arbitrarily small. Indeed, for any 1 ≤ k ≤ q η + 1 , we have diam(X k ) ≤
. Since A is Schur-stable, diam(A) is finite, and A η 1 can be made arbitrarily small by choosing η large enough. diam(S) is finite by construction, and we conclude that diam(X k ) can be made arbitrarily small by choosing η sufficiently large.
C. Derivation of Necessary Conditions
Proof (Theorem 3): By contradiction. Assume ρ(A) > 1, let Av = λv with |λ| > 1, v 1 = 1, λ ∈ C, v ∈ C n . And for any w ∈ C n , we use Re(w) to denote the real part of w. Define
We show that O is nonempty and bounded.
where v 1 , . . . , v n ∈ C and |v 1 | + · · · + |v n | = 1.
For any γ ∈ C, we have |Re(γv i )| ≤ |γ v i |, therefore, Re(γv) 1 = n i = 1 |Re(γv i )| ≤ |γ| n i = 1 |v i | = |γ|. Since B r (0) ⊂ [0] for some r > 0 by assumption, for all γ with |γ| ≤ r/2, Re(γv) ∈ B r (0). Therefore, r/2 ∈ O, and O is nonempty.
Next, we show that O is bounded. (26), we see that Re(κ v) ∈ [0], or equivalently Re(κ v) ∼ 0. Since ∼ is a finite uniform bisimulation, by (2) and letting the input u be zero, we have ARe(κ v) ∼ 0. We observe that ARe(κ v) = Re(Aκ v) = Re(κ (Av)) = Re(κ λv) = Re(κv), and thus Re(κv) ∼ 0 leading to a contradiction. The assumption ρ(A) > 1 is thus false and ρ(A) ≤ 1. 
VI. ILLUSTRATIVE EXAMPLES
Our first example satisfies the conditions of Theorem 1. It thus admits a finite uniform bisimulation consisting of two equivalence classes, but not more, illustrating that these conditions are generally not enough to guarantee the existence of arbitrarily many equivalence classes. Figure. We see that both cl(A) ∩ W and cl(A) ∩ V are connected. Therefore, we cannot apply the analytical result in Theorem 2 to generate more than two equivalence classes, because that result relies on the disconnectedness of an invariant set.
Our next example illustrates that the requirement that the equivalence class of 0 be bounded cannot be dropped in Theorem 3. Stated alternatively, a finite uniform bisimulation may exist without the system being Schur stable, unless the equivalence class of 0 is bounded.
Example 2: Given system (4) with parameters A = 2 0 0 0.5 , B = 1 0 0 1 , and U = 0 0 . Note that the system is Schur unstable, with ρ(A) = 2 > 1. Nonetheless, it is straightforward to verify that B r (0) ⊂ [0] for r = 0.5, and that X 1 = {(x, y) ∈ R 2 : 1 < |y| < 2} and X 2 = {(x, y) ∈ R 2 : |y| < 1} constitute the equivalence classes of a finite uniform bisimulation on invariant set S = X 1 ∪ X 2 . Our final example is a system that satisfies the conditions of both Theorems 1 and 2. We use it to illustrate the application of Algorithm 2 to construct many equivalence classes and we report on the run time of the algorithm.
Example 3: Consider system (4) with parameters
