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Abstract
The dynamics of a set of identical spins interacting with another one through a time-dependent
coupling gives rise to a gyroscopic equation with a variable Larmor frequency and, more impor-
tantly, with an operator playing the role a Larmor vector. The subsequent technical complexity
is due to non-trivial algebraic relations between multiple inner products coming from the non-
commutative algebra of the angular momenta. A general formalism is derived giving the inte-
grated solution valid for all values of the involved spins, and several applications of the formalism
are treated in details. Among other results, it is seen that, starting from a fully polarised state
for the set of identical spins, their total spin can at most only partially flip (in the mean); this
somewhat surprising fact means that the memory of the initial state is kept for ever but varying the
coupling constant allows to adjust at will the possible polarisation of the final state. The robustness
of the initial state is shown to depend on the nature fermionic or bosonic of the perturbing spin
and also on the size of the collection of identical spins.
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I. INTRODUCTION
Due to its specific non commutative algebra, quantum theory yields differential equa-
tions which cannot be integrated by using ordinary methods of classical mathematical analy-
sis. The most celebrated example is probably the Schro¨dinger equation with a hamiltonian
which does not commute with itself at different times; although formal integration is indeed
possible, it requires the introduction of a chronological operator1 T in order to preserve the
basic algebra of operators.
Another example is provided by the Heisenberg equations, which are rather appeal-
ing when one is interested in the dynamics of a few observables only and provide a clear
physical meaning since they usually bear strong formal ressemblance with the corresponding
classical equations. Nevertheless such an analogy should not be misleading because oper-
ators, not scalars, are at the heart of these equations ; in addition, great care must be
exercised in handling them since they do not come under the ordinary treatment based on
the diagonalization of the relevant dynamical matrix.
In the following, I will focus on a gyroscopic equation arising within a simple model
describing the interaction of a set of N identical discernable spins ~Si, each of them having
a transient interaction with another one ~I; more precisely, the hamiltonian of such a system
is taken as :
H(t) = ~−1ω(t)
( N∑
i=1
~Si
)
.~I ≡ ~−1ω(t) ~S.~I ; (1)
and is the simplest rotationally invariant hamiltonian for such a system ; for physical reasons,
ω(t) is a fonction vanishing at t = ±∞ and assumed to be integrable. It assumed that all
these spins commute together, namely [~Si, ~Sj] = 0 for all i 6= j and [~Si, ~I ] = 0.
With N = 2, the two ~Si can be viewed as projectiles thrown into a solid containing
a localized impurity; alternatively, if ~I is a nuclear spin and the ~Si are electrons, the above
hamiltonian modelizes a temporary effective hyperfine interaction. Anyhow, the following
treatment is independent of the character fermionic or bosonic of all the spins, as well as
of the number N , the total spin ~S assuming the values S = −NSi, −NSi + 1, ...,+NSi;
clearly, ~S 2 is a constant of motion, as well as ~I 2.
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II. HEISENBERG EQUATIONS AND FORMAL INTEGRATION
Denoting the Heisenberg representation with a roman H as subscript (~SH(t), etc), the
Heisenberg equations are readily written as follows :
d
dt
~SH = ~
−1ω(t)(~IH × ~SH) , d
dt
~IH = ~
−1ω(t)(~SH × ~IH) . (2)
Due to [Su, Iv] = 0 ∀ u, v = x, y, z, one has ~S × ~I = −~I × ~S, an equality which is
invariant in the Heisenberg picture since the latter proceeds through a unitary transforma-
tion. The total angular momentum ~J = ~S+ ~I is thus a constant of motion, a consequence of
the fact that the Hamiltonian Eq. (1) is rotationally invariant. Thus, one has ~JH(t) = ~J at
all times and, provided the initial state is an eigenvector of Jz, Jz|Ψ(−∞)〉 = MJ~|Ψ(−∞)〉,
the dynamics is confined to this given eigensubspace of Jz, the quantum number MJ being
fixed once for all. The elimination of ~IH gives a closed equation for ~SH which, using the
commutation relation ~S × ~S = i~~S, can be recast in the form:
d
dt
~SH(t) + iω(t)~SH(t) = ~
−1ω(t) ~J × ~SH(t) ; (3)
the second term in the left-hand side would be absent with classical vectors but the quantum
nature of the problem by far does not reduce to this, as shown below. Note that although
~S and ~J obey a non-commutative algebra, some equalities are here and there useful in the
following; for instance ~J.~S = ~S. ~J , ~S.(~S× ~J ) = ( ~J× ~S ).~S = i~ ~J.~S = ~J.( ~J× ~S ) = (~S× ~J ). ~J ,
all of them being still true in the Heisenberg picture. In addition, ~J being a constant of
motion, one has d
dt
( ~J.~SH) = ~J.
d
dt
~SH =−iω(t)[ ~J.~SH + i~−1 ~J.( ~J × ~SH)] = 0 so that the scalar
operator ~J.~SH(t) is also constant in time, a fact formally reminiscent of what says an ordinary
gyroscopic equation.
Setting now ~SH(t) = e
−iφ(t) ~Σ(t), with φ(t) def=
∫ t
−∞ ω(t
′) dt′, the dynamical equation
Eq. (3) yields:
d
dt
~Σ(t) = ~−1ω(t) ~J × ~Σ(t) (4)
which is the basic equation to be solved. It looks like a standard gyroscopic equation with a
time-dependent Larmor pulsation, but this is not actually the case, aside from the fact that
~Σ(t) is not a vector operator because [Σx, Σy] 6= i~Σz etc, since the precession takes place
around ~J which is an operator ; this peculiarity carries the full complexity otherwise absent
when the latter is a c-vector, as an external magnetic field for instance.
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By successive integrations on each side of eq. (4), one can write the formal convergent
series (remember that ω(t) is assumed to be integrable):
~Σ(t) = ~S +
1
~
∫ t
−∞
dt1 ω(t1) ~J × ~S + 1
~2
∫ t
−∞
dt1 ω(t1)
∫ t1
−∞
dt2 ω(t2) ~J × ( ~J × ~S ) +
1
~3
∫ t
−∞
dt1 ω(t1)
∫ t1
−∞
dt2 ω(t2)
∫ t2
−∞
dt3 ω(t3) ~J ×
(
~J × ( ~J × ~S ))+ ... (5)
Since the multiple integrals only involve time-dependent quantities which all commute to-
gether, the nth integral is just 1
n!
[ ∫ t
−∞ ω(t
′) dt′
]n ≡ 1
n!
[φ(t)]n, so that:
~Σ(t) =
∑
n∈N
[φ(t)]n
n!
~Pn , ~Pn
def
=
1
~n
~J × ( ~J(×...( ~J × ~S ))) , (6)
~Pn containing n times the factor ~J×, and ~P0 def= ~S; once the above series is summed up,
~SH(t) follows according to ~SH(t) = e
−iφ(t) ~Σ(t).
At this point, the Heisenberg equation for ~SH(t) is formally integrated and the expec-
tation value at time t, 〈~S 〉(t), is equal to 〈Ψ(−∞)|~SH(t)|Ψ(−∞)〉, simply noted 〈~SH(t)〉−∞
in the following; summing up at this point, one has:
〈~S 〉(t) = e−iφ(t)〈~Σ 〉(t) , 〈~Σ 〉(t) def=
∑
n∈N
[φ(t)]n
n!
〈~Pn〉−∞ .
The question is now to calculate the average value 〈~Pn〉−∞ of the vectorial products in the
expansion Eq. (6), and then to sum up the series to eventually find the average value 〈~S 〉(t);
as it will be seen below, the Heisenberg picture is here not at all trivial.
III. ALGEBRAIC RELATIONS AND EXPLICIT INTEGRATION
The difficulty lies in the occurence of multiple inner products implying vectorial opera-
tors ; this is already seen when one considers the single product; indeed:
~~P1 ≡ ~J × ~S = (~S + ~I )× ~S = i~~S + ~I × ~S ;
since ~S and ~I commute one has ~J × ~S + ~S × ~J = 2i~~S 6= ~0 (note that the RHS, being
proportional to ~, vanishes in the classical limit, as it must).
Without surprise, things become still more involved for the double vectorial product;
for classical vectors, one knows that:
~U × (~V × ~W ) = (~U. ~W ) ~V − (~U.~V ) ~W ; (7)
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here, the component along Ox of ~J × ( ~J × ~S ) is:
Jy(JxSy − JySx)− Jz(JzSx − JxSz) = JyJxSy + JzJxSz − (J2y + J2z )Sx (8)
instead of:
JySyJx + JzSzJx − (J2y + J2z )Sx ≡ ( ~J.~S )Jx − ~J 2Sx
deduced from the equality Eq. (7). The RHS of Eq. (8) can be written as:
Jy(SyJx + i~Sz) + Jz(SzJx − i~Sy) + J2xSx − ~J 2Sx ;
due to [Jx, Sx] = 0, the second to last term on the right is equal to JxSxJx so that
(
~J × ( ~J × ~S ))
x
= ( ~J.~S )Jx + i~( ~J × ~S )x − ~J 2Sx
and more generally:
~
2~P2 ≡ ~J × ( ~J × ~S ) = ( ~J.~S ) ~J − ~J 2~S + i~( ~J × ~S ) ; (9)
as for the single vectorial product, the additional term vanishes when ~ = 0.
In order to get insight into the multiple vectorial product of any order, it is useful to
calculate ~P3 and ~P4 explicitly; after some straightforward calculation, one finds:
~
3~P3 ≡ ~J ×
(
~J × ( ~J × ~S )) = −( ~J 2 + ~2) ~J × ~S + 2i~( ~J.~S ) ~J − i~ ~J 2~S ,
~
4~P4 = −( ~J 2 + 3~2)( ~J.~S ) ~J + ~J 2( ~J 2 + ~2)~S − i~(2 ~J 2 + ~2) ~J × ~S ;
again, all the “non-classical” terms disappear in the limit ~→ 0 since:
~U × (~U × (~U × ~V )) = −~U 2 ~U × ~V , ~U × (~U × (~U × (~U × ~V ))) = −~U 2 (~U.~V ) ~U + ~U4 ~V .
These preliminary calculations allow to be convinced that the set ( ~J.~S ) ~J, ~S and ~J× ~S
is a closed algebra, each of its elements having a clear geometrical meaning; this enables to
write the product of any order ~Pn as a linear combination of these three vectorial operators
with coefficients which are some functions of the operator ~−2 ~J 2 def= j; this leads to set:
~Pn = ~
−2an(j)( ~J.~S ) ~J + bn(j)~S + ~−1cn(j) ~J × ~S (n ≥ 0) ,
where the operators an, bn et cn are dimensionless functions of j to be determined and
assumed to commute with ~J , an assumption which will be checked below. The correctness
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of such statements is confirmed by the existence of a recurrence relationship having a definite
solution, obtained by handling the equality for ~Pn+1 = ~
−1 ~J × ~Pn:
~
−2an+1( ~J.~S ) ~J + bn+1~S + ~−1cn+1 ~J × ~S = ~−1 ~J ×
[
~
−2an( ~J.~S ) ~J + bn~S + ~−1cn ~J × ~S
]
.
Then, taking Eq. (9) and [ ~J, ~J.~S ] = 0 into account, the RHS can be recast as:
~
−2(ian + cn)( ~J.~S ) ~J − cn~−2 ~J 2~S + ~−1(bn + icn) ~J × ~S ;
from this, one obtains the following linear recurrence between the unknown operators:
an+1(j) = ian(j) + cn(j) , bn+1(j) = −j cn(j) , cn+1(j) = bn(j) + icn(j) . (10)
The initial condition is found by considering ~P0 = ~S and yields:
a0(j) = 0 , b0(j) = 1 , c0(j) = 0 . (11)
Such a recursive relation does have a unique solution, a fact which a posteriori proves that
the algebra is indeed closed. In addition, a0, b0 and c0 trivially commute with ~J and
therefore with ~J 2; due to the recursive relations Eqs. (10), this holds true for any value of n,
showing that the starting assumption is indeed correct. Note that some of the coefficients
of this multidimensional recursion between operators are themselves operators so that the
formal solution is not very useful. For sure, one can obviously write:


an+1
bn+1
cn+1

 = M


an
bn
cn

 , M
def
=


i 0 1
0 0 −j
0 1 i

 ,
so that [an bn cn]
† = [0 1 0]†Mn. The nth power of M can be calculated by first writing
down a characteristic equation to obtain the “eigenvalues” i, i
2
[1 ± (1 + 4j)1/2] but before
to go further, one should first define properly the square root of 1 + 4~−2 ~J 2 (which is not
impossible) and then achieve the diagonalisation; this route is certainly not the simplest way
to proceed (all the more since ~J 2 can have a zero eigenvalue) and it is better to translate
all the preceding equalities in terms of scalars, which is now performed.
Gathering the previous definitions, the expectation value of ~Σ reads:
〈~Σ 〉(t) = ~−2〈A(j, t)( ~J.~S ) ~J 〉−∞ + 〈B(j, t)~S 〉−∞ + ~−1〈C(j, t) ~J × ~S 〉−∞ ,
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with 

A(j, t)
B(j, t)
C(j, t)


def
=
∑
n∈N
[φ(t)]n
n!


an(j)
bn(j)
cn(j)

 , (12)
the question being now to find the relevant matrix elements of the operators an, bn and cn.
Since the latter are functions of j ≡ ~−2 ~J 2 only, it is convenient to introduce the eigenvectors
of the total angular momentum, |ψJMJ 〉, ( ~J 2|ψJMJ 〉 = J(J+1)~2|ψJMJ 〉, |S−I| ≤ J ≤ S+I,
Jz|ψJMJ 〉 = MJ~|ψJMJ 〉, −J ≤MJ ≤ +J), which can be obtained by following the standard
procedures relevant in the addition of angular momenta2,3,4.
With the assumption that the initial state |Ψ(−∞)〉 is an eigenvector of Jz (but not
necessarily of ~J 2) with the given eigenvalue MJ~, only the eigenvectors |ψJMJ 〉 appear in
its expansion, namely |Ψ(−∞)〉 = ∑J cJ |ψJMJ 〉, the number J varying by one unit at a
time within the above mentioned interval; in the case where a given value of J can be
obtained in several ways, a second label will be required, e.g. cJi, but this complication is
omitted here for simplicity. According to (12), one now has to calculate the average values
~
−2〈A(j, t)( ~J.~S ) ~J 〉−∞, etc; by letting now the operators an(j), bn(j) and cn(j) act on the
bra, the following quantities appear:
A(t)
def
=
∑
J
c∗J〈ψJMJ |
1
~2
( ~J.~S ) ~J |Ψ(−∞)〉
+∞∑
n=0
[φ(t)]n
n!
αn(J) ,
B(t)
def
=
∑
J
c∗J〈ψJMJ |~S |Ψ(−∞)〉
+∞∑
n=0
[φ(t)]n
n!
βn(J) ,
C(t)
def
=
∑
J
c∗J〈ψJMJ |~−1 ~J × ~S |Ψ(−∞)〉
+∞∑
n=0
[φ(t)]n
n!
γn(J) ,
the numerical functions αn, βn and γn depending on the quantum number J and result from
the replacement of the operator j by its eigenvalue J(J + 1) in the operators an(j), bn(j)
and cn(j) respectively; the average value 〈~Σ〉(t) is the sum A(t) + B(t) + C(t).
Going back now to the relations Eq. (10), multiplication on the left by 〈ψJ0| and on the
right by |Ψ(−∞)〉 yields the following recursion between the scalars αn, βn and γn which,
in matrix form, reads:

αn+1
βn+1
γn+1

 = M


αn
βn
γn

 , M
def
=


i 0 1
0 0 −J(J + 1)
0 1 i

 ,
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with the initial condition β0(J) = 1, α0(J) = γ0(J) = 0 (see Eq. (11)). The matrix M is
diagonalizable and can be written as M = PMDP
−1 with (temporarily assuming J 6= 0):
P =


1 i
J+1
− i
J
0 −i(J + 1) iJ
0 1 1

 , P−1 =


1 1
J(J+1)
i
J(J+1)
0 i
2J+1
J
2J+1
0 − i
2J+1
J+1
2J+1


and:
MD =


i 0 0
0 −iJ 0
0 0 i(J + 1)

 ≡


λ0 0 0
0 λ− 0
0 0 λ+

 .
Note that the above quantities do not have a simple expression in terms of the single variable
J(J + 1), a reminder of the fact that, in its first version, the recurrence involves operators,
not scalars. Anyway, the solution can now be written down:


αn(J)
βn(J)
γn(J)

 = PMnD P−1


0
1
0

 ,
so that:
αn(J) =
(2J + 1)λn0 − Jλn− − (J + 1)λn+
J(J + 1)(2J + 1)
, βn(J) =
1
2J + 1
[(J + 1)λn− + Jλ
n
+]
γn(J) =
i
2J + 1
(λn− − λn+) .
It is easily checked that all this agrees with ~Pn, 0 ≤ n ≤ 4, directly obtained at the
beginning. Now, recognizing exponential series in the RHS and inserting all this in the sum
A(t) + B(t) + C(t), one gets the final closed explicit expression for 〈~S 〉(t) = e−iφ(t)〈~Σ〉(t)
which eventually yields the desired result for the expectation value of ~S:
〈~S 〉(t) =
∑
J
c∗J
2J + 1
〈ψJMJ | ~S(J, t)|Ψ(−∞)〉 (13)
with:
~S(J, t) def= ~−2s0(J, t)( ~J.~S ) ~J + s‖(J, t)~S + i~−1s⊥(J, t) ~J × ~S ,
where the various scalar functions are:
s0(J, t)
def
=
(2J + 1)− J e−i(J+1)φ(t) − (J + 1) eiJφ(t)
J(J + 1)
,
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s‖(J, t)
def
= (J + 1) e−i(J+1)φ(t) + J eiJφ(t) , s⊥(J, t)
def
= e−i(J+1)φ(t) − eiJφ(t) .
Note that s0(J, t) has the same finite value when the two formal limits J → 0± are taken
and can thus be defined by continuity without any trouble for J = 0. For t = −∞ (φ = 0),
all this reduces to
∑
J c
∗
J〈ψJMJ |~S |Ψ(−∞)〉 = 〈Ψ(−∞)|~S |Ψ(−∞)〉 as it must. Taking into
account the fact that the coefficients of the exponentials are all real6 and that 〈~S 〉(t) is
also real, it is clear that various compensations intervene in the calculation of the different
quantities in Eq. (13) to cancel some complex contributions coming from one additive term
to the other; this is technically ensured by the fact that in the summation J varies by one
unit at a time. Clearly, in the final expression of 〈~S 〉(t), only some angles Jφ and (J + 1)φ
do appear and, as a whole, only the real parts of the functions s0(J, t), s‖(J, t) and s⊥(J, t)
are indeed relevant, allowing to claim that 〈~S 〉(t) implies only linear terms of the form
cos
(
Jφ(t)
)
aside from a possible additive real constant.
In other respects, one can anticipate which components of 〈~S 〉 have a non-zero expec-
tation value. As for the first term ( ~J.~S ) ~J , since Jx and Jy changeMJ by ±1 and since ( ~J.~S )
is a scalar operator, only ( ~J.~S )Jz can give finite contributions due to the fact that MJ is a
good quantum number; the same is true for the second term ~S since Sx and Sy also change
MJ in the same way. Finally, only the component of ~J × ~S along Oz can give non-zero
contributions since the two others are linear in Sx, Sy, Ix and Iy. As a whole, 〈Sx〉(t) and
〈Sy〉(t) vanish at all times, as contrasted with an ordinary gyroscopic equation for which the
two transverse components rotate around the Larmor vector at the Larmor frequency.
Because all these formula only rely on the fundamental algebra of angular momenta,
the basic formal result Eq. (13) is valid in all cases, independently of the actual values of
the quantum number J , i.e. of the character (bosonic or fermionic) of the spins, and also of
the number of spins ~Si adding up to give the angular momentum ~S.
IV. TWO EXAMPLES
A. N fermions and one boson: Si =
1
2
, i = 1, 2, ..., N and I = 1
As already stated, the general formalism is valid for any number of angular momenta.
Still with I = 1, and assuming that |Ψ(−∞)〉 is the ferromagnetic state |N
2
, N
2
; −1〉, S
has the constant value N
2
throughout and the dynamics is confined to a three-dimensional
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subspace, here generated by the vectors, |N
2
N
2
; −1〉, |N
2
N
2
− 1 ; 0〉 and |N
2
N
2
− 2 ; +1〉 or
equivalently by {|ψJ N
2
−1〉}J=N
2
, N
2
±1; the list of possible exponentials with these J values
shows that one expects to find N
2
φ and (N
2
+ 1)φ only in the oscillating terms of 〈Sz〉(t).
Using standard formulas of angular momentum theory, one easily writes the following
decompositions relating the sets of eigenvectors |SM ; m〉 and |ψJMJ 〉:
|ψN
2
+1N
2
−1〉 =
1√
2(N + 1)(N + 2)
[√
2N(N − 1) |N
2
N
2
− 2 ; +1〉+ 2
√
2N |N
2
N
2
− 1 ; 0〉+
2|N
2
N
2
; −1〉
]
,
|ψN
2
N
2
−1〉 =
1√
N(N + 2)
[
− 2√N − 1 |N
2
N
2
− 2 ; +1〉+ (N − 2)|N
2
N
2
− 1 ; 0〉+
√
2N |N
2
N
2
; −1〉
]
,
|ψN
2
−1N
2
−1〉 =
1√
N(N + 1)
[√
2 |N
2
N
2
− 2 ; +1〉 −
√
2(N − 1) |N
2
N
2
− 1 ; 0〉+
√
N(N − 1) |N
2
N
2
; −1〉
]
;
from this, the expression of the initial state is found to be the following:
|Ψ(−∞)〉 =
√
N − 1√
N + 1
|ψN
2
−1N
2
−1〉+
√
2√
N + 2
|ψN
2
N
2
−1〉+
√
2√
(N + 1)(N + 2)
|ψN
2
+1N
2
−1〉 ,
where one can read the coefficients cJ appearing in the general formula Eq. (13). This being
done, and remarking that ( ~J.~S )Jz does now contribute, some rather tedious but elementary
calculations eventually yield the following expression for the expectation value of Sz at
time t:
~
−1〈Sz〉(t) = N
2
+
4(N − 1)
N(N + 1)
[
cos
[N
2
φ(t)
]−1]+ 8N
(N + 1)(N + 2)2
[
cos
[(N
2
+1
)
φ(t)
]−1] .
(14)
Note that 〈Sz〉(t) never vanishes if N ≥ 4.
For N ≫ 1, 〈Sz〉(t) has the approximate expression:
~
−1〈Sz〉(t) ≃ N
2
− 8
N
sin2
N
4
φ(t)− 8
N2
[
cos
N
2
φ(t)− cos (N
2
+ 1
)
φ(t)
]
+O(N−3) ,
showing that limN→∞〈Sz〉(t) = N2 ~ for all times and that the lower bound of 〈Sz〉(t) is then
close to ~(N
2
− 8
N
). More generally, 〈Sz〉 is greater than the function of N where the two
cosine are simultaneously equal to −1 (only possible when N is odd), so that:
~
−1〈Sz〉 ≥ N
4 + 4N3 − 12N2 − 64N + 64
2N(N + 2)2
def
= b(N)
N≫1
=
N
2
− 8
N
+O(N−3) ;
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FIG. 1. Final value 〈Sz〉(+∞) as a function of the dimensionless coupling parameter ω0τ .
In the classical limit N →∞, ~→ 0, N~ = Cst def= 2Scl, one has 〈Sz〉(t) = Scl ∀ t as it must.
The final value of 〈Sz〉 is a function of the strength of the coupling between spins; for
definiteness, let us choose a gaussian perturbation, ω(t) = ω0 e
−(t/τ)2 , for which one has5
φ(t) =
√
pi
2
ω0τ [1 + Φ(
t
τ
)]. Setting φ(+∞) = √π ω0τ in the expression (14), one obtains the
Fig. 1; although 〈Sz〉(+∞) is never strictly equal to its initial value, this is approximately
the case, for large N , when ω0τ =
4
N
k
√
π, k integer. The variation in time of 〈Sz〉(t) with
the gaussian perturbation is shown in Fig. 2 in a few cases.
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FIG. 2. For N fermions Si =
1
2 and one boson I = 1, time variation of the average value 〈Sz〉(t)
for a gaussian interaction and for two values of the dimensionless coupling parameter ω0τ .
All this demonstrates that the set of fermions is, as N increases, more and more robust
against the bosonic perturbation, as is stronger the memory effect since for any strength of
the coupling the final expectation of the fermion and boson spins along Oz are closer and
closer to their initial values. This effect is still enhanced when the perturbation is modulated
at a high frequency.
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B. N + 1 fermions: Si = I =
1
2
The case of N + 1 fermions, namely Si = I =
1
2
, is treated along the same lines and I
just quote the results; as before 〈Sx〉(t) = 0 = 〈Sy〉(t) and in addition only an oscillation at
N+1
2
φ can be forecast. The final result is :
~
−1〈Sz〉(t) = N
2
+
2N
(N + 1)2
[
cos
[N + 1
2
φ(t)
]− 1] ,
showing that the lower bound is now N(N−1)(N+3))
2(N+1)2
N≫1
= N
2
− 4
N
+ 8
N2
+ O(N−3) quite close
to but slightly greater than b(N) obtained in the previous case I = 1; again, the classical
situation is recovered when the proper limit is performed. Note that 〈Sz〉(t) now never
vanishes as soon as N ≥ 2. The final value of 〈Sz〉 is plotted in Fig. 3 as a function of ω0τ .
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FIG. 3. For N spins Si =
1
2 and with I =
1
2 : final value of 〈Sz〉 as a function of the dimensionless
coupling parameter ω0τ .
For the comparison, Fig. 4 displays the differences for the time variation of 〈Sz〉(t)
between the two cases I = 1
2
and I = 1. In particular, if the memory effect is always greater
for the former value of the perturbing spin I, the ratio recedes while oscillating and goes to
1 as N increases: for a large aggregate, it is hard to find out whether the perturbing spin is
a fermion or a boson. Also note that the classical limit is again correctly recovered.
V. SUMMARY AND CONCLUSIONS
A general formalism has been given for finding the solution of a gyroscopic equation
characterised by the fact that the Larmor vector around which precession occurs is an
operator, as contrasted with the ordinary case. This implies a somewhat involved procedure
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FIG. 4. For N spins Si =
1
2 and with I =
1
2 , 1: time variation of the average value 〈Sz〉(t) for a
gaussian interaction and for two values of the dimensionless coupling parameter ω0τ .
coming from the non-commutative algebra of the various implied angular momenta. This
formalism is valid for bosons and fermions and for any number of spins. Several applications
have been given, describing the transient interaction of an aggregate of N fermions starting
in its ferromagnetic state with an incoming particle, either a boson or a fermion. It was
shown that, on the average, none of the spins ~S ans ~I can be fully reversed by the collision,
witnessing of a kind of memory effect since the final state always keeps track of the initial
one. This effect is more pronounced when the perturbing spin is a fermion but the difference
is evanescent when the size of the aggregate increases. The probability to find a reversed
spin is bounded above and this bound decreases when N increases, going to zero in the
infinite N limit. Finally, analogies and differences with an ordinary gyroscopic equation
have been stressed.
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