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We develop a classical bit-flip correction
method to mitigate measurement errors
on quantum computers. This method can
be applied to any operator, any number
of qubits, and any realistic bit-flip proba-
bility. We first demonstrate the success-
ful performance of this method by cor-
recting the noisy measurements of the
ground-state energies of the longitudinal
and transversal Ising models. We then
generalize our results to arbitrary oper-
ators and test our method both numer-
ically and experimentally on IBM quan-
tum hardware. As a result, our correction
method reduces the measurement error on
the quantum hardware by up to one order
of magnitude.
1 Introduction
Quantum computers have the potential to out-
perform classical computers in a variety of tasks
ranging from combinatorial optimization over
cryptography to machine learning. In particu-
lar, the prospect of being able to efficiently sim-
ulate quantum systems makes them a promising
tool for solving quantum many-body problems in
physics and chemistry. Despite recent progress,
a large scale, fault tolerant digital quantum com-
puter is still not available, and current intermedi-
ate scale devices suffer from a considerable level
of noise. Although this limits the depth of the cir-
cuits that can be executed faithfully, these Noisy
Intermediate-Scale Quantum (NISQ) devices [1]
are already able to exceed the capabilities of clas-
sical computes in certain cases [2].
In the context of quantum many-body systems,
a promising approach for exploiting the power of
NISQ devices is variational quantum simulation
(VQS), a class of hybrid quantum-classical algo-
rithms for solving optimization problems [3, 4].
These make use of a feedback loop between a
classical computer and a quantum coprocessor;
the latter is used to efficiently evaluate the cost
function for a given set of variational param-
eters, which are optimized on a classical com-
puter based on the measurement outcome ob-
tained from the quantum coprocessor. In par-
ticular, it has been experimentally demonstrated
that VQS allows for finding both the ground state
and low-lying excitations of systems relevant for
condensed matter and particle physics as well as
quantum chemistry [5–14].
NISQ devices are susceptible to errors, which
can only be partially mitigated using error cor-
rection procedures (see, e.g., Refs. [6, 15–32]).
The final qubit measurement is among the most
error-prone operations on NISQ devices, with er-
ror rates ranging from 8% to 30% for current
hardware [32]. These errors arise from bit flips,
i.e., from erroneously recording an outcome as
0 given it was actually 1, and vice versa. Even
though such errors can be mitigated for a small
number of qubits, this method is exponentially
costly with respect to the number of qubits [33].
The goal of this paper is to mitigate these type
of measurement errors for any local operator,
any number of qubits, and any bit-flip probabil-
ity. We develop an efficient mitigation method
that relies on cancellations of different erroneous
measurement outcomes. This cancellation re-
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sults from relative minus signs stemming from
the default measurement basis of current hard-
ware, Z = diag(1,−1). The only input require-
ment for this approach is the knowledge of the
different bit-flip probabilities during readout for
each qubit. The simplicity of the method relies
on the fact that measurement bit flips are uncor-
related between the qubits for multi-qubit mea-
surements, at least in good approximation (see,
e.g., Ref. [34]).
Our paper is organized as follows. In Sec. 2,
we demonstrate the performance of our mitiga-
tion method by correcting the noisy energy his-
tograms for the longitudinal and transversal Ising
models. For simplicity, we assume all bit-flip
probabilities to be equal. In Sec. 3, we gener-
alize our method to different bit-flip probabil-
ities and arbitrary operators. We now correct
each bit flip directly at the measurement step,
which allows us to mitigate the measurement er-
rors of any expectation value of any operator. In
Sec. 4, we demonstrate the experimental applica-
bility of our method on IBM quantum hardware.
In Sec. 5, we summarize and discuss our results.
2 Mitigation of measurement errors for
energy histograms
Throughout this article, we focus on classical bit-
flip errors and neglect any other sources of error,
such as gate errors and decoherence. Thus, we
assume that the quantum device prepares a pure
state |ψ〉 for N qubits, which we measure in the
computational basis
|ψ〉 =
2N−1∑
i=0
ci+1 |i〉 . (1)
Here, |i〉 is a shorthand notation for the
computational-basis state corresponding to a bit
string for the binary representation of i (e.g., for
N = 4 the state |5〉 corresponds to |0101〉). A
perfect, noise-free projective measurement would
thus yield the bit string i with probability |ci+1|2,
however, bit flips during readout can lead to er-
roneously recording j 6= i instead. Throughout
this article, we make the assumption that each
bit flips independently of the others, which is a
good approximation on current quantum hard-
ware (see, e.g., Ref. [34]).
In this section, we assume for simplicity that
all bit-flip probabilities are equal, p(|0〉 → |1〉) =
p(|1〉 → |0〉), for all qubits. Using this assump-
tion, we introduce our mitigation method and
demonstrate its performance by correcting the
noisy energy histograms of the longitudinal and
transversal Ising models. We will turn to the
more general case in Sec. 3, where we will dis-
cuss different bit-flip probabilities, arbitrary op-
erators, and arbitrary (pure or mixed) states.
2.1 Binomial distribution of measurements
To start with, let us focus on a diagonal Hamil-
tonian H. To evaluate the corresponding energy,
E = 〈ψ|H |ψ〉, on a quantum device, we have to
(i) run the quantum circuit preparing the state
|ψ〉, (ii) projectively measure the energy in the
(computational) basis, and (iii) record the out-
comes. We repeat this procedure a number of
times and refer to the repetitions as the num-
ber of shots, s, throughout the rest of the article.
Performing s shots, we record k correct results
but s − k incorrect results with En 6= E, where
the superscript n denotes a noisy outcome. For
simplicity, we assume that (i) a wrong measure-
ment originates from a single bit flip with prob-
ability p and (ii) each bit flip yields the same
deviation from E. We will see later that these
assumptions will need to be modified in the pres-
ence of multi-qubit interactions, for example, for
the longitudinal and transversal Ising models.
The probability of getting k correct measure-
ment results is given by the probability mass
function
f(k, s, 1− p) =
(
s
k
)
(1− p)k ps−k, (2)
where p is the probability of incorrectly measur-
ing the energy. The resulting noisy energy his-
tograms can be described in terms of the number
k of correct measurements,
En(k) = E + (s− k)∆En
=
{
E for k = s,
E + s∆En for k = 0,
(3)
where ∆En is the deviation from E per bit flip.
In terms of the bit-flip probability p, the resulting
noisy expectation E of the measured energy En
reads
EEn = E + sp∆En
=
{
E for p = 0,
E + s∆En for p = 1.
(4)
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We note that “expectation” here means the ex-
pectation with respect to the probability p, which
should not be confused with the quantum me-
chanical expectation value of the Hamiltonian,
〈ψ|H |ψ〉 = E. Thus, the expectation EHn is the
expected value (as an operator to be measured
subject to bit flips, see also Sec. 3) for the noisy
HamiltonianHn, while E 〈ψ|Hn |ψ〉 = EEn is the
expected value for the noisy (quantum mechani-
cal) expectation value 〈ψ|Hn |ψ〉 = En.
For a large number of shots s, the noisy energy
histograms can be described by a normal distri-
bution with mean energy EEn given by Eq. (4).
The only free parameter of this measurement
noise model is ∆En, since s and p are known
input parameters.
2.2 Mean energy vanishes for p = 0.5
The first step towards eliminating the free param-
eter ∆En is to study the dependence of this pa-
rameter on the bit-flip probability p, for example
for p = 0.5. Let us consider the noise-free Hamil-
tonian H acting on the state |ψ〉 = c1 |0〉+ c2 |1〉
and yielding the energy
〈ψ|H |ψ〉 = (c∗1 〈0|+c∗2 〈1|)H (c1 |0〉+c2 |1〉) = E.
(5)
The noisy measurement of this energy on the
quantum hardware is performed along the ba-
sis Z = diag(1,−1). We note that this noisy
measurement yields EEn = 0 for p = 0.5, due
to the opposite signs of the terms resulting from
bit-flipping the terms in Eq. (5).
Let us demonstrate this for a simple example,
HX = X = HZH, where H is the Hadamard
gate, and study the possible outcomes of the en-
ergy measurements in the single-qubit case:
• The absence of any bit flip gives the true
energy of the noise-free Hamiltonian:
〈ψ|HX |ψ〉 = 〈ψ|HZH |ψ〉
= [c∗1(〈0|+ 〈1|) + c∗2(〈0| − 〈1|)]
Z [c1(|0〉+ |1〉) + c2(|0〉 − |1〉)]
= |c1 + c2|2 − |c1 − c2|2 = E.
(6)
• The bit flip |0〉 → |1〉, |1〉 → |1〉 changes one
sign: 〈ψ|HnX |ψ〉 = −|c1 + c2|2 − |c1 − c2|2.
• The bit flip |0〉 → |0〉, |1〉 → |0〉 changes the
other sign: 〈ψ|HnX |ψ〉 = |c1+c2|2+|c1−c2|2.
• The bit flip |0〉 → |1〉, |1〉 → |0〉 changes both
signs: 〈ψ|HnX |ψ〉 = −|c1 + c2|2 + |c1 − c2|2
and thus yields the outcome −E.
For p = 0.5, each of these four possible outcomes
has the same probability p2 = 0.25, and thus
cancellation yields EEn = 0. This result holds
true for any operator and any number of qubits,
as we will show later in Eq. (45).
2.3 ∆En for non-interacting Hamiltonians
The next step towards eliminating the free pa-
rameter ∆En is to examine the four possible mea-
surement outcomes from the previous section for
any bit-flip probability p. We observe that the
second and third outcomes have opposite signs
and equal probability and thus cancel, given the
above assumption that p(|0〉 → |1〉) = p(|1〉 →
|0〉). For N qubits, one can similarly show that
among the 4N possible measurement outcomes,
all outcomes cancel apart from the ones corre-
sponding to no bit flip and all bit flips. This
justifies our previous assumption that we either
measure a correct energy with probability 1−p or
an incorrect energy with probability p. Crucially,
the latter probability is not given by p2N as one
might expect at first sight. Thus, each incorrect
measurement yields the same deviation from the
correct energy of −2E with the same probability
p. This can be seen by evaluating the probabili-
ties of the four different outcomes above:
• The absence of any bit flip, |0〉 1−p−−→ |0〉,
|1〉 1−p−−→ |1〉, gives 〈ψ|HX |ψ〉 = E with
probability (1− p)2.
• The “mixed” bit flips |0〉 p−→ |1〉, |1〉 1−p−−→ |1〉
and |0〉 1−p−−→ |0〉, |1〉 p−→ |0〉 give 〈ψ|HnX |ψ〉 =
0 with a combined probability of 2p(1− p).
• The “total” bit flip |0〉 p−→ |1〉, |1〉 p−→ |0〉 gives
〈ψ|HnX |ψ〉 = −E with probability p2.
This yields the simple relation for the mean en-
ergy
EEn = (1− p)2E + 2p(1− p)0 + p2(−E)
= E − 2pE = (1− 2p)E. (7)
Combining Eqs. (4) and (7) we find for the pa-
rameter ∆En
EEn = E + sp∆En ↔ ∆En = −2E
s
, (8)
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where ∆En is normalized by the number of shots
s, i.e., the number of evaluations of the energy (5)
required to produce the energy histogram. For
p = 1, the first three possible measurement out-
comes have zero probability, independently of
any cancellations, and only the last outcome with
〈ψ|HnX |ψ〉 = −E contributes.
As we will discuss in the next subsection,
Eq. (8) only applies to non-interacting Hamil-
tonians, i.e., without any multi-qubit interac-
tion terms. For example, for the Hamiltonians
HX = h∑Ni=1Xi or HZ = h∑Ni=1 Zi with the
ground-state energy E0 = −Nh, we would get
∆En0 = 2Nh/s when measuring the ground-state
energy. Thus, after measuring the noisy expecta-
tion value of any (trivial) non-interacting Hamil-
tonian on a quantum computer, Eq. (8) allows us
to predict the corresponding true energy.
2.4 ∆En for interacting Hamiltonians
For two-qubit interaction terms in the Hamilto-
nian, e.g., for HZZ = J∑Ni=1 ZiZi+1, our previ-
ous considerations need to be modified in two
ways: first, we observe that the one-qubit bit
flips from the previous subsection give the same
contribution to the mean energy as before, but
now with a probability of 2p(1 − p) instead of
p2. This is because the one-qubit “total” bit flips
yield 〈ψ|HnZZ |ψ〉 = −E. Here, “one-qubit “to-
tal” bit flip” means that one of the two qubits
experiences a bit flip during readout (|0〉 → |1〉,
|1〉 → |0〉), while the other qubit has no bit flip
(|0〉 → |0〉, |1〉 → |1〉). Second, the mean energy
receives small O(p2) corrections since the param-
eter ∆En becomes p-dependent for the interact-
ing case. These O(p2) corrections come from the
two-qubit bit flips and have the opposite sign of
theO(p) terms, because the two minus signs from
the measurement bases Z1 and Z2 cancel. Indeed,
the two-qubit “total” bit flips, i.e., |0〉 → |1〉 and
|1〉 → |0〉 for both qubits, yield 〈ψ|HnZZ |ψ〉 = E
with probability p2.
Let us demonstrate the latter for the simple
two-qubit Hamiltonian H11 = 1112 = Z1Z1Z2Z2,
which gives
〈ψ|H11 |ψ〉 = 〈ψ|Z1Z1Z2Z2 |ψ〉
= [c∗1 〈00|+ c∗2 〈01| − c∗3 〈10| − c∗4 〈11|]Z1Z2
[c1 |00〉 − c2 |01〉+ c3 |10〉 − c4 |11〉]
= |c1|2 + |c2|2 + |c3|2 + |c4|2 = E
(9)
without any bit flip. For two-qubit bit flips with
p = 1, we obtain the same result and thus recover
the true energy E,
〈ψ|Hn11 |ψ〉 = 〈ψ|Zn1Zn1Zn2Zn2 |ψ〉
= [c∗1 〈11|+ c∗2 〈10| − c∗3 〈01| − c∗4 〈00|]Z1Z2
[c1 |11〉 − c2 |10〉+ c3 |01〉 − c4 |00〉]
= |c1|2 + |c2|2 + |c3|2 + |c4|2 = E,
(10)
since the minus signs from the Z-matrices cancel.
The contributions from “mixed” bit flips, such
as all basis states |b1b0〉 flipping to |11〉, cancel for
any p due to opposite signs and equal probabil-
ities, just as in the non-interacting case. There-
fore, the “total” two-qubit bit flips as discussed
in Eq. (10) have a probability of p2 instead of
p4N . The same is given for the HZZ Hamilto-
nian, which yields for the total mean energy
EEn = (1− p)2E + 2p(1− p)(−E) + p2E
= E − 4pE + 4p2E = (1− 2p)2E. (11)
Thus, the parameter ∆En now has two contribu-
tions,
EEn = E + sp∆En ⇔ ∆En = −4E
s
(1− p).
(12)
Equations (11) and (12) imply that the two-qubit
interacting Hamiltonian yields the correct energy
EEn = E for both p = 0 and p = 1, in contrast to
the non-interacting case where p = 1 gave EEn =
−E (see Eq. (7)). Moreover, EEn = 0 is still
given for p = 0.5.
2.5 Prediction for the longitudinal Ising model
We now apply our previous results to predict the
noisy ground-state energy histograms of the lon-
gitudinal Ising (LI) model with periodic bound-
ary conditions. The Hamiltonian of this model
reads
HLI = J
N∑
i=1
ZiZi+1 + h
N∑
i=1
Zi, (13)
where we assume J < 0 and h > 0 and we identify
N + 1 with 1. The true ground-state energy of
the model is
E0 = EJ0 + Eh0 = NJ −Nh, (14)
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which is the sum of the individual ground-state
energies for h = 0 and J = 0, which we call EJ0
and Eh0 , respectively.
Based on Eqs. (7) and (11), the mean energy of
the noisy ground-state energy histograms reads
EEn0 = E0 + sp∆En0 = (1− p)2(EJ0 + Eh0 )
+ 2p(1− p)(−EJ0 ) + p2(EJ0 − Eh0 )
= (1− 2p)Eh0 + (1− 2p)2EJ0 .
(15)
Thus, the parameter ∆En0 now has three contri-
butions,
∆En0 = −
1
s
(
2Eh0 + 4EJ0 − 4pEJ0
)
. (16)
For |J | = |h| and p = 1, we obtain EEn0 = 0
in Eq. (15). This is because the two terms in
the Hamiltonian (13) contribute equally to E0
and cancel for p = 1 due to their opposite signs,
EEJ,n0 = EJ0 and EE
h,n
0 = −Eh0 .
Our method allows us to predict the variance
of the noisy energy histograms as well, as we will
explain in detail in Sec. 3.5 and Appendix A.
Based on these results, Fig. 1 shows the energy
histograms for the ground state of HLI with dif-
ferent choices of the parameters N , h, s, and p,
where we measure the ground state 2048 times for
each parameter combination. The noise model,
with the mean energy from Eq. (15) and the vari-
ance from Eq. (72), agrees with the data for all
the parameters. Indeed, our prediction (solid or-
ange line in Fig. 1) perfectly matches the fitted
data of the histogram (dashed black line). This
allows to retrieve the true ground state energy
E0 (dashed green line) using Eq. (15).
2.6 Prediction for the transversal Ising model
Next, we apply our results to the ground-state
energy of the transversal Ising (TI) model with
the Hamiltonian
HTI = J
N∑
i=1
ZiZi+1 + h
N∑
i=1
Xi, (17)
where we again assume J < 0 and h > 0 and
periodic boundary conditions. The true ground-
state energy can be derived as [35–38]
E0 = − 12
∑
k
γ (α2 + 4β2)
= − 12
∑
k
γ
[
4h2 + 4J2 − 8Jh cos
(2pik
N
)]
,
(18)
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Figure 1: Energy histograms for the longitudinal Ising
model. The vertical dashed green line indicates the true
ground-state energy, the solid orange line the prediction
from Eqs. (15) and (72), and the dashed black line a
fit to the data. The left column corresponds to N = 4,
J = −1, h = 2, s = 2048 with (a) p = 0.05, (c) p =
0.50, and (e) p = 0.95. The right column shows varied
N , h, and s: (b) h = 1, (d) s = 256, and (f) N = 8.
where the sum runs from k = −
(
N−1
2
)
to
(
N−1
2
)
and the constants α, β, and γ are defined as
α = 2h− 2J cos
(2pik
N
)
,
β = J sin
(2pik
N
)
,
γ = sign(α)
α
√
α2
α2 + 4β2 .
(19)
Just as in Eq. (15), the mean energy of the
noisy ground-state energy histograms receives
three different contributions,
EEn0 = (1− p)2E1 + 2p(1− p)E2 + p2E3. (20)
The probabilities of the three different terms in
Eqs. (15) and (20) are the same because they are
determined by the number of interacting qubits
in the different terms of the respective Hamilto-
nian. However, the measurement outcomes Ei in
Eq. (20) deviate from the ones in Eq. (15) be-
cause E0 in Eq. (18) is not simply the sum of
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Figure 2: Energy histograms for the transversal Ising
model. The vertical dashed green line indicates the true
ground-state energy, the solid orange line the prediction
and the dashed black line a fit to the data. The left
column corresponds to N = 4, J = −1, h = 2, s =
2048 with (a) p = 0.05, (c) p = 0.50, and (e) p = 0.95.
The right column shows varied N , h, and s: (b) h = 1,
(d) s = 256, and (f) N = 8.
the J- and h-dependent ground-state energies EJ0
and Eh0 as in Eq. (14).
The different measurement outcomes Ei in
Eq. (20) can be derived in the following way.
First, we know that E1 = E0. Second, we know
that EEn vanishes for |J | = |h| and p = 1 because
the two terms in the Hamiltonian (17) contribute
equally to E0 and thus cancel for p = 1. This
cancellation happens due to opposite signs of the
non-interacting and interacting energy contribu-
tions in case of a total bit flip, as discussed above.
In particular, any mixed terms, such as the mixed
Jh-term in Eq. (18), vanish for p = 1, as also dis-
cussed above. This fixes E3. Third, we know that
EEn(p = 0.5) = 0, so we can find E2 by solving
Eq. (20) for p = 0.5 and inserting the known ex-
pressions for E1 and E3. In total, we obtain
E1 = EJ0 + Eh0 ,
E2 = −EJ0 ,
E3 = EJ0 − Eh0 ,
(21)
just as in Eq. (15), but with EJ0 and Eh0 given by
EJ0 =−
1
2
∑
k
γ
[
4J2 − 4Jh cos
(2pik
N
)]
,
Eh0 =−
1
2
∑
k
γ
[
4h2 − 4Jh cos
(2pik
N
)]
.
(22)
Thus, the mean energy in Eq. (20) can be
brought into a similar form as the true ground-
state energy in Eq. (18),
EEn0 = (1− 2p)Eh0 + (1− 2p)2EJ0
=− 12
∑
k
γ
[
(1− 2p)4h2 + (1− 2p)24J2
− (1− 3p+ 2p2)8Jh cos
(2pik
N
)]
.
(23)
The resulting parameter ∆En0 is identical to the
one for the longitudinal Ising model in Eq. (16)
but with EJ0 and E
h
0 given by Eq. (22). We note
that for the longitudinal Ising model, ∆En0 rises
strictly linearly with N . For the transversal Ising
model, the sum over k yields N contributions to
each Ei in Eq. (21), which are equal for E3 but
differ for E1 and E2 due to the N -dependence
of the cosine. Thus, ∆En0 (N) only becomes ap-
proximately linear for large N , where these small
differences average out.
In Fig. 2, we plot the energy histograms for the
ground state of HTI with different N , h, s, and
p, where we again measure the ground state 2048
times for each parameter combination. As be-
fore, the noise model with the mean energy from
Eq. (23) and the variance from Eq. (72) agrees
with the data for any choice of parameters we
study. Note that the variance is larger compared
to the longitudinal case in Fig. 1, because the
measurement Z-basis is not an eigenbasis of the
Xi operator. Thus, the histograms are wider for
the transversal case.
3 Mitigation of measurement errors for
arbitrary operators
In this section, we generalize our previous re-
sults to arbitrary operators acting on N different
qubits q = 1, ..., N with p(|0〉 → |1〉) 6= p(|1〉 →
|0〉). This generalization is greatly aided by a
change in point of view. Whereas previously, we
treated the bit-flip error as part of the measure-
ment process, i.e., we projectively measured the
6
state |ψ〉 onto a basis bit string and randomly
flipped the bits of this bit string, we now con-
sider the bit flip as part of the operator. In
other words, the measurement process no longer
includes the bit flips and instead we consider ran-
dom operators to be measured. While this point
of view is conceptually very different, we will
demonstrate that these random operators yield
a distribution of measurements that precisely co-
incides with the distribution of measurements for
a non-random operator subject to bit flips.
Our analysis will be split into four parts. First,
we will consider a single Z operator acting on
a single qubit, while allowing for different flip
probabilities, p(|0〉 → |1〉) 6= p(|1〉 → |0〉), in
Sec. 3.1. In particular, we will compute the oper-
ator’s expectation as a random operator subject
to classical bit flips during measurement. This
computation will be the stepping stone to subse-
quently construct the expectations for noisy mea-
surements of ZN ⊗· · ·⊗Z1 operators with N > 1
in Sec. 3.2. This construction is inductive with
respect to N and will allow us to construct a clas-
sical bit-flip correction procedure for the noisy
measurement of ZN ⊗ · · · ⊗ Z1. It is important
to note that the classical bit-flip correction pro-
cedure can be pre-processed (replacing the oper-
ator to be measured) as well as post-processed
(measuring the necessary information first and
then extracting the bit-flip corrected expectation
values from the measured data).
In Sec. 3.3, we will consider the special case of
equal bit-flip probabilities for all qubits, to com-
pare the results directly to Sec. 2. In Sec. 3.4,
we will generalize the classical bit-flip correction
procedure to arbitrary operators that are mea-
sured from bit-string distributions of the state
|ψ〉. We note that Sec. 3.4 denotes a change in
measurement paradigm compared to the previ-
ous sections, which affects the variance of the
histogram means. We will discuss the different
measurement paradigms in detail in Sec. 3.5 and
return to the transversal Ising model for an ex-
plicit illustration. The derivation of the corre-
sponding variances is provided in Appendix A.
3.1 Measurement of a single Z operator
3.1.1 Prediction for the noisy expectation value
For N = 1, the noise-free operator Zq gets re-
placed by the random noisy operator Znq , which
can take the values
• Zq with probability (1− pq,0)(1− pq,1),
• −1q with probability pq,0(1− pq,1),
• 1q with probability (1− pq,0)pq,1,
• or −Zq with probability pq,0pq,1.
Here, pq,b is the probability of flipping the
qubit q given that it is in the state b = |0〉 or
|1〉. For example, p3,0 is the probability of flip-
ping |0〉 → |1〉 for qubit 3.
Then, we obtain the noisy expectation EZnq for
the random operator Znq ,
EZnq = (1− pq,0 − pq,1)Zq + (pq,1 − pq,0)1q,
(24)
which reduces to Eq. (7) for pq,0 = pq,1 =: p.
As before, “expectation” here means the expec-
tation with respect to the bit-flip probabilities,
which should not be confused with the quantum
mechanical expectation value 〈ψ|O |ψ〉 of the op-
erator O. The expectation EOn is the expected
value (as an operator) for the noisy operator On,
while E 〈ψ|On |ψ〉 is the expected value for the
noisy (quantum mechanical) expectation value
〈ψ|On |ψ〉 of the operator On.
3.1.2 Density matrix description and visualization
of measurement noise
For the single-qubit case it is instructive to ex-
press our results in terms of density matrices.
Starting from an arbitrary single-qubit density
operator
ρ = (1 + ~r · ~σ)/2, (25)
where ~r is a real vector with ‖~r‖ ≤ 1 and ~σ is the
vector containing the Pauli matrices, any quan-
tum channel acting on the state ρ is as an affine
linear map
~r 7→ ~r ′ = M~r + ~c, (26)
where M is a 3 × 3 real matrix and ~c is a con-
stant real vector [39]. In particular, a noise-free
projective measurement in the computational ba-
sis corresponds to a unital channel with M =
diag(0, 0, 1) and ~c = 0. For an arbitrary pure
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single-qubit state, |ψ〉 = α |0〉 + β |1〉, with den-
sity operator
ρ =
(
|α|2 αβ∗
βα∗ |β|2
)
, (27)
such a projective measurement yields the classi-
cal mixture ρc = diag(|α|2, |β|2).
In case of a noisy measurement, the bit flips
change the classical state that one obtains after
the measurement. As discussed above, (i) with
probability (1 − p0)(1 − p1) we obtain the origi-
nal state, (ii) with probability p0(1− p1) the |0〉
flips to a |1〉, (iii) with probability (1− p0)p1 the
|1〉 flips to a |0〉, and (iv) with probability p0q0
both measurement outcomes flip. The resulting
classical state can be expressed as a convex linear
combination of the different outcomes
ρnc =
(
|α|2 0
0 |β|2
)
(1− p0)(1− p1) +
(
0 0
0 1
)
p0(1− p1) +
(
1 0
0 0
)
p1(1− p0) +
(
|β|2 0
0 |α|2
)
p1 p0
=
(
(1− p0 − p1)|α|2 + p1 0
0 (1− p0 − p1)|β|2 + p0
)
.
(28)
The expectation value of the Zq operator then
reads
〈Znq 〉 = Tr(ρncZq)
= (1− p0 − p1)(|α|2 − |β|2) + p1 − p0,
(29)
which is equivalent to computing the quantum
expectation value of Eq. (24), Tr(ρEZnq ).
Moreover, we see that Eq. (28) arises from the
original density operator ρ by applying the quan-
tum channel
Mn =
0 0
1− p0 − p1
 , ~cn =
 00
p1 − p0
 .
(30)
From the equation above, it is apparent that the
channel is no longer unital. For p0 = p1 all quan-
tum states ρ in the equatorial plane of the Bloch
sphere, corresponding to rz = 0, are unaffected.
The closer the state is to the polar region of
the sphere, the more pronounced is the effect of
the measurement errors. Compared to the classi-
cal state ρc obtained from a noise-free projective
measurement, the Bloch vector corresponding to
ρnc is shortened because of M
n, and translated
along the z axis by ~cn (see Fig. 3). Moreover, for
p0 + p1 = 1 the channel maps any state to the
same point inside the Bloch sphere. As a result,
our mitigation method is not applicable to the
Figure 3: Left panel: Possible range of Bloch vectors
of the classical states ρc obtained from a noise-free pro-
jective measurement in the computational basis. Right
panel: Deformed range of Bloch vectors corresponding
to the classical state ρcn resulting from a measurement
in the presence of readout noise.
special case of p0 + p1 = 1, which will be further
discussed in the next section.
3.2 Measurement of ZN ⊗ · · · ⊗ Z1 operators
Going beyond N = 1, we can now compute the
noisy expectations for arbitrary operators ZN ⊗
· · · ⊗ Z1 with N > 1. For this, we assume that
the expectations of the individual operators can
be measured independently of each other. In this
case, the noisy expectation of the tensor product
ZnN ⊗ · · · ⊗ Zn1 equals the tensor product of the
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individual noisy expectations,
E (ZnN ⊗ · · · ⊗ Zn1 ) = EZnN ⊗ · · · ⊗ EZn1 . (31)
Equation (31) can be proven by considering two
different noisy operatorsOn1 andO
n
2 acting on dif-
ferent qubits, and defining their conditional ex-
pectations EOn1On1 =: Ω1 and EO
n
2On2 =: Ω2. The
term “conditional” here means that the expecta-
tions are only taken with respect to the qubits
the operators are acting on, leaving the other
qubits untouched. Now, if we assume On1 to take
the values χα with probabilities pα, for example
On1 = Znq could take χα ∈ {Zq,−1q,1q,−Zq} as
above, then we observe
E (On1 ⊗On2 ) =
∑
α
pα EO
n
2 (χα ⊗On2 )
=
∑
α
pα χα ⊗ Ω2 = Ω1 ⊗ Ω2,
(32)
which directly yields Eq. (31).
Our final goal is to reconstruct the noise-free
quantum mechanical expectation value 〈ψ|O |ψ〉
of an arbitrary operator O = ON ⊗ · · · ⊗ O1 ∈
{1, Z}⊗N from its noisy measurement. To this
end, we need to find a matrix ω−1 that multiplies
the noisy expectations E 〈ψ|On |ψ〉 and yields the
noise-free expectation values 〈ψ|O |ψ〉, as we will
achieve in Eq. (41).
For this, we first express the noisy expectation
of ZnN⊗· · ·⊗Zn1 in Eq. (31) in terms of the noise-
free operators ON ⊗ · · ·⊗O1. Using Eq. (24), we
find
E (ZnN ⊗ · · · ⊗ Zn1 )
=
∑
O∈{1,Z}⊗N
γ(ON )ON ⊗ · · · ⊗ γ(O1)O1, (33)
where the coefficients γ in front of the noise-free
operators are defined as
γ(Oq) :=
{
1− pq,0 − pq,1 for Oq = Zq,
pq,1 − pq,0 for Oq = 1q.
(34)
In order to construct the value of
E
(
ZnQ ⊗ · · · ⊗ Zn1
)
in Eq. (33) inductively, it is
advantageous to choose the “lexicographic order”
 for both the noise-free operators O ∈ {1, Z}⊗N
and the noisy operators On ∈ {1, Z}⊗N ,
13 ⊗ 12 ⊗ 11  13 ⊗ 12 ⊗ Z1
13 ⊗ Z2 ⊗ 11  13 ⊗ Z2 ⊗ Z1
Z3 ⊗ 12 ⊗ 11  Z3 ⊗ 12 ⊗ Z1
Z3 ⊗ Z2 ⊗ 11  Z3 ⊗ Z2 ⊗ Z1  . . .
(35)
This choice implies ON⊗· · ·⊗O1  ZN⊗· · ·⊗Z1
and will later ensure that the matrix ω in Eq. (41)
is a lower triangular matrix, which is invertible
as long as none of its diagonal entries vanish. To
determine the matrix ω, we need to generalize
Eq. (33) to arbitrary noisy operators,
E (OnN ⊗ · · · ⊗On1 )
=
∑
O∈{1,Z}⊗N
Γ(ON |OnN )ON ⊗ · · · ⊗ Γ(O1|On1 )O1,
(36)
where the coefficients Γ in front of the noise-free
operators are now defined as
Γ(Oq|Onq ) =

γ(Oq) for Onq = Znq
1 for Oq = 1q ∧ Onq = 1nq
0 for Oq = Zq ∧ Onq = 1nq .
(37)
Using this definition, we can now define the ma-
trix ω as
ω (O|On) :=
N∏
q=1
Γ(Oq|Onq ),
ω := (ω (O|On))On,O∈{1,Z}⊗N .
(38)
It is important to note that On ≺ O implies
ω (O|On) = 0. In other words, ω is a lower tri-
angular matrix and therefore invertible as long
as none of its diagonal entries vanish. The di-
agonal entries are
∏N
q=1 Γ
(
Oq|Onq
)
and thus can
only vanish if one of the γ(Zq) vanishes, i.e., ω is
invertible as long as ∀q : pq,0 + pq,1 6= 1. If that
is the case, then we obtain the bit-flip corrected
operators
(O)O∈{1,Z}⊗N = ω
−1 (EOn)On∈{1,Z}⊗N . (39)
In particular, for O = Z2 ⊗ Z1, we obtain
Z2 ⊗ Z1 = 1
γ(Z2)γ(Z1)
E (Zn2 ⊗ Zn1 )
− γ(11)
γ(Z2)γ(Z1)
E (Zn2 )⊗ 11
− γ(12)
γ(Z2)γ(Z1)
12 ⊗ E (Zn1 )
+ γ(12)γ(11)
γ(Z2)γ(Z1)
12 ⊗ 11.
(40)
We can now evaluate Eq. (39) on an arbitrary
state |ψ〉 to find the bit-flip corrected expectation
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values. For all O ∈ {1, Z}⊗N , we find
〈ψ|O |ψ〉 =
∑
On∈{1,Z}⊗N
ω−1O,OnE 〈ψ|On |ψ〉 . (41)
In Fig. 4, we show the relative error for the bit-
flip corrected expectation value of 〈ψ|ZnN ⊗ · · ·⊗
Zn1 |ψ〉, as retrieved from histogram data using
Eq. (41), compared to the bit-flip free expecta-
tion value 〈ψ|ZN ⊗ · · · ⊗ Z1 |ψ〉:
|〈ψ|ZnN ⊗ · · · ⊗ Zn1 |ψ〉 − 〈ψ|ZN ⊗ · · · ⊗ Z1 |ψ〉|
|〈ψ|ZN ⊗ · · · ⊗ Z1 |ψ〉| .
(42)
We also plot the standard deviation of this rela-
tive error, alternatively to plotting the error bars.
Figure 4 also contains a fit y(s) = Cs−α of the
relative error in Eq. (42), where s is again the
number of shots, i.e., the number of 〈ψ|ZnN ⊗
· · ·⊗Zn1 |ψ〉 evaluations to produce the histogram.
In particular, the fit indicates Monte-Carlo type
convergence α ≈ 1/2 for N ∈ {1, 2, 3, 4}. Fig-
ure 4 has been generated using 4096 random
states |ψ〉 satisfying |〈ψ|ZN ⊗ · · · ⊗ Z1 |ψ〉| ≥ .25
to avoid dividing by small numbers when com-
puting relative errors. For each |ψ〉 we randomly
chose the bit-flip probabilities pq,b uniformly in
(.05, .25).
3.3 Measurement of ZN ⊗ · · · ⊗ Z1 operators
assuming equal bit-flip probabilities
To compare the results of the previous two sub-
sections with the results obtained in Sec. 2, we
now set all bit-flip probabilities pq,b = p to be
equal. For the case N = 1, the expectation EZnq
in Eq. (24) reduces to
EZnq = (1− 2p)Zq, (43)
in agreement with Eq. (7). For N > 1, the ex-
pectation in Eq. (31) reduces to
E(ZnN ⊗ · · · ⊗ Zn1 ) = (1− 2p)N ZN ⊗ · · · ⊗ Z1,
(44)
which yields Eq. (11) for N = 2. This implies
that the matrix ω in Eq. (38) becomes diagonal
with
E(OnN ⊗ · · · ⊗On1 ) = (1− 2p)#Z(O)
×ON ⊗ · · · ⊗O1,
(45)
where #Z(O) is the number of terms Oq = Zq
in the tensor product O = ON ⊗ · · · ⊗ O1. In
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100
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(c)
N = 3
102 103 104
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10−1
100
α ≈0.495
(d)
N = 4
Figure 4: Relative errors (blue dots) and standard devi-
ations (orange triangles) for the bit-flip corrected expec-
tation values of 〈ψ|ZnN ⊗· · ·⊗Zn1 |ψ〉, as retrieved from
histogram data using Eq. (41), compared to the “true”
bit-flip free expectation values of 〈ψ|ZN ⊗ · · ·⊗Z1 |ψ〉,
see Eq. (42). Shown are the four different operators Z1
(a), Z2⊗Z1 (b), Z3⊗Z2⊗Z1 (c), and Z4⊗Z3⊗Z2⊗Z1
(d). The average relative errors are fitted with a power
law, y(s) ∝ sα (green lines), the slopes obtained are in-
dicated in the different panels. The standard deviations
of the relative errors are extracted from 4096 random
states |ψ〉 and random bit-flip probabilities pq,b.
particular, ω is invertible as long as p 6= 1/2.
We again observe in Eqs. (44) and (45) that the
noisy expectations of arbitrary operators can be
related to the true operators in a surprisingly
simple way, which requires no knowledge of the
quantum hardware apart from the different bit-
flip probabilities of the qubits.
3.4 Measurement of general operators H from
bit-string distributions of |ψ〉
3.4.1 Prediction for the noisy expectation value
Our analysis of the bit-flip error above assumed
that we measure general operators H by ex-
pressing them as linear combinations of oper-
ators U∗OU with O ∈ {1, Z}⊗N on an N -
qubit machine, and by measuring each O inde-
pendently (U being the transformation into the
Z basis). For example, if we are interested in
measuring HZZ = J∑Ni=1 ZiZi+1 with N = 3
qubits, then we generate independent histograms
for 〈ψ|13⊗Z2⊗Z1 |ψ〉, 〈ψ|Z3⊗Z2⊗11 |ψ〉, and
〈ψ|Z3 ⊗ 12 ⊗ Z1 |ψ〉, extract their expectation
values, and recover 〈ψ|H |ψ〉 accordingly.
Alternatively, as we will discuss in the follow-
ing, we can measure the distribution of |ψ〉 and
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obtain a histogram in terms of the computational
basis {|j〉 ; j ∈ N0,<2N }. Hence, if the prob-
ability of measuring |j〉 is pj , then we can re-
cover 〈ψ|H |ψ〉 from ∑j pj 〈j|H |j〉. In this case,
the measurements of 〈ψ|U∗OU |ψ〉 comprising
〈ψ|H |ψ〉 are no longer independent. This has
an impact on the variance of measurement his-
tograms, as we will discuss in Sec. 3.5. However,
it has no impact on the expectation subject to
bit flips, since linearity of the expectation value
implies
E 〈ψ|Hn |ψ〉 =E 〈ψ|
∑
α
λαU
∗
αO
n
αUα |ψ〉
= 〈ψ|
∑
α
λαU
∗
α (EOnα)Uα |ψ〉 ,
(46)
which is precisely the expression we would ob-
tain from summing the independently measured
operators Onα.
3.4.2 Prediction for the bit-flip corrected operator
In order to correct for bit flips in this set-
ting, we need to keep in mind that the gen-
eral case requires measurements of all opera-
tors O  Oα (with respect to the lexicographic
order  on {1, Z}⊗N ) for all operators Oα in
H = ∑α λαU∗αOαUα. Hence, the histogram for
〈ψ|Hn |ψ〉 does not contain sufficient informa-
tion. However, we can use the classical bit-flip
correction method as discussed above to find co-
efficients ωα,O such that
Oα =
∑
OOα
ωα,OEOn (47)
holds. Inserting this into H, we can express H as
H =
∑
α
λαU
∗
α
∑
OOα
ωα,OEOnUα. (48)
In other words, we can replace the operator H by
the bit-flip corrected noisy operator
Hnbfc :=
∑
α
λαU
∗
α
∑
OOα
ωα,OO
nUα (49)
and obtain
E 〈ψ|Hnbfc |ψ〉 = 〈ψ|H |ψ〉 . (50)
3.4.3 Prediction for equal bit-flip probabilities
To compare our results to Secs. 2 and 3.3, let
us assume that the bit-flip probabilities pq,b sat-
isfy pq,0 = pq,1 = pq, i.e., there is no difference
between p(|0〉 → |1〉) and p(|1〉 → |0〉) for each
qubit, but this value might depend on the indi-
vidual qubit. Then we obtain ωα,O = 0 unless
O = Oα = Oα,N ⊗ · · · ⊗Oα,1, for which we find
ωα,Oα =: ωα =
∏
q
1
(1− 2pq) , (51)
where q ranges over all qubits satisfying Oα,q =
Zq. For pq,b = p, this result agrees with Eqs. (7),
(11), and (44).
Thus, the bit-flip corrected noisy operator
Hnbfc :=
∑
α
λαωαU
∗
αO
n
αUα (52)
has the same Pauli-sum structure as the origi-
nal operator H, changing only the coefficients.
This is completely analogous to the independent
measurement case. In both cases, if we have
pq,0 = pq,1, then we can correct for bit flips with-
out additional cost to the quantum device.
3.5 Impact of measurement choices
In general, we will extract the quantum mechan-
ical expectation of an operator by running the
circuit preparing |ψ〉 a number of times followed
by a projective measurement in the computa-
tional basis. As before, we refer to these rep-
etitions as the number of shots, s. Of course,
these shots are still subject to statistical fluctu-
ations. Hence, if we generate Nhist histograms
with s shots each, we can generate a histogram
from the means extracted from each histogram.
This will yield results as in Fig. 1 and Fig. 2.
Using bit-flip corrected operators as in Eq. (49),
we can shift the expected mean to coincide with
the quantum mechanical expectation of the oper-
ator we wish to measure. However, the variance
of histogram means is then highly dependent on
the measurement paradigm.
For illustration, let us consider the transversal
Ising model HTI = J∑Nj=1 ZjZj+1 + h∑Nj=1Xj ,
which we will measure on the ground state |ψ〉.
The first step is to compute the bit-flip corrected
noisy HamiltonianHnTI,bfc. For simplicity, we will
assume all bit-flip probabilities pq,b to coincide
with some value p. This yields
HnTI,bfc = Jp
N∑
j=1
Znj Z
n
j+1 + hp
N∑
j=1
Xnj (53)
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with Jp := J(1 − 2p)−2 and hp := h(1 − 2p)−1.
Of course, this process changes the variances.
In particular, since Fig. 1 and Fig. 2 show his-
tograms without the bit-flip correction, the pre-
diction of variances in Fig. 1 and Fig. 2 uses J
and h instead of Jp and hp.
At this point, we need to decide upon the pre-
cise way of measuring the Hamiltonian. Essen-
tially, we have a spectrum of possibilities which
contains three interesting cases:
• Method 1: measure each Znj Znj+1 and Xnj in
Eq. (53) independently
• Method 2: measure the entire Hamiltonian
HnTI,bfc in Eq. (53) from distributions of |ψ〉
measurements
• Method 3: measureHnZZ := Jp
∑N
j=1 Z
n
j Z
n
j+1
and HnX := hp
∑N
j=1X
n
j independently from
distributions of |ψ〉 measurements
Methods 1 and 2 are the two extremes dis-
cussed in Secs. 3.1–3.3 and Sec. 3.4, respectively,
whereas Method 3 is a reasonable compromise.
In fact, Method 3 is precisely the method we used
for Fig. 1 and Fig. 2. Method 3 is also an exam-
ple that is closely related to implementations of
quantum algorithms which are optimized for the
number of calls to the quantum device, i.e., im-
plementations in which only parts of an operator
can be measured simultaneously and both Meth-
ods 1 and 2 are unfeasible.
The variance of histogram means has two con-
tributions: bit-flip variance and quantum me-
chanical variance. These contributions for each
of the three methods are shown in Fig. 5. The
derivation of these variances can be found in Ap-
pendix A; in particular, Fig. 5 shows Eq. (74),
Eq. (76), and Eq. (79). To remove the depen-
dence on the number of shots per histogram, all
variances are multiplied by the number of shots
s, i.e., all values in Fig. 5 correspond to the nor-
malization s = 1.
It is interesting to note that not only the full
variance varies in magnitude but also the relative
contribution from bit flips and quantum mechan-
ics is vastly different between the three methods.
If we compare the two extremes – Method 1
and Method 2 – we notice that for Method 1
the bit-flip induced variance is small compared
to the quantum mechanical variance, whereas
Method 1 Method 2 Method 3
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Figure 5: Contributions to the variance of histogram
means for the bit-flip corrected TI Hamiltonian in
Eq. (53) evaluated on the ground state of the “true” TI
Hamiltonian in Eq. (17). The different bars correspond
to the the bit-flip (BF, blue) and quantum mechanical
(QM, orange) variance contributions for the three dif-
ferent measurement methods. We used the parameters
N = 4, J = −1, h = 2, and pq,b = p = 0.05. All values
are normalized by setting s = 1.
for Method 2 the situation is reversed. Gener-
ically, this pattern is to be expected. Method 1
is likely to produce a much smaller bit-flip con-
tribution since all summands are measured inde-
pendently. Meanwhile, measuring with Method 2
introduces O(4N ) covariance terms, which vanish
in Method 1 due to independent measurements
of summands. Moreover, concerning Method
2, we note that the quantum mechanical vari-
ance vanishes upon evaluation on an eigenstate
of the operator. In Fig. 5, we evaluated the
bit-flip corrected transversal Ising Hamiltonian
HnTI,bfc = Jp
∑N
j=1 Z
n
j Z
n
j+1 + hp
∑N
j=1X
n
j with
equal bit-flip probabilities pq,b = p = .05 on
the ground state of the “true” transversal Ising
Hamiltonian HTI = J∑Nj=1 ZjZj+1 +h∑Nj=1Xj .
For small values of p, we can interpret the bit-flip
correction as a small perturbation to the original
operator. Hence, the ground state of HTI is close
to an eigenstate of HnTI,bfc and thus the quantum
mechanical contribution to the variance is small.
For intermediate methods, such as Method 3,
it is generally difficult to predict the different
contributions to the variance using similar argu-
ments as above. Depending on the practical lim-
itation of any given implementation, it will be
imperative to balance the different contributions
to the variance with the number of quantum de-
vice calls. For example, for the transversal Ising
model, fewer quantum device calls per evalua-
tion of the Hamiltonian introduce more covari-
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ance terms. In turn, this requires more quan-
tum device calls to obtain the necessary statisti-
cal power if we aim to extract a histogram mean
with a required level of precision. Thus, this bal-
ancing act is highly problem specific. However,
considering Method 3 for the transversal Ising
model, it clearly shows that great care has to be
taken when constructing an intermediate method
if the aim is to reduce the overall variance on a
given budget of quantum device calls.
4 Experimental results
In order to demonstrate the experimental ap-
plicability of our measurement error mitigation
method, we generate data on IBM quantum
hardware using the Qiskit software development
kit (SDK) [40]. To assess the performance of our
correction procedure, we first simulate the quan-
tum hardware classically using the noise models
for the different backends provided by Qiskit, be-
fore we proceed to the actual hardware.
4.1 Single-qubit case
To begin with, let us focus on the simplest case
of a single qubit. In a first step, we determine the
bit-flip probabilities p0 (p1) of the qubit, which
can be easily obtained by preparing the state
|0〉 and recording the number of 1 outcomes (by
preparing the state |1〉 through applying a single
X gate to the initial |0〉 state and recording the
number of 0 outcomes). In order to account for
statistical fluctuations, we repeat this procedure
several times and average over the flip probabili-
ties obtained for each run (see Appendix B.1 for
details).
After obtaining the flip probabilities, we mea-
sure 〈ψ|Z |ψ〉 for a randomly chosen |ψ〉. Start-
ing from the initial state |0〉, we can prepare any
state on the Bloch sphere by first applying a rota-
tion gate around the x-axis followed by a rotation
around the z-axis. Hence, we choose the circuit
|0〉 Rx(θ0) Rz(θ1)
c
in our experiments, where the angles θ0, θ1 are
both drawn uniformly from the interval [0, 2pi].
Our measurement outcomes allow us to deter-
mine the noisy expectation value of Z, E(Zn).
Subsequently, we can apply our correction pro-
cedure using Eq. (24). To acquire statistics for
E(Zn), we repeat the process for 1050 randomly
chosen |ψ〉 and monitor the mean and the stan-
dard deviation of the absolute error
| 〈ψ|Zn |ψ〉measured − 〈ψ|Z |ψ〉exact | (54)
for both the noisy expectation value and the cor-
rected expecation value. Moreover, each individ-
ual measurement for fixed values of θ0 and θ1
requires running the circuit multiple times to get
the probability distribution of basis states in |ψ〉.
Thus we also explore the dependence of our re-
sults on the number of shots s.
4.1.1 Classical simulation of quantum hardware
To benchmark the performance of our correction
procedure, we first simulate ibmq london [41] and
ibmq burlington [42] classically. The Qiskit SDK
provides a noise model for each of the respective
chips comprising various sources of error, includ-
ing readout errors during the measurement pro-
cess, which can be switched on and off individu-
ally. To begin with, we simulate the quantum
hardware incorporating the measurment errors
only, subsequently we use the full noise model
to see the effect of the various other errors. Our
results for the mean and the standard deviation
of the absolute error as a function of s are shown
in Fig. 6.
Focusing on the case with readout error only
in Fig. 6(a) and 6(b), we see that correcting our
results according to Eq. (24) clearly reduces the
mean and the standard deviation of the abso-
lute error in both cases. Without correction, the
mean (standard deviation) of the absolute error
converges to a value around 8× 10−1 (9× 10−1),
and increasing s beyond 1024 does not signifi-
cantly improve the results. In particular, this
stagnation already happens for values of s be-
low the maximum one possible on real hard-
ware, hence showing that the measurement error
severely limits the precision that can be achieved.
On the contrary, the corrected results show a sig-
nificant improvement and a power-law decay of
these quantities with s. In particular, in the
ideal, completely noise-free case, performing a
projective measurement on |ψ〉 is nothing but
sampling from a probability distribution, thus
one would expect the mean error to decay as
∝ s−1/2. To check for that behavior, we can
fit the same functional form as in Sec. 3.2 to
our data, the resulting exponents are shown in
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Figure 6: Mean value (blue dots) and standard deviation
(orange triangles) of the absolute error Eq. (54) after
applying the correction procedure (filled symbols) and
without it (open symbols) as a function of the number
of shots s. The different panels correspond to the data
obtained by classically simulating the quantum hardware
ibmq london (left column) and ibmq burlington (right
column) including measurement noise only (upper row)
and using the full hardware noise model (lower row). The
solid green line corresponds to a power law fit to all our
data points for the mean absolute error, the red dashed
line to fit including the lowest four number of shots.
The vertical gray dashed line indicates the maximum
number of shots, 8192, that can be executed on the
actual hardware.
Tab. 1. Indeed, we recover α = 1/2, thus demon-
strating that our correction procedure essentially
allows us to recover the noise-free case.
Taking into account the full noise model in our
simulations, which contains for instance gate er-
rors and decoherence, we obtain the results in
Fig. 6(c) and 6(d). Compared to the case with
measurement errors only, the picture is very sim-
ilar, which shows that the dominant error con-
tribution for the single-qubit case is coming from
the readout procedure. The mean and the stan-
dard deviation of the absolute error without any
correction only approach marginally higher val-
ues than previously. Again, we observe a sig-
readout error only first 4 points full range
ibmq london 0.519 0.501
ibmq burlington 0.503 0.499
full noise model first 4 points full range
ibmq london 0.508 0.500
ibmq burlington 0.459 0.503
Table 1: Exponents α obtained from fitting the power
law Cs−α to our data for the mean absolute error in
Fig. 6 after applying the correction.
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Figure 7: Mean value (blue dots) and standard devi-
ation (orange triangles) of the absolute error Eq. (54)
after applying the correction procedure (filled symbols)
and without it (open symbols) as a function of the num-
ber of shots s. The solid green line corresponds to a
power law fit to all our data points for the mean abso-
lute error, the red dashed line to fit including the lowest
four number of shots. Different panels correspond to
data obtained on quantum hardware ibmq london (a)
and ibmq burlington (b).
nificant reduction of the mean and the standard
deviation of the absolute error after applying the
correction procedure, and a power law decay with
s. Fitting a power law to our data yields once
more exponents around 1/2 (see Tab. 1).
4.1.2 Quantum hardware
Our experiments can be readily carried out on
quantum hardware, and we repeat the same sim-
ulations on ibmq london and ibmq burlington.
The only difference with respect to the classical
simulation is that s on those two devices is lim-
ited to a maximum number of 8192. Fig. 7 shows
our results obtained on real devices.
Comparing our results for the chip
imbq london in Fig. 7(a) to the classical
simulation of the quantum hardware in Fig. 6(a)
and Fig. 6(c), we observe qualitative agree-
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ment for s ≤ 1024. Compared to the classical
simulation of the quantum device, the mean
value and the standard deviation of the absolute
error are in general larger on the hardware.
Correcting for the readout errors yields again a
significant improvement and reduces the mean
and the standard deviation of absolute error
considerably. As before, we can fit our data to a
power law. While for a small number of shots
s < 500 we observe again an exponent of 1/2, for
a larger number of measurements the curve for
the corrected result starts to flatten out and the
exponent obtained for fitting the entire range
is considerably smaller than 1/2 (see Tab. 2 for
details). Since increasing s should decrease the
inherent statistical fluctuations of the projective
measurements, and measurement errors can
be dealt with our scheme, this might be an
indication that in addition to readout errors
also other sources of noise play a significant
role. Their effects cannot be corrected with our
procedure and thus dominate from a certain
point on.
Looking at the results for imbq burlington in
Fig. 7(b) and comparing them with the classical
simulation of the quantum hardware in Fig. 6(b)
and Fig. 6(d), we see that the discrepancies in
this case are more severe and the data is less
consistent. Applying our mitigation to the data
again yields an improvement, which is less pro-
nounced than in the case of imbq london. For
a small number of shots, the mean of the abso-
lute error after correction shows again roughly a
power law decay. The exponent obtained from a
fit to our data in that range is smaller compared
to the one from our data from ibmq london (see
Tab. 2 for details). From s = 1024 on, the uncor-
rected data is already less consistent. Making use
of our mitigation scheme still yields an improve-
ment, however, the corrected results scatter sim-
ilarly to the original ones and do not follow the
same power law as for a small number of shots, as
a fit to our data reveals. This suggests that noise
other than the one resulting from the readout has
a considerable contribution.
4.2 Two-qubit case
Since our correction procedure is not limited to
the single-qubit setup, we can straightforwardly
apply it to multiple qubits. To asses the per-
formance for that case, we repeat the same pro-
chip name first 4 points full range
ibmq london 0.460 0.298
ibmq burlington 0.405 0.217
Table 2: Exponents α obtained from fitting the function
Cs−α to our data for the mean absolute error in Fig. 7
after applying the correction.
cedure we did previously but now for a circuit
encompassing two qubits. Since we assume the
flip-probabilities pq,b (with q = 1, 2, b = 0, 1) of
the qubits to be independent of each other, we
apply the same procedure that we used to obtain
the flip probabilities in the single-qubit case, but
this time for each qubit individually.
Subsequently we prepare a two-qubit state us-
ing the following circuit
|0〉 Rx(θ0) Rz(θ1) •
|0〉 Rx(θ2) Rz(θ3)
c
where the angles θ0, . . . , θ3 are again random
numbers drawn uniformly from [0, 2pi], and the
final CNOT gate allows for creating entangle-
ment between the two qubits. Analogous to the
single-qubit case, we first simulate the quantum
hardware classically before we eventually carry
out our experiments on a real quantum device.
In both cases we measure the noisy expecta-
tion value of Z2 ⊗ Z1, E(Zn2 ⊗ Zn1 ), and apply
Eq. (41) to correct for noise caused by readout
errors. Again, we repeat the procedure for 1050
randomly chosen sets of angles and compute the
mean and the standard deviation of the absolute
error
| 〈ψ|Zn2 ⊗ Zn1 |ψ〉measured − 〈ψ|Z2 ⊗ Z1 |ψ〉exact |
(55)
as a function of the number of shots, s, with and
without applying the mitigation scheme.
4.2.1 Classical simulation of quantum hardware
As for the single-qubit case, we use the Qiskit
SDK to classically simulate the chips imq london
and ibmq burlington first with readout error only
and subsequently using the full noise model. Fig-
ure 8 shows our results for both cases.
Looking at Fig. 8(a) and Fig. 8(b), we see that
the two-qubit case with just measurement error
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Figure 8: Mean value (blue dots) and standard deviation
(orange triangles) of the absolute error Eq. (55) after
applying the correction procedure (filled symbols) and
without it (open symbols) as a function of the number
of shots s. The different panels correspond to the data
obtained by classically simulating the quantum hardware
ibmq london (left column) and ibmq burlington (right
column) including measurement noise only (upper row)
and using the full hardware noise model (lower row). The
solid green line corresponds to a power law fit to all our
data points for the mean absolute error, the red dashed
line to fit including the lowest four number of shots. The
vertical gray dashed line indicates the maximum number
of shots that can be executed on the actual hardware.
behaves like the single-qubit case. Without ap-
plying any correction, the mean and the standard
deviation of the absolute error initially decrease
with increasing s, before eventually converging
to fixed values which are slightly higher than
for the single-qubit case (compare Fig. 6(a) with
Fig. 8(a) and Fig. 6(b) with Fig. 8(b)). Applying
the correction procedure, we can significantly de-
crease the values and observe again a power-law
decay with an exponent of 1/2 over the entire
range of s we study, as a fit to our corrected data
reveals (see also Tab. 3).
Repeating the same simulations, but this time
with the full noise model, yields the results in
Fig. 8(c) and Fig. 8(d). Comparing this to the
readout error only first 4 points full range
ibmq london 0.492 0.501
ibmq burlington 0.522 0.503
full noise model first 4 points full range
ibmq london 0.446 0.238
ibmq burlington 0.492 0.383
Table 3: Exponents α obtained from fitting the power
law Cs−α to our data for the mean absolute error in
Fig. 8.
case with readout error only, we see a more pro-
nounced effect than in the single-qubit case. Ap-
plying the correction reduces the mean and the
standard deviation of the absolute error still con-
siderably, nevertheless one can observe that data
after correction converges to a fixed value with
increasing s. In particular, the power law decay
with α = 1/2 is only present for a small num-
ber of shots. Considering the entire range of s
we study, the classical simulation of ibmq london
predicts that the data is not very well compati-
ble with a power law. In contrast, our simulation
data for ibmq burlington is still reasonably well
described by a power law, however with an expo-
nent of 0.38 and thus considerably smaller than
1/2 (see Tab. 3 for details). Most notably, a com-
parison between the results for classically simu-
lating two qubits using the full noise model to
the single-qubit case in Fig. 6(c) and Figs. 6(d),
we see that noise has a substantially larger ef-
fect in the two-qubit case. This can be partially
explained by the CNOT gate in the circuit, as
the error rates for two-qubit gates are in general
much larger than for single-qubit rotations.
4.2.2 Hardware
For the two-qubit case, we can carry out the sim-
ulations on real quantum hardware as well. Us-
ing again imbq london and ibmq burlington we
obtain the data shown in Fig. 9.
Our results for ibmq london in Fig. 9(a) shows
qualitative agreement with the classical simula-
tion. Once more, we see that the mean and
the standard deviation of the absolute error ob-
tained on the hardware converge to higher val-
ues than the ones obtained from the simulation
(compare Fig. 8(c) and Fig. 9(a)). Correcting
our data according to Eq. (41), the mean of the
absolute error and its standard deviation are sig-
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Figure 9: Mean value (blue dots) and standard devi-
ation (orange triangles) of the absolute error Eq. (55)
after applying the correction procedure (filled symbols)
and without it (open symbols) as a function of the num-
ber of shots s. The solid green line corresponds to a
power law fit to all our data points for the mean abso-
lute error, the red dashed line to fit including the lowest
four number of shots. Different panels correspond to
data obtained on quantum hardware ibmq london (a)
and ibmq burlingtion (b).
nificantly reduced. Comparing the reduction to
the single-qubit case in Fig. 7, we observe that
for the two-qubit case, the improvement is even
larger. In particular, for our largest number of
shots s = 8192, the mean and the standard de-
viation of the absolute error are reduced by ap-
proximately one order of magnitude. The cor-
rected data is again well described by a power
law. Fitting the first 4 data points, we obtain an
exponent of 0.48. Using the entire range of s for
the fit, the exponent only decreases moderately
to 0.39 (see also Tab. 4), thus showing that the
readout error has still a significant contribution
to the overall error.
Turning to our results for ibmq burlington in
Fig. 9(b), we see that the data for this chip
is significantly worse. For one, the mean value
(standard deviation) of the absolute error with-
out applying any correction procedure is roughly
a factor 3 (2) larger than the one obtained on
ibmq london. Applying the correction procedure
still yields an improvement, however, this time it
is a lot smaller than for ibmq london, as a com-
parison between Fig. 9(a) and Fig. 9(b) shows.
While for a small number of shots, the mean
value of the absolute error after correction still
shows a power law decay, albeit with an expo-
nent a lot smaller than 1/2, for a large number
of shots this trend stops, as fits to our data re-
veal (see also Tab. 4). This behavior is giving an
chip name first 4 points full range
ibmq london 0.478 0.390
ibmq burlington 0.105 0.047
Table 4: Exponents α obtained from fitting the power
law Cs−α to our data for the mean absolute error in
Fig. 9.
indication that for ibmq burlington, the readout
error is not the dominant one, but rather other
errors have a significant contribution which can-
not be corrected for using our scheme.
5 Conclusions
In this paper, we proposed a classical bit-flip cor-
rection method to mitigate measurement errors
on noisy quantum computers. This method re-
lies on cancellations of different erroneous mea-
surement outcomes and requires the knowledge
of the different bit-flip probabilities during read-
out for each qubit. We tested the performance
of this method by correcting the noisy energy
histograms of the longitudinal and transversal
Ising models. Moreover, we demonstrated that
the method can be applied to any operator, any
number of qubits, and any realistic bit-flip prob-
ability. For the single-qubit case, we also pro-
vided a density matrix description and a visu-
alization scheme of the measurement noise. Fi-
nally, we tested our method both numerically
and experimentally for the IBM quantum de-
vices ibmq london and ibmq burlington for a sin-
gle qubit and two qubits. We observe that our
method is able to improve the data significantly
for both cases and to reduce the error by up to
one order of magnitude.
Our method of replacing noisy operators with
random operators that model the noise behav-
ior, as we presented in Sec. 3, is generally ap-
plicable to arbitrary observables and could also
be applied to other error sources as well. In the
general case, this does incur a certain amount
of overhead cost since each tensor product of n
single-qubit Z operators is replaced by up to 2n
operators. Hence, in the worst case scenario, the
computational cost is exponential. However, in
many applications this will not be the case. For
example, if we consider a generic operator acting
on N qubits, it will already be a linear combi-
nation of all 4N N -qubit Pauli matrices (with
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N -qubit Pauli matrices we mean a tensor prod-
uct of N 2× 2 Pauli matrices, which include the
2 × 2 identity). The replacement method will
then only change the coefficients but not incur
any overhead on the quantum device.
For most physically relevant cases, the over-
head will only be moderate in the number of
qubits. If we consider local Hamiltonians, then
each N -qubit Pauli matrix in the linear combi-
nation comprising the Hamiltonian has only very
few terms that are not the 2 × 2 identity. For
example, the longitudinal and transversal Ising
models only contain tensor products of up to two
Z-terms. This always incurs at most three ad-
ditional terms (one of which is the identity) and
many of them coincide; e.g., both Z2Z1 and Z3Z2
generate the additional Z2 term. Hence, we re-
quire measurements for at most N additional op-
erators. In general, if the Hamiltonian contains
at most n-fold tensor products of non-identity
Pauli matrices, then we need to measure at most(N
n
)
2n additional terms. For local Hamiltonians,
n is fixed and thus the cost is polynomial in the
number of qubits N .
Moreover, this cost will often be further re-
duced due to already existing lower-order terms.
For example, if we consider the longitudinal Ising
model HLI = J∑Ni=1 ZiZi+1 + h∑Ni=1 Zi, then
each ZiZi+1 generates the additional terms Zi,
Zi+1, and 1. With the exception of 1, they are
already part of the Hamiltonian and only the co-
efficients change. Furthermore, the additional 1
simply results in a constant and needs no mea-
surement. Thus, the longitudinal Ising model in-
curs no overhead cost on the quantum device.
In addition to the moderate overhead cost, an-
other advantage of our mitigation scheme is that
it can be readily integrated into hybrid quantum-
classical algorithms, as for example the Quantum
Approximate Optimization Algorithm [43] and
VQS. After initially measuring the flip probabil-
ities, one can simply correct the values obtained
for the cost function from the quantum device
before passing them on to a classical algorithm
for optimizing the variational parameters. More-
over, our method is completely platform indepen-
dent and lends itself not only to superconducting
qubits, but also to other architectures such as
trapped ions. As long as the readout errors are
constant to a certain degree and not excessively
large, they can be reliably corrected for with our
procedure. These advantages make our mitiga-
tion method promising for various applications
on NISQ devices and beyond.
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A Prediction for the variances of noisy
expectation values
In this appendix, we compute the variances of
the different noisy expectation values presented
in Secs. 2 and 3. We follow the structure of Sec. 3:
we first discuss a single Z operator in Sec. A.1,
followed by the general case of ZN⊗· · ·⊗Z1 oper-
ators in Sec. A.2. We then simplify our results to
the case of equal bit-flip probabilities in Sec. A.3.
Finally, we discuss the case of measuring general
operators from bit-string distributions of |ψ〉 in
Sec. A.4. In this section, we will also discuss
different measurement paradigms and their im-
pact on the variance of means extracted from
histogram data. We will eventually return to the
transversal Ising model for an explicit illustra-
tion.
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A.1 Measurement of single Z operator
For computing the variance VZnq of the noisy ex-
pectation in Eq. (24),
VZnq = E(Znq ⊗ Znq )− (EZnq )2
= Φ′Znq (0)⊗ Φ′Znq (0)− Φ′′Znq (0),
(56)
we need to evaluate the derivatives Φ′q(0) = iEZnq
and Φ′′Znq (0) = −E(Znq )2 of the characteristic
function
ΦZnq (t) := E exp
[
iTr
(
t∗Znq
)]
. (57)
This yields
Φ′Znq (0) = i(1− pq,0 − pq,1)Zq + (pq,1 − pq,0)1q
Φ′′Znq (0) =− (1− pq,0 − pq,1 + 2pq,0pq,1)Zq ⊗ Zq
− (pq,0 − pq,1 + 2pq,0pq,1)1q ⊗ 1q.
(58)
Thus, the variance operator in Eq. (56) reads
VZnq = [(pq,0 + pq,1)(1− pq,0 − pq,1) + 2pq,0pq,1]
× Zq ⊗ Zq
− (1− pq,0 − pq,1)(pq,1 − pq,0)Zq ⊗ 1q
− (1− pq,0 − pq,1)(pq,1 − pq,0)1q ⊗ Zq
+ (pq,0 + pq,1 − p2q,0 − p2q,1)1q ⊗ 1q.
(59)
A.2 Measurement of ZN ⊗ · · · ⊗ Z1 operators
We now generalize the variance for N = 1 in
Eq. (59) to operators acting on multiple qubits,
i.e., N > 1. According to Eq. (32), operators
On1 and O
n
2 acting on different qubits are uncor-
related, i.e., the covariance vanishes,
Cov⊗(On1 , On2 ) := E(On1 ⊗On2 )− E(On1 )⊗ E(On2 )
= 0.
(60)
Hence, we obtain the variance operator
V (ZnN ⊗ · · · ⊗ Zn1 )
= E (ZnN ⊗ · · · ⊗ Zn1 ⊗ ZnN ⊗ · · · ⊗ Zn1 )
− E (ZnN ⊗ · · · ⊗ Zn1 )⊗ E (ZnN ⊗ · · · ⊗ Zn1 )
= U∗
(
E (ZnN ⊗ ZnN )⊗ · · · ⊗ E (Zn1 ⊗ Zn1 )
−
N⊗
q=1
(
EZnq ⊗ EZnq
)U
= U∗
(
(VZnN + EZnN ⊗ EZnn )⊗ · · ·
· · · ⊗ (VZn1 + EZn1 ⊗ EZn1 )
−
N⊗
q=1
(
EZnq ⊗ EZnq
)U,
(61)
where the unitary operation U re-orders the ten-
sor products from |ψN 〉 ⊗ · · · ⊗ |ψ1〉 ⊗ |ψN 〉 ⊗
· · · ⊗ |ψ1〉 to (|ψN 〉 ⊗ |ψN 〉)⊗ · · · ⊗ (|ψ1〉 ⊗ |ψ1〉).
That is, for two qubits the re-ordering maps
the basis state |b3b2b1b0〉 to |b3b1b2b0〉, and for
three qubits the re-ordering maps |b5b4b3b2b1b0〉
to |b5b2b4b1b3b0〉, etc.
A.3 Measurement of ZN ⊗ · · · ⊗ Z1 operators
assuming equal bit-flip probabilities
For N = 1, the variance in Eq. (61) reduces to
VZnq = 2p(1− p)(Zq ⊗ Zq + 1q ⊗ 1q). (62)
For N = 2, the re-ordering of the tensor product
|ψ〉 ⊗ |ψ〉 in Eq. (61) becomes important, which
yields
V (〈ψ|Zn2 ⊗ Zn1 |ψ〉)
= (〈ψ| ⊗ 〈ψ|)U∗ (VZn2 ⊗ VZn1 )U(|ψ〉 ⊗ |ψ〉)
+(〈ψ| ⊗ 〈ψ|)U∗ (VZn2 ⊗ EZn1 ⊗ EZn1 )U(|ψ〉 ⊗ |ψ〉)
+(〈ψ| ⊗ 〈ψ|)U∗ (EZn2 ⊗ EZn2 ⊗ VZn1 )U(|ψ〉 ⊗ |ψ〉).
(63)
For arbitrary N , we can evaluate the variance
operator in Eq. (61) for the ground state, |ψ〉 =
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|0 . . . 0〉, and obtain the expression
V (〈ψ|ZnN ⊗ · · · ⊗ Zn1 |ψ〉)
=
N∏
q=1
〈ψ|VZnq + EZnq ⊗ EZnq |ψ〉
−
N∏
q=1
〈ψ|EZnq ⊗ EZnq |ψ〉
=
N∏
q=1
(
4p(1− p) + (1− 2p)2
)
− (1− 2p)2N
= 1− (1− 2p)2N .
(64)
This surprisingly simple result can be verified
directly by noting that the measurement of
〈0 . . . 0|ZnN ⊗ · · · ⊗ Zn1 |0 . . . 0〉 yields the values
+1 with probability p1 and −1 with probability
p−1. Thus, we conclude
V (〈0 . . . 0|ZnN ⊗ · · · ⊗ Zn1 |0 . . . 0〉)
= E
(
〈0 . . . 0|ZnN ⊗ · · · ⊗ Zn1 |0 . . . 0〉2
)
− E (〈0 . . . 0|ZnN ⊗ · · · ⊗ Zn1 |0 . . . 0〉)2
= p1 + p−1(−1)2
− (1− 2p)2N 〈0 . . . 0|ZN ⊗ · · · ⊗ Z1 |0 . . . 0〉2
= 1− (1− 2p)2N .
(65)
A.4 Measurement of general operatorsH from
bit-string distributions of |ψ〉
A.4.1 Prediction for the variance of operators
While measuring the entire Hamiltonian simul-
taneously makes no difference for the measured
mean value, the variance on the other hand is af-
fected by this change in measurement paradigm.
If we consider HZZ with N = 2 and J = 1, i.e.,
HZZ = Z2Z1 + Z1Z2, then we would formally
compute 〈ψ|Z2 ⊗ Z1 |ψ〉 twice independently us-
ing the approach considered so far, whereas the
expectation from the bit-string distribution of |ψ〉
directly extracts 2 〈ψ|Z2⊗Z1 |ψ〉. Thus the vari-
ance using independent histograms for each sum-
mand is given by
Vind 〈ψ|HnZZ |ψ〉 =
= V 〈ψ|Zn2 ⊗ Zn1 |ψ〉+ V 〈ψ|Zn2 ⊗ Zn1 |ψ〉
= 2V 〈ψ|Zn2 ⊗ Zn1 |ψ〉
(66)
whereas the variance using the bit-string distri-
bution of |ψ〉 is
Vbsd 〈ψ|HnZZ |ψ〉 =V(2 〈ψ|Zn2 ⊗ Zn1 |ψ〉)
= 4V 〈ψ|Zn2 ⊗ Zn1 |ψ〉
= 2Vind 〈ψ|HnZZ |ψ〉 .
(67)
In general, if Hn = ∑α λαU∗αOnαUα, we are still
able to predict the variance Vbsd 〈ψ|Hn |ψ〉 using
the same method as above albeit the covariance
terms no longer vanish (each Onα is a tensor prod-
uct Onα,N⊗· · ·⊗Onα,1). For Onα,q = Znq , Onα,q takes
one of the possible values {Zq,−1q,1q,−Zq}, as
in Sec. 3.1. For Onα,q = 1nq , Onα,q always takes the
value 1q. Using these replacements for all sum-
mands in Hn, we obtain that Hn takes finitely
many (up to 2N ) values Hα with probability pα.
Hence, the characteristic function ΦHn is given
by
ΦHn(t) :=E exp (iTr (t∗Hn))
=
∑
α
pα exp (iTr (t∗Hα)) . (68)
As such, we can directly conclude
Φ′Hn(0) =
∑
α
pαiHα = iEHn, (69)
Φ′′Hn(0) =−
∑
α
pαHα ⊗Hα, (70)
and find the variance operator
VbsdHn = Φ′Hn(0)⊗ Φ′Hn(0)− Φ′′Hn(0)
=
(∑
α
pαHα ⊗Hα
)
− (EHn)⊗ (EHn)
=
(∑
α
pαHα ⊗Hα
)
−
∑
α,β
pαpβHα ⊗Hβ
 .
(71)
Similarly, we can measure the operatorHn on the
state |ψ〉 and obtain the variance
Vbsd 〈ψ|Hn |ψ〉 =
(∑
α
pα 〈ψ|Hα |ψ〉2
)
−
∑
α,β
pαpβ 〈ψ|Hα |ψ〉 〈ψ|Hβ |ψ〉
 . (72)
A.4.2 Prediction for the variance of histogram
means
Lastly, we can combine the bit-flip induced vari-
ances with quantum mechanically induced vari-
ances to obtain the full variances observed in
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measuring histogram means. In particular, we
will construct the variances for the three meth-
ods discussed in Sec. 3.5. There we measured
the bit-flip corrected transversal Ising Hamilto-
nian HnTI,bfc = Jp
∑N
j=1 Z
n
j Z
n
j+1 + hp
∑N
j=1X
n
j
in Eq. (53) subject to bit flips on the ground
state of the “true” transversal Ising Hamiltonian
HTI = J∑Nj=1 ZjZj+1 + h∑Nj=1Xj . For simplic-
ity, we assumed that all bit-flip probabilities pq,b
equal p. The three methods are
• Method 1: measure each Znj Znj+1 and Xnj in
Eq. (53) independently
• Method 2: measure the entire Hamiltonian
HnTI,bfc in Eq. (53) from distributions of |ψ〉
measurements
• Method 3: measureHnZZ := Jp
∑N
j=1 Z
n
j Z
n
j+1
and HnX := hp
∑N
j=1X
n
j independently from
distributions of |ψ〉 measurements
Method 1: Since each Znj Z
n
j+1 and X
n
j is mea-
sured independently, the bit-flip contributions
Vbf 〈ψ|Znj Znj+1 |ψ〉 and Vbf 〈ψ|Xnj |ψ〉 to the vari-
ance can be directly obtained from Eq. (61) keep-
ing in mind that Xnj = HjZnj Hj where Hj is the
Hadamard gate on qubit j. But since |ψ〉, in
general, will not be an eigenstate of all ZjZj+1
and Xj simultaneously, we also have a contri-
bution from the quantum mechanical variances
VQM 〈ψ|ZjZj+1 |ψ〉 = 1 − 〈ψ|ZjZj+1 |ψ〉2 and
VQM 〈ψ|Xj |ψ〉 = 1 − 〈ψ|Xj |ψ〉2. We therefore
obtain the variance of histogram means
VM1 〈ψ|HnTI,bfc |ψ〉 =
J2p
s
N∑
j=1
Vbf 〈ψ|Znj Znj+1 |ψ〉
+
J2p
s
N∑
j=1
VQM 〈ψ|ZjZj+1 |ψ〉
+
h2p
s
N∑
j=1
Vbf 〈ψ|Xnj |ψ〉
+
h2p
s
N∑
j=1
VQM 〈ψ|Xj |ψ〉 .
(73)
In particular, if the state |ψ〉 is translationally
invariant, such as the ground state of HTI, then
this further simplifies to
VM1HnTI,bfc =
J2pN
s
Vbf 〈ψ|Znj Znj+1 |ψ〉
+
J2pN
s
VQM 〈ψ|ZjZj+1 |ψ〉
+
h2pN
s
Vbf 〈ψ|Xnj |ψ〉
+
h2pN
s
VQM 〈ψ|Xj |ψ〉
(74)
for any choice of j.
Method 2: In this case, the bit-flip contribution
Vbf 〈ψ|HnTI,bfc |ψ〉 is given by Eq. (72) and the
quantum mechanical variance is given by
VQM 〈ψ|HnTI,bfc |ψ〉 = 〈ψ| (HnTI,bfc)2 |ψ〉
− 〈ψ|HnTI,bfc |ψ〉2 .
(75)
Hence, the variance of histogram means is
VM2 〈ψ|HnTI,bfc |ψ〉 =
1
s
Vbf 〈ψ|HnTI,bfc |ψ〉
+ 1
s
VQM 〈ψ|HnTI,bfc |ψ〉 .
(76)
While this expression appears simpler than its
counterpart for Method 1, it is also important to
note that O(4N ) terms are required to compute
VM2 〈ψ|HnTI,bfc |ψ〉 whereas the number of terms
required to compute VM1HnTI,bfc is only O(N)
and can even be reduced to O(1) for translation-
ally invariant states |ψ〉.
Method 3: Being a combination of Method
1 and Method 2, the variance can be con-
structed combining the results from Method 1
and 2. The bit-flip contributions Vbf 〈ψ|HnZZ |ψ〉
and Vbf 〈ψ|HnX |ψ〉 follow from Eq. (72) again.
Furthermore, the quantum mechanical variances
contribute as
VQM 〈ψ|HnZZ |ψ〉 = 〈ψ| (HnZZ)2 |ψ〉
− 〈ψ|HnZZ |ψ〉2
(77)
and
VQM 〈ψ|HnX |ψ〉 = 〈ψ| (HnX)2 |ψ〉 − 〈ψ|HnX |ψ〉2 .
(78)
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The variance of histogram means is thus
VM3 〈ψ|HnTI,bfc |ψ〉 =
1
s
Vbf 〈ψ|HnZZ |ψ〉
+ 1
s
Vbf 〈ψ|HnX |ψ〉
+ 1
s
VQM 〈ψ|HnZZ |ψ〉
+ 1
s
VQM 〈ψ|HnX |ψ〉 .
(79)
B Technical details of the simulations
Here we briefly summarize the details on how
to determine the flip probabilities, the simula-
tions, and data evaluation procedure for the re-
sults shown in Sec. 4.
B.1 Calibration of the flip probabilities
Although the Qiskit SDK [40] provides values for
the flip probabilities for the different qubits on
the different chips, we choose to calibrate pq,0 and
pq,1 ourselves. To obtain pq,0, we simply measure
the initial state using scalibration shots and record
the number of 1 outcomes. Similarly, we deter-
mine pq,1 by first applying an X-gate to the qubit
q, thus preparing the state |1〉 and measure the
resulting state again scalibration times and record
the number of 0 outcomes. For all data shown
in the main text we use scalibration = 8192 which
is the maximum number of repetitions possible
on the real quantum hardware. Moreover, to ac-
quire some statistics how the obtained values for
the flip probabilities fluctuate, we repeat this pro-
cedure multiple times. Subsequently, we average
all the data obtained for pq,b. The resulting flip
probabilities are the ones used for correcting the
data in Sec. 4.
B.1.1 Single-qubit case
In Fig. 10 and Fig. 11, we show the flip
probabilities we obtained for ibmq london and
ibmq burlington. Looking at the data result-
ing from simulating ibmq london classically with
readout noise only in Fig. 10(a), we observe that
the flip probabilities our calibration procedure
yields scatter around the value provided by the
noise model. Using the full noise model does not
change the picture a lot, only the values for p0,1
scatter slightly more around the value of the noise
model, as Fig. 10(b) reveals. The data generated
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Figure 10: Flip probabilities p0,0 (blue triangles) and p0,1
(orange dots) for the single qubit case measured with the
calibration procedure as a function of the repetition for
(a) classically simulating ibmq london with readout er-
rors only, (b) the full noise model, and (c) data obtained
on the quantum hardware. The solid lines correspond to
the data provided by the noise model.
on the actual ibmq london quantum hardware in
Fig. 10(c) does not agree very well with the val-
ues of the noise model. Even the values for p0,0,
which does not involve a single gate, is in gen-
eral lower than the value provided by the noise
model. In contrast, p0,1 exceeds the value of the
noise model. Despite the fact that the values
for the experimentally obtained flip probabilities
deviate from the noise model, they only fluctu-
ate moderately and we can extract a reasonable
flip probability by averaging over all repetitions.
Comparing the different panels of Fig. 10 closely,
one can also observe that the values for the flip
probabilities provided by the noise model in panel
(c) differ slightly from those in panel (a) and (b).
The reason for that is that the data in the noise
model is updated every day and our classical sim-
ulations as well as our simulations on real quan-
tum hardware were not carried out the same day.
The corresponding results for imbq burlington
are shown in Fig. 11. Again, the classical simu-
lation of the chip using the noise model produces
as expected flip probabilities in agreement with
the values provided. Looking at the data from
the real chip in Fig. 11(c), we see that these fluc-
tuate over a wide range between different repeti-
tions. Thus, in this case the flip probabilities can-
not be extracted as reliably as for imbq london.
Since our correction procedure relies on being
able to estimate the flip probabilities precisely,
this partially explains why the improvement in
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Figure 11: Flip probabilities p0,0 (blue triangles) and p0,1
(orange dots) for the single qubit case measured with the
calibration procedure as a function of the repetition for
(a) classically simulating ibmq burlington with readout
error only, (b) the full noise model, and (c) data obtained
on the hardware. The solid lines correspond to the data
provided by the noise model.
Sec. 4.1 after applying the correction to our data
for ibmq burlingtion is smaller.
B.1.2 Two-qubit case
Analogously to the single-qubit case, Fig. 12 and
Fig. 13 show the data for extracting the flip prob-
abilities for ibmq london and ibmq burlington
obtained in our two-qubit simulations.
The results for the two-qubit case on
ibmq london in Fig. 12 show a fairly similar be-
havior to the single-qubit case. The classical
simulations in panels (a) and (b) yield as ex-
pected good agreement with the values provided
in the noise model. In contrast, the data ob-
tained on the real quantum device (Fig. 12(c))
does not agree with the data in the noise model,
in particular for p0,1 and p1,0. Nevertheless the
experimental data is fairly consistent and allows
us to reliably determine the flip probabilities for
ibmq london. Again, we see that the theoreti-
cal values differ between the panels in the upper
row and the lower row differ noticeably. This is
once more due to the fact that the hardware data
was taken on a different day than the simulator
data and the noise model has been updated in
between.
The flip probabilities obtained from classical
simulating ibmq burlington in in Fig. 13(a) and
Fig. 13(b) show a similar picture than the pre-
vious cases and agree well with the values pro-
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Figure 12: Flip probabilities p0,0 (blue triangles), p0,1
(orange dots), p1,0 (green squares), p1,1 (red diamonds)
for the two-qubit case measured with the calibration pro-
cedure as a function of the repetition for (a) classically
simulating ibmq london with readout error only, (b) the
full noise model, and (c) data obtained on the hardware.
The solid lines correspond to the data provided by the
noise model.
vided in the noise model. On the contrary, the
data from the real quantum device does again not
agree very well with the values provided in the
noise model. Moreover, the values for p0,0 and
p0,1 show large fluctuations. In this case as well
the theoretical values for the flip probabilities dif-
fer between the simulator data and the hardware
data. Most noticeably the theoretical value for
p1,1 almost doubled during the time span between
carrying out the classical simulations and the ex-
periments on quantum hardware.
B.2 Technical details for generating the exper-
imental data on quantum hardware
Each of the data points in Fig. 6 to Fig. 9 is ob-
tained by preparing 1050 random wave functions
|ψ〉 using the circuits shown in Sec. 4. While run-
ning the 1050 circuits is unproblematic for clas-
sical simulations, as of completion of this paper
one can only submit 75 circuits per job to real
quantum hardware. Thus, we divide them into
14 chunks of 75 circuits. This procedure is re-
peated for every value of s. Since we have to run
a considerable amount of jobs which might take
some time depending on how busy the queue of
the device is, we insert a job running the circuits
for determining the flip probabilities before every
chunk. This way we can monitor the flip prob-
abilities over the duration of the run and detect
potential outliers.
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Figure 13: Flip probabilities p0,0 (blue triangles), p0,1
(orange dots), p1,0 (green squares), p1,1 (red diamonds)
for the two-qubit case measured with the calibration pro-
cedure as a function of the repetition for (a) classically
simulating ibmq burlington with readout error only, (b)
the full noise model, and (c) data obtained on the hard-
ware. The solid lines correspond to the data provided by
the noise model.
Moreover, before running our circuits, we use
the transpiler to optimize them for the hardware
we intend to use. To ensure we have the same
mapping between logical and physical qubits in
every case, we inspect the transpiler results ob-
tained for the circuits used to extract the bit-flip
probabilities and to prepare the random wave
function |ψ〉. For all the data reported in the
main text we checked that the mapping between
logical and physical qubits is indeed the same and
the flip probabilities we extract correspond to the
qubits we use for generating our random wave
functions.
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