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We show that phase transitions in spin-one Bose gases and stacked triangular Heisenberg antifer-
romagnets – an example of frustrated magnets with competing interactions – are described by the
same Landau-Ginzburg-Wilson Hamiltonian with O(3)×O(2) symmetry. In agreement with previ-
ous nonperturbative-renormalization-group studies of the three-dimensional O(3)×O(2) model, we
find that the transition from the normal phase to the superfluid ferromagnetic phase in a spin-one
Bose gas is weakly first order and shows pseudoscaling behavior. The (nonuniversal) pseudoscaling
exponent ν is fully determined by the scattering lengths a0 and a2. We provide estimates of ν in
87Rb, 41K and 7Li atom gases which can be tested experimentally. We argue that pseudoscaling
comes from either a crossover phenomena due to proximity of the O(6) Wilson-Fisher fixed point
(87Rb and 41K) or the existence of two unphysical fixed points (with complex coordinates) which
slow down the RG flow (7Li). These unphysical fixed points are a remnant of the chiral and antichi-
ral fixed points that exist in the O(N)×O(2) model when N is larger than Nc ' 5.3 (the transition
being then second order and controlled by the chiral fixed point). Finally, we discuss a O(2)×O(2)
lattice model and show that our results, even though we find the transition to be first order, are
compatible with Monte Carlo simulations yielding an apparent second-order transition.
PACS numbers: 67.85.Fg, 75.10.Hk, 64.60.-i
I. INTRODUCTION
Ultracold dilute atomic gases are ideal laboratories for
the realization of (quantum) simulators thus providing
an alternate approach to numerical simulations for un-
derstanding minimal models of condensed-matter sys-
tems [1]. This is due to the perfect control and tun-
ability of the interactions in these systems. In a recent
paper [2], we have shown that phase transitions in three-
dimensional stacked triangular Heisenberg antiferromag-
nets (STHAs) –an example of frustrated magnets with
competing interactions– can be simulated by spinor Bose
gases, which opens up the possibility to solve the long-
standing controversy about the nature (second or weakly
first order) of phase transitions in these frustrated mag-
nets.
Both STHAs and spin-one bosons are described by
a Landau-Ginzburg-Wilson with O(3)×O(2) symmetry.
Whereas perturbative renormalization-group (RG) cal-
culations in fixed dimension d = 3 predict a second-
order phase transition [3–6], perturbative RG near d =
4 [7–12] and the nonperturbative renormalization group
(NPRG) [13–16] find a first-order phase transition. In
the latter case however, even though there is no stable
fixed point, the RG flow is very slow in a whole region of
the coupling constant space due to two unphysical fixed
points with complex coordinates [15, 17]. This implies
the possibility to observe pseudoscaling with effective
(nonuniversal) exponents on a large temperature range.
In spin-one Bose gases, the pseudocritical exponents de-
pend only on the (known) s-wave scattering lengths a0
and a2 which, in contrast to STHA materials, allows us
to make theoretical predictions that can be tested exper-
imentally [2].
In this paper we further study the superfluid transition
in spin-one boson systems within the NPRG framework.
On the one hand, we improve the approach of Ref. [2] by
taking into account quantum fluctuations. To this end
we introduce a two-step NPRG approach: fluctuations
with momenta larger than the inverse of the thermal
de Broglie wavelength λdB are first integrated out in a
simple approximation of the exact NPRG flow equation.
This yields a classical O(3)×O(2) model describing ther-
mal fluctuations which is studied within the well-known
LPA′ approximation (an improvement of the local po-
tential approximation (LPA)). The inclusion of quantum
fluctuations removes the dependence of the pseudocriti-
cal exponents on the upper momentum cutoff ΛT ∼ λ−1dB
of the classical O(3)×O(2) model, which was the main
source of uncertainty in our previous work [2]. On the
other hand, we study the O(N)×O(2) model as a func-
tion of N . For N ≥ Nc ' 5.3, the transition is second
order and controlled by the “chiral” fixed point which,
in the RG flow diagram, coexists with the “antichiral”,
Gaussian and O(2N) Wilson-Fisher fixed points. When
N = Nc, the chiral and antichiral fixed points merge;
for N < Nc they are replaced by two unphysical fixed
points (with complex coordinates) which slow down the
RG flow and may induce pseudocritical behavior depend-
ing on the values of the scattering lengths a0 and a2. Fi-
nally we study a O(2)×O(2) lattice model and compare
our results with those of Ref. [6] where, on the basis of
Monte Carlo simulations, it was argued that the transi-
tion is second order in some parameter range.
The paper is organized as follows. In Sec. II we show
that the superfluid transition in spin-one boson systems
is described by the O(3)×O(2) model, as in STHAs [18].
The two-step NPRG approach is described in Sec. III.
By computing the Gibbs free energy we show that the
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2transition from the normal phase to the superfluid fer-
romagnetic phase is weakly first order. The correlation
length increases with a pseudocritical exponent ν on a
large temperature range before saturating at the transi-
tion temperature. ν is computed for 87Rb, 41K and 7Li
atom gases. For 87Rb and 41K, pseudoscaling can be ex-
plained by a crossover phenomenon due to the proximity
of the O(6) Wilson-Fisher fixed point. In the case of 7Li,
pseudoscaling is due to the presence of two unphysical
fixed points. The O(N)×O(2) model with 3 ≤ N ≤ 6
is discussed in Sec. IV and the O(2)×O(2) lattice model
in Sec. V. The experimental measurement of the pseud-
ocritical exponent ν in spin-one Bose gases is discussed
in the conclusion.
II. O(3)×O(2) MODEL
In this section we show that the superfluid transition
in spin-one boson systems is described by the O(3)×O(2)
model.
Let us consider the Hamiltonian of spin f = 1
bosons [19–21]. The kinetic energy part is simply
Hˆ0 =
ˆ
d3r
f∑
m=−f
(
1
2M
∇ψˆ†m ·∇ψˆm − µψˆ†mψˆm
)
, (1)
where µ is the chemical potential, M the boson mass,
and ψˆm(r) an annihilation operator of a boson at point r
in the spin state |f,m〉 (we set ~ = kB = 1). The quan-
tum number m ∈ [−f, f ] refers to the spin projection on
the z axis. Since the total spin is conserved in a binary
collision, the interaction Hamiltonian is determined by
three potentials v(F )(r, r′) where F = 0, 1, · · · , 2f is the
total spin of the colliding particles [21],
Hˆint =
1
2
ˆ
d3r d3r′
2f∑
F=0
v(F )(r, r′)
×
F∑
M=−F
Aˆ†FM(r, r
′)AˆFM(r, r′). (2)
The operator
AˆFM(r, r′) =
f∑
m,m′=−f
〈F,M|f,m; f,m′〉ψˆm(r)ψˆm′(r′)
(3)
annihilates a pair of bosons in the spin state |F,M〉 lo-
cated at r and r′.
A classical Hamiltonian describing the low-energy be-
havior can be obtained by integrating out fluctuations
with momenta larger than the inverse of the thermal de
Broglie wavelength λdB = (2pi/MT )
1/2. Suppose that,
starting from Hamiltonian (1,2), we integrate out fluctu-
ations down to the momentum scale ΛT ∼
√
2MT ∼ λ−1dB.
Since ΛT  Λµ ∼
√
2Mµ near the transition [22], the RG
flow at momentum scales larger than ΛT is effectively in
vacuum (T = 0 and µ = 0). In three dimensions, the flow
in vacuum is controlled by a Gaussian fixed point and the
interactions are irrelevant (the upper critical dimension
for the vacuum-superfluid transition is d+c = 2) [23]. For
momentum scales smaller than 1/aF , the two-body inter-
action becomes nearly momentum independent and equal
to 4piaF /m where aF is the s-wave scattering length in
the total spin channel F . Higher-order (irrelevant) inter-
actions can be ignored (they yield contributions that are
subleading in the small parameter na3F ; n denotes the
density) [24]. At momentum scales smaller than ΛT , the
contribution of nonclassical modes to the flow is negligi-
ble. Thus, the renormalized action at the thermal scale
ΛT ∼ λ−1dB corresponds to a classical field theory with
interaction constants gF = 4piaF /m [25]. The Clebsch-
Gordan coefficient 〈F = 1,M|f,m; f,m′〉 being odd in
the exchange m ↔ m′, s-wave scattering is not possible
in the total spin channel F = 1, so that only g0 and g2
have to be considered. In Sec. III A we show how the
integration of fluctuations with momenta larger than ΛT
can be carried out within the NPRG approach.
Thus the phase transition of a spin-one boson gas can
be studied from the classical Hamiltonian
H = β
ˆ
d3r
{
f∑
m=−f
[ |∇ψm|2
2M
− µ′|ψm|2
]
+
1
2
∑
F=0,2
gF
F∑
M=−F
A∗FM(r)AFM(r)
}
, (4)
where AFM(r) ≡ AFM(r, r), β = 1/T and ψm(r) is now
a complex field. µ′ denotes a renormalized chemical po-
tential whose value does not matter for our purpose. For
spin-zero bosons, the classical Hamiltonian has been used
to compute the shift in the Bose-Einstein-condensation
(BEC) temperature due to interactions [26].
Instead of the basis {|1,m〉} it is convenient to use the
Cartesian basis, defined by Fˆα|1, α〉 = 0 (α = x, y, z),
where the field ψ = (ψx, ψy, ψz)
T transforms as a vector
under spin rotation (Fˆα is a spin-one matrix). Using
|A00|2 = 1
3
|ψ ·ψ|2,
2∑
M=−2
|A2M|2 = (ψ∗ ·ψ)2 − 1
3
|ψ ·ψ|2,
(5)
one obtains the Hamiltonian
H = β
ˆ
d3r
{
1
2M
|∇ψ|2 − µ′|ψ|2
+
g2
2
(ψ∗ ·ψ)2 + g0 − g2
6
|ψ ·ψ|2
}
(6)
which is manifestly invariant under spin inversion and
rotation, U(1) (gauge) transformation, and time reversal
(complex conjugation) Θ, i.e., under the symmetry group
G = O(3)× U(1)×Θ [27].
3If one writes the complex field
ψ =
√
M/β(ϕ1 + iϕ2) (7)
in terms of two real fields ϕ1 and ϕ2, one obtains the
standard Hamiltonian of the O(3)×O(2) model,
H =
ˆ
d3r
{
1
2
[
(∇ϕ1)2 + (∇ϕ2)2
]
+ rρ+
λ1
2
ρ2 +
λ2
2
τ
}
(8)
with
ρ =
1
2
(ϕ21 +ϕ
2
2),
τ =
1
4
(ϕ21 −ϕ22)2 + (ϕ1 ·ϕ2)2,
(9)
and a momentum cutoff ΛT of the order of the inverse of
the thermal de Broglie wavelength λdB (see Sec. III and
Appendix A for a further discussion), where
r ≡ −2Mµ′,
λ1 ≡ (4M2/β)g2, λ2 ≡ (4M2/3β)(g0 − g2).
(10)
The symmetry group G is now O(3)×O(2), where O(3)
corresponds to a global rotation of ϕ1 and ϕ2 whereas
the O(2) transformation mixes ϕ1 and ϕ2:
ϕ′1 = cosαϕ1 − sinαϕ2,
ϕ′2 = ±(sinαϕ1 + cosαϕ2).
(11)
The SO(2) rotation and the ± sign in (11) correspond,
respectively, to U(1) rotation and time reversal in the
original bosonic picture.
For λ2 > 0 (the case corresponding to noncollinear
spin ordering in the STHA [28]), i.e., g0 > g2, the su-
perfluid phase is the so-called ferromagnetic phase [21].
For λ2 = 0 the Hamiltonian possesses an O(6) symmetry;
the transition is second order and controlled by the O(6)
Wilson-Fisher fixed point.
III. SUPERFLUID TRANSITION OF SPIN-ONE
BOSONS
We now discuss the NPRG approach to study the su-
perfluid transition in spin-one boson systems. Since at
low energy the interactions are fully parameterized by
the scattering lengths a0 and a2, we can consider the
quantum Hamiltonian
Hˆ =
ˆ
d3r
{
1
2M
∇ψˆ† ·∇ψˆ − µψˆ†ψˆ
+
g2,Λ
2
(ψˆ†ψˆ)2 +
g0,Λ − g2,Λ
6
|ψˆ · ψˆ|2
}
, (12)
where ψˆ = (ψˆx, ψˆy, ψˆz)
T is the bosonic operator defined
in the Cartesian basis (Sec. II). The interaction is as-
sumed to be local in space and an upper momentum cut-
off Λ is implied. In this model, the scattering length aF is
a function of gF,Λ and Λ (and M), and to leading order in
Ma2FT and Ma
2
Fµ physical quantities can be expressed
in terms of aF with no explicit reference to gF,Λ and Λ.
The RG procedure is divided into two steps. In the
first one, we integrate out fluctuations with momenta
larger than ΛT ∼ λ−1dB within a simple approximation
where only a small number of interaction constants are
considered. In the second one, we integrate out classical
(thermal) fluctuations with momenta smaller than ΛT in
a more refined approximation where the full field depen-
dence of the effective potential (or Gibbs free energy)
is computed. We will see that the final results are es-
sentially independent of the precise value of the thermal
cutoff ΛT .
A. NPRG approach
The strategy of the NPRG approach is to build a fam-
ily of theories indexed by a momentum scale k such that
fluctuations are smoothly taken into account as k is low-
ered from the microscopic scale Λ down to 0 [29–31].
Let us consider the action
S =
ˆ β
0
dτ
{ˆ
d3rψ†(r, τ)∂τψ(r, τ) +H[ψ†,ψ]
}
,
(13)
where ψ(r, τ) is a complex vector field and τ ∈ [0, β]
an imaginary time. H[ψ†,ψ] is obtained from Hamil-
tonian (12) by replacing the bosonic operator ψˆ
(†)
α (r)
by the complex field ψ
(∗)
α (r, τ) (α = x, y, z). To imple-
ment the NPRG approach, we add to this action the in-
frared regulator (for NPRG studies of spin-zero bosons,
see Refs. [32–37])
∆Sk[ψ
†,ψ] =
∑
p,ωn
ψ†(p, iωn)Rk(p)ψ(p, iωn), (14)
where ψ(†)(p, iωn) is the Fourier transform field of
ψ(†)(r, τ) and ωn = 2npiT (n integer) a bosonic Matsub-
ara frequency. We choose a cutoff function Rk(p) which
does not depend on frequency. The partition function
Zk[J
†,J] =
ˆ
D[ψ†,ψ] e−S−∆Sk+
´ β
0
dτ
´
d3r(J†ψ+c.c.)
(15)
is now k dependent. The scale-dependent effective action
Γk[φ
†,φ] = − lnZk[J†,J] +
ˆ β
0
dτ
ˆ
d3r (J†φ+ c.c.)
−∆Sk[φ†,φ] (16)
is defined as a modified Legendre transform of
lnZk[J
†,J] which includes the subtraction of ∆Sk[φ†,φ].
Here φ(†)(r, τ) = 〈ψ(†)(r, τ)〉 is the order parameter (in
the presence of the external complex source J).
The initial condition of the flow is specified by the mi-
croscopic scale k = Λ where fluctuations are assumed to
4be frozen by the ∆Sk term, so that ΓΛ[φ
†,φ] = S[φ†,φ]
reproduces mean-field (Bogoliubov) theory. The effec-
tive action of the original model is given by Γk=0 pro-
vided that Rk=0 vanishes. For a generic value of k, the
regulator Rk(p) suppresses fluctuations with momentum
|p| . k but leaves unaffected those with |p| & k. For the
most part, we use the theta regulator [38]
Rk(p) =
Zk
2M
(k2 − p2)Θ(k2 − p2), (17)
where Θ(x) is the step function. The k-dependent con-
stant Zk is defined below.
The variation of the effective action with k is given by
Wetterich’s equation [39]
∂kΓk[φ
†,φ] =
1
2
Tr
{
∂kRk
(
Γ
(2)
k [φ
†,φ] +Rk
)−1}
, (18)
where Γ
(2)
k [φ
†,φ] denotes the second functional deriva-
tive of Γk[φ
†,φ]. In Fourier space, the trace involves a
sum over momenta, Matsubara frequencies and spin in-
dex.
1. Scattering lengths a0 and a2
In vacuum (µ = T = 0) the single-particle propaga-
tor is not renormalized. The renormalized interaction
constant gF,k is simply obtained by summing the ladder
diagrams. With the theta regulator (17), one finds
1
gF,k
=
1
gF,Λ
+
M
3pi2
(Λ− k). (19)
This result can also be obtained from the RG equa-
tions (A2). The scattering length aF ≡ aF (gF,Λ,Λ) is
then defined by
gF,k=0 =
4piaF
M
. (20)
Note that in the model defined by (12), the cutoff Λ
cannot be arbitrarily large since stability of the system
requires g2,Λ > 0 and g0,Λ + 2g2,Λ > 0. In the following
we take Λ = a−10 (with a
−1
0 < a
−1
2 in all cases we shall
consider).
2. Quantum limit k ≥ ΛT
Let us now turn to the calculation of the effective ac-
tion ΓΛT at finite temperature and density (T, µ > 0).
For k & ΛT ∼ λ−1dB and k &
√
2Mµ, the flow is domi-
nated by the T = µ = 0 fixed point which controls the
transition between the vacuum and the T = 0 superfluid,
and only quantum fluctuations contribute significantly to
Γk. In three dimensions this fixed point is non-interacting
so that all (properly defined) dimensionless many-body
interactions are irrelevant and flow to zero.
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FIG. 1. RG flow in the quantum limit k ≥ ΛT with ΛT = λ−1dB
and initial conditions corresponding to 7Li with Ma2Fµ 
Ma2FT  1 [t = ln(k/Λ) and tT = ln(ΛT /Λ)]. Left panel:
Dimensionless coupling constants v˜1,k, u˜2,k and u˜3,k (note
that the latter is not included in the effective potential (22)).
Right panel: g0,k and g2,k scaled by their k = 0 values in
vacuum.
We assume the following form for the effective action,
Γk[φ
†,φ] =
ˆ β
0
dτ
ˆ
d3r
{
φ†
(
∂τ − ∇
2
2M
)
φ+Uk(ρ, τ)
}
,
(21)
which corresponds to the LPA (with Zk = 1 in Eq. (17)).
For symmetry reasons, the effective potential Uk(ρ, τ) is
a function of the O(3)×U(1) invariants ρ = φ†φ and
τ = |φ · φ|2. In the regime k ≥ ΛT where the flow is
dominated by the µ = T = 0 fixed point, it is natural to
expand the effective potential in powers of ρ and τ ,
Uk(ρ, τ) = u0,k + u1,kρ+
u2,k
2
ρ2 + v1,kτ, (22)
with
u0,Λ = 0, u1,Λ = −µ,
u2,Λ = g2,Λ, v1,Λ =
g0,Λ − g2,Λ
6
.
(23)
The RG equations satisfied by u0,k, u1,k, u2,k and v1,k
are given in Appendix A. All dimensionless coupling con-
stants u˜i,k = 2Mk
3i−5ui,k and v˜i,k = 2Mk6i−5vi,k even-
tually flow to zero except u˜0,k and u˜1,k [40].
Figure 1 shows the flow of some coupling constants
with initial conditions corresponding to 7Li. We see that
g2,k = u2,k and g0,k = 6v1,k + u2,k, after a transient
regime, become very close to their k = 0 vacuum values
4pia2/M and 4pia0/M , respectively. When k reaches λ
−1
dB
thermal effects become noticeable, and g2,k = u2,k and
g0,k start deviating from their vacuum limit.
By solving the RG equations to determine the pre-
cise value of the coupling constants at scale ΛT (rather
than merely approximating gF,ΛT = 4piaF /M), we al-
most completely eliminate the dependence of the final
results on the precise value of ΛT (see Sec. III B). We
have verified that including higher-order terms in (22)
leads to negligible changes in the final results discussed
in Sec. III B.
53. Classical fluctuations: O(3)×O(2) model
The RG flow for k ≤ ΛT is dominated by thermal fluc-
tuations, i.e., fluctuations with vanishing Matsubara fre-
quencies. To obtain the effective action Γk=0 from ΓΛT ,
we therefore make a classical approximation where only
fluctuations with ωn = 0 are included. We have verified
that the contribution to the flow of the first nonzero Mat-
subara frequency ωn=1 = 2piT is negligible (of the order
of 0.02%) compared to the contribution of ωn=0. The
NPRG approach simplifies in the classical O(3)×O(2)
model (no Matsubara sums have to be performed) and
allows us to make a detailed study of the effective action,
which is necessary to correctly describe the first order
transition. As discussed in Sec. II the (classical) Hamil-
tonian of the bosons is then given by the O(3)×O(2)
model [Eqs. (6,8)].
To solve the RG equation (18) for k ≤ ΛT we use
the so-called LPA′, an improvement of the LPA which
includes a field renormalization factor Zk [29, 30]. In the
language of Hamiltonian (8) we thus consider the effective
action
Γk[φ] =
ˆ
d3r
{
1
2
Zk[(∇φ1)2 + (∇φ2)2] + Uk(ρ, τ)
}
,
(24)
where φi = 〈ϕi〉 and ρ and τ are defined in (9) (with
ϕ replaced by φ). All the necessary information about
the thermodynamics of the transition is included in the
effective potential Uk(ρ, τ). For k = ΛT , the latter is
defined by
UΛT (ρ, τ) = βu0,ΛT + rρ+
λ1
2
ρ2 +
λ2
2
τ, (25)
where r = 2Mu1,ΛT , λ1 = (4M
2/β)u2,ΛT and λ2 =
(8M2/β)v1,ΛT . Without further integrating out fluctu-
ations, the transition is predicted to be second order.
Since τ vanishes in both the normal and superfluid
phases, we perform a field semi-expansion of the effective
potential,
Uk(ρ, τ) = U
(0)
k (ρ) + τU
(1)
k (ρ) +
τ2
2
U
(2)
k (ρ), (26)
identical to that used in [16] and which improves on the
work reported in [13–15]. A similar expansion has been
used for a model with U(N)×U(N) symmetry [41–43].
Note that we make no expansion with respect to ρ. This
allows the description of a first-order transition where a
second local minimum may coexist with the minimum
at ρ = 0. Equation (18) then yields four coupled equa-
tions for the three functions U
(i)
k (ρ) (i = 0, 1, 2) and the
field renormalization factor Zk. The flow equations are
discussed in more detail in Appendix B.
B. Numerical results
For the numerical solution of the RG equations, we use
the known values of a0 and a2 for the Bose gas of inter-
est (87Rb, 41K or 7Li) and choose a typical experimental
value for the density n [44]. We set the temperature equal
to the BEC temperature T 0c = (2pi/M)(n/3ζ(3/2))
2/3 of
the noninteracting gas, and choose ΛT = λ
−1
dB (we shall
see that the precise value of ΛT does not significantly af-
fect the final results). To locate the transition, we vary
the chemical potential µ and look for the absolute mini-
mum of the effective potential U
(0)
k (ρ) in the limit k → 0.
The superfluid (ferromagnetic) phase corresponds to a
nonzero value of the position ρ0 of the absolute minimum
of the effective potential [45].
1. 87Rb and 41K
Let us first discuss the case of a 87Rb atom gas. Fig-
ure 2 shows the k-dependence of the effective potential
U
(0)
k (ρ) at the transition (µ = µc). Initially, for k = ΛT ,
the system is ordered and U
(0)
ΛT
(ρ) = rρ+ (λ1/2)ρ
2 shows
a minimum at a nonzero value ρ0,ΛT = −r/λ1. The ef-
fect of fluctuations is twofold. Long-range order is sup-
pressed as k decreases (i.e., ρ0,k decreases) and for suf-
ficiently small k a second minimum appears at ρ = 0.
Both minima become degenerate when k → 0. For
µ < µc, the minimum at ρ = 0 is the absolute mini-
mum (normal phase), whereas the nontrivial minimum is
the absolute one when µ > µc (superfluid phase). As a
consequence the order parameter makes a discontinuous
jump at the phase transition (implying a discontinuous
jump ∆n0 of the condensate density), which is therefore
(fluctuation-induced) first order. The potentials U
(1)
k (ρ)
and U
(2)
k (ρ) are shown in Fig. 3 (with initial conditions
U
(1)
ΛT
(ρ) = λ2/2 and U
(2)
ΛT
(ρ) = 0). The first-order phase
transition in spin-one Bose gases has also been inferred
from a two-loop RG approach to the classical Hamilto-
nian (4) in d = 4−  dimensions [46, 47].
The RG equation ∂kUk is unstable for small k so that
it is not possible to determine the effective potential for
arbitrary small values of k. This instability is due to
a pole appearing in the propagator at a finite value kc
of the RG momentum scale k, which prevents continu-
ing the flow for k < kc [48]. Similar instabilities have
been encountered in previous studies of first-order tran-
sitions [41, 49]. Nevertheless, we find that all physical
quantities of interest (e.g. the location of the minima of
U
(0)
k (ρ) or the correlation length) have nearly converged
before the instability occurs [50].
The correlation length is defined by
ξ ≡ lim
k→0
ξk = lim
k→0
(
Zk
U
(0)
k
′(0)
)1/2
(27)
(see Appendix B). At the transition (or at temperatures
infinitesimally above Tc), where U
(0)
k=0(0) = U
(0)
k=0(ρ0),
convexity of the effective potential implies that U
(0)
k=0(ρ)
must be constant for 0 ≤ ρ ≤ ρ0. Here ρ0 = limk→0 ρ0,k
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FIG. 2. Effective potential U
(0)
k (ρ) vs ρ for various values of
k and µ = µc with initial conditions at k = ΛT corresponding
to 87Rb. The potential exhibits a single minimum at the
beginning of the RG flow (see inset) whereas 2 minima coexist
for sufficiently small k.
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FIG. 3. Effective potentials U
(1)
k (ρ) and U
(2)
k (ρ) vs ρ for var-
ious values of k and µ = µc (
87Rb).
denotes the position of the nontrivial minimum in the
limit k → 0. To reconcile this observation with a finite
value of the correlation length, one must assume that for
any nonzero k there is a region around ρ = 0, whose
size vanishes when k → 0, where the effective potential
shows a nonzero derivative, i.e., U
(0)
k
′(0) > 0. This is not
in contradiction with convexity requirement since the ef-
fective potential needs to be convex only when k = 0 [51].
This scenario seems to agree with our numerical results.
Although the flow cannot be continued down to k = 0
due to the numerical instabilities mentioned above, we
ξkΛT
ln ΛT/k
2.5× 109
2× 109
1.5× 109
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FIG. 4. k-dependent correlation length ξk [Eq. (27)] vs
ln(ΛT /k) for initial conditions corresponding to
87Rb.
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FIG. 5. Left panel: U˜
(0)
k
′(0) vs k for µ ' µc (87Rb). For
5 . k . 12, one observes a quasi-plateau due to the proximity
of the RG trajectory to the O(6) Wilson-Fisher fixed point.
Right panel: same as left panel but for 7Li.
0.0 0.5 1.0 1.5 2.0 2.5
0
1
2
3
λ˜1
λ˜2
87Rb
41K
7Li
FIG. 6. Critical RG flow diagram in the plane (λ˜1, λ˜2). The
symbols correspond to equal steps in ln(ΛT /k) (solid ones
show the initial conditions of the trajectories). The black dot
shows the Wilson-Fisher fixed point of the three-dimensional
O(6) model.
find that ξk converges towards a nonzero value which we
identify with the correlation length (27) (Fig. 4).
At the transition the correlation length of 87Rb is sev-
eral orders of magnitude larger than λdB, i.e., much larger
than the size L ∼ 40λdB of the system in a typical ex-
periment: the transition is weakly first order. This im-
plies that neither the finiteness of ξ(µc) nor the jump
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FIG. 7. Correlation length ξ at the transition as a function
of λ2 for various values of λ1. The dotted lines correspond to
ξ ∼ λ−1/y2 with y ' 0.367.
∆n0 ∼ nλdB/ξ [Eq. (A6)] of the condensate density can
be observed experimentally (for a summary of results for
87Rb, 41K and 7Li see Table I and Fig. 3 in Ref. [2]).
The extremely large correlation length in 87Rb can
be understood by considering the flow of the dimen-
sionless effective potential U˜
(0)
k (ρ˜) = k
−3U (0)k (ρ) where
ρ˜ = Zkk
−1ρ. If the transition were second-order, U˜ (0)k (ρ˜)
would reach a (k-independent) fixed-point value U˜ (0)∗(ρ˜)
at the critical point. Figure 5 shows U˜
(0)
k
′(0) vs k for
µ ' µc. After a transient regime, U˜ (0)k ′(0) reaches a
quasi-plateau where it is nearly k-independent, before
the flow eventually runs away. The origin of this behavior
appears clearly if one considers the RG trajectory pro-
jected onto the plane (λ˜1,k,λ˜2,k) where the dimensionless
coupling constant λ˜i,k = λi,k/Z
2
kk is defined by
λ1,k = U
(0)
k
′′(0), λ2,k = 2U
(1)
k (0) (28)
(see Eq. (25)). For initial conditions corresponding to
87Rb, the RG trajectory is strongly drawn to the vicinity
of the O(6) Wilson-Fisher fixed point, where the flow is
very slow and all (properly defined) dimensionless quan-
tities remain nearly constant as k varies (Fig. 6). The
long “time” spent in the vicinity of the O(6) Wilson-
Fisher fixed point explains the very large value of the
correlation length at the transition.
41K does not differ noticeably from 87Rb, the scat-
tering lengths a0 and a2 having similar values for both
types of atoms. Thus we find that the RG trajectories
for initial conditions corresponding to 41K and 87Rb are
similar. In both cases, the flow is strongly influenced by
the O(6) Wilson-Fisher fixed point (Fig. 6) and the cor-
relation length ξ(µc) at the transition is extremely large
(Table I). The flow eventually runs away, as expected for
a first-order phase transition.
Whenever λ2 is small (as in the case of
87Rb or 41K),
the RG trajectories spend a long RG time in the vicin-
ity of the Wilson-Fisher O(6) fixed point before eventu-
ally running away. As a result, the correlation length
ξ ∼ λ−1/y2 is determined by the inverse of the eigenvalue
TABLE I. Correlation length ξ(µc), condensate-density jump
∆n0 and pseudocritical exponent ν. The values of a0 and a2
are taken from Ref. [21]. aB denotes the Bohr radius and λdB
the thermal de Broglie wavelength.
87Rb 41K 7Li
a0/aB 101.8± 0.2 68.5± 0.7 23.9
a2/aB 100.4± 0.1 63.5± 0.6 6.8
ξ(µc)/λdB 2.4× 109 3.6× 107 8.7× 103
∆n0λ
3
dB 2.1× 10−9 1.6× 10−7 1.0× 10−3
ν 0.78 0.77 0.60
y ' 0.367 of the linearized flow equations correspond-
ing to the unstable direction of the O(6) fixed point
(the other positive eigenvalue gives the inverse of the
correlation-length exponent νO(6)) (Fig. 7). Deviations
from the behavior ξ ∼ λ−1/y2 become significant when λ2
is at least of the order of λ1. Similar results have been
obtained in a U(N)×U(N) model [41].
2. 7Li
The case of 7Li is significantly different. The quasi-
plateau observed in the flow of U˜
(0)
k
′(0) for 87Rb has es-
sentially disappeared (Fig. 5, right panel) and the RG
trajectory is clearly not significantly influenced by the
O(6) Wilson-Fisher fixed point (Fig. 6). As a conse-
quence, the correlation length ξ(µc) at the transition is
much shorter although still much larger than the size of
the gas in a typical experiment (Table I).
C. Pseudoscaling
As first pointed out in the context of the magnetic
transition in STHAs [17], the strong increase of the cor-
relation length as the transition is approached allows one
to define a (nonuniversal) pseudocritical exponent ν by
ξ ∼ (µc−µ)−ν : ln ξ depends quasi-linearly on ln(µc−µ)
on several decades with a slope which varies typically by
a few percents: 5% for 87Rb and 2% for 7Li. We define
the exponent ν by the value of the slope when ξ is of the
order of the size L ∼ 40λdB of the system. Note that the
same exponent ν characterizes the increase of the corre-
lation length, i.e., ξ ∼ (T − Tc)−ν , when the transition
is approached at fixed chemical potential by varying the
temperature. The value of ν for 87Rb, 41K and 7Li is
reported in Table I.
The exponent ν varies by less than 0.02% if we include
only U
(0)
k (ρ) and U
(1)
k (ρ) in (26), which shows that the
field semi-expansion has nearly converged. Furthermore,
higher-order derivative terms not included in the LPA′
are expected to be essentially irrelevant for the compu-
tation of ν when, as is the case here, the running anoma-
lous dimension ηk = −k∂k lnZk . 0.08 is small. We
8have also studied the dependence of ν on the choice of
the infrared regulator. With the exponential regulator
Rk(p) = αp
2/(ep
2/k2 − 1) and choosing α following the
principle of minimum sensitivity [52], we find ν ' 0.59
for 7Li, in good agreement with the results obtained with
the theta regulator (17). We have also verified that our
results are independent of the choice of the momentum
cutoff ΛT . Varying ΛT between 0.25λ
−1
dB and 4λ
−1
dB, we
find that ξ/λdB and ∆n0λ
3
dB change by 0.5% and ν by
0.3%.
Finally, we have verified that the pseudocritical expo-
nent ν is essentially independent of the transition tem-
perature, i.e., the density (or, equivalently, the chemical
potential). For 7Li, ν is equal to 0.61 and 0.59 if we mul-
tiply the density by 5 and 0.2, respectively [53]. So far we
have loosely related the density to the transition temper-
ature using the expression T 0c = (2pi/M)(n/3ζ(3/2))
2/3
of the BEC temperature of the noninteracting spin-one
Bose gas. A more precise relation can be obtained using
n = ∂P (µ, T )/∂µ where P (µ, T ) = −Uk=0(ρ0,k=0, τ = 0)
is the pressure. The density is discontinuous at the tran-
sition as expected for a first-order transition. For in-
stance, in the case of 7Li, ∆n/n ∼ 5 × 10−3 and is of
the same order as the jump of the condensate density
∆n0/n ∼ ∆n0λ3dB ∼ 10−3 (Table I). The critical density
(µ → µ±c or T → T∓c ) differs by less than 10% from the
noninteracting result n0c = 3ζ(3/2)(MT/2pi)
3/2. Simi-
larly we find that the critical value µc of the chemical
potential differs by typically 5% from the Hartree-Fock
result
µHFc =
8piζ(3/2)(a0 + 5a2)
3M
(
MT
2pi
)3/2
. (29)
We find that the regime where pseudoscaling holds
is reached as soon as ξ becomes larger than the ther-
mal de Broglie wavelength λdB, which suggests that the
Ginzburg length ξG is of the order of λdB. The Ginzburg
criterion predicts
ξG
λdB
=
α√
Ma2T
(30)
for a spin-zero boson gas, with α a constant. Using the
results of Ref. [54], one finds α ∼ 10−2. Although the
Ginzburg criterion is too crude to give a reliable value
of α, the small value found here suggests that the ratio
ξG/λdB can be close to one even for small values ofMa
2T .
Our numerical results correspond to Ma20T ∼ Ma22T ∼
10−4 for 87Rb, Ma20T ∼ 10−5 and Ma22T ∼ 10−6 for 7Li,
and are compatible with ξG ∼ λdB.
The value of ν in 87Rb and 41K atom gases, which is
close to the value νO(6) ' 0.83, is largely a consequence
of a crossover phenomenon due to the proximity of the
O(6) Wilson-Fisher fixed point, and is independent of
the ultimate first-order character of the transition. By
contrast, the value ν ' 0.60 in 7Li is not related in any
way to the existence of a nearby critical fixed point: this
value is nonuniversal and depends solely on the scattering
lengths a0 and a2. In Sec. IV, we show that pseudoscaling
in 7Li is actually linked the (true) scaling behavior in the
O(N)×O(2) model when N > Nc ' 5.3.
D. Ferromagnetic transition without superfluidity
In Ref. [55] it has been predicted that the (assumed
second-order) superfluid transition to the ferromagnetic
phase becomes a ferromagnetic transition without BEC
when a0/a2 > 5/2, this latter condition being verified
in the 7Li atom gas. This result has been obtained by
comparing the BEC temperature T 0c of the noninteract-
ing spin-one Bose gas with the transition temperature
Tf of the ferromagnetic transition (without BEC) ob-
tained in the random-phase approximation. Momentar-
ily discarding the first-order character of the superfluid
transition, we note that the condition a0/a2 > 5/2 is
likely to be highly sensitive to fluctuations since the dif-
ference between T 0c and Tf is of order n
1/3aF . For in-
stance, fluctuations are known to increase the BEC tem-
perature in a spin-zero Bose gas by a quantity of or-
der n1/3a: ∆Tc/T
0
c ' 1.32n1/3a [56]. Assuming that
the increase of T 0c in a spin-one Bose gas is given by
∆Tc/T
0
c ' 1.32[(a0 + 5a2)/3](n/3)1/3 [57] and using the
results of [55] for Tf , we find that Tf > Tc if
α
(
1
3
+
a2 − a0
a0 + 2a2
)
(a0 +2a2)+
β
34/3
(a0 +5a2) < 0, (31)
where α ' 1.61 and β ' 1.32 (see Appendix C). 7Li does
not satisfy condition (31) so that Tc > Tf : the normal
phase is unstable against a superfluid (ferromagnetic)
transition. On the other hand fluctuations are expected
to decrease Tf and therefore suppress the ferromagnetic
transition even further.
Since the superfluid transition is likely to first order, as
shown in this paper, the possible existence of a ferromag-
netic transition without BEC remains an open question.
IV. SCALING AND PSEUDOSCALING IN THE
O(N)×O(2) MODEL
Figure 8 shows the schematic flow diagram of the three-
dimensional O(N)×O(2) model according to perturba-
tive RG near four dimensions [7–12] and NPRG [13–16].
Above a critical value Nc, the transition is second order
and governed by a (stable) “chiral” fixed point (denoted
by C+ in Fig. 8) which coexists with three unstable fixed
points: the “antichiral”, Gaussian and O(2N) Wilson-
Fisher fixed points. The chiral and antichiral fixed points
merge when N = Nc, and for N < Nc there is no stable
fixed point so that the transition is first order. There
is however a remnant of the fixed points C+ and C−,
namely two unphysical fixed points with complex co-
ordinates [15, 17]. The NPRG approach in the LPA′,
with the field semi-expansion discussed in Sec. III A, gives
9GG
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λ˜1λ˜1
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VV
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FIG. 8. Schematic flow diagram of the three-dimensional
O(N)×O(2) model according to perturbative RG near four
dimensions and NPRG. C+ and C− denote the chiral and an-
tichiral fixed points, respectively, V the O(2N) Wilson-Fisher
fixed points and G the Gaussian fixed point. The chiral and
antichiral fixed points merge when N = Nc and no stable
fixed points are present when N < Nc.
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FIG. 9. Left panel: critical flow diagram of the O(6)×O(2)
model in the plane (λ˜1, λ˜2) as obtained from the NPRG.
For each trajectory the symbols correspond to equal steps in
t = ln(k/ΛT ) (initial conditions are shown by a solid symbol).
All trajectories are drawn to the chiral fixed point (+ sym-
bol). Trajectories shown by red (♦), green (4) and blue (O)
symbols correspond to 87Rb, 41K and 7Li, respectively. The
black dot shows the O(12) Wilson-Fisher fixed point. Right
panel: same as left panel but for the O(5)×O(2) model. The
+ symbol shows the projection onto the plane (λ˜1, λ˜2) of the
two unphysical fixed points with complex coordinates. The
black dot shows the O(10) Wilson-Fisher fixed point.
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FIG. 10. Same as Fig. 9 but for the O(4)×O(2) (left) and
O(3)×O(2) (right) models.
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FIG. 11. Correlation length of the O(3)×O(2) model at the
transition as a function of the scattering lengths a0 and a2
(: 87Rb, N: 41K, H: 7Li).
Nc ' 5.3 whereas perturbative RG near four dimensions
predicts Nc ' 6.2 in three dimensions.
Figure 9 shows the flow diagram of the O(6)×O(2)
model in the plane (λ˜1, λ˜2), obtained from the numerical
solution of the NPRG equations. Several critical trajec-
tories (µ = µc) with various initial solutions, including
those corresponding to the coupling constants λ1 and λ2
of 87Rb, 41K and 7Li, are shown. All critical trajectories
are drawn to the chiral fixed point C+ which therefore
controls the second-order phase transition.
In the O(5)×O(2) model there is no stable fixed point
but some trajectories, including those corresponding to
87Rb, 41K and 7Li, are nevertheless drawn to a small re-
gion of parameter space where the flow is very slow, be-
fore eventually running away as expected for a first-order
transition (Fig. 9, right panel). The region where the flow
is very slow is located around the projection of the two
unphysical fixed points (with complex coordinates) onto
the plane (λ˜1, λ˜2).
In the O(4)×O(2) and O(3)×O(2) models (Fig. 10),
there is no slowdown of the flow stricto sensu. However,
for trajectories passing by the projection of the unphys-
ical fixed points, the flow remains slow and yields large
correlation lengths and pseudoscaling. Not all trajecto-
ries pass near the unphysical fixed points and for some
trajectories the flow is fast. Furthermore we note that
the correlation length at the transition is highly sensitive
to the initial conditions as shown in Fig. 11.
V. O(2)×O(2) MODEL ON A LATTICE
Most of the recent numerical studies of STHAs and
O(N)×O(2) models agree on the first-order character of
the phase transition. The only exception seems to be the
Monte Carlo simulations of the O(2)×O(2) lattice model
reported in Ref. [6] where the transition was argued to be
first order in some parameter range. In this section, we
study this model and show that our results are compat-
ible with those of [6] even though we find the transition
to be first order.
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The lattice model studied in Ref. [6] is defined by the
Hamiltonian
H =− β
∑
r,µ
(ϕr ·ϕr+µ +ψr ·ψr+µ) +
∑
r
{ϕ2r +ψ2r
+A4[(ϕ
2
r − 1)2 + (ψ2r − 1)2] + 2A22ϕ2rψ2r}, (32)
where ϕ and ψ are two-component real fields, {r} de-
notes the L3 sites of a cubic lattice, and µ = xˆ, yˆ, zˆ is
a unit vector. The model (32) is a lattice discretization
of the O(2)×O(2) Hamiltonian. On the basis of Monte
Carlo simulations with up to 1203 lattice sites, the au-
thors of Ref. [6] argued that the transition is first order
for A22 > A
∗
22 = 1.52(6) (with A4 = 1) but becomes sec-
ond order when A22 < A
∗
22. (Note that for A22 = A4,
the symmetry is enlarged to O(4); the transition is sec-
ond order and controlled by the O(4) Wilson-Fisher fixed
point.)
In the continuum limit, the Hamiltonian (32) is equiv-
alent to the O(N)×O(2) model (with N = 2) defined in
the previous sections if we identify [58]
r = −6 + 2− 4A4
β
,
λ1 =
8
β2
A4, λ2 =
4
β2
(A22 −A4).
(33)
To mimic the presence of the lattice we introduce an up-
per momentum cutoff qmax. Requiring the number of
degrees of freedom to be conserved would give 43piq
3
max =
(2pi)3, where (2pi)3 is the volume of the first Brillouin
zone of the cubic lattice (setting the lattice spacing to
unity). In practice, we fix the value of qmax by re-
quiring the critical value of β at the transition to be
the same in the Monte Carlo simulations of the lattice
model and the NPRG analysis of the O(2)×O(2) model
in the continuum limit. In the following, we restrict our-
selves to the case A4 = 1 and A22 = 7/5 < A
∗
22, for
which the transition was argued to be second order [6].
Choosing qmax ' 1.23(6pi2)1/3 we reproduce the value
βc ' 0.76615 obtained in [6]. In the NPRG analysis, we
take a large initial momentum cutoff ΛT = 100  qmax
in order to ensure that mean-field theory is nearly exact
for k = ΛT [59, 60].
Figure 12 shows the correlation length ξ of the
O(2)×O(2) lattice model (32) obtained from the NPRG
analysis. ξ is large at the transition but finite: the tran-
sition is weakly first order. The pseudocritical exponent,
defined for a system of size L = 120 [6], takes the value
ν ' 0.64. The value of the pseudocritical exponent η
(anomalous dimension) is more difficult to estimate since
the running anomalous dimension ηk = −k∂k lnZk does
not reach a quasi-plateau in the flow. If we simply es-
timate η from ηk=1/L with L = 120, we find η ' 0.065.
Thus our results are in reasonable agreement with those
deduced from Monte Carlo simulations, i.e., ν = 0.63(7)
and η = 0.045(10) [6]. The value of ν is significantly
different from the known result ν ' 0.77 of the O(4) uni-
versality class, in agreement with the fact that the RG
10-6 10-4 10-2
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103
(βc − β)/βc
ξ
FIG. 12. Correlation length ξ (in unit of the lattice spacing)
obtained from the NPRG analysis of the O(2)×O(2) lattice
model (32) when A4 = 1 and A22 = 7/5. The (red) dashed
line corresponds to the fit ξ ∝ (βc− β)−ν with ν = 0.64. The
horizontal dotted line corresponds to a length L = 120.
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FIG. 13. Critical RG flow diagram in the plane (λ˜1, λ˜2) of
the O(2)×O(2) lattice model. The solid symbol shows the
initial conditions of the trajectory defined by A4 = 1 and
A22 = 7/5. The black dot shows the Wilson-Fisher fixed
point of the three-dimensional O(4) model.
trajectory does not pass in the immediate vicinity of the
O(4) Wilson-Fisher fixed point (Fig. 13).
We conclude that there is no disagreement between the
Monte Carlo simulations and the NPRG analysis of the
O(2)×O(2) lattice model (for A4 = 1 and A22 = 7/5)
as far as the value of the (pseudo)critical exponents is
concerned. However, in our opinion, the second-order
nature of the transition deduced from Monte Carlo sim-
ulations is questionable: the weakly first-order nature
of the transition, characterized by a large value of the
correlation length ξ ' 3 × 103, cannot be inferred from
numerical simulations of systems with size L  ξ and
it is not a surprise that the transition may appear to be
second order.
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VI. EXPERIMENTAL DISCUSSION AND
CONCLUSION
We have shown that phase transitions in spin-one Bose
gases and STHAs are described by the same Landau-
Ginzburg-Wilson Hamiltonian with O(3)×O(2) symme-
try. Spin-one Bose gases, where the low-energy Hamil-
tonian is fully determined by the boson mass and the
scattering lengths a0 and a2, provide us with a test-bed
system enabling to test the NPRG predictions regard-
ing the first-order character of the transition as well as
pseudoscaling without universality. This opens up the
possibility to simulate STHAs with spinor Bose gases
and solve the long-standing controversy about the na-
ture (second or weakly first order) of phase transitions in
these frustrated magnets [2].
The value of the pseudocritical exponent ν in 87Rb and
41K atom gases, which is close to νO(6), is largely a conse-
quence of a crossover phenomenon due to the proximity
of the O(6) Wilson-Fisher fixed point, and is independent
of the ultimate first-order character of the transition. By
contrast, the value ν ' 0.60 in 7Li is not related in any
way to the existence of a nearby critical fixed point but
is due to two unphysical fixed points (with complex coor-
dinates) which are a remnant of the chiral and antichiral
fixed points in the O(N)×O(2) model when N > Nc
(Nc ' 5.3).
We have also considered a O(2)×O(2) lattice model,
mimicking the lattice by introducing in our continuum
model an upper momentum cutoff of the order of the in-
verse lattice spacing. We find a weakly first-order tran-
sition with values of (pseudo)critical exponents in agree-
ment with lattice Monte Carlo simulations [6], although
the transition was (wrongly, in our opinion) argued to
be second order in this latter study. Our results high-
light the difficulty to predict the order of a weakly first-
order transition from numerical simulations of systems
with size much smaller than the correlation length at the
transition.
Our predictions for spin-one Bose gases can be tested
by determining experimentally the correlation length ξ
and the pseudocritical exponent ν using matter-wave in-
terferometry [61, 62]. Recent experiments, where the
atoms were trapped in a quasi-uniform potential, offer
interesting prospects for the measurement of critical ex-
ponents in cold atomic gases [63]. One could also con-
sider varying the scattering lengths a0 and a2 by means of
a Feshbach resonance. But the external magnetic field,
which in general is used to tune the resonance, would
unfortunately suppress the O(3) spin-rotation symmetry.
A way out of this difficulty could come from microwave-
induced Feshbach resonances as proposed in Ref. [64].
Modifying the scattering lengths in 7Li would allow a
direct confirmation of pseudoscaling, i.e., that the value
of ν changes with a0 and a2. This would also enable
us to distinguish our results from the predictions of per-
turbative RG in fixed dimension d = 3 [3–6] and con-
formal bootstrap program [65], namely a second-order
phase transition with a critical exponent ν ' 0.63 which
turns out to be very close to the value of the pseudocrit-
ical exponent ν in 7Li as predicted by NPRG. Note that
increasing a0 by a factor of 4 (with a2 fixed) would be suf-
ficient to make ξ(µc) smaller than the size of the system
and thus make the first-order character of the transition
observable.
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Appendix A: Flow equations in the quantum limit
In the quantum limit k ≥ ΛT , the RG equations of the
coupling constants defined in (22) are given by
∂tu0,k =
12vd
d
k2+d
2M
coth
( k
2T
)
,
∂tu1,k = − 8vd
d
k2+d
2M
u2,k + v1,k
T
csch2
( k
2T
)
,
∂tu2,k =
2vd
d
k2+d
2M
csch2
( k
2T
)
×
{
2
T 2
(
3u22,k + 4u2,kv1,k + 8v
2
1,k
)
coth
( k
2T
)
+
u22,k
Tk
[
1 +
T
k
sinh
(k
T
)]}
,
∂tv1,k =
4vd
d
k2+d
2M
v1,k
T
csch2
( k
2T
){2u2,k
T
coth
( k
2T
)
+
u2,k + 3v1,k
k
[
1 +
T
k
sinh
(k
T
)]}
.
(A1)
where k = k
2/2M + u1,k and t = ln(k/Λ). For T = 0,
this yields
∂tu0,k =
12vd
d
k2+d
2M
,
∂tu1,k = 0,
∂tu2,k =
4vd
d
k2+d
2M
u22,k
2k
,
∂tv1,k =
8vd
d
k2+d
2M
v1,k(u2,k + 3v1,k)
2k
.
(A2)
and we recover, when u1,k = 0, the expressions of g2,k =
u2,k and g0,k = 6v1,k − u2,k given in (19).
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Initial conditions in the O(3)×O(2) model
The solution of RG equations (A1) at scale k = ΛT
yields the initial conditions of the classical spin-one-
boson Hamiltonian (6) or, equivalently, the O(3)×O(2)
model Hamiltonian (8). In practice, it is convenient to
express all lengths in unit of the momentum cutoff ΛT .
One then obtains Hamiltonian (8) with
r =
2M
Λ2T
u1,ΛT ,
λ1 =
4M2
βΛT
g2,ΛT ,
λ2 =
4M2
3βΛT
(g0,ΛT − g2,ΛT ),
(A3)
and a unit cutoff.
Condensate-density jump
At the transition the jump ∆n0 of the condensate den-
sity is then related to the jump ∆ρ0 of the order param-
eter of the O(3)×O(2) model (8) by
∆n0 =
4piΛT
λ2dB
∆ρ0. (A4)
Numerically, one finds that ξ∆ρ0 is a number of order
unity, with a universal limit (' 0.4) when λ2/λ1 → 0.
Here ξ denotes the correlation length in the model (8)
with all lengths measured in units of Λ−1T . A similar
result was obtained in the U(N)×U(N) model [41]. We
deduce
λ3dB∆n0 ∼
λdB
ξ
, (A5)
where ξ is now the dimensionful correlation length of the
bosonic model (6). Since nλ3dB ∼ 1 at the transition, one
finally obtains
∆n0
n
∼ λdB
ξ
. (A6)
The proportionality coefficient in (A6) becomes universal
(' 0.6) when λ2/λ1 → 0.
Appendix B: Flow equations in the O(N)×O(2)
model
To derive the flow equations of the classical
O(N)×O(2) model, we consider the following uniform
field configuration,
φ1 =

φα
0
0
...
 and φ2 =

0
φβ
0
...
 , (B1)
where the 2-point vertex takes the form
Γ
(2)
a1,i1;a2,i2
(p,−p) =

A 0 0 C
0 E D 0
0 D F 0 0
C 0 0 B
G
H
0 G
H
. . .

,
(B2)
with aj = 1 · · ·N and ij = 1, 2. The
first line in (B2) corresponds to the
(1, 1; 1, 1), (1, 1; 1, 2), (1, 1; 2, 1) · · · (1, 1;N, 2) matrix
elements and we have defined
A = Zp2 + U (0)′ + 2
√
τU (1)
+ φ2α
(
U (0)′′ + 4
√
τU (1)′ + 4τU (2) + 2U (1)
)
,
B = Zp2 + U (0)′ − 2√τU (1)
+ φ2β
(
U (0)′′ − 4√τU (1)′ + 4τU (2) + 2U (1)),
C = φαφβ
(
U (0)′′ − 4τU (2) − 2U (1)),
D = 2φαφβU
(1), (B3)
E = Zp2 + U (0)′ − 2√τU (1) + 2φ2αU (1),
F = Zp2 + U (0)′ + 2
√
τU (1) + 2φ2βU
(1),
G = Zp2 + U (0)′ + 2
√
τU (1),
H = Zp2 + U (0)′ − 2√τU (1),
where ρ = 12 (φ
2
α+φ
2
β) and τ =
1
4 (φ
2
α−φ2β)2. To alleviate
the notations, we do not write the dependence on k.
The propagator is diagonal for φα = φβ = 0 with
all diagonal elements equal to Zp2 + U (0)′, which shows
that the correlation length in the normal phase is given
by (27).
The flow equations of the effective potential and the
field renormalization factor are then obtained from
∂tU(ρ, τ) =
1
V
∂tΓ[φ]
∣∣∣
φ unif.
,
∂tZ = lim
p→0
∂
∂p2
Γ
(2)
3,1;3,1[p,−p;φ]
∣∣∣
φ unif.
,
(B4)
where the uniform field configuration is defined by (B1),
and ∂tZ should be evaluated at the minimum of the ef-
fective potential, i.e., for ρ = ρ0 and τ = 0. This leads
to
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∂tU =
4vd
d(2 + d)
Zk2+d(2 + d− η)
{
(N − 2) 2
D1
(
Zk2 + U (0)′
)
+
2
D2
(
Zk2 + U (0)′ + 2ρU (1)
)
+
2
D3
[
Zk2 + U (0)′ + 2ρU (1) + ρU (0)′′ + 4τ
(
U (1)′ + ρU (2)
)]}
,
(B5)
and
∂tZ = − 16vd
d
Z2k2+dρ
1
D4
[
U (0)′′
2
(
Zk2 + U (0)′
)(
Zk2 + U (0)′ + 8ρU (1)
)
+ 8U (1)
2
(
Zk2 + U (0)′ + 2ρU (0)′′
)2
+ 16ρ2U (0)′′
2
U (1)
2
]∣∣∣
ρ=ρ0,τ=0
(B6)
where v−1d = 2
d+1pid/2Γ(d/2), d = 3 is the space dimension, and
D1 =
(
Zk2 + U (0)′
)2
− 4τU (1)2
D2 =
(
Zk2 + U (0)′
)(
Zk2 + U (0)′ + 4ρU (1)
)
+ 4τU (1)
2
D3 =
(
Zk2 + U (0)′ + 4ρU (1)
)(
Zk2 + U (0)′ + 2ρU (0)′′
)
+ 4τ
[
2Zk2
(
U (1)′ + ρU (2)
)
+ 2U (0)′
(
U (1)′ + ρU (2)
)
−3U (1)
(
U (0)′′ + U (1)
)
− 4ρU (1)′
(
U (1) + ρU (1)′
)
+ 4ρ2U (0)′′U (2)
]
− 16τ2
[
U (2)
(
U (1) + U (0)′′
)
− U (1)′2
]
D4 = D1D
2
3.
(B7)
Flow equations for U (0), U (1) and U (2) can be deduced
from (B5) using (26).
For the numerical solution of the flow equations, it is
convenient to introduce a dimensionless effective poten-
tial defined by U˜(ρ˜, τ˜) = k−3U(ρ, τ), ρ˜ = Zk2−dρ and
τ˜ = Z2k4−2dτ .
Appendix C: Ferromagnetic transition without BEC
In this Appendix we show how Eq. (31) is obtained.
The BEC temperature of a noninteracting spin-one Bose
gas is given by
T 0c =
2pi
M
(
n
3ζ(3/2)
)2/3
. (C1)
The random-phase approximation of Ref. [55] predicts a
ferromagnetic transition (without BEC) at a temperature
Tf defined by
Tf − T 0c
T 0c
= −α
(
1
3
+
a2 − a0
a0 + 2a2
)
(a0 + 2a2)n
1/3 (C2)
in the dilute limit aFn
1/3  1, where
α =
8pi
[3ζ(3/2)]4/3
' 1.61. (C3)
Note that Eq. (C2) differs from the result of [55]: the co-
efficient α is smaller by a factor 1/3 and a0 +2a2 appears
instead of a0. Together with the shift ∆Tc of the BEC
transition temperature given in Sec. III D, Eq. (C2) leads
to (31).
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