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Abst rac t - -We introduce the concept of an e-properly efficient solution and establish the equiva- 
lence between e-optimality for a convex multiobjective program and e-optimality for a related para- 
metric (scalar) objective program. Using this equivalence, we establish the necessary and sufficient 
conditions for an e-properly efficient solution of a nondifferentiable multiobjective objective functions 
subject to nondifferentiable convex inequality constraints, linear equality constraints, and abstract 
constraints. © 1999 Elsevier Science Ltd. All rights reserved. 
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1. c -PROPERLY  EFF IC IENT SOLUTIONS 
In this paper, we consider the following multiobjective programming problem: 
Minimize f(x) = (fl(x), f2 (x) , . . . ,  fro(x)), 
subject o x E F, (P) 
where F is a nonempty subset of R n. Minimize means obtaining eff icient solutions in the 
following sense. A point ~ E F is said to be an eff icient solution for (P) if there is no x E F 
such that 
f~ (x) < f~ (~), 1 < i < m, 
with at least one strict inequality. 
Let e be an element of R~.  A point ~ E F is said to be an e-efficient solution for (P) if there 
is no x E F such that 
f i(x) _< fi(~) - ei, 1 < i < m, 
with at least one strict inequality. 
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In order to simplify the complication of multiobjective programming problem (P), we consider 
the following parametric (scalar) minimization program for a predetermined A • A + =_ {A E R m I 
Ai > 0, ATe = 1, e = (1 ,1 , . . . ,1 )  • Rm} : 
minimize ATf(x),  (P~) 
subject o x • F. 
Let e' > 0. A point Y • F is called an d-solution of the scalar problem (Px) if 
A-r f(~) <_ A-r f (x)  + e', for all x • F. 
We establish the following theorem. 
THEOREM 1. Let A • R m, A > 0 be fixed. If ~ is ATe-optimal for (Px), then 5 is e-efficient 
for (P). 
PROOF. Assume that 5 is not e-efficient for (P). Then there exists Xl • F such that 
A(z l )  < f~(~) - e~, 1 < i < m,  
with at least one strict inequality. 
Since A > 0, we have 
ATf(xi) < ATf(~) - ATe, 
which contradicts the ATe-optimality of • for (PA). 
REMARK 1. The converse of Theorem 1 is not true, as seen in the following example: 
minimize (fl(X), f2(x)) = (xl, x2), 
subject o hi(x) = -x l  < O. 
(P1) 
Letting el = e2 = 1, A1 = A2 = 1, • = (0, 5) • F is an e-efficient solution for (P1), but for 
2 2 A 2 x=(O,O) • F, O+5= ~=lA~f i (~)  > ~ i= l  i f i (x )+ ~i=le~ =O+O+ l + l. 
Therefore, we propose a slightly restricted efinition of e-efficiency as follows. 
DEFINITION 1. A point 5 • F is said to be an e-proper ly  eff icient solution for (P) iff 
(a) 5 is e-efficient for (P), 
(b) there exists a scalar M > 0 such that for each i, we have 
f j ( z )  - I t  (~) + ej 
< M, 
for some j such that f j(~) < f j (x)  + ej, whenever x e F and fi(~) > f~(x) + e~. 
An e-efficient point that is not e-properly efficient is said to be e- improper ly  eff icient. Thus, 
for ~ to be e-improperly efficient means that to every scalar M > O, there is a point x E F and 
an i such that fi(5) > f~(x) + ei and 
/~(~)  - f i ( z )  - ei 
/~(z) - f j (~)  + ej 
> M, 
for ~l  j such that yj(~) < yj(~) + ~.  
REMARK 2. In the above definition, if e = 0, then the c-properly efficient point reduces to the 
properly efficient point which was introduced by Geofrion [1]. 
Using Fan's system theorem [2], we obtain the equivalence between problem (P) and prob- 
lem (P~) as follows. 
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THEOREM 2. Let A E R m, A > 0 be fLwed. If5 is ATe-opt£mal for (PA), then • is e-properly 
et~cient for (P). 
PROOF. 
(a) From Theorem 1, we have 5 is e-efficient for (P). 
(b) Assume that 5 is an e-improperly efficient point for the problem (P) and choose M = 
(m - 1) max/,j{AffAi} (we may assume that m >_ 2). Then there exist i E {1,2,... ,m} 
and x e F such that fi(5) > f i (x)  + ei and 
> M, 
f# (x) - yj (5) + ej 
for all j such that fj (5) < fj (x) + ej. It follows that 
m-1  
f i (5) - f i (x)  - ei > --~i Aj[f j (x) - fj('~) q- ej], for all j ~ i. 
Multiplying the last inequality by Ai / (m - 1) and summing over j ~ i yields 
or  
AT f(5) -- ATe > ATf(x), 
which contradicts he ATe-optimality of 5 for (Px). Thus, the proof is complete. | 
THEOREM 3. Let F be a convex set, and let f~ (i = 1,2, . . . ,m) be convex functions on F.  
Then 5 is A v e-optimal [or (PA) tor some A E A + ff and only ff 5 is e-properly e/~cient for (P). 
PROOF. The proof of the "if" part of the theorem is provided by Theorem 2. If 5 is e-properly 
efficient for (P), then there exist a scalar M > 0 such that for each i E {1,2,... ,m}, the system 
y i (5 )  - > 0, 
f i (5) - f i (x)  - e, > M[ f j (x )  - f j (5)  q- ej], j ~ i, (A) 
xEF  
is inconsistent. System (A) is equivalent to the system 
f (x) - I (5) + < 0, 
M f j (x )  + f i (x)  - M f j (5)  - f i (~) + Mej  + ei < O, 
xEF .  
j# i ,  
By the convexity of fi (1 < i < m) and the theorem of Fan, Glicksburg and Hoffman [2], for the 
i th system, there exist A} > 0 (j = 1, 2,. . . ,  m) with ~n=l A} = 1 such that 
A~[fi(x) - fi(5) + e,] + )-~ A)[M f j (x )  -{- f i (x)  - M f j (5)  - f i (5) + MQ -t- e,] > O, 
or equivalently, 
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for all x • F. Summing these inequalities for i = 1, 2 , . . . ,  m, we obtain 
j=1 j=1 j=l ~#.j ] 
Rearranging the terms of the sum, we obtain 
Azf(x) > Azf( ) - Ave, 
for all x • F; that is, • is AVe-optimal for (PA) with A = (A1,A2,... ,Am) • R m where 
I+MBA  
Ai= i~  >0,  i = 1 ,2 , . . . ,m.  
This completes the proof. | 
REMARK 3. If e = 0, then Theorems 2 and 3 reduce to Theorem 2 in [1]. 
2. NECESSARY AND SUFF IC IENT CONDIT IONS 
Applying this equivalence, we establish the necessary and sufficient optimality conditions for an 
e-properly efficient point of the following nondifferentiable multiobjective programming problem: 
min imize  f(x) ---- ( f l (X ) ,  f2 (x ) , . . . ,  fro(x)), 
subject o x • F, (P2) 
where F is a nonempty subset of R n defined by 
F = {x • R n l hj(x) <_ O, fo r l< j_<p,  Ax = b, andx•Q},  
hj are convex continuous real-valued functions defined on R n for 1 < j  < p, A is an m x n matrix 
of rank m, b is an m vector, and Q is a nonempty closed convex subset of R n, and fi are convex 
continuous real-valued functions defined on R n for 1 < i < m. We need the following definitions. 
DEFINITION 2. Let h : R n ----* RU {+co} be a convex function, finite at 5. The e-subdifferential 
of h at • is the set O~h(~) defined by 
O,h(~) = {x* • R n I h(y) > h(~) - e + (x ' ,y  -5 )  for any y • Rn}. 
DEFINITION 3. Let C be a nonempty closed convex subset ofR  '~. The e-normal cone of C at 
is the set N~(C;~) defined by 
= {=* • R" I (=*,Y -5)  <_ e for any y • C}. 
THEOREM 4. NECESSARY AND SUFFICIENT CONDITIONS. Let • E F and e E R~. Suppose that 
the constrMnt qualitication o£ the S1ater-type holds [3, Theorem 2.4]. Then ~ is an e-properly 
et~cient solution for (P2) if and only if there exist scalars ~0T _> 0 for i = 1, 2 , . . . ,  m, ~ > 0 for 
j -- 1 ,2 , . . .  ,p, ~ >_ 0, A • A +, and 9-j > 0 for j  = 1,. . .  ,p and a vector # • R m such that 
m p 
0 e ~ ~0~T0~ (A~)(5)  + ~--~ 0~ff(~hj)(~) + AT# + Nw(Q;5),  
i=I j= l  
m p p 
i=I  j= l  j= l  
(:1) 
(2) 
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PROOF. Suppose that 5 is an e-properly efficient solution for (P2). Then, by Theorem 3, 5 is a 
A T e-optimal solution for (PA) for some A E A +. Thus, by [3, Theorem 2.4], there exist scalars 
e-~ > 0, ~ _> 0 for j = 1, 2 , . . .  ,p, eq _> 0, and ~ _> 0 for j = 1 , . . .  ,p, and a vector/* E R 'n, such 
that 
P 
0 e ~ (AT f) (5) + ~'~ ~0~ff(~hj)(5) + AT/* + N~(Q; 5), 
j= l  
p p 
m+ _<  ghj(5) _< O. 
j - -1  j= l  
Applying [4, Theorem 2.1], we have 
(ATS) (5) = U 
E~'=~ =~ 
o~'~> O, l<i_<m 
Thus, we have relations (1) and (2). 
Conversely, if there exist scalars V~ > 0 for i = 1, 2, . . . ,  m, ~ _ 0 for j = 1, 2,.. .  ,p, eq > 0, 
A E A +, and ~-~ > 0 for j = 1,... ,p and a vector # E R m such that (1) and (2), then from 
[4, Theorem 2.1], we have 
C 
rn p 
0 e ~--~ ,0,-~o~ (AJi(5)) + E ~0~i7~ (~hi)(5) + AT/, + N~(Q; 5) 
i=1  1=1 
E,O-~o~(A,fi)(5) + ~-~' ~0~iff(~-~hj)(5) + AT/* + N~(Q;5) 
i=1  j----1 
U E:"=I ~-'=-- ~Os (~0 
~_>o, l_<~<m 
p 
= 0wo (AT f) (5) + ~ Oz~-~(~hj)(5) + AT~* + N~(Q; 5). 
j=l 
It follows from [3, Theorem 2.4], 5 is a ATe-optimal solution for (P~). Therefore, by Theorem 3, 
5 is an e-properly efficient solution for (P2). Thus, the proof is complete. | 
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