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Useful probabilistic climate forecasts on decadal timescales should be re-
liable (i.e. forecast probabilities match the observed relative frequencies) but
this is seldom examined. This paper assesses a necessary condition for re-
liability, that the ratio of ensemble spread to forecast error being close to one,
for seasonal to decadal sea surface temperature retrospective forecasts from
the Met Oce Decadal Prediction System (DePreSys). Factors which may
aect reliability are diagnosed by comparing this spread-error ratio for an
initial condition ensemble and two perturbed physics ensembles for initial-
ized and uninitialized predictions. At lead times less than 2 years, the ini-
tialized ensembles tend to be under-dispersed, and hence produce overcon-
dent and hence unreliable forecasts. For longer lead times, all three ensem-
bles are predominantly over-dispersed. Such over-dispersion is primarily re-
lated to excessive inter-annual variability in the climate model. These nd-
ings highlight the need to carefully evaluate simulated variability in seasonal
and decadal prediction systems.
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1. Introduction
Since skillful decadal climate forecasts could bring benets to climate change adaptation
planning, there has been signicant development of such predictions in recent years, using
global climate models (GCMs) initialized with atmospheric and oceanic observations [e.g.,
Smith et al., 2013]. Such decadal predictions are subject to uncertainties from dierent
sources, such as the uncertainty in the initial state, the imperfect representation of the
climate system by GCMs and future changes in radiative forcing agents. Ensemble predic-
tion systems have been developed to quantify some of these uncertainties by, for example,
perturbing the initial conditions or model parameters of a single GCM [e.g., Smith et al.,
2010], or by combining dierent GCMs [e.g., van Oldenborgh et al., 2012]. This raises
the question of whether such systems can produce reliable probabilistic decadal climate
predictions.
Previous assessments of the quality of forecasts from ensemble decadal prediction sys-
tems have almost always focused on the accuracy of ensemble mean forecasts [e.g., van
Oldenborgh et al., 2012; Ho et al., 2013]. However, a useful ensemble prediction system
should also give reliable forecasts which means that the forecast probabilities match the
observed relative frequencies. Evaluating the reliability of ensemble decadal predictions
could aid forecast system development, for example, improving or informing ensemble
generation. On seasonal timescales, several ensemble prediction systems tend to produce
overcondent forecasts, and this has led to discussions about appropriate methods to in-
crease the ensemble spread by sampling model uncertainty, initial condition uncertainty
and using stochastic physics [e.g., Weisheimer et al., 2011; Batte and Deque, 2012]. How-
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ever, it is not yet clear whether similar conclusions will hold on decadal timescales. Corti
et al. [2012] considered the reliability of ensemble decadal forecasts of multi-year land sur-
face and sea surface temperatures (SSTs) on continental and ocean basin scales from an
ECMWF 54-member ensemble. Using reliability diagrams, they found that the ensemble
was reliable overall, but that this reliability was much reduced when the forced trends
were removed.
This paper evaluates the dispersion characteristics, a necessary condition for ensemble
reliability, of SST forecasts from the UKMet Oce Decadal Prediction System, DePreSys.
In particular we examine how the dispersion characteristics vary spatially and with fore-
cast lead time from seasonal to decadal timescales. In addition, through a comparison
of forecasts from three parallel DePreSys ensemble experiments, we aim to explore how
model initialization, the use of perturbed physics and the internal variability of the climate
model contribute to the reliability of ensemble predictions.
2. Ensemble experiments and verifying observations
The Met Oce Decadal Prediction System, DePreSys [Smith et al., 2010] is based on
the third Hadley Centre coupled GCM (HadCM3) [Gordon et al., 2000] which has a
horizontal resolution of 2:5  3:75 in the atmosphere and 1:25  1:25 in the ocean.
This paper considers three sets of retrospective forecast experiments, each consisting of
nine ensemble members. Identical time-varying radiative forcings, derived from observed
changes of greenhouse gases, aerosol and solar irradiance, are used in each experiment.
There are a total of 46 retrospective forecasts of global SSTs for each experiment, starting
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on 1 November of each year from 1960 to 2005, each extending to 9 years ahead [Smith
et al., 2010].
1. DePreSys ICE: An ensemble with the same physical parameters as the standard
settings as HadCM3. For one of the nine members, atmospheric and oceanic analyses
are assimilated as anomalies to create the initial conditions [Smith et al., 2010]. The
other eight members have dierent initial conditions which are created by adding small
uncorrelated random SST perturbations.
2. DePreSys PPE: An ensemble consisting of dierent versions of HadCM3 with pertur-
bations to poorly constrained physical parameters to sample this aspect of climate model
uncertainty. One of the nine members uses the standard HadCM3 settings of physical
parameters, while the other eight employ simultaneous perturbations of 29 atmospheric
parameters [Collins et al., 2011]. All nine members have the same initial conditions as in
the rst member of DePreSys ICE.
3. NoAssim PPE: A parallel ensemble to DePreSys PPE, but the initial conditions are
taken from the appropriate points of transient simulations of the past climate, without
assimilation of observations.
The eect of model initialization on prediction skill and dispersion characteristics can
be evaluated by comparing the DePreSys PPE and NoAssim PPE forecasts. The spread
of DePreSys ICE is due to small dierences in the initial conditions, and the additional
eect of the perturbed parameters may be understood by comparing DePreSys PPE and
ICE. Further details on the DePreSys experimental set-up are given in Text S1 of the
Auxiliary Material.
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In order to focus on the dispersion characteristics of forecasts of the internal variability,
we remove the dierence between observed and modeled long-term trend in SSTs by
applying a linear bias adjustment, similar to that proposed by Kharin et al. [2012], to the
DePreSys retrospective forecasts. This is performed on each grid box locally and for each
lead time individually in a cross-validation manner. The details of this methodology are
given in Text S2.
HadISST global monthly interpolated SST data set [Rayner et al., 2003] is used to
verify the retrospective forecasts. These are interpolated onto the grid of HadCM3 using
bilinear interpolation. The verication is only performed for grid boxes not covered by
sea-ice and from 35 S to 70 N due to the sparseness of observations over the southern
oceans and near the Arctic.
3. Understanding reliability through dispersion characteristics
A number of diagnostics can be used to assess the reliability of ensemble forecasts, such
as reliability diagrams and rank histograms. However their use may be limited by the
small sample size available for verication, which is often the case for decadal forecast
verication [Corti et al., 2012]. It may also be impractical to study the spatial varia-
tion in reliability using these diagnostics as a large number of grid boxes are involved.
Here, we mainly consider a simple necessary condition for reliability based on the rela-
tionship between the intra-ensemble spread and the error of the ensemble mean forecast
[Weigel , 2012]. This approach has been applied in assessing the need to calibrate en-
semble predictions for weather [e.g., Buizza, 1997] and seasonal [e.g., Weisheimer et al.,
2011] timescales. For a reliable ensemble prediction system where the observation and the
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ensemble members are statistically indistinguishable, the average intra-ensemble variance
2e() and the mean squared error MSE() of the ensemble mean forecast for the same





where m is the number of ensemble members. We therefore consider the ratio of the time
averaged intra-ensemble standard deviation (e) to the root mean squared error (RMSE)
of the ensemble mean forecast, adjusted for the ensemble-size dependent factor in (1), for
each grid box for dierent lead times. The ensemble is overdispersed (underdispersed) if
this `spread-error ratio' (
q
10=9e=RMSE) is greater (smaller) than one, and uncalibrated
probabilistic forecasts produced from such an ensemble is expected to be unreliable. A
bootstrapping approach similar to that employed in Ho et al. [2013] is used to estimate
the sampling uncertainty of the spread-error ratio.
4. Results
4.1. Spread-error ratio for SSTs
Figure 1 shows the spread-error ratio for the three ensembles for lead times of one sea-
son (the rst winter | DJF), and 1, 3 and 9 years. Like many other seasonal forecast
systems [e.g., Weisheimer et al., 2011; Batte and Deque, 2012], DePreSys ICE is under-
dispersive nearly everywhere for the rst season (top row). This underdispersion, which
often corresponds to overcondent and hence unreliable forecasts, is somewhat mitigated
when considering DePreSys PPE, demonstrating the benets of the perturbed physics
approach to sample aspects of model uncertainty and potentially produce more reliable
predictions. However, large regions of underdispersion remain, particularly in the tropical
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Pacic. Interestingly, NoAssim PPE is generally overdispersed for this season, suggesting
that the initialization is the primary reason for underdispersion.
Considering the rst annual mean (second row), the picture changes. Although all
the ensembles are underdispersed in the tropical Pacic, in the extra-tropics they are
overdispersed. By year 9 (bottom row), the patterns of the spread-error ratio converge
across the ensembles, with 65 to 75% of grid points showing signicant (at 10% level)
overdispersion, which corresponds to under-condent and hence also unreliable forecasts.
The North Atlantic is particularly overdispersed, with the spread being up to a factor
of 2 too large. The small number of grid boxes (1 to 2% of the total) with the ratio
signicantly less than one are conned to the tropical Pacic.
Initially, this overdispersion may seem surprising, but this ensemble comparison indi-
cates that it is not the initialization process itself, or the perturbed physics, which is
responsible for the long lead time over-dispersion in DePreSys PPE.
4.2. Diagnosing the skill and spread-error ratio
The dispersion patterns can be partly understood by separating the spread-error ratio
into its dierent components and comparing pairs of ensembles (Figure 2). In year 1, the
DePreSys PPE ensemble has a larger spread than the ICE ensemble by 10 to 30% (left
column of Figure 2a), but these dierences reduce with lead time. Meanwhile, comparing
DePreSys and NoAssim PPE (right column of Figure 2a) demonstrates that initialization
signicantly reduces forecast spread. However, this eect also decays over time, but more
slowly in the extra-tropics. By year 9, there is very little dierence between the ensemble
spreads.
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It is also interesting to consider the dierences in RMSE, a measure of forecast skill
(Figure 2b). At lead times of 1 and 3 years, DePreSys PPE is more skillful (with smaller
RMSE) overall than DePreSys ICE, especially in the Indian and Pacic Oceans. These
dierences remain for a few years, but by year 9, DePreSys ICE appears more skillful,
especially in the Atlantic. Also, the benet of initialization on skill is clear for year 1 (right
column of Figure 2b), with around 50% less RMSE in many tropical regions. At year 3,
such benets remain for the North Atlantic only, but at year 9 the PPE initialization
seems to produce less skillful forecasts than NoAssim PPE in most regions. In the North
Atlantic Current region and parts of the western North Pacic, however, the RMSE for
DePreSys PPE is larger than NoAssim PPE even at year 1. We note that if the more
conventional `mean bias' correction is applied to the retrospective forecasts instead of
trend adjustments, the dierence in RMSE between DePreSys and NoAssim is somewhat
smaller (Text S3, Figure S1).
We have so far veried forecasts for lead times of one season and three individual
years, all with start dates from every year. In the decadal prediction literature, multi-
year average predictions and forecasts with less frequent start dates are often considered
[Goddard et al., 2013]. In our case, the results for lead times of 2{5 years and 6{9 years
(Figure S5) are similar to that for year 3 and year 9 in Figure 1. Also, a similar spatial
pattern of the spread-error ratio is obtained when we perform the verication on a subset
of forecasts with start dates every 5 years instead (Figure S6), indicating that this metric
of reliability can be applied to simulations performed as per the CMIP5 protocol.
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4.3. Regional analysis | North Atlantic and Nino 3.4
We now examine the dispersion characteristics of the three ensembles for retrospective
forecasts of two specic area averages: the North Atlantic and the Nino 3.4 region. Fig-
ure 3 shows how the spread and RMSE vary as a function of lead time. For the North
Atlantic (Figure 3a), NoAssim PPE is overdispersed for all lead times, consistent with the
spatial maps shown in Figure 1. In contrast, the spread of the two initialized ensembles,
DePreSys PPE and DePreSys ICE, increase gradually with lead time and remain smaller
than that of NoAssim PPE up to year 9. The RMSE for DePreSys PPE and DePreSys
ICE also increase with lead time, but more slowly than the spread, so the two ensembles
become overdispersed.
For the Nino 3.4 region (Figure 3b), there is also little variation in the spread of NoAssim
PPE with lead time. The spread of DePreSys PPE is about 45% lower than that of
NoAssim PPE in year 1, but they become comparable by year 3. The spread of DePreSys
ICE is larger than that of DePreSys PPE and NoAssim PPE, which indicates the dierence
in the properties of simulated ENSO among the perturbed physics variants [Toniazzo et al.,
2008]. The RMSE of DePreSys PPE is also lower than that of NoAssim PPE at short lead
times, but becomes comparable from year 4 onwards. The impact of model initialization on
both the spread and skill of the ensemble forecasts persists for a shorter time for Nino 3.4
compared to the North Atlantic region. All three ensembles are underdispersed for years 1
and 2, but DePreSys ICE becomes overdispersed at longer lead times, while the DePreSys
PPE and NoAssim PPE have no clear signs of overdispersion or underdispersion.
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We also consider rank histograms [Weigel , 2012] for these regional average forecasts as
an additional diagnostic for reliability (Text S4, Figure S2). The results are noisy due to
the small sample size, but they are generally consistent with that described above.
4.4. Why do the ensembles become overdispersed?
Finally, we consider the reason for the overdispersion found in the ensembles: clima-
tological variance. As noted by Johnson and Bowler [2009], for a reliable system it is
also necessary to have the climatological variance of the observations and the underlying
model to be the same, in addition to fullling the spread-error ratio condition (1). Fig-
ure 4 compares the standard deviation (sd) of the control integration of HadCM3, the
climate model on which DePreSys is based, with the sd of linearly detrended HadISST
during the verication period. The sd of the control run is larger than that of HadISST
in most places, by a factor of 2 or more in parts of the North Atlantic and North Pacic
(Figure 4c). This pattern is similar to the overdispersion seen in Figure 1 (bottom row),
suggesting that the excessive variability in the climate model contributes to the general
overdispersion for DePreSys ensembles in these regions. The tropical Pacic is the only
region where the forecasts tend to be underdispersed at long lead times. In this region
the variability in the ensemble is more similar to the observations. However, note that
our assessment has used a single observational data set (HadISST) which is subject to
possible errors and uncertainties in its variability characteristics.
As a further test, we have repeated the verication for DePreSys PPE using a perfect
model approach where the transient simulations of each PPE member are used in turn as
the verifying observations (Text S5). Overall the average spread-error ratios for the nine
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verications at long lead times are close to one in most places. This conrms that the
overdispersion is related to the dierences in internal variability between model simula-
tions and observations. However, there is a wide range of behaviors across the dierent
ensemble members (Figure S7). Further work will attempt to determine whether any
combination of parameter settings is producing excessive variability.
5. Conclusions
This paper has assessed the dispersion characteristics of three ensemble decadal SST
predictions from the Met Oce Decadal Prediction System, DePreSys, in order to un-
derstand their capability to produce reliable probabilistic forecasts. The main ndings
are:
1. Dispersion characteristics of decadal prediction ensembles for SSTs varies consider-
ably both spatially and with forecast lead time.
2. For lead times of less than 2 years, the initialized ensembles tend to be underdispersed
and give overcondent and hence unreliable forecasts, especially in the tropics, consistent
with many previous studies on this timescale.
3. For longer lead times, up to 9 years, the ensembles become overdispersed in most
regions and thus give under-condent and also unreliable forecasts. Such overdispersion
is related to excessive underlying variability in the climate model.
These results have important implications. Firstly, choices in the ensemble design for
decadal predictions (e.g. stochastic or perturbed physics approaches) have been partly
motivated by the under-dispersion seen on seasonal timescales. However, our results
indicate that the variability of the underlying climate model is at least as important as the
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ensemble perturbation scheme in producing reliable decadal climate forecasts. Evaluating
the simulated variability during model development is therefore essential. Secondly, the
excessive variability of SSTs in the climate model may aect the predictability over land
on the decadal timescale.
Our assessment has focused on the ratio of intra-ensemble spread and the error of the
ensemble mean forecast. While this simple diagnostic should not be viewed as a complete
evaluation of reliability, which would require a ow-dependent perspective, it is clearly
helpful in identifying where and for what lead times the ensemble decadal forecasts are
over- or under- dispersed and hence unreliable, even with a limited number of available
verication cases.
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Figure 1. Spread-error ratio (ratio of mean intra-ensemble standard deviation and root mean
squared error of ensemble mean forecasts, adjusted for ensemble size) for the three ensemble
experiments for four dierent forecast lead times. Stippled areas indicate where the ratio is
signicantly dierent from one at the 10% level. The number in red (blue) on each panel is the
proportion of grid boxes with the spread-error ratio signicantly greater (smaller) than one. The
boxes in the bottom left panel indicate the regions examined in Figures 3 and S2.
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(a) Mean intra−ensemble s.d. σe
DePreSys PPE / DePreSys ICE DePreSys PPE / NoAssim PPE
(b) Ensemble mean RMSE
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Figure 2. Comparison of (a) mean intra-ensemble standard deviation (e) and (b) root
mean squared error (RMSE) of ensemble mean forecasts for DePreSys PPE, DePreSys ICE and
NoAssim PPE, as ratios as indicated on the top of each column. In (a), blue shades mean that
DePreSys PPE has a smaller spread. In (b), blue shades mean that the ensemble mean DePreSys
PPE forecasts are more accurate. Stippled areas indicate where the ratio is signicantly dierent
from one at the 10% level. The mean intra-ensemble sd and RMSE for each ensemble are shown
in Figures S3 and S4.
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(a) North Atlantic (25°−60°N 7°−75°W)
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(b) Nino 3.4 (5°S−5°N 120°−175°W)
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Figure 3. Mean intra-ensemble standard deviation (e in K; solid line) of average SSTs and
root mean squared error of ensemble mean (in K; dashed line) average SSTs in (a) North Atlantic
region and (b) Nino 3.4 region as a function of forecast lead time, for three sets of ensemble runs
as indicated in the legend.
(a) HadCM3 control (b) HadISST (detrended)
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Figure 4. Standard deviation (in K) of (a) HadCM3 control integration and (b) linearly
detrended HadISST during the verication period. (c) The ratio of (a) to (b).
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