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A connected graph G = (VG, EG) is called a quasi-k-cyclic graph,
if there exists a vertex q ∈ VG such that G − q is a k-cyclic graph
(connected with cyclomatic number k). In this paper we identify
in the set of quasi-k-cyclic graphs (for k 3) those graphs whose
spectral radius of the adjacency matrix (and the signless Laplacian
if k 2) is the largest. In addition, for quasi-unicyclic graphs we
identify aswell those graphswhose spectral radius of the adjacency
matrix is the second largest.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider only simple graphs (i.e. ﬁnite, undirected graphs without loops or multiple edges).
Let G = (VG, EG) be a simple graph of n = |VG| and sizem = |EG|, and let AG be its adjacency matrix.
Since AG is symmetric, its spectrum is real. Let λ1(G) λ2(G) · · · λn(G), be the eigenvalues of AG ,
and of G as well. The characteristic polynomial of G is just det(xI − AG), denoted by φ(G; x) (or φ(G)
for short). The largest eigenvalue λ1(G) is called the spectral radius of G, and is denoted by ρ(G). If G is
connected, then AG is irreducible and by the Perron–Frobenius theory of non-negative matrices (see

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Fig. 1. The structure of a connected nested split graph.
[3]), ρ(G) has multiplicity one and there exists a unique positive unit eigenvector corresponding to
ρ(G). We shall refer to such an eigenvector as the Perron vector of G. Its components can be considered
as the vertex weights. In what follows we will use to suppress graph names if it is understood from the
context.
Throughout the text we denote by Pn, Sn, Cn and Kn the path, star, cycle and complete graph on
n vertices, respectively. G − v, G − uv denote the graph obtained from G by deleting vertex v ∈ VG ,
or edge uv ∈ EG , respectively (this notation is naturally extended if more than one vertex or edge is
deleted). Similarly, G + v and G + uv are obtained from G by adding vertex v /∈ VG or edge uv /∈ EG ,
respectively (note, if a vertex v is added to G, then its neighbours in G should be speciﬁed somehow).
The symbol ∼ denotes that two vertices in question are adjacent.
Let ω(G) be the number of components of G. Recall that η(G) = |EG| − |VG| + ω(G) is the cyclo-
matic number of G (see [2]). Let G be connected. Then η(G) = 0, if G is acyclic (or a tree); η(G) = 1,
if G is unicyclic; η(G) = 2, if G is bicyclic; η(G) = 3, if G is tricyclic; in general, if η(G) = k then G is
k-cyclic. A connected graph G is called
1. a quasi-tree, if there exists q ∈ VG such that G − q is a tree;
2. a quasi-unicyclic graph, if there exists q ∈ VG such that G − q is a unicyclic graph;
3. a quasi-bicyclic graph, if there exists q ∈ VG such that G − q is a bicyclic graph;
4. a quasi-tricyclic graph, if there exists q ∈ VG such that G − q is a tricyclic graph.
In general, G is called a quasi-k-cyclic graph if there exists a vertex q ∈ VG such that G − q is k-cyclic.
Recall, a split graph is a graph which admits a partition (or colouring) of its vertex set into two
parts (say white and black) so that the vertices of the white part (say U) are independent (induce a
co-clique), while the vertices of the black part (say V) are non-independent (induce a clique). All other
edges, the cross edges, join a vertex inU to a vertex in V . To get a nested split graph (or NSG for short) we
add cross edges in accordance to partitions of U and V into h cells (namely, U = U1 ∪ U2 ∪ · · · ∪ Uh
and V = V1 ∪ V2 ∪ · · · ∪ Vh) in the following way: each vertex u ∈ Ui is adjacent to all vertices v ∈
V1 ∪ V2 ∪ · · · ∪ Vi (see Fig. 1). The vertices Ui ∪ Vi form the ith level of some NSG (h is the number of
levels). The NSG as described can be denoted byNSG(m1, m2, . . . , mh; n1, n2, . . . , nh), wheremi = |Ui|
and ni = |Vi| (i = 1, 2, . . . , h). Note, any NSG, as deﬁned above, is connected. More generally, but not
important in this paper, we can have in U some subset of vertices (say U0) with each vertex being
isolated. Then, ifm0 = |U0|, we can extend our notation to NSG(m0, m1, m2, . . . , mh; n1, n2, . . . , nh) –
for more details see [14].
Itwasproved in [14] that anyNSG is a {2K2, P4, C4}-free graph and so a threshold graph. Someauthors
call them stepwise graphs, since they admit a labelling of vertices such that their adjacency matrix has
a stepwise form (see [4,5] for more details).
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The remainder of the paper is organized as follows: in Section 2 we give some preliminary results
needed later on; in Section 3 we identify quasi-k-cyclic graphs with largest spectral radius, with k 3
for the adjacency spectrum and k 2 for the signless Laplacian spectrum; in Section 4 we consider
graphs whose spectral radius for adjacency spectrum is the second largest in the set of quasi-unicyclic
graphs.
2. Preliminaries
Note ﬁrst that the spectral radius of a connected graph increases by adding a new edge. This is a
general property for non-negativematrices. More relevant to us is the following lemmawhich belongs
to the standard folklore on graph perturbations (for the proof, see, for example [5]).
Lemma 2.1. Let G′ be a graph obtained from a connected graph G of order n by rotating the edge rs to
the position of a non-edge rt; so G′ = G − rs + rt. If (x1, x2, . . . , xn)T is the Perron vector of G then the
following holds: if xt  xs then ρ(G′) > ρ(G).
Given a graph G = (V, E), and a nonempty set U ⊆ V , then GU denotes the subgraph of G induced
(or generated) by U.
Lemma 2.2. Let U be a nonempty vertex subset of a connected graph G. If H = GU is not an NSG, then there
exists at least one edge of H (say rs) which can be rotated around r within H to a non-edge position rt, such
that the resulting graph G′ = G − rs + rt has a larger spectral radius, that is ρ(G′) > ρ(G).Moreover, if
H is connected then we can choose H′ to be connected.
Proof. Assume to the contrary, that H is not an NSG, and that no edge like rs exists in H. Since H
is not an NSG, it contains as an induced subgraph at least one of the following subgraphs: 2K2, P4
and C4. Let F be any of them, and assume that s ∈ VF is a vertex of minimal weight (with respect to
x = (x1, x2, . . . , xn)T , the Perron vector of G). Let r ∈ V(F) be any neighbour of s. Since r cannot be
adjacent to all vertices of F (as holds for any F being selected), we have that rs is an edge of F , while rt
for some t ∈ F is its non-edge. But then, since xt  xs it follows (by Lemma 2.1) that ρ(G′) > ρ(G), as
required. Assumenow thatH′ = G′U is disconnected for our choice of edges rs and rt. Then rs is a bridge
in H, and we have that H − rs = P ∪ Q . Without loss of generality, assume that r and t are in P, while
s is in Q . Since P is connected, there exists in P a vertex u adjacent to t (say lying on the shortest part
from t to r). We also have that xu < xr , for otherwise we can consider a rotation of an edge sr around s
to a non-edge suwhich results in a connected graph with a larger spectral radius (by Lemma 2.1). But
now we have a possibility to rotate an edge tu around t to a non-edge tr to accomplish our goal.
This completes the proof. 
Let DG be a diagonal matrix with vertex degrees along the (main) diagonal. Then QG = DG + AG is
known as the signless Laplacian of G. Just recently, many research papers appear on the spectrum of
graphs with respect to signless Laplacian matrix (see, for example [5–8] and references therein).
Remark. The above lemma also holds for the signless Laplacian instead of the adjacency matrix. The
proof is literally the same and is based on the analogous result to Lemma 2.1; for more details, see [5].
We now switch to extensions of NSGs. Let G be an NSG, and G′ = G + w its one-vertex extension
(here we assume that w is adjacent to vertices from W ⊆ VG; so deg(w) (=|W|) is its degree in G′).
Then, in general,G′ need not be anNSG. The following lemma gives necessary and sufﬁcient conditions
for G′ to be an NSG.
Lemma 2.3. Let G be an NSG, and let G′ = G + w(w /∈ VG). Then G′ is an NSG if and only if w is adjacent
(in G′) to deg(w) vertices (of G) with largest degrees. Moreover, G′ is unique.
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Proof. Let v be a vertex of G, non-adjacent tow (in G′) having the largest degree (in G), and let N(v) =
{u|u ∼ v}. Deﬁne the sets:X = {x|x ∼ w} andY = {y|y /= v, y ∼ w}, and their subsetsX′ = X ∩ N(v)
and Y ′ = Y ∩ N(v). Now the following claims play a crucial role:
Claim 1: If x1, x2 ∈ X′ then x1 ∼ x2.
Assume to the contrary, i.e. that x1 ∼ x2, and consider the graph induced by vertices x1, x2, v, w.
Clearly, it is equal to C4 (since only x1, x2 and v, w are non-adjacent). But then G
′ is not an NSG, and we
are done.
Claim 2: If x ∈ X′ and y ∈ Y ′ then x ∼ y.
Assume to the contrary, i.e. that x ∼ y, and consider the graph induced by vertices x, y, v, w. Clearly,
it is equal to P4 (note, x ∼ y, v ∼ w and w ∼ y; all other pairs of vertices are adjacent). But then G′ is
not an NSG, and we are done.
Claim 3: If x1 ∈ X \ X′ and x2 ∈ X′ then x1 ∼ x2.
Assume to the contrary, i.e. that x1 ∼ x2, and consider the graph induced by vertices x1, x2, v, w.
Clearly, it is equal to P4 (note, x1 ∼ v, x1 ∼ x2 and v ∼ w; all other pairs of vertices are adjacent). But
then G′ is not an NSG, and we are done.
Claim 4: If x ∈ X \ X′ and y ∈ Y ′ then x ∼ y.
Assume to the contrary, i.e. that x ∼ y, and consider the graph induced by vertices x, y, v, w. Clearly,
it is equal to 2K2 (note, now only x, w and y, v are adjacent). But then G
′ is not an NSG, andwe are done.
Assume now that x ∈ X . Then either x ∈ X′ or x ∈ X \ X′. If x ∈ X′ then deg(x) |X′| + |Y ′| (by
Claims 1 and 2), or if x ∈ X \ X′ then deg(x) |X′| + |Y ′| (by Claims 3 and 4). Consequently, deg(x)
deg(v), and we are done.
Finally, we note that G′ is uniquely determined (up to isomorphism) since all vertices within the
sets V1, V2, . . . , Vh (of black vertices), andwithin the sets Uh, Uh−1, . . . , U1 (of white vertices), have the
same degrees (since they belong to the same orbits induced by the automorphism group of G), and
that their degrees if changing the subsets right-wise (in the above lists) strictly decrease.
This completes the proof. 
Remark. From the above lemma it follows that when deg(w) is equal to the degree one of the vertices
ofG, say v, then v andw are duplicate or co-duplicate vertices1 (depending if v iswhite or black, respec-
tively), and the height ofG′ does not change. Otherwise, the height ofG′ is increased by 1, andw is a sin-
gleton (as a super-vertex), while one super-vertex of the other colour is splitted in two super-vertices.
To make a paper more self-contained we give here the Schwenk’s formulas (see [5,12]).
Theorem 2.4. Let G be a (simple) graph.Denote by C(v) (C(e)) the set of all cycles in G containing a vertex
v (resp. an edge e = uv). Then
φ(G; x) = xφ(G − v; x) − ∑
w∼v
φ(G − v − w; x) − 2 ∑
C∈C(v)
φ(G − VC; x); (1)
φ(G; x) = φ(G − e; x) − φ(G − v − u; x) − 2 ∑
C∈C(e)
φ(G − VC; x). (2)
We assume that φ(G) = 1 if G is the empty graph (i.e. with no vertices).
Hoffman and Smith deﬁne an internal path of G as a walk v0v1 · · · vs (s 1) such that the vertices
v0, v1, . . . , vs are distinct (except possibly v0 and vs), d(v0) > 2, d(vs) > 2, and d(vi) = 2, whenever
0 < i < s (s is called the length of the internal path). An internal path is closed if v0 = vs.
1 Two vertices are duplicate (co-duplicate) if they have the same open (resp. closed) neighbourhood (see [5]).
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Let Wn be the tree on n vertices obtained from the path Pn−4 (of length n − 5) by attaching two
new pendent edges to each end vertex of Pn−4, respectively. In [9], Hoffman and Smith obtained the
following result:
Theorem 2.5. Let uv be an edge of a connected graph G on n vertices, and let Gu,v be the graph obtained
from G by subdividing the edge uv.
(i) If uv does not belong to an internal path of G, and G /= Cn, then ρ(Gu,v) > ρ(G);
(ii) If uv belongs to an internal path of G, and G /= Wn, then ρ(Gu,v) < ρ(G).
If G = Cn or Wn then ρ(Gu,v) = ρ(G) = 2.
Theorem 2.6. Let G1 and G2 be two graphs.
(i) If G2 is a proper spanning subgraph of a connected graphG1, thenφ(G2; x) > φ(G1; x) for x ρ(G1)
(see [10]);
(ii) If φ(G2; x) > φ(G1; x) for x ρ(G2), then ρ(G1) > ρ(G2) (see [5,6]);
(iii) If G2 is a proper subgraph of a connected graph G1, then ρ(G2) < ρ(G1) (see [9]).
3. Quasi-k-cyclic graphs with largest spectral radius
Let G be a quasi-k-cyclic graph (so a connected graph having a vertex deleted subgraph which
is a k-cyclic graph). In this section we describe (or identify for some values of k) those quasi-k-
cyclic graphs whose spectral radius is largest with respect to the adjacency (or signless Laplacian)
matrix.
Lemma 3.1. Let G be a quasi-k-cyclic graphs of order n + 1 and size m + d having the largest spectral
radius. Let H = G − q be a k-cyclic graph of order n and size m (so k = m − n + 1) obtained from G by
deleting a vertex q ∈ VG of degree d. Then both G and H are NSGs, and G (=H + q) can be obtained from
H by adding q as described in Lemma 2.3.
Proof. ConsiderH (=G − q) as a subgraph ofG. IfH is not an NSG, then it can be transformed, by using
a sequence of edge rotations as described in Lemma 2.1, into an NSG of the same order and size having
the larger spectral radius (see Lemma 2.2), and moreover, then the spectral radius of G also increases.
So H is an NSG. On the other hand, if G is not an NSG, we can use Lemma 2.3 to get a new graph Gwith
a larger spectral radius. So both, H and G are NSGs.
This completes the proof. 
At this place we have tomention that G, as a graphwith largest spectral radius in an observed class,
need not be uniquely determined. Namely, by changing H, we also change G, but for each H we have
only one realization for G (cf. Lemma 2.3). Therefore, in situations when H as a k-cyclic graph has not
a unique realization as an NSG, the same applies for G. On the other hand, there are some situations,
depending on parameters n, m, d (or k instead of m), in which H has a unique realization which gives
raise to a unique realization of G. In what follows we ﬁrst focus on such situations.
Let H be an NSG (of order n), and let q /∈ VH be a vertex of degree d(0 d n) to be added to H. For
the sakeof simplicitywewriteG = H ⊕ d to denote anone-vertex extensionofH inwhich q is adjacent
to d vertices of H with largest degrees. (Note that for each NSG H, the graph H ⊕ d is well-deﬁned; see
Lemma 2.3.)
Theorem 3.2. Let Gn,k be the quasi-k-cyclic graphs of order n with largest spectral radius with respect to
the adjacency (or signless Laplacian) spectrum. Let d = deg(q). Then, for both types of spectra, we have:
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Fig. 2. Graphs G′ and G.
(i) Gn,0 = NSG(n − 2; 1) ⊕ d;
(ii) Gn,1 = NSG(n − 4, 1; 1, 1) ⊕ d;
(iii) Gn,2 = NSG(n − 5, 2; 1, 1) ⊕ d.
Moreover, all these graphs from items (i)–(iii) are NSGs.
Proof. Regardless of the spectrum being observed the proofs are literally the same. In both cases it
directly follows from Lemma 3.1. First, for each k ∈ {0, 1, 2} the graph H obtained from G by deleting
a vertex q of degree d is, as an NSG, unique (realizable up to isomorphism). On the other hand there
is only one way to extend it to a graph with largest spectral radius (i.e. to an NSG). Note, for k = 0 we
have one-vertex extension of a star Sn−1 (=NSG(n − 2; 1)); for k = 1 we have one-vertex extension
of a star Sn−1 with one edge added (= NSG(n − 4, 1; 1, 1)); for k = 2 we have one-vertex extension
of a star Sn−1 with two adjacent edges added (= NSG(n − 5, 2; 1, 1)). So G = H ⊕ d.
This completes the proof. 
Remark. The special case of this theorem for quasi-trees is solved in [11]. So we have covered here
quasi-unicyclic graphs and quasi-bicyclic graphs. Note that for k = 3 the corresponding quasi-tricyclic
graph is not unique (has just two realizations).
Problem. In view of Theorem 3.2 and remark below it, it is natural to ask whether the graph(s) with
largest spectral radius in the set Gn,k (of all quasi-k-cyclic graphs of order n) appear in the case when
H (=G − q) is an NSG with largest spectral radius within NSGs of the same order and size. Note, it is
also intriguingwhat happens ifH as a graphwith largest spectral radius is not unique (see, for example
[1]).
Theorem 3.3. Let Gn,3 be a quasi-tricyclic graphs of order n with largest spectral radius with respect to the
adjacency spectrum. Then
Gn,3 = NSG(n − 5, 1; 1, 2) ⊕ d.
Proof. We have now two candidates for G. The reason is that H (=G − q) is not unique (it has two
realizations). One is obtained from a star Sn by adding three additional edges which induce a triangle
K3; another one is obtained from a star Sn by adding three additional edges which induce a star S4.
Both graphs G′ and G (respectively) are depicted in Fig. 2.
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In view of notation given in Fig. 2 we have:
(a) G′ − uv∼= G − uv;
(b) G′ − u − v∼= G − u − v;
here ∼= stands for graph isomorphism. Applying (2) (the second Schwenk’s formula) we immediately
get
φ(G′; x) − φ(G; x) = −2
⎡
⎣ ∑
C′∈C12(G′)
φ(G′ − VC′ ; x) −
∑
C∈C12(G)
φ(G − VC; x)
⎤
⎦ ,
where C12(H) denotes the set of all cycles of H passing through edge 12. Consider now the cycles in G′
passing through edge 12, but not through edge 23, and the cycles in G passing through edge 12, but not
through edge 14. Since the graphsG′ − 23 andG − 14 are isomorphic, the cycles passing through edge
12 in both of them can be matched (with correspondence C′ ↔ C) so that G′ − VC′ and G − VC are
isomorphic. So the corresponding terms in both sums will be cancelled. Therefore we can reduce the
cycle spaces from above sums to C12,23(G′) and C12,14(G), which denote the cycles (in corresponding
graphs) passing through edges 12, 23 and 12, 14, respectively. The cycles in the ﬁrst set are:
{123, 1230, 123q, 1230q, 123q0, 12304q, 123q40, 1230iq, 123qi0 (i = 5, . . . , n − 2)},
and of the second set are
{2140, 214q, 2140q, 214q0, 21403q, 214q30, 2140iq, 214qi0 (i = 5, . . . , n − 2)}.
If we now exclude the triangle 123 from the ﬁrst set, and consider in pairs the cycles appearing at
the corresponding positions in resulting sets, we have that the corresponding graphs, obtained by
deleting the vertex sets of cycles from such pairs, give rise to isomorphic graphs (the main reason
comes from (a), and possibility to exchange the labels of vertices 3 and 4 to get the same cycle – say,
cycles C′ = 12304q of G′ and C = 21403q of G are such a pair). Therefore
φ(G′; x) − φ(G; x) = −2φ(G′ − {1, 2, 3}; x),
and consequently φ(G′; x) < φ(G; x) for x ρ(G′ − {1, 2, 3}). Since ρ(G′), ρ(G) ρ(G′ − {1, 2, 3})
(by the Interlacing theorem, see, for example, Theorem 0.10 from [3]), it immediately follows that
ρ(G′) > ρ(G).
This completes the proof. 
Remark (added in proof). An analogous result for the signless Laplacian one can attempt to solve
passing from Q-theory to QA-theory via the subdivision (graph operation); see [6–8] for more details.
4. Almost NSGs
So far we have seen that any connected graph can be turned to a (connected) NSG by a sequence
of rotations of its edges (cf. Lemma 2.2). Moreover, such sequence of rotations can be chosen so that
in each step (single rotation) the spectral radius of intermediate graphs strictly increases. Let G be a
graph other than an NSG which can be turned by a single rotation to an NSG. In this context, we say
that G is an almost nested split graph (or ANSG for short). Since G is not an NSG, it contains at least one
of the graphs 2K2, C4 and P4 as an induced subgraph, but all of them can be eliminated by a single
rotation. On the other hand, any ANSGG can be obtained from someNSG also by a single rotation (now
taken in opposite direction). Given an ANSG G, let G′ be an NSG obtained from it by a single rotation.
Then ρ(G′) > ρ(G). Therefore, we easily arrive at the following result.
Theorem 4.1. Let G be a set of all connected graphs of ﬁxed order and size. Then the graph G ∈ G with the
second largest spectral radius (with respect to the adjacency, or signless Laplacian, spectrum) is either an
NSG, or an ANSG.
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Fig. 3. Graphs A1(n) − A7(n).
We ﬁrst note that in the set of quasi-k-cyclic graphs of ﬁxed order and k 2, the graph G with the
second largest spectral radius must be an ANSG (for both types of spectra considered in this paper).
Namely, in this situation (by Theorem 3.2) there is only one NSG which can be constructed, but its
spectral radius is the largest. In the sequel, we will use this fact to identify graph(s) G (in the set of all
quasi-unicyclic graphs of ﬁxed order) whose spectral radius (with respect to the adjacency matrix) is
the second largest. The related result for quasi-trees can be found in [11].
Let Un,d be the set of quasi-unicyclic graphs of order n and size n + d − 1 (recall, if G ∈ Un,d, then
G = H + q, whereH is a unicyclic graphof ordern − 1,while q is vertex of degreed; see also Section 1).
Assume further on (if not stated otherwise) that G ∈ Un,d is an ANSG. Then, as observed, it is a
good candidate to have the second largest spectral radius in Un,d. Clearly, 1 d n − 1. To identify the
graphs G with largest spectral radius, we will next consider several cases depending on d.
Case 1: d = 1. Now Un,d is the set of all unicyclic graphs of order n, excluding Cn. For this set, the graphs
with the largest and the second largest spectral radius are identiﬁed in the literature (denote them by
Ûn andUn, respectively). Recall, Ûn = NSG(n − 3, 1; 1, 1) (=Sn + e). On the other hand,Un is obtained
from Ûn−1 by adding a hanging edge at vertex of degree two (see, for example [13]).
Case 2: d = 2. Now, in the set Un,d, we have just seven graphs which are ANSGs. Each of them can be
obtained starting from Ûn by a single rotation of some edge non-incident to the vertex q (see Fig. 3).
Lemma 4.2. Let G ∈ Un,2 be the graph with the second largest spectral radius. Then (see Fig. 3), G is
equal to
(i) A2(n) if 5 n 8;
(ii) A1(n) if n 9.
Proof. We ﬁrst claim that graphs A6(n) and A7(n) cannot have the second largest spectral radius.
Namely, eachof themcanbe formed fromthegraphA2(n)bydeletingonependant vertex, and inserting
it in a triangle not containing vertex q. In both of these steps the spectral radius of intermediate graphs
decreases (by the Interlacing theorem and Theorem 2.5, respectively), and the claim follows.
The same holds for A3(n), A4(n) and A5(n) (since their spectral radii are less than ρ(A2)). To prove
these claims, assume ﬁrst that
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Δn(x) = φ(A3(n); x) − φ(A2(n); x).
Using (1) (the ﬁrst Schwenk’s formula) we easily getΔn(x) = xΔn−1(x) − xn−1(φ(P4; x) − φ(S4; x))
(for n 6). Since φ(P4; x) − φ(S4; x) = 1, we next get Δn(x) = xn−5Δ5(x) − (n − 5)xn−6. Next,
sinceΔ5(x) = x + 2weobtainΔn(x) = xn−6[x2 + 2x − (n − 5)]. For x ρ(Sn−1) (=√n − 2) (note,
Sn−2 is a subgraph of A2(n) and A3(n)), we get that Δn(x) > 0, and therefore ρ(A2(n)) > ρ(A3(n)),
as required. Assume next that
Δn(x) = φ(A4(n); x) − φ(A2(n); x).
Using again (1) we easily get that Δn(x) = φ(Ûn−2; x) − φ(Sn−2; x) (for n 6). Since Sn−2 is a span-
ning subgraphof Ûn−2,wehave (by Theorem2.5) thatΔn(x) > 0, and thereforeρ(A2(n)) > ρ(A3(n)),
as required. Finally assume that
Δn(x) = φ(A5(n); x) − φ(A2(n); x).
Now,asabove,wegetΔn(x) = xΔn−1(x) − xn−6(xφ(K3; x) − φ(P4; x)) (forn 6). Sincexφ(K3; x) −
φ(P4; x) = −(2x + 1), and since Δ5(x) = 0, we get by induction that Δn(x) > 0 for x > 0, and
therefore ρ(A2(n)) > ρ(A5(n)), as required.
So it remains to consider only A1(n) and A2(n). If 5 n 8 we can use computer calculations to
verify (i). So assume that n 9, and let
Δn(x) = φ(A2(n); x) − φ(A1(n); x).
Now, as above, we easily get Δn(x) = xΔn−1(x) − xn−6(x2 + 1) (for n 6). Also it is easy to see
that Δ9(x) = −x3(x − 2)2. So Δ9(x) < 0 for x > 2 (as is not the case when n < 9 for some reason-
able values of x). Now, by induction, we have that Δn(x) < 0 for all n 9 if x > 2. Therefore, since
φ(A2(n); x) < φ(A1(n); x) for n 9 and x > 2, we immediately get (ii).
This completes the proof. 
Case 3: 3 d n − 2. Nowwedistinguish two types of graphsG ∈ Un,d depending onposition of vertex
u, the center of rotation of an edge which turns Ûn (an NSG) to G (an ANSG):
• type-1: u /= q (i.e. u ∈ VH);• type-2: u = q.
In the next two lemmas we identify, for each type, the graph G ∈ Un,d whose spectral radius is the
second largest.
Lemma 4.3. Let G ∈ Un,d(3 d n − 2) be a graph of type-1 having the second largest spectral radius.
Then G = B1(n, d) (see Fig. 5).
Proof. In view of Lemma 2.2, we will ﬁrst examine H. Clearly, H is an ANSGwhich can be transformed
into an NSG Ûn−1 by a single rotation. So H is one of the following graphs from Fig. 4:
Let (x1, x2, . . . , xn)
T be the principal eigenvector of G = H2 + q. If xa  xc , then we can rotate an
edge dc around d to a non-edge da to transform H2 to H1 so that the spectral radius of the resulting
graph G′ (=H1 + q) is greater (by Lemma 2.1). Otherwise, if xa < xc , we can rotate instead an edge
ba around b to a non-edge bc, to arrive at the same conclusion as above. So H /= H2. Similarly, we
can get that H /= H3 (for this aim, consider the rotations of edges ca and db (around vertices c and d,
respectively), to non-edges cb and da, respectively). So H = H1.
Therefore, G = H1 + q. There are two possibilities to ﬁx neighbours of q: to take that q is adjacent
or non-adjacent to vertex u (in H1); other neighbours are to be chosen so that after rotating an edge
ua (around u) we get Ûn. So we have the following candidates for G (see Fig. 5).
We ﬁrst note that we are done for d = 3 (then B1(n, d) = B2(n, d)). So assume that d 4 (this
requires that n 6). We now apply (2) (the second Schwenk’s) formula to graphs B1(n, d) and B2(n, d)
at edges qv and qu, respectively. Clearly, B1(n, d) − qv∼= B2(n, d) − qu. Next B1(n, d) − q − v∼=Un−1
and B2(n, d) − q − u∼= Ûn−1. Let
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Fig. 4. Graphs H1 − H3.
Fig. 5. Graphs B1(n, d) and B2(n, d).
Δ(x) = φ(B2(n, d); x) − φ(B1(n, d); x).
Therefore we get
Δ(x) = −[φ(Ûn−1; x) − φ(Un−1; x)] − 2
6∑
i=3
σi(x),
where σ(x)i corresponds to the third terms in (2) (so summations go over all cycles of length i passing
through qv in B1(n, d), or qu in B2(n, d)); notice also that i 6). Since all these subgraphs (with a cycle
deleted) have a simple structure, we easily get:
1. σ3(x) = φ(Sn−3; x) − xn−6φ(S3; x);
2. σ4(x) = [φ(Sn−4; x) + xn−4] − [xn−4 + xn−6φ(S2; x) + (d − 4)xn−7φ(S3; x)];
3. σ5(x) = [2xn−5 + (d − 4)xn−5] − [2xn−5];
4. σ6(x) = [(d − 4)xn−6].
Observe now that: φ(Ûn−1; x) − φ(Un−1; x) = −(n − 3)xn−4 (cf. (1)), σ3(x) = −(n − 6)xn−5,
σ4(x) = −(n − 6 + (d − 4)(x2 − 1))xn−6, σ5(x) = (d − 4)xn−5 and σ6(x) = (d − 4)xn−6. There-
foreΔ(x) = (n − 3)x2 + (n − 6)(x + 1) + (d − 4)(x2 − 1)xn−6 > 0 for x > 1, andwe are done (by
Theorem 2.6).
This completes the proof. 
Lemma 4.4. Let G ∈ Un,d(3 d n − 2) be a graph of type-2 having the second largest spectral radius.
Then G = C1(n, d) (see Fig. 6).
Proof. Now G is one of the following two graphs from Fig. 6:
We ﬁrst observe that C1(n, d) can be obtained from C2(n, d) by rotating the edge rs to non-edge
position rt. Let (x1, x2, . . . , xn)
T be the Perron vector of C2(n, d). If xs  xt we are done (by Lemma 3.1).
Otherwise, assume that xs > xt . Then by subtracting the eigenvalue equations at s and t (in C2(n, d)),
followed with some evident transformations we get
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Fig. 6. Graphs C1(n, d) and C2(n, d).
(ρ + 1)(xs − xt) = xr −
∑
v∈V(H)\{r,s,s′ ,t}
xv,
whereρ = ρ(C2(n, d)). LetX = ∑v∈VG\{r,s,s′ ,t} xv. Thus xr > X (since xs > xt). By the eigenvalue equa-
tion applied at r we get ρxr < 2xs + X , and thus in turn ρxr < 2xs + xr (note, xs′ = xs, by symmetry).
Since ρ  3 for n 7 (for n = 7 this holds by computer calculation and for n > 7 by the Interlacing
theorem), we immediately get that xr < xs. Finally, since xr and xt are both less than xs, by applying
the eigenvalue equation at s we easily get ρ < 3, a contradiction. If n = 5 and 6, we can use direct
computations to verify that ρ(C1(n, d)) > ρ(C2(n, d)).
This completes the proof. 
Remark. From Lemmas 4.3 and 4.4we get that B1(n, d) and C1(n, d) are the only candidates for graphs
we are looking for. Using the interactive graph package newGRAPH (see [15]) for n = 15 we get:
ρ(C1(n, d)) > ρ(B1(n, d)) for 3 d 9;
ρ(C1(n, d)) < ρ(B1(n, d)) for 10 d 13.
Some other experiments suggest that there exists some d = dˆ such that ρ(C1(n, d)) ρ(B1(n, d))
for 3 d dˆ and ρ(C1(n, d)) ρ(B1(n, d)) for dˆ d n − 2. So in this situation the problem be-
comes much harder (in algebraic sense). Here we will only give polynomials (obtained by the divisor
technique, see [3])whose largest roots are the spectral radii of graphsB1(n, d)andC1(n, d), respectively:
x6 − (n + d − 1)x4 − 2(d + 1)x3 + [n(d + 1) − d2 + d − 14]x2 + 2(n + d − 7)x
−(n − d − 2)(2d − 5),
and
x6 − (n + d − 1)x4 − 2dx3 + [(n + 1)d − d − 6]x2 + 2(d − 2)x − (n − d − 2)(d − 2).
Case 4: d = n − 1. Now G cannot be of type-2. So it must be of type-1, and by Lemma 4.3 (since
H = Un−1) we easily get that G = Un−1 ⊕ d.
Summarizing the results from Lemmas 4.2–4.4 we get:
Theorem 4.5. Let Un,d be a set of all quasi-unicyclic graphs on n 5 vertices and n + d edges. If G ∈ Un,d
is the graph with the second largest spectral radius then (see also Figs. 3, 5 and 6):
(i) for d = 1, G = Un;
(ii) for d = 2, G = A2(n) if 6 n 8, and G = A1(n) if n 9;
(iii) for 3 d n − 2, G ∈ {B1(n, d), C1(n, d)};
(iv) for d = n − 1, G = Un−1 ⊕ d.
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