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ABSTRACT
A sample of corporate instructional designers and
professors of instructional design completed the "Corporate
Instructional Design Scale."

The data yielded information

on the extent of agreement that descriptive statements
identified conventionally and systematically designed
instruction.
Descriptive and asymmetric log linear (statistical)
analyses were conducted.

In the asymmetric log linear

analyses, the extent of agreement was used as the dependent
variable.

The three independent variables with three levels

each were Program type (conventionally designed instruction,
both conventionally and systematically designed instruction,
and systematically designed instruction), Instructional
component (instructional intents, instructional strategies,
and instructional assessments), and Trainer type
(professional trainers in manufacturing, professional
trainers in non-manufacturing, and professors of
instructional design).

The asymmetric log linear analysis

using 16 models was a 3x3x3x3 factorial design.
The extent of agreement on the indicators of
conventional instruction was lower than the extent of
agreement on the indicators of systematic instruction.

The

extent of agreement for instructional assessment indicators
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was lower than the extent of agreement for instructional
intents and strategies.

There were only minor differences

between the extent of agreement on indicators classified as
intents and indicators classified as strategies.

The extent

of agreement on the indicators which differentiated
conventionally and systematically designed instruction was
higher for the professors of instructional design than for
the trainers in manufacturing and non-manufacturing
companies.

'

Study results should be carefully considered by

professors of instructional design when designing their
instructional design courses.

The high extent of agreement

by professors of instructional design on items that
distinguished conventional instruction and systematic
instruction suggest that academia is fairly clear about the
indicators of instructional design, specially instructional
intents and instructional strategies, · while the
practitioners of instructional design have a substantially
lower extent of agreement.
two conclusions.

These results suggest at least

First, the academic world of instructional

design is not in tune with the corporate world.

Academia

has been promoting idealized procedures for instructional
design, while practitioners have adjusted their
i nstructional designs to corporate realities of time and
cost.

Second, corporate instructional designers have found
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academic world suggestions unrealistic.

Corporate

instructional designers have made modifications to their
instructional designs.

Their instructional designs may

actually only approximate whatever type of instruction the
professional trainers or corporation where they are employed
may advocate.
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CHAPTER 1
INTRODUCTION
The Problem
Training and development programs have become popular
and more formalized in corporations of the United States
(Training at Kodak, 1971; Luxenberg, 1978, 1980; Tracey,
1984; Morano
II, 1986).

&

Deets, 1986; Trends in Training, 1986; Trends

A greater number of corporate training and

development programs are carefully designed, developed, and
validated (Tracey, 1984).

These programs are usually

conducted in an environment that is structured at least to
some degree.

A definite beginning and end is clearly

delineated in the instructional designs of these corporate
training and development programs.

However, there does not

appear to be any consensus on the specifics of the
instructional designs.
Instructional designs have been variously defined and
explained in a variety of educational environments not
limited to corporate training and development settings
(Andrews & Goodson, 1980; Knirk & Gustafson, 1986; Rogoff,
1987).

The levels of implementation of the instructional

designs have also varied.

However, instructional designs

may usually contain three major instructional components;
(a) instructional intents; (b) instructional strategies; and
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(c) instructional assessments.

Descriptions of the

instructional intents component may consist of statements or
indicators related to the corporate training and development
philosophy, needs analysis and needs assessment, task
analysis, and setting goals and objectives.

Sometimes the

design of test content may also be included as part of the
component (Banathy, 1968; Dick

&

Carey, 1978).

Descriptions

of the instructional strategies component relate to the
selection and sequencing of content and media.

The

instructional assessments component may include field
testing the material on a representative sample of the
target population and revising the material on the basis of
the tryout results.

The instructional assessments component

may also include the assessment of the trainees and the
trainers, and a summative evaluation of the training
program.

Feedback may take place throughout the design, so

that · the desired level of effectiveness is achieved in the
final product.
Some instructional designs appear to be conventionally
designed; others systematically designed.

Conventionally

designed instruction or training focuses on the content of
the training and development program and the role of the
instructor (trainer) as the disseminator of information
(Hannum & Briggs, 1982; Cuban, 1983; Nunan, 1983; Kearsley,
1984).

Syste~atically designed instruction or training

(''
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focuses on stating in advance the knowledge, skills, and
attitudes to be demonstrated by the trainees (Banathy, 1968;
Kearsley, 1984).

Indeed, some programs claiming to be

systematically designed are only slight modifications of
more conventional instruction (Cuban, 1983; Lange, 1985).
The quality varies greatly (Blank, 1982).
In a study of vocational education programs, Lange
(1985) reported that instructional designers used a wide
array of procedures in an attempt to satisfy the
requirements of instructional systems design that is the
basis for competency based vocational education programs.
He reported that within the multitude of different
procedures that were used several seemed to be more
consistent with conventionally designed instruction, while
others were more consistent with systematically designed
instruction.

Lange (1985) found that there was low to

moderate agreement among the respondents about the extent to
which specific instructional indicators more strongly
represented either conventionally or systematically designed
instruction.

He concluded that instructional designers in

vocational education tended to use systematically designed
instruction to describe whatever they did, whether or not it
was consistent with the procedures contained in the
instructional design literature.
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Little is known about the extent to which there is
agreement about the importance of specific indicators of
conventionally and systematically designed instruction in
corporate training and development programs in the United
States.

A study on the extent of agreement among experts

may . benefit the field.

The evidence from such a study may

encourage the profession to more thoroughly consider the
indicators · and procedures which are more closely associated
with conventionally designed instruction and those which are
more closely associated with systematically designed
instruction.

A study of agreement about the indicators

which differentiate the two types of instructional designs
in manufacturing and non-manufacturing corporations in the
Uni~ed States may provide the basic constructs and framework
for '. the evaluation of specific training and development
programs.

Statement of the Problem
What is the extent of agreement among corporate
instructional designers on the indicators which constitute
conventionally designed instruction and systematically
designed instruction?

Does ·the extent of agreement vary by

component of instructional design, and by type of trainer?

5

Study Questions
1.

What is the extent of agreement on the

characteristics that differentiate conventionally designed
instruction from systematically designed instruction?
2.

Does the extent of agreement on the indicators

differ among the instructional components?
3.

Does the extent of agreement on the indicators

differ by ·type of trainer?

Operational Definitions
1.

Extent of agreement.

The extent of agreement on

each descriptive statement {indicator) was determined by the
variability of responses to a Likert-type scale.

The

responses reflected the extent to which the respondent
perceived the item as an indicator of either conventionally
designed or systematically designed instruction.

The six

points of the Likert-type scale were: {a) 0 = not at all;
{b) 1

=

low extent; {c) 2

=

moderately low extent;

{d) 3 = moderate extent; {d) 4 = moderately high extent; and
{e) 5 = high extent.

Responses were aggregated by item.

The items were classified to indicate low, moderate, or high
extent of agreement.

The specific criteria for classifying

low, moderate, or high extent of agreement is specified in
Chapter III.
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2.

Trainer type.

The trainer type variable consisted

of three categories of corporate instructional designers:
(a) professional trainers of manufacturing companies;

(b)

professional _trainers of non-manufacturing companies; and
(c) professors of instructional design.

Respondents were

assigned to these categories of the trainer type variable
with the help of two lists of major companies and one list
of universities in the United States offering doctoral
programs in instructional technology.

The Fortune 500 List

'

(Taylor, 1986) was used to create the sample of professional
trainers of manufacturing companies.

The Fortune 500

Service List (Mendes, 1985) was the basis for the sample of
professional trainers of non-manufacturing companies
studied.

The sample of professors of instructional design

was created from the list of doctoral programs in
instructional technology found in the Educational Media and
Technology Yearbook (Logan, 1986).

3.

Instructional component.

Three components of

instructional design were identified: (a) instructional
intents;

(b) instructional strategies; and (c) instructional

assessments.

Instructional intents included indicators

about the corporate training . and development philosophy,
needs analysis and needs assessment, task analysis, and
se t ting goals and objectives.

Instructional strategies

encompassed the selection and sequencing of content and
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media.

The instructional assessments component included

field testing the material on a representative sample of the
target population and revising the material on the basis of
the tryout results.

The instructional assessments component

also included the assessment of the trainees and the
trainers, and a summative evaluation of the training
program.

The items used to describe these three components

of instructional design are found in Appendix A.
4.

Program type.

Three categories of corporate

instructional designs were used: (a) conventionally designed
instruction;

(b) both conventionally and systematically

designed instruction; and (c) systematically designed
instruction.

The categories were created using the

responses obtained from the survey.

The procedure for

assigning the data to these categories is given in Chapter
III.

Limitations of the Study
1.

The survey instrument used to gather information

for the study was constructed for this specific task.

A

respondent's understanding of the items might have differed
from the understanding intended by the researcher, although
six professional experts helped to establish content
vulidity for the survey in6trument by reviewing and
evaluating each of the indicators.
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2.

Some corporate instructional designers may have

elected to have someone else on their staff respond for
them.
3.

Respondents were not asked whether their opinions

(responses) were based on their reading about the subject
(theory) or their experience with the subject (practice).

CHAPTER 2
REVIEW OF THE LITERATURE
Introduction
The purpose of the review of the literature was to
summarize research findings and other materials about
instructional design.

An effort was made to delineate th-e

indicators of conventionally designed instruction or
training (conventional instruction, traditional instruction)
and systematically designed instruction or training
(systematic instruction, instructional systems design) in
corporate training and development programs.
The instructional indicators were grouped into three
components -- instructional intents, instructional
strategies, and instructional assessments.

The

instructional intents component involved numerous indicators
related to corporate training and development philosophy,
needs analysis and needs assessment, task analysis, and use
of goals and objectives.

The instructional strategies

component was concerned with the selection and sequence of
content and media.

The instructional assessments component

included field ~esting materials on a representative sample
of the target population and revising the materials on the
basis of the tryout results.

The instructional assessments

component also included evaluations of the trainees, the

9
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trainers, and the training program.

Feedback was assumed to

take place throughout the design, so that the desired level
of effectiveness could be achieved in the final product.

Instructional Design
Instructional designers organize the decisions and
materials related to a unit of study, a course, or a
curriculum, so that learner knowledge and performance may
improve.

They tend to describe instructional design in

terms of how instructional systems design (ISO) has evolved
more than in terms of what makes systematically designed

1

instruction distinctive from conventionally designed
instruction.

Most often the discussion is based on the old,

traditional techniques versus the evolving ISO procedure~.
Conventionally designed instruction as a term is often used
interchangeably with terms such as conventional instruction
and traditional instruction (Hoye, 1976-1977; Peterson,
1979).

Systematically designed instruction, on the other

hand, may be used interchangeably with terms such as
competency-based education (Hoye, 1976-1977; Blank, 1982);
instructional design (Gagne
Briggs

&

&

Briggs, 1974; Briggs, 1977;

Wager, 1981); instructional development (Silber;

1978); instructional systems development (Branson, 1975a);
instructional or educational technology (Armsey

&

Dahl,
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1973; Wittich & Schuller, 1979); and systematic instruction
(Popham & Baker, 1970c; Dick & Carey, 1978).

Conventionally Designed Instruction
Conventional instruction (Hannum & Briggs, 1982; Cuban
1983; Nunan, 1983) depends heavily on the content of the
training and development program and the expertise of the
instructor (trainer).
in the trainer.

Intuition and creativity are valued

The disadvantage of conventional

instruction is inherent to the trainer's inconsistency and
variability of intuition and creativity.

Conventional

instruction interprets instructional designs in terms of the
trainer, rather than in terms of how training matches job
requirements.

The amount of time to be filled with the

course is also a consideration.

The focus is more on

content than on trainee performance.

Instruction is usually

topic oriented in that it tells about something (e.g., how a
computer operates) rather than performance oriented, which
tells the trainee how to operate the computer.
It was often assumed that:
1.

instruction should be delivered by lectures;

2.

the instruction should occur for a pre-determined
fixed time period;

· 3.

every student should begin at the same place in
the content and proceed at the same rate;

4.

someone who has mastered the content can teach
that content to others;
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5.

instruction should be sequenced according to the
'logic' of the content (i.e., World War I is
covered before World War II);

6.

each course should use a textbook in combination
with the lectures; and

7.

some audio-visual aids should be used to
supplement the lectures.
(Hannum & Briggs, 1982, p. 9)

The evaluation of conventionally designed instruction
is,

in essence, a sink-or-swim approach.

It is based more

on what trainees think about the training than on
identifying what difficulty a trainee is having in learning
and then correcting it.

This sink-or-swim approach

attributed to conventionally designed instruction is often
cited as the cause for any resulting inefficiency and
ineffectiveness.
Conventionally designed instruction is viewed as the
way 1nstructional design influenced teaching and learning in
the past (Nunan, 1983).

In practice, it has been defined by

those who favor it as more personal, local, and adaptive to
differing contexts than systematically designed instruction
(Nunan~ 1983}.

Systematically Designed Instruction
Systematically designed instruction is unlike
conventionally designed instruction.

Some educators view

systematically designed instruction as the opposite of
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conventionally designed instruction (Nunan, 1983).

Others

view systematically designed instruction as a way to more
efficiently provide training that is needed to improve
learner knowledge and performance (Gagne
Rosenberg, 1982; Tracey, 1984).

&

Briggs, 1974;

While there seems to be a

surfeit of guides for employing the systems approach to
develop instructional programs, research in support of such
practice does not abound (Glasgow, 1976-1977, p. 322).
There is no data to support the expectation that
systematically designed instruction, or defining performance
objectives will materially improve instruction (Allen,
1973).
Glatthorn (1987) identified eight basic steps of
systematically designed instruction which reflected the
commonalities in the various definitions of systematic
instruction.

The steps were:

1.

Determine the course parameters: Develop a
rationale for the course, identify its general
goals, and determine the time allocations.

2.

Assess the needs of the learners:
By reviewing
test scores, by analyzing demographic data, and by
surveying and interviewing, determine the
learner's needs in the area to be covered by the
course.

3.

Determine course objectives: On the basis of the
goals established and the needs identified,
identify the course objectives.

4.

Determine the sequence for course objectives: By
analyzing the learners and the objectives,
identify the optimal sequence for the objectives
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and cluster related objectives into unified
learning experiences.
5.

Analyze each objective to identify teachinglearning activities:
Do a task analysis of each
objective and identify the teaching-learning
activities that will enable the learners to
achieve those objectives.

6.

Select instructional materials: Choose
instructional materials that will facilitate the
attainment of objectives.

7.

Identify assessment measures:
Determine how the
attainment of those objectives will be assessed.

8.

Organize all decisions and materials: Arrange
them into a curriculum guide that will include the
key components (the rationale, the goals, the
objectives, the units, the teaching-learning
activities, the instructional materials, and the
assessment measures).
(Glatthorn, 1987, p. 88)

Andrews and Goodson (1980) identified over 60 ISD
models.
steps.

Forty of the 60 models were found to share 14
The 14 steps were:

1.

Formulation of broad goals and detailed subgoals
stated in observable terms.

2.

Development of pretest and postest matching goals
and subgoals.

3.

Analysis of goals and subgoals for types of
skills/learning required.

4.

Sequencing of goals and subgoals to facilitate
learning.

S.

Characterization of learner population.

6.

Formulation of instructional strategy to match
subject-matter and learner requirements.

7.

Selection of media to implement strategies.
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8.

Development of courseware based on strategies.

9.

Empirical tryout of courseware with learner
population, diagnosis of learning and coursework
failures, and revision of courseware based on
diagnosis.

10.

Development of materials and procedures for
installing, maintaining and periodically repairing
the instructional program.

11.

Assessment of need, problem identification,
occupational analysis, competence, or training
requirements.

12.

Consideration of alternative solutions to
instruction.

13.

Formulation of system and environmental
descriptions and identification of constraints.

14.

Costing instructional programs.
(Andrews & Goodson, 1980, p. 5)

Variations between descriptions of systematically
designed instruction were found (Andrews
Glatthorn, 1987).

&

Goodson, 1980;

Variations were most apparent in the

sequence of steps prescribed.

The writing of tests in one

model, for example, appeared after the specification of
objectives, while in another, it appeared as part of the
program evaluation.

None of the 60 models identified by

Andrews and Goodson (1980) was singled out as the best
procedure for developing instruction regardless of the type
of trainee or the type of training which was to occur.

Some

of the approaches were more appropriate for the experienced
instructional designer, while other models required skills
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that were more easily obtained and used by those individuals
who have limited design skills and training (Anglin, 1982).
Success with systematically designed instruction has
been less than complete.

Glatthorn (1987) noted that

instructional design is rarely conducted in such a
systematic, ends-oriented manner.

He claimed that

systematically designed instruction has two major
weaknesses.

First, -it does not place enough.emphasis on the

environment and politics of instructional design (Glatthorn,
1987).

Second, it diminishes the importance of learning

activities by selecting only those which accomplish some
predetermined objectives (Glatthorn, 1987).
Some instructional designers may advocate
systematically designed instruction completely, some partly.
Others may advocate it in conjunction, if not in harmony,
with conventional instruction.

It is not known the extent

to which either is practiced, known or understood among
corporate instructional desig~ers.

This situation may stem

from a less than complete knowledge base in the corporate
training and development literature about adult learning and
instructional design.

Instructional Intents
Instructional intents set the pace for the learning
program.

They may be found in writing or they may be in the
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head of the trainer.

They may be formal or informal;

general or specific.

In whatever form they appear,

instructional intents are what affects the formulation,
development, delivery, and evaluation of the training and
development program.

They are important in organizing the

course into units, selecting learning activities, and
planning an evaluation strategy.
Two major terms used when describing instructional
intents are goals and objectives.

Goals are more general

statements; objectives are more specific statements.
Objectives usually describe the knowledge or performance
addressed, as well as the conditions and criteria assumed in
order for the knowledge or performance to be expressed.
Two tec~niques are generally used to determine the
instructional intents of a training and development program.
One is needs analysis and needs assessment, the other is
task analysis.

Needs are examined to see if they have a

training solution.

Task analysis outlines specific

knowledge anq skill requirements of a job or task.

The

findings of the needs analysis and needs assessment and the
task analysis provide the rationale for the objectives, and
the basis for the content of the training and development
program.
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Instructional Needs
von Bleicken (1953) and Branscomb and Gilmore (1975)
identified reasons corporations may use for conducting
training and development programs.
Corporate motivations to educate and train include at
least six elements:
1.

to introduce new employees or newly appointed
managers to the organization, style, and
objectives of that corporate community, and all
managers · to organizational changes;

2.

to incorporate and diffuse rapid technical change,
particularly that resulting from scientific and
engineering innovations that are in their first
embodiment of a proprietary character;

3.

to sustain professional vitality, which includes
both motivation and basic professional skills, to
ensure personal professional growth and,
importantly, career path flexibility;

4.

to avoid the cost of travel and released time for
training at outside institutions;

5.

to exploit the increased motivation of on-the-job
training which allows newly acquired skills to be
immediately practiced; and

6.

to fulfill legal and social responsibilities to
expand employment and advancement opportunities
for minorities and the disadvantaged.
(Branscomb & Gilmore, 1975, p. 225)

Needs Analysis and Needs Assessment.

Needs analyses

and needs assessments (Cureton, Newton, & Tesolowski, 1986;
Goldstein, 1986; Smith, Delahaye,
major questions:

&

Gates, 1986) answer five

Is there a real need for a training

program, or should the problem be addressed in a different
manner?

If a training problem is indeed present, what needs
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must be addressed to solve it?
of solving the problem?
solving it?
attention?

What is the relative value

What is the potential value of

Is this potential great enough to warrant
In addition, Brinkerhoff (1986) called for a

redefinition of needs analysis from a problem-solving tool
that remediates performance weaknesses and deficits to a
tool that can enhance strengths, seek out and serve
opportunities for greater performance, anticipate and avoid
future problems, and create new strengths.

'

Corporate training and development programs may be
delineated in terms of the needs of the organization, groups
and teams of workers, and individual employees, so that
learner knowledge and performance may be addressed
(Tracey, 1984; Goldstein, 1986).

When the goals and

objectives of a training program are matched with the
corporation's needs, and management and the unions are
committed to a corporate training and development
philosophy, the ideal condition exists for the planning of a
total training program.

Organizational needs can affect

decisions about which employees get trained, which jobs are
the subject of training and development programs, and which
personnel and other resources become available to get the
training and development program designed (Rosenberg, 1982;
Hale s , 1986; Schein, 1986).
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Harless (1970), Mager and Pipe (1970), Rummler (1976),
Gilbert (1978), Tosti,

(1981), Zigon (1983), and Harmon

(1984) differentiated between performance problems caused by
a lack of knowledge and skills and those · caused by other
reasons.

Training solutions are sought when employees

either do not know how to perform the required tasks or can
learn to do them better.

Training solutions are not sought

for "performance deficiencies attributable to inappropriate
performance standards, inadequate supervision, employee lack
of interest, laziness, or dissatisfaction with working
conditions, and the like"

(Tracey, 1984, p. 6).

Variations to the procedures of needs analysis and
assessment exist (Steadham, 1980).

The procedures include

front-end analysis (Harless, 1970), analyzing performance
problems (Mager

&

Pipe, 1970), performance audits (Rummler,

1976; Gilbert, 1978), and the interpretive approach (Hiebert
& Smallwood, 1987).
Task Analysis.

Task analysis determines the human

capabilities needed by the trainees in order to carry out
the output to be specified by the objectives (Banathy, 1968;
Tracey, 1984; Goldstein, 1986).

The component parts of a

task or procedure and the relationship between those parts
are identified.

Task analysis collects data on each task to

deter1nine a subset of tasks that are critical and must be
taught in order for a trainee to learn how to do the task.
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Then, each critical task is further decomposed into
subordinate steps, elements, skills, and knowledge.

While

the process appears straightforward, many approaches exist
(Zemke, 1977; Prien, Goldstein,

&

Macey, 1987).

Markowitz

(1987), for example, described how the process worked for
the U.S. Coast Guard when they examined the position of
machinery technician.
Trainee Characteristics.

Two basic questions may be

addressed in the analysis of the learners:

Are the trainees

ready for the learning experience the training program may
offer them?

Is there a match between the trainees

characteristics and the materials and methods which may be
used in the training program?
While it is neither feasible nor necessary to analyze
every psychological or educational trait of the audience,
general characteristics such as age, gender, educational
level, intellectual aptitude, cultural or socioeconomic
factors, and physical disabilities are usually considered
(Rosenberg, 1982).

Knowledge of trainee characteristics

helps to determine the level of the instruction and to
select examples that will be meaningful to the given
audience.
In addition to considering the general characteristics
of the trainees, their specific entry level knowledge and
skills should be considered (Rosenberg, 1982).

Better
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selection decisions about media and methods are possible
when the knowledge base of the trainee matches the program's
prerequisite skills and not the program's target skills.
Study skills and attitudes are other key characteristics.
It must be determined whether the trainees have the basic
competencies in language, reasoning, and reading needed to
master the subject matter to be studied and any biases or
misconceptions about it.
Trainer Characteristics.

Decisions about

conventionally designed instruction are the concern of the
trainer (teacher)

(Cuban, 1983; Nunan, 1983).

Decisions

about conventional designs are dependent upon circumstances
such as the particular trainees, the resources available at
a particular time, and which methodologies suit a particular
personal teaching style (Nunan, 1983).

Under systematically

designed instruction, trainers are the presenters and
implementors of the designs that were prepared by an
instructional design specialist (Nunan, 1983).

The . major

task in selecting instructors is to determine the amount and
kind of subject-matter competence and teaching skill
required for successful implementation of the instructional
plan and to match available instructor competencies with
these requirements (Tracey, 1984, p. 49).
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Goals and Objectives
Instructional goals may be broad, such as greater
communication skills.

They may be more specific or

subsidiary, such as understanding and applying basic
grammatical rules of usage and agreement.

They may deal

solely with the corporate setting and be realized relatively
quickly, such as compliance with equal employment
opportunities guidelines; or they may aim at long-range
outcomes of learning experiences, such as harmony among
members of different _racial groups.
Broad and specific goals provide the general direction
of the learning program, but they cannot be measured {Popham
& Baker, 1970b; Mager, 1972).
measured.

Only objectives can be

Indeed, objectives serve as guides for

accumulating evidence that goals have been met {Gagne

&

Briggs, 1974).

Knowledge and Performance Objectives
Honeycutt, Harris, and Castleberry {1987) surveyed 112
trainers from large industrial, consumer goods, and service
firms who were members of a prominent U.S. national sales
training organization.

Ninety percent of the respondents

stated that their initial sales training programs included
training objectives.

Eighty-one percent of the respondents

24

reported that they established specific objectives, although
authors of the study found the objectives to be broad.
Roberts (1982) found a lack of agreement over the
technical terminology for the term objective.

Thirteen

terms were used interchangeably with objectives:
1.

Instructional objectives

2.

Learner objectives

3.

Training objectives

4.

Performance objectives

5.

Learning objectives

6.

Behavioral objectives

7.

Criterion-referenced objectives

8.

Functional objectives

9.

Educational objectives

10.

Performance specifications

11.

Measurable objectives

12.

Terminal objectives

13.

Performance standards
(Roberts, 1982, p. 15)

There is general agreement that objectives are the
domain of systematic instruction (Andrews
Glatthorn, 1987).

&

Goodson, 1980;

Objectives state what knowledge and

performance is to be demonstrated at the end of a training
and development program (Mager, 1984).

They also state the

conditions and criteria for demonstrating the knowledge or
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performance specified in each objective (Mager, 1984).
There is general recognition of the requirement for
objectives to state measurable behaviors or the products of
those behaviors (Tracey, 1984; Knirk & Gustafson, 1986).
Objectives may serve one of four functions.

First,

they may be the basis of a fine-grain analysis of
instructional goals (Keller & Klasek, 1981-1982).

Second,

they may provide direction in the selection and sequence of
content, and the development of testing instruments.

Third,

objectives may improve communications with trainees by
specifying the instructional intents of the training program
in advance.

Fourth, grading practices, typically used in

conventional instruction such as rank in class, standard
scores, percentile scores, and letter-grade passing scores,
are no longer necessary.

Trainees demonstrate a specified

learned behavior as prescribed in each objective.

Tests are

not the sole evaluative instrument; rating scales,
questionnaires, and standard interview forms are other means
to evaluate.
Classification schemes, such as the Taxonomy of
Educational Objectives (Bloom, Engelhart, Furst, Hill,
Krathwohl, 1956; and Krathwohl, Bloom,

&

&

Masia, 1964),

categorize and quantify objectives addressing various
intellectual levels and learning processes.

While there is

some overlap between taxonomies, and the taxonomies are not
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always arranged in hierarchical order, they serve to
determine knowledge, attitude, and skill levels from simple
to complex.

The classification schemes may be used by

instructional designers to write objectives addressed at the
level of the learners followed by several progressive levels
to the intended learning outcomes for which the training
program was created.
Research on the effectiveness of objectives (Walbesser

& Eisenberg, 1972; Duchastel

&

Merrill, 1973; Macdonald-

Ross, 1973; Olson, 1973; Barth, 1974; Lawson, 1974; Faw &
Waller, 1976; Hartley & Davies, 1976; Melton, 1978; Lewis,
1981; Lewis, 1981-1982; Roberts 1982) has been summarized by
Melton (1978) and Lewis (1981-1982).

Lewis (1981-1982)

listed six guidelines for the use of objectives based on
empirical findings:
1.

Reduce the number of specific objectives
especially at the beginning of text .••

2.

Use behavioral objectives to increase relevant
achievement •••

3.

Concentrate on the relevant tasks or information
required by the objectives rather than the age and
past experience of students ••.

4.

Eliminate the false assumption that behavioral
objectives will improve performance in cognitive
and psychomotor areas significantly •.•

5.

Accept the limitations of behavioral objectives.
They do not seem to increase incidental learning
nor retention.

6.

The literature seems to indicate that the
influence of behavioral objectives, compared with
other preinstructional techniques [directions,
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pretests, introduction, and advance organizers],
is not as great as the advocates of objectives
would like to believe.
(pp. 288-290)
Similarly, Melton (1978) concluded the following about
objectives:
1.

Behavioral objectives might be expected to
function as orienting or as reinforcement stimuli
according to whether they are placed immediately
before or after the related instructional
material.
For ease of reference we might refer to
such objectives as pre- and post-objectives.

2.

We would expect both pre- and post-objectives to
enhance relevant learning.
We would, however,
expect post-objectives to be more effective than
pre-objectives in this respect.

3.

Pre-objectives might be expected to function as
orienting stimuli, enhancing relevant learning but
depressing incidental learning.

4.

The effectiveness of both pre- and post-objective
stimuli might be expected to increase if the
objectives are spread throughout the text, rather
than grouped together at the beginning or end.

5.

Student performance overall (relevant and
incidental learning combined) should be enhanced
more by post-objectives than by pre-objectives.

6.

Although one might expect to observe the above
effects in related studies on behavioral
objectives, they could well be hidden if the
student body concerned is highly motivated.
The
effects could also be masked by other conditions
such as those discussed regarding relevant
learning.

Instructional Strategies
Instructional strategies specify the content and
sequence of the instruction.

Learning activities and use of
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media are indicators of the instructional strategies
component.

Learning may be self-paced or group-paced.

Content Selection and Sequence
In many subjects, there's almost an unlimited amount ot
content (information, subject matter) from which to select
(Banathy, 1968).

Content and sequence may be influenced by

the internal logic of the subject matter, chronology, or the
order of task performance (Tracey, 1984).

Alternatives in

content and sequence are often provided (Banathy, 1968).
The results of a task analysis may serve as the primary
basis for selecting and sequencing content.

Through task

analysis each individual skill and piece of information
(concepts, principles, procedures or facts) required to
improve the knowledge and performance of the trainees may be
detailed.
Reigeluth and Curtis (1987) distinguished between
macro-level and micro-level instructional strategies.
Macro-level strategies were proposed by Ausubel (1963),
Bruner (1960; 1966), Scandura (1973), Gagne (1975), Posner
and Strike (1976), and Merrill (1978).

For the most part,

the instructional content sequences recommended by these
writers are some form of simple-to-complex sequence
(Reigeluth

&

Curtis, 1987).
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Micro-level strategies are decisions about learning
activities such as the use of examples, practice, visuals,
memory aids, and attention-focusing devices.

Opportunities

for remediation and enrichment may sometimes be provided.
The events of instruction have been described by Gagne and
Briggs (1974) as gaining attention, informing the learner of
the objective, stimulating recall of prerequisite learnings,
presenting the stimulus material, providing "learning
guidance," eliciting the performance, providing feedback
about performance correctness, assessing the performance,
and enhancing retention and transfer.
Rogoff's (1987) discussion of content and sequence
centered around the writing of instructor's notes.
Instructor's notes show a step-by-step sequence of the
subject.

Rogoff (1987) also differentiated among the

training materials required for each step.

Presentation

materials such as slides, videotapes, and overhead
transparencies, are used to present information to trainees.
Student materials include workbooks, simulation workshop
materials, on-line computer exercises, course evaluation
exams and questionnaires, and the interactive portions of
computer-based instruction.

Administrative materials, which

are used to conduct or distribute the training, include
course schedules, student rosters, student sign-up . sheets,
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room reservations, computer terminal installations, and
distribution methods for self-paced training materials.

Media Selection
Instructional media may be selected; used in whole or
in part; modified or ~dapted; or produced (Tracey, 1984).
Special considerations related to equipment, facility, and
cost may be made (Anderson, 1983; Tracey, 1984).

Training

methods are not limited to readings and pencil-paper work
(Bates, 1984).

Tradi~ional training methods such as case

study (Tracey, 1984), : conference method (discussion)
(Costin, 1972; Tracey, 1984; Ladd, 1986), lecture (McLeish,
1968; Bligh, 1972; Costin, 1972; Gregory, 1975; Tracey,
1984), business games : (Tracey, 1984), films/videos
(Anderson, 1983; Schleger, 1986; SchlegerJ 1987; Sullivan
Myers, 1987), programmed instruction (books)

(Tracey, 1984),

role plays (Tracey, 1984), and audiocassettes (Anderson,
1983; Tracey, 1984) are considered.
advances (Galati, 1986; Four by four,

&

Recent technological
1987) have added to

the list of teaching methods with the inclusion of
interactive video (Floyd & Floyd, 1982; Duke, 1983),
satellite TV networks (Arnall, 1987), teleconferencing,
computer-based training (Anderson, 1983; Dean & Whitlock,
1984; Tracey, 1984; Bryan, 1986; Comeau, 1986; Galagan,
1987), and artificial ; intelligence (Kearsley, 1987).

The

31

range of possibilities for improving training and
development programs, at reasonable costs, may be further
improved through using combinations (mixed) of instructional
media (Ladd, 1986).
Dick and Carey (1978) and Anderson (1983) wrote about
the unique role of instructional media in the instructional
process.

According to Dick and Carey (1978), the factors

involved in selecting one media type over another included
type of learning; availability of various media; ability of
the designer; flexibility, durability, and convenience of
the materials within a specified medium; and the cost
effectiveness of one medium compared to others.

Anderson

(1983) based his media selection procedures on a series of
questions that related course objectives and content with
alternative media characteristics.

Media choices were

dependent on their compatibility with the backgrounds, age,
and culture of the learners; local production capabilities;
facilities; budgets; and developmental testing.
No one medium has been found to be superior in any
training setting (Ragan, 1984).

No one specific type of

media is for every organization, nor for all parts of a
training and development program.

Media selection models,

however, are used to look at a number of different
attributes of media early enough to make logical decisions
about training delivery.

Media selection models help
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determine whether the technology should be used at all, how
it should be used, and what courseware can best meet the
organization's needs.
Levie and Dickie (1973) summarized the research on the
relationships between learning tasks and media as follows:
First it should be noted that most objectives may be
attained through instruction presented by any of a
variety of different media. A great many studies have
shown no significant difference between one medium and
another in facilitating the attainment of a wide range
of objectives.
Second, it should be noted that most
media may be used effe~tively to present information
instrumental to the attainment of numerous different
objectives.

(p. 859)
Research studies which compared media have been
theoretically and methodologically inadequate (Lumsdaine,
1963; Stickell, 1963; Schramm, 1977).

Comparisons of

learning gains achieved from one medium with lea~ning gains
achieved through another have been useless.
Research on quality dimensions of instructional
materials has not been helpful.
Substantial numbers of
comparative effectiveness studies have been conducted
on such topics as draft versus completed versions of
visuals in training films, on letter fonts, and color
versus black and white.
The findings of this research,
generally leading to conclusions that these things make
no difference, add virtually nothing to our
understanding of the potential impact of real and
substantial quality dimensions in instructional
materials.
(Ragan, 1984, p. 34)
Justifications of expenditures for media rentals and
purchases are not easily prepared (McCullough, 1987).

Wise
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(1983-1984) offered a scheme for classifying the costs and
benefits of alternative instructional media, and proposed a
method for conducting interim cost comparisons.

Research

does not seem to be available on what roles different media
may play in a training and development program (Bates,
1985).

Research also does not seem to be available on

factors affecting media use such as costs, accessibility,
convenience, organizational requirements, and availability
of suitable equipment and courseware (Bates, 1985).

The

relative costs in achieving the same objective by using
different technologies are not readily known (Bates, 1985).
What new objectives could be obtained by using new
technologies, and at what cost also needs to be researched
(Bates, 1985).
Conventional instruction favors the lecture method
(Hannum

&

Briggs, 1982; Cuban, 1983; Nunan, 1983).

Systematic instruction may also use the lecture method, but
more as a motivating rather than an instructional strategy.
The evidence summarized by Fisher (1979) indicates that
lecturing is positively valued, because it provides
intellectual stimulation and personal satisfaction to the
instructor; but that a more personalized system of
instruction would significantly enhance the learner's
learning and personal-social development.

Fisher (1979)
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advocated a combination of these two methods, and called it
the combination method of instruction.
Six features characterize the combination method of
instruction:
1.

Substantive oral presentations (lectures) given
frequently by the instructor to the class;

2.

Frequent individualized testing with immediate
feedback on test results;

3.

Emphasis on higher order learning skills;

4.

Unit perfection requirement or mastery grading
(for some topics);

5.

Normative grading (for other topics); and

6.

Carefully structured learning materials to provide
precise and definitive sources of information
which students can study independently and each at
his or her own pace.
(Fisher, 1979, p. 11)

Trainee Groupings
Huff (1984-1985) categorized instructional design into
two broad areas related to group size:
self-paced.

group/lockstep and

The conditions for selecting group/lockstep

are, for the most part, merely the opposite of the
self-paced design.

The conditions for selecting group

pacing are:
1.

Complete self-study is not feasible and some of
the instructional communication must be
instructor-presented.
For example, several units
require demonstration of procedures.
In such a
case it would not be possible for the instructor
to provide individual demonstration.
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2.

Some of the activities require performance as a
team or group in which self-paced design would not
be possible.

3.

Complete self-paced activities are not
administratively possible.
For example, students
might be required to leave the classroom to work
in another area.

4.

Not enough instructors for self-pacing.

5.

Equipment is available on a one-time basis for an
entire class.

{p. 229)
Other trainee groupings included conventional random
grouping, homogeneous grouping (Tracey, 1984), learner
controlled instruction (Wydra, 1978; 1980), modular
scheduling, multiple tracks, remedial instruction, team
learning {Tracey, 1984), and team teaching {Tracey, 1984).
Conventionally designed instruction is usually
delivered to a group of trainees.

Systematically designed

instruction may be delivered to trainees on an individual
basis.

It may also be delivered simultaneously to a group

of learners.

Instructional Assessments
The instructional assessments component was about the
effectiveness of the total training and development program.
Field trials or formative evaluation may be conducted {Gagne
&

Griggs, 1974).

Indicators such as evaluations of the

trainees, trainers, the course, course materials, and the
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cost of the training may be included {Tracey, 1984).
Instructional assessments may include course evaluation
forms filled out by the learners, instructors, boss, and
peers or subordinates.

Follow-up evaluations may also be

conducted {Tracey, 1984).

Pre-tests, post-tests, and

reviews of performance records may be used in the data
analysis.

Formative Evaluation
Many of the systematicalJy designed instruction models
include field trials or a formative evaluation {Gagne &
Briggs, 1974; Branson, Raynor, Coe, Furman, King, & Hannum,
1975e; Dick & Carey, 1978; Briggs & Wager, 1981).

A

formative evaluation monitors the effectiveness of the
instructional design while it is in the developmental stage.
Course tryouts are conducted with individual learners and
small groups.
Various methods for formative evaluation have been
proposed {Abedor, 1972; Sanders & Cunningham, 1973; Baker,
1974; Borich, 1974; Gagne & Briggs, 1974; Singer & Dick,
1974; Dick & Carey, 1978; Kaufman & Thomas, 1980).

Examples

of data that may be compiled include the review of trainee
performance on entry-behavior objectives, comparisons of the
trainee performance on embedded questions with instruction,
and review of the amount of time required for the trainee to

37

complete the instruction.

Studies, their strategies and

results, which have employed various formative evaluation
methods have also been reported (Markle, 1967; Dick, 1968;
Abedor, 1972; Baker, 1974; Lawson, 1974; Bank & Fink, 1976).
Bachman (1987) summarized the formative evaluation
efforts conducted at GTE.

GTE calls their successful effort

a pilot program (Bachman, 1987).

A pilot is a real course

and should be thought of that way (Rogoft, 1987, p. 100).
By confronting potential problems and taking corrective
action prior to release of the program,

[they] were able to

deliver better end products to their customers (Bachman,
1987, p. 96).
Williams (1983) selected educational, industrial, and
military models to generate a theoretical formative
evaluation model.

The educational systems reviewed were

those of Stake, Sanders and Cunningham, Stufflebeam, Wright
and Hess, Borich and Drezek, Dick and Carey, Kaufman and
Thomas, and the National Technical Institute for the Deaf.
The three industrial and military models were the Navy
Training .TEC model, the T-S Evaluation Model, and the Borich
Model.
The theoretical formative evaluation paradigm was used
by Williams (1983) as the standard of comparison for the
procedures used by a training corporation, Advanced Systems,
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Inc.

(ASI).

On the ASI process and model, Williams (1983)

stated:
1.

The ASI model reflected the corporation's desire
to present a systematic approach to the
development and evaluation of training materials.

2.

The employees of ASI did not always agree with
ASI's method of course development and
evaluation .••
(p. 228)

A combined f6rmative model (Williams, 1983, Figure 35) was
then generated to apply the theory into practice within
instructional design.
Besides the limited empirical evidence supporting
formative evaluation models there exists other constraints
to their usage.

These constraints include the lack of

consensus on a definition (Sanders & Cunningham, 1973); the
absence of checks for validity, reliability, or suitability
of the training and its materials; the absence of procedures
for data analysis in the formative evaluation sequence
(Gephart, 1976); and the absence of evaluations of the ISD
models themselves (Smith & Murray, 1975).

Aversa and Forman

(1978) offered three reasons tor the existence of

constraints of formative evaluation:
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1.

Unlike education, a great deal of training occurs
in the private, as opposed to the public sector.
Since the government and public foundations are
not supporting these training programs, they
cannot mandate evaluations.

2.

There is a general feeling that educational
methods are not often well-suited to the real,
every-day, outcome-oriented world of business.
These people tend to distrust educational methods
and techniques borrowed without adaptation and
revision; they want training evaluation to develop
a character of its own.

3.

The field of training is in a state of tremendous
growth and development.
The demand for training
is great, and trainers are thinking more about
developing their next project as opposed to
evaluating and improving their present one.
(pp. 16-18)

Program Evaluation
The instructional assessment of training and
development programs is commonly called program or summative
evaluation.

While program evaluation is a part of

systematically designed instruction, it is not always
included.

The basic principle of instructional systems

evaluation is:

You assess only those outcomes your

intervention was designed to affect (Carkhuff & Fisher,
1984b, p. 11).
do?"

Program evaluations ask about "How did we

More specifically, program evaluations ask about the

kind of contribution made by the training program, whether
the training program should be continued or repeated, and
how it can be improved (Kirkpatrick, 1978).

Nearly all
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training people agree that the program should be evaluated,
but there is great confusion and disagreement about what to
do and how to do it (Kirkpatrick, 1978, p. 6).
Feedback obtained from a program evaluation should
address the appropriateness of the instructional strategies
in terms of the instructional intents, the implementation,
and the methods of trainee assessment used (Percival &
Ellington, 1984).

Bowman (1987) advocated that program

evaluations include a review of the documents either
produced or used, such as the review of training needs,
assessment of employee satisfaction with the program,
comparison of the results of the current year's needs
assessment to those of the previous year's assessment, and
the corporation's business and strategic plans.
Kirkpatrick (1975; 1978) and Del Gaizo (1984) proposed
stages or steps to consider in program evaluation.
Kirkpatrick's (1978) four steps in evaluating a supervisory
training program were reaction, learning, behavior, and
results.

Reaction refers to the trainees' reaction to or

feelings about the program attended.

The second step,

learning, measures the knowledge and skills gained by the
trainees.

The third step, behavior, refers to on-the-job

behavior change.

In actual practice, the second and third

steps are followed less commonly than the first step
(Kirkpatrick, 1975; 1978).

Focusing on results accomplished
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because of the training program, the fourth and final step,
is the most difficult to measure.

There are many factors

that influence results, such as production, quality, costs,
turnover, accidents, and profits.

It is frequently

impossible to show that the training program caused the
desired result (Kirkpatrick, 1978).

Kirkpatrick (1975;

1978) also suggested several techniques for conducting the
evaluation.

Birnbrauer (1987) recommended that trainers

evaluate their programs from beginning to end using
Kirkpatrick's (1975; 1978) evaluation matrix.

Although this

model is 28 years old and the processes involved are far
from revolutionary,

it remains valid because of its

comprehensiveness, simplicity, and applicability to a
variety of training situations (Birnbrauer, 1987, p. 53).
Del Gaizo's (1984) evaluation model was similar to
Kirkpatrick's (1975; 1978) model.

Both models consisted of

four steps, called levels by Del Gaizo, with each level
assessing an increasingly complex and difficult-to-measure
aspect of training.

Del Gaizo's level one considered

whether the participants liked the training program.

Level

two looked at whether the participants learned the skills
taught.

Level three considered whether participants used

the newly learned skills on the job.

Level four considered

whether the training program affected the bottom line.
Specific program evaluations recently published seem to have

42

followed either Del Gaizo's or Kirkpatrick's model.

Bell

and Kerr (1987), for example, followed Del Gaizo's four
levels of evaluation in her report of the Business
Communication Skills program for high-level support staff at
the University of Texas at Austin.
The program evaluations that are conducted are still
not what they should be (Honeycutt, Harris,
1987).

&

Castleberry,

Clegg (1987) replicated Sullivan's (1970)

dissertation about management training evaluation.

The

sample included 50 Fortune 500 industrial companies.

Most

of the companies surveyed conducted evaluations of their
management training programs, although nearly half of them
recognized the lack of standards with respect to evaluation.
Most did not plan any changes in their evaluation design.
The most commonly cited reasons for conducting a management
training evaluation were change in performance on the job;
reaction of trainees to training; and changes in knowledge,
skills, or attitudes possessed by the trainees.

Less than

one-half of the 24 evaluation methods that could be used in
evaluating training programs were actually being used.
Among the top reasons cited for conducting evaluations were
to determine where improvements · were required and to measure
progress toward objectives.
Few program evaluations appeared in the review of the
literature, because trainers spend time training, not
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evaluating (Bell

&

Kerr, 1987).

Smeltzer (1979) reported

that less than 12 percent of 285 companies studied evaluated
the results of supervisory training programs in management.
Clement and Walker's (1979) survey of 2,000 training
professionals predicted growth in the breadth and depth of
training services provided and - increased time spent on
management activities such as planning and organizing, while
at the same time reporting a bleak outlook for evaluation.
Trainee Assessment.

Tests may or may not be given to

trainees before or after a training and development program
(Percival & Ellington, 1984). : Transfer of learning may be
an issue (Van Velsor

&

Musselwhite, 1986). Tests in some

instructional designs are written before the content and
materials are selected (Banathy, 1968; Branson, Rayner, Coe,
Furman, King, & Hannum, 1975b; ; Dick & Carey, 1978; Tracey,
1984).

In other instructional designs, tests are written

after the objectives are written and the content and media
selected and sequenced.
Of the two types of instruction, conventional more than
systematic instruction tends t~ record and report scores
based on norm referenced testing or assessment (Percival
Ellington, 1984).

&

Norm-referenced testing probes for

differences in knowledge and p~rformance between comparable
learners (Swezey, 1976-1977).

A trainee's test results are
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compared (referenced) to the average (norm) of the other
trainees' test results.
Systematic instruction tends to use criterion
referenced testing or assessment (Percival & Ellington,
1984).

Criterion-referenced testing does not probe for

differences in knowledge and performance between trainees.
Instead, it involves testing trainees in order to compare
their knowledge and performance with a pre-established
standard of performance (Swezey, 1976-1977).

A typical

norm-referenced test may have a fixed pass rate (say 55%),
which is strictly adhered to, no matter how high or low is
the general level of attainment (Percival & Ellington, 1984,
p. 103).

The grading policy of systematically designed

instruction does not appear to be strictly a matter of
assigning a grade.

A record of "yes-not yet" may be made on

the performance of objectives.

Grades for final performance

may or may not be computed.
Trainer Evaluation.

Assessing instructor performance

is variously carried out by the trainees, the trainer, and
the program evaluator or supervisor.

Trainer evaluations

are intended to serve as a catalyst for developing the
trainer's understanding of what to do to improve his own
performance.

Usually involved in such evaluations are

pre-observation meetings with the evaluator or supervisor,
an evaluation interview immediately after the observation,
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an action plan with realistic expectations, and follow-up to
weigh action plan progress (Murphy, 1987).
Cost of Training.

The success of training programs is

rarely credited to efforts to document dollars-and-cents
returns on individual training programs.

Deciding whether

or not the initial costs and on-going running costs justify
the end results is a value judgment, involving a wide range
of educational, financial, social, and political
considerations {Percival & Ellingt?nr 1984, p. 122).

The

perceived need to get a better handle on training's
connection to bottom-line results applies to soft-skills
training, such as management training or sales training,
more often than it applies to technical training.
Weinstein (1982) and Weinstein and Kasl (1982) have
provided a model for calculating training costs that is an
extension of program evaluation.

Cost estimates in the

Weinstein (1982) and Weinstein and Kasl (1982) model include
cost estimates of classroom, program development amortized
over a projected 25 programs, trainer preparation time,
general administration, and corporate overhead.

Paquet,

Kasl, Weinstein, and Waite (1987) reported the successful
application of this model at the CIGNA Corporation with
their corporate management development and training program.
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Suessmuth (1976) and Shipp (1980) provided an interim
solution for companies who do not yet have the hard data
needed to substantiate cost-effectiveness.

CHAPTER 3
METHODS AND PROCEDURES
Research Design
A survey instrument was designed, produced, and field
tested to elicit responses about the extent of agreement
among trainers (trainers of manufacturing companies,
trainers of non-manufacturing companies, and professors of
instructional design) on the characteristics that
differentiate a conventionally designed corporate training
program from a systematically designed corporate training
program.

The survey instrument was not intended to assess

the extent to which corporate training and development
programs were either conventionally or systematically
designed.
Descriptive and asymmetric log linear (statistical)
analyses were conducted.

In the asymmetric log linear

analyses, the extent of agreement was the dependent
variable.

The three independent variables and their three

levels were Program type (conventionally designed
instruction, both conventionally and systematically designed
instruction, and systematically designed instruction),
Instructional component (instructional intents,
instructional strategies, and instructional assessments),
and Trainer type (professional trainers of manufacturing
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companies, professional trainers of non-manufacturing
companies, and professors of instructional design).

The log

linear analysis using 16 models was a 3x3x3x3 factorial
design.

Population and Sampling Procedure
The population of corporate instructional designers
consisted of professional trainers of corporations in the
United States, as well as of professors of instructional
design with expertise in the instructional design of
corporate training and development programs.

The population

of professional trainers was composed of the training
directors from the companies listed in the Fortune 500 List
(Taylor, 1986) and the Fortune Service 500 List . (Mendes,
1985).
The population of professors of instructional design
consisted of professors of instructional design with
expertise in the instructional design of corporate training
and development programs, belonging to each of the 61
universities in the United States with doctoral programs in
instructional technology.

The 61 programs, program

coordinators, program descriptions, and mailing addresses
were found in the Educational Media and Technology Yearbook
(Logan, 1986).
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The sample of training directors of manufacturing
companies was created using the Fortune 500 list of
companies (Taylor, 1986).

The sample of training directors

of non-manufacturing companies was selected using the
Fortune Service 500 list of companies (Mendes, 1985).
The sampling was stratified for manufacturing and
non-manufacturing companies.

First, the Fortune 500 and the

Fortune Service 500 lists were each enumerated from 1 to
500.

Second, two independent sets of 198 random numbers

were computer-generated.

The first set of random numbers

was used to create the sample of manufacturing companies.
The second set of random numbers was used to create the
sample of non-manufacturing companies.

Third, each random

number in each of the two strata was linked to the already
enumerated company lists.
the Standard

&

Fourth, addresses were located in

Poor's Register of Corporations, Directors,

and Executives (1986).

Finally, the few addresses not given

in this directory were verified in the Million Dollar
Directory or the Directory of Corporate Affiliations.
The sample of professors of instructional design was
composed by requesting the program coordinators of the 61
doctoral programs in instructional technology listed in the
Educational Media and Technology Yearbook (Logan, 1986) for
the names of two professors of instructional design at his
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university with expertise in the instructional design of
corporate training and development programs.

Instrument Development
A survey instrument, the "Corporate Instructional
Design Scale" (Appendix A), was designed to collect the
data.

The development of the content and format of the

survey was based on a review of the literature and the
recommendations of six instructional design experts (one
professional trainer in manufacturing, one professional
trainer in non-manufacturing, one professional instructional
designer of military training, and three professors of
instructional design).

The literature review consisted of

the identification and review of studies related to both
corporate training, conventional instruction, and systematic
instruction.

From the literature review, descriptive

statements of the multiple facets of conventionally and
systematically designed instruction were created.
The descriptive statements (instructional indicators)
were grouped into three major sections (instructional
components):

(a)

strategies, and (c)

instructional intents,

(b)

instructional assessments.

instructional
The

instructional intents component consisted of 63 indicators
numbered la-12g in the survey instrument.

The instructional

strategies component consisted of 112 indicators numbered
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13a-39f in the survey instrument.

The instructional

assessments component consisted of 101 indicators numbered
40a-67d in the survey instrument.
A Likert-type scale was designed so that the
respondents could record the extent to which they believed
each survey item reflected conventionally and systematically
designed instruction.
(a)

0

=

not at all;

The scale consisted of six points:
(b)

moderately low extent;

(d)

1

=

low extent;

3

= moderate

moderately high extent; and (f)

(c)

2

extent;

=
(e)

5 = high extent.

4

=

Two

response spaces appeared before each descriptive statement;
one for conventionally designed instruction; the other for
systematically designed instruction.

Validity and Reliability
The clarity, appropriateness, grouping, sequencing, and
completeness of each of the descriptive statements in the
survey were critically reviewed.

Six instructional design

experts helped to establish content validity for the survey
instrument by reviewing and evaluating each of the
indicators.

Three professors of instructional design

reviewed the survey instrument as a group.

A professional

trainer from a manufacturing company and an instructional
designer from the military sector, met individually with the
researcher to review the survey instrument.

The
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13a-39f in the survey instrument.

The instructional

assessments component consisted of 101 indicators numbered
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one for conventionally designed instruction; the other for
systematically designed instruction.

Validity and Reliability
The clarity, appropriateness, grouping, sequencing, and
completeness of each of the descriptive statements in the
survey were critically reviewed.

Six instructional design

experts helped to establish content validity for the survey
instrument by reviewing and evaluating each of the
indicators.

Three professors of instructional design

reviewed the survey instrument as a group.

A professional

trainer from a manufacturing company and an instructional
designer from the military sector, met individually with the
researcher to review the survey instrument.

The
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professional trainer from the non-manufacturing company
answered and critiqued the questionnaire by himself, and
mailed the answers and comments to the researcher.
The length of the survey precluded repeating a round of
responses.

Therefore, a test-retest reliability strategy

was not possible.

Data Collection
A letter addressed to "Training Director" requesting
his/her willingness to participate in the study was sent to
...

each of the 396 corporations in the two samples of
companies selected (Appendix B).

u. s.

A similar letter was sent

to 61 professors of instructional design (Appendix C).

The

letter included a stamped and addressed postcard which
requested that the respondent check yes or no in answer to
the request to participate, and write his/her name, job
title, and address.

In the event that the respondent was

unable to participate, he/she was asked to consider their
most senior instructional designer as an alternate.
University respondents were asked to participate if they had
experience in the instructional design of corporate training
and development programs.

A name of a colleague with

similar experience was also requested.

However, if the

university respondent did not have the requisite experience,
he/she was asked for two,

instead of one, names of
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colleagues, who had experience with corporate instructional
designs.

A stamped and addressed return postcard

accompanied each letter.
Reasons given for not participating in the study
included lack of trust, the organization had no training
department or person qualified to complete the survey,
company policy prohibited study participation, or the
company was no longer in business.

The positive responses

of willingness to participate totaled 124, of which 35 were
from trainers in manufacturing companies, 52 from trainers
in non-manufacturing companies, and 37 from professors of
instructional design.

After the positive responses of

willingness to participate in the study were tallied, the
researcher sent the survey instrument, the "Corporate
Instructional Design Scale," to each person who had agreed
to participate.

A letter of appreciation for their

participation accompanied each instrument (Appendix D).

A

stamped and addressed return clasp envelope was also
enclosed.
Seventy non-respondents were sent a reminder letter
after one month had elapsed since the questionnaire had been
mailed (Appendix E).

Twenty-two reminder notices were sent

to trainers in manufacturing companies, 29 to trainers in
non-manufacturing companies, and 19 to professors of
instructional design.

Reminder notices increased the
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questionnaire response rate by one for trainers in
manufacturing companies, two for trainers in nonmanufacturing companies, and three for professors of
instructional design.
The surveys returned were screened for completeness.
Fifty-four (44%) usable questionnaires were received.
Fourteen (40%) of the questionnaires were received from
trainers in manufacturing companies, 22 (42%) from trainers
in non-manufacturing companies, and 18 (49%) from professors
of instructional design.

Reasons given for not completing

the survey included lack of time for such a lengthy
questionnaire, and lack of expertise.

Data Analysis
The unit of analysis for the study was the survey
instrument item (instructional indicator).

Each item was

associated with three nominal independent variables (Trainer
type, Instructional component, and Program type) and one
ordered categorical dependent variable (Extent of
agreement).

Frequency distributions, cross-tabulations, and

log linear analyses, were computer generated using a
statistical package for the social sciences, SPSSx (1986).
The survey responses were computed coded and stored.
Median ratings of the responses to each instructional
indicator were obtained from the frequency distributions.
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The median ratings were recorded for the three levels of
program type (conventionally designed instruction, both
conventionally and systematically designed instruction, and
systematically designed instruction) and three levels of
trainer type (professional trainers of manufacturing
companies, professional trainers of non-manufacturing
companies, and professors of instructional design).
For each trainer type, if the median rating for an
indicator was higher for conventionally designed instruction
than for systematically designed instruction, it was
labelled conventional.

Where the median ratings were the

same for conventional and systematic instruction, the
indicator was labelled for both conventional and systematic
instruction.

If the median rating for an indicator was

higher for systematically designed instruction than for
conventionally designed instruction it was labelled
systematic.
Based on _these labels (Appendix F), each instructional
indicator was further classified (Appendix G).

Where at

least two of the three levels of trainer type labelled the
indicator as conventional, the indicator was defined as
conventional.

Where at least two of the three levels of

trainer type labelled the indicator as being typical of both
conventional and systematic instruction, the indicator was
defined as both.

Where at least two of the three levels of
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trainer type labelled the indicator as systematic, the
indicator was defined as systematic.

The content of the

resulting classification scheme was validated by comparing
the classification established by the researcher when the
items were first constructed (Appendix H).
The frequencies generated using th~ survey responses
were also labelled for low, moderate, or high extent of
agreement for each of the three types of trainers {Appendix
I).

For frequencies obtained from professional trainers in

manufacturing companies (N = 14), a low ; extent of agreement
was defined as existing when there were : frequencies computed
across the range of five or six responses (values), even
after one extreme value less than or equal to one was
ignored.

High extent of agreement was ~efined as existing

when two adjacent responses had frequencies greater than or
equal to 10.

Moderate extent of agreement was defined as

extent of agreement not defined as high : or low.
In the case of professional trainers in nonmanufacturing companies (N = 22), low extent of agreement
was defined as frequencies across the range of five or six
values, even after one value less than or equal to two was
ignored.

High extent of agreement was defined as existing

when two adjacent responses had frequencies greater than or
equal to 15.

Moderate extent of agreement was defined as

extent of agreement not defined as high ; or low.
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For the professors of instructional design (N = 18), a
low extent of agreement was defined as frequencies across
the range of five or six values, even after one extreme
value less than or equal to two was ignored.

High extent of

agreement was defined as existing when two adjacent
responses had frequencies greater than or equal to 12.
Moderate extent _of agreement was defined as extent of
agreement not defined as high or low.
Two separate logit model analyses were conducted; the
first logit model analysis was composed of eight models and
three variables, and the second more tormal analysis of 16
models added a fourth variable, instructional component.
Each model was examined using both residual and component
chi-square values.

The chi-square tests were used to

determine which model would give frequencies that fit
observed data reasonably well.

The best fitting model (that

appeared "most acceptable") was then selected.
model analyses are presented in Chapter IV.

The logit

CHAPTER 4
DATA ANALYSIS
Introduction
Three trichotomous explanatory variables,

(called

Trainer type, Instructional component, and Program type),
and a trichotomous response variable, (called Extent of
agreement), were studied.

That is, four variables served as

the basis for the cross-classification of the 'responses to
the "Corporate Instructional Design Scale."

Specifically,

the four variables and their levels were:
Trainer Type
Professional trainers in manufacturing companies
Professional trainers in non-manufacturing
companies
Professors of instructional design
Instructional Component
Instructional intents
Instructional strategies
Instructional assessments
Program Type
Conventionally designed instruction
Both conventionally designed and systematically
designed instruction
Systematically designed instruction
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Extent of Agreement
Low extent of agreement
Moderate extent of agreement
High extent of agreement

Data Preparation
Frequency distributions were obtained for each of the
276 indicators in the "Corporate Instructional Design
Scale."

For each of the three levels of trainer type

(professional trainers in manufacturing companies,
professional trainers in non-manufacturing companies, and
professors of instructional design) frequencies for the
instructional indicators were computer-generated for the
conventionally and systematically designed instruction
responses using SPSSx (1986).
The median ratings for the instructional indicators
were identified using the cumulative frequencies for each
indicator.

The simple median rather than the interpolated

median was recorded.

Median responses were used to

categorize the indicators as more representative of
conventional or systematic instruction.

For each trainer

type, if the median rating was higher for the conventional
than for the systematic response, the indicator was labelled
conventional.

If the median rating was higher for the

systematic than for the conventional response, the indicator
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was labelled systematic.

Where the median ratings were the

same, the indicator was labelled for both conventional and
systematic instruction.
Based on these labels,

(Appendix F), each instructional

indicator was further examined to determine the extent of
agreement among the three levels of trainer type (Appendix
G).

Where at least two of the three levels of trainer type

labelled the indicator as conventional, the indicator was
defined as conventional.

Where at least two of the three

levels of trainer type labelled the indicator as being
typical of both conventional and systematic instruction, the
indicator was defined as both.

Where at least two of the

three levels of trainer type labelled the indicator as
systematic, the indicator was defined as systematic.

Of 276

indicators, 16 were dropped from further analysis because of
lack of agreement.
To provide content validity the resulting
classification scheme was compared to the classification
established by the researcher when the indicators were first
constructed.

There was 89.5% agreement between the two

classification schemes.

Of those indicators not in

agreement, four were intended as systematic, but were
answered by survey respondents as conventional.

A total of

11 indicators were intended as systematic, but were answered
as both.

A total of eight indicators were intended as
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conventional, but were answered as both.

Of the four

indicators intended as both conventional and systematic,
three were classified ·as systematic, and one as
conventional.

Not one of the items intended as conventional

was classified as systematic or both.
The frequencies generated using the survey responses
were also labelled for low, moderate, or high extent of
agreement.

Because the sample size was different for each

of the three levels of trainer type, the low, moderate, or
high extent of agreement definition was adjusted for each of
the three levels of trainer type.

For the responses

obtained from trainers in manufacturing companies (N = 14),
high extent of agreement was defined when two adjacent
responses (values) collectively had frequencies greater than
or equal to 10.

Low extent of agreement was defined as

existing when there were frequencies across the range of
five or six values, even after one extreme value less than
or equal to one was ignored.

Moderate extent of agreement

was defined as extent of agreement not classified as high or
low.
In the cases of trainers in non-manufacturing companies
(N = 22), high extent of agreement was defined when two
adjacent values collectively had frequencies greater than or
equal to 15.

Low extent of agreement was defined as

frequencies across the range of five or six values, even
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after ~ne extreme value less than or equal to two was
ignored.

Moderate extent of agreement was defined as extent

of agreement not classified as high or low.
For the professors of instructional design (N = 18),
high extent of agreement was defined as existing when two
adjacent values had frequencies greater than or equal to 12.
Low extent of agreement was defined as frequencies across
the range of five or six values, even after one extreme
value less than or equal to two was ignored.

Moderate

extent of agreement was defined as extent of agreement not
classified as high or low.

Preliminary Data Analysis
The elementary cell frequencies and percentages
resulting from the survey responses were summarized in
tables 1, 2, and 3.

Table 1 summarized the survey responses

of trainers in manufacturing companies.

Table 2 summarized

the survey responses of trainers in non-manufacturing
companies.

Table 3 summarized the survey responses of

professors of instructional design.

Table 1 showed that the

items categorized as systematic instruction received a high
extent of agreement more often than the items categorized as
conventional instruction.

The items categorized as

conveAtional instruction received a low extent of agreement
more often than the items categorized as systematic
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TABLE 1
ELEMENTARY CELL FREQUENCIES AND PERCENTAGES RESULTING
FROM THE FOUR VARIABLE CROSS-TABULATIONS: TRAINERS IN
MANUFACTURING COMPANIES (TRAINER TYPE), PROGRAM TYPE,
INSTRUCTIONAL COMPONENT, AND EXTENT OF AGREEMENT

Extent of Agreement
of Trainers
in Manufacturing
Companies

Program
Type -

Instructional
Component

Low

Moderate

High

Conventional
Intents
Strategies
Assessments

6(40%)
21(67)
30 ( 81)

6(40%)
4(12)
2 ( 5)

3(20%)
8(24)
3(13)

Intents
Strategies
- Assessments

1 ( 8)
12(57)
5(50)

8(67)
6(29)
4(40)

3(25)
3 ( 14 r
1(10)

Intents
Strategies
Assessments

9(30)
25(47)
31(63)

3(10)
6(11)
10(20)

18(60)
22(41)
8(16)

140(54%)

49(19%)

71(27%)

Both

Systematic
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TABLE 2
ELEMENTARY CELL FREQUENCIES AND PERCENTAGES RESULTING
FROM THE FOUR VARIABLE CROSS-TABULATIONS: TRAINERS IN
NON-MANUFACTURING COMPANIES (TRAINER TYPE), PROGRAM
TYPE, INSTRUCTIONAL COMPONENT, AND EXTENT OF AGREEMENT
Extent of Agreement
of Trainers
in Non-Manufacturing
Companies

Program
Type

Instructional
Component

Low

Moderate

High

Conventional
Intents
Strategies
Assessments

7(47%)
9(27)
32(86)

3(20%)
4(12)
1 ( 3)

5(33%)
20(60)
4(11)

Intents
Strategies
Assessments

3(25)
10(48)
6(60)

4(33)
8(38)
3(30)

5(42)
3(14)
1(10)

Intents
Strategies
Assessments

7(23)
11(21)
17(35)

3(10)
8(15)
6(12)

20(67)
34(64)
26(53)

102(39%)

40(15%)

118(45%)

Both

Systematic
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TABLE 3
ELEMENTARY CELL FREQUENCIES AND PERCENTAGES RESULTING
FROM THE FOUR VARIABLE CROSS-TABULATIONS: PROFESSORS
OF INSTRUCTIONAL DESIGN (TRAINER TYPE), PROGRAM TYPE,
INSTRUCTIONAL COMPONENT, AND EXTENT OF AGREEMENT
Extent of Agreement
of Professors
of Instructional Design

.

'

Program
Type

Instructional
Component

Low

Moderate

High

Conventional
Intents
Strategies
Assessments

3(20%)
4(12)
10(27)

3(20%)
3 (9)
l ( 3)

9(60%)
26(79)
26(70)

Intents
Strategies
Assessments

1 (8 )
3(14)
4(40)

5(42)
9(43)
5(50)

6(50)
9(43)
1(10)

Intents
Strategies
Assessments

5(17)
6(11)
16(33)

2 ( 7)
2 (4)
2 ( 4)

23(77)
45(85)
31(63)

52(20%)

32(12%)

176(66%)

Both

Systematic
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instruction.
3.

Similar findings were reported in tables 2 and

The extent of agreement of professors of instructional

design (Table 3) was higher than the extent of agreement of
trainers in manufacturing (Table 1) and non-manufacturing
(Table 2) companies.
Tables 4 and 5 summarized the extent of agreement when
responding to the indicators from the perspective of
conventional (Table 4) and systematic (Table 5) instruction.
The frequencies and percentages for the three levels of
extent of agreement by trainer type for the conventional
instruction responses were summarized in Table 4.

As is

indicated in the table, 158 (61%) of the indicators were
classified as low extent of agreement by trainers in
manufacturing companies, and only 60 (23%) of the indicators
were classified as low extent of agreement by professors of
instructional design.

The reverse trend was recorded for

high extent of agreement.

Thirty-two (12%) of the

indicators were classified as high extent of agreement by
trainers in manufacturing companies, while 161 (62%) of the
indicators were classified as high extent of agreement by
professors of instructional design.

Tables 1, 2, and 3

illustrated the differences in the extent of agreement among
the three levels of trainer type.

Table 4 showed that

trainers in manufacturing companies had the lowest extent of
agreement about conventionally designed instruction.
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TABLE 4
OBSERVED FREQUENCIES AND PERCENTAGES FOR EXTENT OF
AGREEMENT OF ITEM RATINGS FOR CONVENTIONALLY DESIGNED
INSTRUCTION
Extent of Agreement
for Conventionally Designed
Instruction

Trainer Type

Low

Moderate

High

Total

Manufacturing

158(61%)

70(27%)

32(12%)

260

Non-Manufacturing

133(51)

57(22)

70(27)

260

60(23)

.3 9 ( 1 5 )

161 ( 6 2 )

260

351(45%)

166(21%)

263(34%)

780

Professors
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TABLE 5
OBSERVED FREQUENCIES AND PERCENTAGES FOR EXTENT OF
AGREEMENT OF ITEM RATINGS FOR SYSTEMATICALLY DESIGNED
INSTRUCTION
Extent of Agreement
for Systematically Designed
Instruction

Trainer Type

Low

Moderate

High

Total

Manufacturing

150(58%)

43(17%)

67(26%)

260

Non-Manufacturing

129(50)

37(14)

94(36)

260

79(30)

26(10)

155(60)

260

358(46%)

106(14%)

316(40%)

780

Professors
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Trainers in non-manufacturing companies had a slightly
higher extent of agreement.

Professors of instructional

design had the highest extent of agreement.
The frequencies and percentages for the three levels of
extent of agreement by trainer type for the systematic
instruction responses were summarized in Table S.

The

pattern of responses was very similar to the patterns for
conventional instruction.

Of 260 indicators, 150 (58%) of

the indicators were classified as low extent of agreement by
trainers in manufacturing companies, and only 79 : (30%) of
the indicators were classified as low extent of ~greement by
professors of instructional design.

The reverse trend was

recorded for high extent of agreement.

Sixty-seven (26%) of

the indicators were classified as high extent of ; agreement
by trainers in manufacturing companies, while 155 (60%) of
the indicators were classified as high extent of agreement
by professors of instructional design.
While Table 4 summarized item ratings for conventional
instruction, Table 5 summarized similar data for . systematic
instruction.

In both tables 4 and 5 the extent of agreement

for trainers in manufacturing and non-manufacturing
companies was relatively similar, and the extent . of
agreement for professors of instructional design was
substantially different.

In addition, within tables 4 and 5

the trend for low extent of agreement was largest for
I
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trainers in manufacturing companies and smallest for
professors of instructional design.
for the
5.

The trend was reversed

high extent of agreement reported in tables 4 and

For high extent of agreement, the professors of

instructional design were credited with the larger
percentage; and the trainers in manufacturing companies
scored the smaller percentage of high extent of agreement.

Logit Model Analyses
Asymmetrical log linear (statistical) analyses, called
logit model analyses, were conducted to assess the effect of
the independent variables (Trainer type, Instructional
component, and Program type) on the dependent variable,
(Extent of agreement).
were conducted.

Two separate logit model analyses

The first logit model analysis was

comprised of eight models employing three variables, program
type, trainer type, and extent of agr~ement.

The second

analysis added a fourth variable, called instructional
component.

In each of these analyses, a series of models

was specified, each model containing a different set of
parameter estimates.

Subsequent to model specification each

model was examined using both residual chi-square and
component chi-square testing.
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Logit Model Analysis Using Eight Models
The hierarchical arrangement of the models using three
dimensions was reported in Table 6.

The three qualitative

c

variables were: A (Program type), B (Trainer type), and
(Extent of agreement).

The eight models included the

equiprobability model with n as the parameter (Model No. 1),
main marginals for each of the principal variables (model
nos.

2-4), an interaction marginal for the two independent

variables (Model No. 5), interaction marginals for each
-

'

independent variable and the dependent variable (model nos.
6 and 7), and a second-order (or three-variable) interaction
(Model No. 8).

Model No. 8 was the saturation model.

The numbering system used to identify the eight models
is consistent with the number of general parameters within
each model.

Proceeding from the first model to the last

model (called the saturated model), more observed marginal
information is used to fit expected frequencies and hence to
estimate parameters.

Model No. 1 used only n to generate

common expected frequencies, whereas the saturated model
used all resultant elementary cell frequencies.

For the

saturated model the expected frequencies were the observed
frequencies.
The two chi-square procedures summarized in Table 7
were used to determine the extent to which expected
frequencies corresponded to observed frequencies.

The first
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TABLE 6
HIERARCHICAL ARRANGEMENT OF LOGIT MODEL ANALYSIS
USING EIGHT MODELS
Marginals Fitted

Model No.

1
2

A

3

A,B

4

A,B,C

5

A,B,C,AB

6

A,B,C,AB,AC

7

A,B,C,AB,AC,BC

8

A,B,C,AB,AC,BC,ABC

A= Program type
B = Trainer type
C = Extent of agreement
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TABLE 7
RESIDUAL AND COMPONENT CHI-SQUARES FOR LOGIT MODEL
ANALYSIS USING EIGHT MODELS
Model
No.

Residual
Chi-Square

Degrees of
Freedom

1

453.06**

17

2

453.06**

16

0.00

l

3

453.06**

14

0.00

2

4

241. 51 **

12

211. 55**

2

5

241. 51 **

10

0.00

2

6

223.24**

8

18.27**

2

7

13.34**

4

209.90**

4

0

13.34**

4

8

**p<.01

o.oo

Component
Chi-Square

Degrees of
Freedom
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use of chi-square testing is often simply referred to as
"goodness of fit," and is called here residual chi-square
testing.

The second use of chi-square values, called

component chi-square testing, involved a comparison of the
models in pairs.

Here the arithmetic difference between the

residual chi-square values of two models at a time were
tested for statistical significance to determine if the more
parsimonious member of the pair fit data significantly less
well than the less parsimonious member of the pair.
For this study the data in the column of component
chi-square values is the data of interest.

The zero

chi-square values for model nos. 2 and 3 were obtained
because the same number of items were rated for conventional
instruction and systematic instruction.

Each trainer rated

the same number of items, and thus the interaction pattern
of Model No. 5 for program type and trainer type did not
exist.

The statistically significant component chi-square

value for Model No. 4 merely reflects the fact that a
substantially different number of items were classified as
having a low, moderate, or high extent of agreement.
For asymmetric analysis, the component chi-square
values of special interest are those of model nos. 6, 7, and
8.

The statistically significant component chi-square value

for Model No. 6 indicated that there was a program-type
effect on extent of agreement.

That is, there was a
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significant but small difference on the extent of agreement
between the indicators which described conventional
instruction and the indicators which described systematic
instruction.

This statistical finding verifies the

discussion of the data reported in tables 1, 2, and 3.
The differences indicated by Model No. 6 were also
shown by comparing tables 4 and 5.

The horizontal totals

and percentages in tables 4 and 5, showed that 263 (34%) of
the indicators had high extent of agreement when rated for
conventional instruction, while 316 (40%) had high extent of
agreement when rated for systematic instruction.

There was

a difference in the opposite direction for the percentage of
indicators having moderate agreement.

The percentage of

items having low agreement in the two tables was nearly
identical.
The statistically significant component chi-square
value for Model No. 7 reflects the fact that there were
substantial differences in the extent of agreement among the
three types of corporate instructional designers.

These

differences were descriptively presented previously for
tables 4 and 5.

The extent of agreement w~s substantially

higher for the professors of instructional design than for
the other two types of trainers.

Likewise, the extent of

agreement among trainers in non-manufacturing companies was
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higher than that for the trainers in manufacturing
companies.
Model No. 8 resulted in a statistically significant
component chi-square value.

This statistical significance

indicated that the patterns in tables 4 (conventional
instruction) and 5 (systematic instruction), although
similar, were not identical.

In general, the extent of

agreement was higher in Table 4 than in Table 5, and the
differences among each of the three groups were for the most
part greater in Table 5 than in Table 4.

Logit Model Analysis Using 16 Models
To complete the analysis, a fourth variable,
instructional component, was added.

This analysis

determined whether the effects previously described were
modified with the inclusion of the instructional component
variable.

The hierarchical arrangement of the models using

the four variables appears in Table 8.
variables were:

The four qualitative

A (Trainer type), B (Instructional

component), C (Program type), and D (Extent of agreement).
The sixteen models included in the equiprobability . model
with n as the parameter (Model No. 1), main marginals for
each of the principal variables (model nos. 2-5),
interaction marginals for the independent variables (model
nos. 6-9), first-order (two-variable) interaction marginals

77

TABLE 8
HIERARCHICAL ARRANGEMENT OF LOGIT MODEL ANALYSIS
USING 16 MODELS
Marginals Fitted

Model No.

1

3

A,B

4

A,B,C

5

A,B,C,D

6

A,B,C,D,AB

7

A,B,C,D,AB,AC

8

A,B,C,D,AB,AC,BC

9

A,B,C,D,AB,AC,BC,ABC

10

A,B,C,D,AB,AC,BC,ABC,AD

11

A,B,C,D,AB,AC,BC,ABC,AD,BD

12

A,B,C,D,AB,AC,BC,ABC,AD,BD,CD

13

A,B,C,D,AB,AC,BC,ABC,AD,BD,CD,ABD

14

A,B,C,D,AB,AC,BC,ABC,AD,BD,CD,ABD,ACD

15

A,B,C,D,AB,AC,BC,ABC,AD,BD,CD,ABD,ACD,BCD

16

A,B,C,D,AB,AC,BC,ABC,AD,BD,CD,ABD,ACD,BCD,ABCD

A = Trainer type
B = Instructional component
C = Program type
D = Extent of agreement
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for each independent variable and the dependent variable
(model nos. 10-12), and second-order (three-variable)
interaction marginals (model nos. 13-15).

Model No. 16 was

the saturation model.
As was the case with the logit model analysis using
eight models, the numbering system used to identify the
models was consistent with the number of general parameters
within each model.

Proceeding from the first model to the

last mod~l ~more observed marginal information was used to
fit expected fr~quencies and hence to estimate parameters.
Model No. 1 used only n to generate common expected
frequencies, whereas the saturated model used all resultant
elementary cell frequencies.

For the saturated model the

expected frequencies were the observed frequencies.
The focus of the asymmetrical logit model analysis
using 16 models was on the non-zero component chi-square
values summarized in Table 9.

Modei nos. 2-9 merely

represent the difference in the marginal frequencies
associated with each of the independent variables (model
nos. 2-5) and the marginal frequencies associated with the
interaction of each of the independent variables (model nos.
6-9).

These nine models are not of interest in asymmetrical

logit model analysis.

The component chi-square values for

model nos. 10-12 represent the effects of each independent
variable on the dependent variable.

The component
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TABLE 9
RESIDUAL AND COMPONENT CHI-SQUARES FOR LOGIT
MODEL ANALYSIS USING 16 MODELS
Model
No.

Residual
Chi-Square

Degrees of
Freedom

1

635.226**

80

2

635.226**

78

3

584.312**

76

50.917**

2

4

441. 820**

74

142.492**

2

5

307.032**

72

134.788**

2

6

307.032**

68

0

4

7

307.032**

64

0

4

8

290.135**

60

9

290.135**

52

10

198.160**

48

91. 975**

4

11

147.915**

44

50.245**

4

12

60.989**

40

86.926**

4

13

49.191*

32

11. 798

8

14

34.497

24

14.694

8

15

11. 876

16

22.621*

8

16

**p>.01
*p>.05

0

0

Component
Chi-Square

0

16.897**
0

11. 876

Degrees of
Freedom

2

4
8

16
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chi-square values for model nos. 13-16 represented the
interaction effects on the dependent variable.
The component chi-square value for testing the effect
of the trainer type on the extent of agreement was
significant at the .01 level (Model No. 10).
is consistent with those previously reported.

This finding
The effect of

the instructional component variable on the extent of
agreement variable was statistically significant at the .01
level (Model No. 11).

This result indicates that the

patterns of low, moderate, and high extent of agreement were
dissimilar for the instructional components variable.

These

differences were descriptively illustrated in Tables 1, 2,
and 3.

The effect of program type on the extent of

agreement was also statistically significant at the .01
level (Model No. 12).

This is consistent with previously

reported findings.
The first order effects were for the most part
additive.

The magnitude of the component chi-square values

changed very little when the sequence of entering the
independent variables into the analysis was modified.

The

effect of the trainer type, instructional component, and
program type variables on the extent of agreement were
independent of one another.

In other words, they

represented substantially different phenomena.
interaction effects only the interaction between

Of the four
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instructional component and program type was statistically
significant.

This interaction was tested by the component

chi-square associated with Model No. 15.
In order to conduct fo~low-up tests of each independent
variable, lambda values and corresponding z tests were
calculated.

These tests are similar to the process of

conducting post hoc t-tests in analysis of variance.

The

values were calculated based on the adoption of Model No.
15.
The statistical tests of the nine lambda values
generated for the effect of trainer type on extent of
agreement were nearly all statistically significant at the
.01 level (Table 10).

The exceptions were those lambda

values associated with the moderate extent of agreement
ratings category.

The differences for the number of

instructional indicators which received a moderate extent of
agreement across the trainer type variable were not
statistically significant.
To investigate the statistical significance of the
instructional component effect on extent of agreement, a
frequency and percent table was generated (Table 11).
According to Table 11, the instructional assessment
component obtained substantially lower extent of agreement
than the other two co~ponents.

The percentages in Table 11

showed that there were only minor differences between the
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TABLE 10
LAMBDA VALUES AND CORRESPONDING Z TESTS
FOR TRAINER TYPE EFFECT ON EXTENT OF AGREEMENT
Trainer Type

Manufacturing

Non-Manufact~ring

Professors

Extent of Agreement
Low
Moderate
High

(lambda)

0.416

0.186

-0.620

( z test)

7.446

3.323

-10.769

(lambda)

0.070

-0.045

-0.025

( z test)

1. 259

-0.806

-0.453

(lambda)

-0.487

-0.141

0.627

( z test)

-8.705

-2.517

11. 222
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TABLE 11
ELEMENTARY CELL FREQUENCIES AND PERCENTAGES
RESULTING FROM TWO VARIABLE CROSS-TABULATIONS:
INSTRUCTIONAL COMPONENT AND EXTENT OF AGREEMENT
Instructional
Component

Intents

Low

42(25%)

Extent of Agreement
Moderate
High

37(22%)

92(54%)

Totals

171

Strategies

101(31)

50(16)

170(53)

321

Assessments

151(52)

34(12)

103(36)

288
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intents and strategies component.

The lambda values and

corresponding z tests are reported in Table 12.

The

pairwise comparisons of z test values pointed out that the
differences between the percentage of indicators rated low
across the three components were all statistically
significant.

For moderate ratings the only statistical

significance was between intents and the other two
categories.

For the indicators having high extent of

agreement, the only statistical significance was between
assessment and the other two categories.
An analysis of statistical significance of program type
on extent of agreement can be demonstrated by collapsing the
information in tables 1-3 into Table 13.

Table 14 contains

the lambda values and the corresponding z-tests.

The

indicators categorized as conventional instruction had a
lower extent of agreement than was true for the other two
categories.

Of the items categorized as both conventional

and systematic instruction, or systematic instruction,
approximately equal proportions received low extent of
agreement.

The pattern was slightly different for moderate

and high extent of agreement.

The extent of agreement for

the category, both conventional and systematic instruction,
contained the highest percentage for moderate extent of
agreement.

The systematic instruction category received the

largest percentage for high extent of agreement.

Of the
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TABLE 12
LAMBDA VALUES AND CORRESPONDING Z TESTS
FOR INSTRUCTIONAL COMPONENT ON EXTENT OF AGREEMENT
Instructional
Component

Intents

Strategies

Assessments

Extent of Agreement
Low
Moderate
High

(lambda)

-0.481

0.257

0.224

( z test)

-8.596

4.596

4.000

(lambda)

-0.086

-0.070

0.156

( z test)

-1. 537

-1. 246

2.784

(lambda)

0.566

-0.187

-0.379

( z test)

10.133

-3.350

-6.783
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TABLE 13
ELEMENTARY CELL FREQUENCIES AND PERCENTAGES
RESULTING FROM TWO VARIABLE CROSS-TABULATIONS:
PROGRAM TYPE AND EXTENT OF AGREEMENT
Program
Type

Conventional
Both
Systematic

Low

Extent of Agreement
Moderate
High

Total

122(48%)

27(11%)

106(42%)

255

45(35)

52(40)

32(25)

129

127(32)

42(11)

227(57)

396
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TABLE 14
LAMBDA VALUES AND CORRESPONDING Z TESTS
FOR PROGRAM TYPE EFFECT ON EXTENT OF AGREEMENT
Program
Type

Conventional

Both

Systematic

Extent of Agreement
Low
Moderate
High

(lambda)

0.288

-0.419

0.131

( z test)

5.145

-7.495

2.350

(lambda)

0.163

0.853

-0.690

( z test)

-2.913

15.249

-12.336

(lambda)

-0.125

-0.433

0.558

( z test)

-2.232

-7.754

9.986
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items applying to both conventional and systematic
instruction, a higher proportion had moderate extent of
agreement.

For the three instructional component categories

all pairwise comparisons of high extent of agreement were
statistically significant.
The frequencies and percentages that demonstrated the
interaction effect of instructional component by program
type on extent of agreement are contained in Table 15.

The

lambda values and corresponding z tests for the variables in
Table 15 are contained in Table 16.

The information in

these tables demonstrated that the effect of the
instructional component variable on the extent of agreement
was slightly different for each program type.

In general,

the instructional assessment component tended to receive the
lower extent of agreement for each program type.

However,

the pattern of the proportion of moderate and high extent of
agreement was different for indicators belonging to both
conventional and systematic instruction, than was the
pattern for items classified primarily as conventional or
systematic instruction.
The patterns across low, moderate, and high extent of
agreement for both the instructional intents and strategies
component were fairly similar for indicators classified as
belonging to either conventional or systematic instruction.
However, the pattern for intents and strategies indicators
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TABLE 15
ELEMENTARY CELL FREQUENCIES AND PERCENTAGES
RESULTING FROM THREE VARIABLE CROSS TABULATIONS:
INSTRUCTIONAL COMPONENT BY PROGRAM TYPE
AND EXTENT OF AGREEMENT
Instructional
Component

Low

Extent of Agreement
Moderate
High

Total

Conventional
Intents

16(36%)

12(27%)

17(38%)

45

Strategies

34(34)

11(11)

54(55)

99

Assessments

72(65)

4 ( 4)

35(31)

111

5(14)

17(47)

14(39)

36

Strategies

25(40)

23(36)

15(24)

63

Assessments

15(50)

12(40)

3(10)

30

Intents

21(23)

8 (8 )

61(68)

90

Strategies

42(26)

16(10)

101(64)

159

Assessments

64(44)

18(12)

65(44)

147

Both
Intents

Systematic
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TABLE 16
LAMBDA VALUES AND CORRESPONDING Z TESTS
FOR INTERACTION EFFECT OF INSTRUCTIONAL COMPONENT
BY PROGRAM TYPE ON EXTENT OF AGREEMENT
Instructional
Component

Low

Extent of Agreement
Moderate
High

Conventional
Intents

(lambda)
( z test)

0.056
0.999

0.467
8.347

-0.522
-9.345

Strategies

(lambda)
( z test)

-0.232
-4.149

0.082
1. 471

0.150
2.678

Assessments

(lambda)
( z test)

0.176
3.151

-0.549
-9.818

0.373
6.667

Intents

(lambda)
( z test)

-0.339
-6.062

-0.128
-2.286

0.467
8.348

Strategies

(lambda)
( z test)

0.269
4.820

-0.138
-2.472

-0.131
-2.348

Assessments

(lambda)
( z test)

0.069
1. 243

0.266
4.758

-0.335
-6.001

Intents

(lambda)
( z test)

3.283
5.064

-0.339
-6.061

0.056
0.997

Strategies

(lambda)
( z test)

-0.037
-0.671

0.056
1.001

-0.018
-0.330

Assessments

(lambda)
( z test)

-0.246
-4.393

0.283
5.060

-0.037
-0.666

Both

Systematic
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that were judged to apply equally to both conventional or
systematic instruction was somewhat different.

The

variability in these patterns constitutes the only
interaction effect that was found to be statistically
significant.

CHAPTER 5
BACKGROUND, SUMMARY, FINDINGS, DISCUSSION,
IMPLICATIONS, AND RECOMMENDATIONS
Background of the Study
Corporate instructional designers organize the
decisions and materials related to a unit of study, a
course, or a curriculum, so that learner knowledge and
performance improve.

In so doing, corporate instructional

designers apply a variety of instructional design procedures
and models.

Normally,

instructional design procedures and

models will include decisions based on a composite of about
12 dimensions, including the corporate and industry profile,
needs analysis, task analysis, goals, objectives, content
selection and sequence, media selection, learning
activities, feedback, formative evaluation, learner
assessment, and program evaluation.
Many definitions, procedures, and models of
instructional design exist (Andrews & Goodson, 1980; Hannum

& Briggs, 1982; Cuban, 1983; Nunan, 1983; Knirk & Gustafson,
1986; Gagne, 1987).

Variations may result according to the

instructional setting, level of detail, and hierarchical
arrangement of the steps in the various processes.

The

level of emphasis placed in one step over another may also
vary.
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The two types of instructional design included in the
study, conventionally designed instruction or training, and
systematically designed instruction or training, have served
as the focus of many efforts to develop procedures within
the dimensions of instructional design.

Conventionally

designed instruction has been viewed as the way
instructional design activities influenced teaching and
learning in the past (Nunan, 1983).

Instructional design

efforts related to conventionally designed instruction have
centered on program content and the role of the trainer as
the disseminator of information.

Systematically designed

instruction efforts, on the other hand, have focused on
stating objectives in advance and providing learner ·
assessment.
Research on the extent to which there is agreement
among experts about procedural indicators of conventionally
and systematically designed instr~ction in corporate .
training and development programs in the United States may
benefit future research in instructional design.

The

evidence from such a study may encourage the profession to
more thoroughly consider the indicators and procedures which
are more closely associated with conventionally designed
instruction and those which are more closely associated with
systematically designed instruction.

A study of agreement

about the indicators which differentiate the two types of

94

instructional designs in manufacturing and non-manufacturing
corporations in the United States may provide the basic
constructs and framework for the measurement and evaluation
of specific training and development programs.

Summary Description of the Study
The study investigated the extent of agreement among
fifty-four corporate training and development experts on the
characteristics that differentiated a conventionally
designed corporate training program from a systematically
designed corporate training program.

Three trichotomous

independent variables (Trainer type, Instructional
component, and Program type), and a trichotomous response
variable (Extent of agreement), were studied.

The four

variables served as the basis for the cross-classification
of the responses to the survey instrument, the "Corporate
Instructional Design Scale."
Corporate instructional designers were defined by a
population of trainers in manufacturing companies, trainer.s
in non-manufacturing companies, and professors of
instructional design.

The population of trainers in

manufacturing companies was composed of the training
directors from the companies listed in the Fortune 500 List
(Taylor, 1986).

The population of trainers in non-

manufacturing companies was composed of the training
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directors from the companies listed in the Fortune Service
500 List (Mendes, 1985).

The population of professors of

instructional design consisted of professors of
instructional design with expertise in the instructional
design of corporate training and development programs
belonging to one of 61 universities in the United States
with doctoral programs in instructional technology listed in
the Educational Media and Technology Yearbook (Logan, 1986).
Two stratified samples of 198 _units each were computergenerated for the trainers in manufacturing and nonmanufacturing companies using their respective Fortune 500
lists.

The sample of professors of instructional design was

created by requesting the program coordinators of the 61
doctoral programs in instructional technology listed in the
Educational Media and Technology Yearbook (Logan, 1986) for
the names of two professors of instructional design at the
university with expertise in the instructional design of
corporate training and development programs.
The survey instrument consisted of 276 indicators of
the multiple facets of conventionally and systematically
designed instruction.

These indicators resulted from a

literature review related to corporate training,
conventional instruction, and systematic instruction.
The instructional indicators were the survey items.
Responses were analyzed by indicator and in groups of

96

indicators.

The -group analysis consisted of the three

levels of the instructional component variable
(instructional intents, instructional strategies, and
instructional assessments).
Training directors in the stratified samples of
manufacturing and non-manufacturing companies and professors
of instructional design were asked to participate in the
study.

The original sample consisted of 518 possible

respondents -- 198 trainers in manufacturing companies, 198
trainers in non-manufacturing companies, and 122 professors
of instructional design.

Of the original sample, 124

corporate instructional designers agreed to participate.
Thirty-five of the corporate instructional designers were
from manufacturing companies, 52 from non-manufacturing
companies, and 37 from universities.
usable questionnaires was 54.

The final number of

Of the 54 usable

questionnaires, 14 were from trairiers in manufacturing
companies, 22 from trainers in non-manufacturing companies,
and 18 from professors of instructional design.
Frequency distributions, cross-tabulations, and log
linear analyses were computer-generated using a statistical
package for the social sciences called SPSSx (1986).
separate logit model analyses were conducted.

Two

The first

logit model analysis was composed of eight models employing
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three variables.

The second logit model analysis was a more

formal analysis of 16 models and four variables.

Findings
The study addressed questions about the extent of
agreement among corporate training and development experts
about the importance of specific indicators of
conventionally and systematically designed instruction.

The

descriptive and log linear analyses answered the study
questions as follows:
1.

What is the extent of agreement on the

characteristics that differentiate conventionally designed
instruction from systematically designed instruction?

The

extent of agreement on the indicators of conventional
instruction was lower than the extent of agreement on the
indicators of systematic instruction (Table 13).

That is,

the instructional indicators categorized as more like
conventional instruction had lower agreement than the items
categorized as typical of both conventional and systematic
instruction or those categorized as more like systematic
instruction.

Forty-eight percent of the indicators labelled

as conventional instruction indicators received a low extent
of agreement.

Of the items categorized as both conventional

and systematic instruction, 35% received low extent of
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agreement.

Thirty-two percent of the indicators labelled as

systematic instruction received a low extent of agreement.
The pattern was slightly different for moderate and
high extent of agreement.

The extent of agreement for the

category, both conventional and systematic instruction,
contained the highest percentage for moderate agreement.
Eleven percent of the conventional instruction indicators,
40% of the category of indicators labelled both conventional
and systematic instruction, and 11% of the indicators
labelled systematic instruction received a moderate extent
of agreement.

The systematic instruction category received

the largest percentage for high extent of agreement.
Forty-two percent of the indicators labelled as conventional
instruction received a high extent of agreement.

Twenty-

five percent of the indicators labelled as both conventional
and systematic instruction received a high extent of
agreement.

Of the systematic instruction indicators, 57%

received a high extent of agreement.
2.

Does the extent of agreement on the indicators

differ among the instructional components?

Yes, the extent

of agreement on the indicators differed among the
instructional components (Table 11).

The extent of

agreement for instructional assessment indicators was lower
than the extent of agreement for instructional intents and
strategies.

There were only minor differences between the
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extent of agreement on indicators classified as intents and
indicators classified as strategies.
Specifically, 25% of the instructional intents
indicators, 31% of the instructional strategies indicators,
and 52% of the instructional assessment indicators received
a low extent of agreement.
high extent of agreement.

The reverse trend was found for
Fifty-four percent of the

instructional intents indicators, 53% of the instructional
strategies indicators, and 36% of the instructional
assessment indicators received a high extent of agreement.
Receiving a ~oderate extent of agreement were 32% of the
instructional intents indicators, 16% of the instructional
strategies indicators, and 12% of the instructional
assessments indicators.
3.

Does the extent of agreement on the indicators

differ by type of trainer?

Yes, the extent of agreement on

the indicators differed by type of trainer (tables 4 & 5).
The extent of agreement on the indicators which
differentiated conventionally and systematically designed
instruction was higher for the professors of instructional
design than for the trainers in manufacturing and nonmanufacturing companies.
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For conventional instruction, 61% of the indicators
were classified as low extent of agreement by trainers in
manufacturing companies, 51% by trainers in nonmanufacturing companies, and only 23% by professors of
instructional design.

The high extent of agreement category

for conventional instruction recorded the reverse trend.

A

total of 12% of the indicators were classified as high
extent of agreement by trainers in manufacturing companies,
27% by trainers in non-manufacturing companies, and 62% by
professors of instructional design.
Similar findings were obtained for the extent of
agreement for systematically designed instruction.

For

systematic instruction, 58% of the indicators were rated as
low extent of agreement by the trainers in manufacturing
companies, 50% by the trainers in non-manufacturing
companies, and 30% by the professors of instructional
design.

Twenty-six percent of the indicators were rated as

high extent of agreement by the trainers in manufacturing
companies, 36% by the trainers in non-manufacturing
companies, and 60% by the professors of instructional
design.

Discussion
The exact reasons for the lower than expected response
rate to the "Corporate Instructional Design Scale" are not
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known.

Any interpretation is then post-factum.

The

questionnaire design and length should probably be
considered as a major reason.

Another reason associated

with the low response rate may be that respondents did not
view the questionnaire as relevant to their work.

Some

respondents simply do not trust or support research efforts
of any kind, including surveys and dissertations.

One

professor of instructional design would only participate if
a copy of the research proposal was made available to him
with the questionnaire.
Some of the training directors in the companies
selected for the sample, and the professors of instructional
design in the doctoral programs of instructional technology
explained why they responded negatively to the willingness
to participate in the study request.

Others explained why

they were returning the survey blank, even though they had
originally agreed to participate in the study.

The reasons

given included the absence of a training program or
director, and company policies against answering surveys.
In a few cases, respondents stated that the survey was too
long.

In other cases, the reason given for not answering

the survey was lack of expertise.

Respondents stated that

they could not respond to the differences between the two
types of instruction.

Some stated that they were familiar
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with only one type of instructional design, namely
systematic instruction.
One respondent argued that the literature of
instructional design was inappropriate and unrealistic.
Writings about instructional design, according to the
respondent, do not reflect the corporate training and
development environment.

The respondent stated that the

literature called for careful consideration of the program
content in terms of needs assessment, formative evaluation,
and summative evaluation.

This type of instructional

design, the respondent continued, was promoted by those who
seldom practice instructional design.
The "Corporate Instructional Design Scale" was designed
to elicit responses which would reflect the extent to which
the corporate training and development experts (respondents)
perceived each descriptive statement (or item) as an
indicator of either conventionally or systematically
designed instruction.

The subject of the questionnaire

dictated that it be long.

On highly salient topics and with

well-educated respondents, questionnaires of twelve to
sixteen pages are possible without serious losses in
cooperation (Sudman & Bradburn, 1983, p. 227).

As an

alternative, however, future replication studies may
consider matrix sampling.

(Matrix sampling procedures allow

for each respondent answering only a part of the questions).
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The length of the questionnaire also resulted in
instructional indicators that were very specific.

Because

of the high level of specificity, a high extent of agreement
could not be assumed.

According to Sudman and Bradburn

(1983), . the approval of questions in surveys drops as
questions become more specific.

Implications
The study results should be carefully considered by
professors of instructional design when designing their
instructional design courses.

The high extent of agreement

by professors of instructional design on items that
distinguished conventional instruction and systematic
instruction suggest that academia is fairly clear about the
indicators of instructional design, specially instructional
intents and instructional strategies, while the
practitioners of instructional design have a substantially
lower extent of agreement.
two conclusions.

These results suggest at least

First, the academic world of instructional

design is not in tune with the corporate world.

Academia

has been promoting idealized procedures for instructional
design, while practitioners have adjusted their
instructional designs to corporate realities of time and
cost.

Second, corporate instructional designers have found

academic world suggestions unrealistic.

Corporate
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instructional designers have made modifications to their
instructional designs. Their instructional designs may
actually only approximate whatever type of instruction the
professional trainers or the corporation where they are
employed may advocate.
The study findings are consistent with those reported
by Lange (1985).

He studied the extent of agreement about

the indicators tfiat differentiated competency based
vocational education programs from conventional vocational
i

education programs.

In both studies there was a higher

extent of agreement among the experts on the indicators
associated with instructional strategies.

Respondents in

both studies were less than clear in their opinions about
the indicators that differentiated systematic from
conventional instruction.

They were also less clear about

the indicators that differentiated the two types of
instructional design when dealing with · the processes of
instructional goals and objectives and assessments of
learner achievement of objectives.
A review of the survey items which receive a low extent
of agreement using the median ratings (Appendix I) resulted
in four instructional intents items, seven instructional
strategies items and 19 instructional assessments items.
The instructional intents items receiving a low extent of
agreement rating by all three types of trainers were lb, lj,
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9c and llc.

The instructional indicators were about:

(a)

consideration of industry profiles and current trends in
training and development as sources of ideas for training
and development programs (survey items lb & lj); (b)
reliance on trainees telling each other what to learn
(survey item 9c); and (c)

reliance on trainees noting their

progress by referring to the course outline (survey item
llc).
The instructional strategies items receiving a low
extent of agreement rating by all three types of trainers
were 15a, 15b, 22d, 25a, 32c, 35d and 37d.

The

instructional strategies indicators were about:

(a)

reliance on the trainees being oriented to the
program-specific procedures and learning systems
individually by the trainer or individually by the other
trainees (survey items 15a & 15b); (b)

training group size

being based on the request of the trainer (survey item 22d);
(c)

trainees receiving instruction about performance

through large group lecture/ demonstration (survey item
25a);

(d)

trainees helping other trainees or assisting the

trainer when the faster learning _trainees complete a
knowledge lesson (survey item 32c);

(e)

not providing

supplemental instructional materials and/or equipment
(survey item 35d); and (f)

physical facilities used for

knowledge instruction including supplemental materials

106

and/or equipment housed in a separate facility or training
area (survey item 37d).
The instructional assessments items receiving a low
extent of agreement by all three types of trainers were 43a,
50b, Slb, 54c, 55b, 55h, 55i, 56a, 56e, 57a, 57e, 58b, 58e,
60c, 65b, 65c, 66b, 67b and 67c.

The instructional

assessments indicators were about:

(a)

knowledge

assessments being constructed without a planned effort to
match the assessment with expected learning outcomes (survey
item 43a);

(b)

the same knowledge and performance tests not

being given to all trainees (survey items 50b

&

Slb);

(c)

knowledge assessments varying in content from trainee to
trainee (survey item 54c);

(d)

performance assessment not

being a requisite for program completion, not being graded,
and being reviewed by the trainer with the whole group
(survey items 55b, 55h,

&

55i); (e)

the trainee being

allowed to determine the knowledge and performance
demonstrated after a trainee knowledge assessment (survey
items 56a & 57a) and not recording the results of a trainee
knowledge and performance assessment (survey items 56e
57e);

(f)

&

basing program completion by a trainee on the

trainee's level of achievement at the completion of the
program, relative to his entry level of achievement (survey
item 58e);

(g)

constructing a transfer of learning (or

training) test which will adequately measure how well the
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trainee has applied on the job the knowledge and performance
learned in the training program (survey item 60c); {h)
field trails of a new training program being conducted by a
committee of employees or a committee of trainers {survey
items 65b & 65e); and {i)

final evaluations not taking

place, or being conducted by a committee of employees or
trainers {survey items 66b, 67b, & 67c).

Types of Instructional Design
The statistical analyses resulting from the data
collected using the "Corporate Instructional Design Scale"
showed a lower extent of agreement on the indicators of
conventional instruction than the extent of agreement on the
indicators of systematic instruction.

Conventional

instruction has been described in the literature as the old
way of doing instructional design {Nunan, 1983).

Yet, the

sample of corporate training and development experts
responding to the questionnaire expressed a lower extent of
agreement on items describing conventionally designed
instruction.

Assuming the accuracy of the finding, and

pending future replications of the study, several questions
remain for further study:

{a)

Should the finding be

attributed to differing levels of understanding among the
experts on the two types of instructional design?; and {b)
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Is conventional instruction being practiced more or less
often than systematic instruction by the respondents?

Instructional Components
The extent of agreement on the indicators differed
among the instructional components.

While there were only

minor differences between the extent of agreement on
indicators classified as intents and indicators classified
as strategies, the extent of agreement for instructional
assessment indicators was lower than the extent of agreement
for instructional intents and strategies.

It has often been

suggested that the areas of instructional design concerned
with setting goals and objectives and learner assessment are
more critical than those areas that deal with the delivery
of instruction.

If that opinion is held, it would seem that

there would be more agreement about how to conduct the more
important aspects of instructional design and less agreement
about how to conduct the less critical aspects of
instructional design.

If the findings of this study are

widely applicable, instructional designers have a great deal
of work to do to clarify and ref_ine the standards for the
implementation of systematically designed instruction.
Answers to the following questions remain to be
answered in future studies:

(a)

Does the low extent of

agreement for instructional assessments coincide with the
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lack of any or only minor evaluation efforts actually taking
place?;

(b)

Are instructional design courses, train the

trainer workshops, and the professional literature
emphasizing instructional intents and strategies over
instructional assessments?;

(c)

Did the indicators fail to

describe instructional assessments in the same manner the
other indicators described instructional intents and
strategies?; and (d)

Since the instructional assessment

indicators appeared at the end of the survey, was respondent
fatigue a factor in the responses?

Types of Trainers
The only qualification made in the study about the
types of trainers was the identification of the corporate
instructional designers by their work setting--trainers in
manufacturing companies, trainers in non-manufacturing
companies, and professors of instructional design.

Many _of

the professional trainers may not have had graduate degrees
in education, and so may not have been as knowledgeable
about the more specific characteristics that differentiate
conventional and systematic instruction.

In addition,

recent education graduates may have had courses in
systematic instruction, without an emphasis on what
differentiates one type of instruction from another.
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Whoever the corporate instructional designers were,
their extent of agreement about the indicators which
characterize conventional and systematic instruction
differed according to the type of trainer they were.

The

extent of agreement on the indicators which differentiated
conventionally and systematically designed instruction was
higher for the professors of instructional design than for
trainers in manufacturing and non-manufacturing companies.
The findings may be interpreted to be another
indication of the differences that exist between theory and
practice.

Perhaps field-based corporate instructional

designers find it necessary to use a wide array of pragmatic
actions to get the job done in a timely and efficient
manner.

Timeliness and efficiency may cause field-based

practitioners to deviate from textbook approaches to
instructional design.

If the concept of systematically

designed instruction is held in higher esteem than the
concept of conventionally designed instruction, respondents
may be expected to place whatever they do within the
indicators of systematically designed instruction.

If such

was the case in the study, the r~sults obtained were as
expected--a lower extent of agreement about conventionally
designed instruction among the two groups of field-based
corporate instructional designers.
included:

(a)

Questions not answered

Is systematic instruction advocated and
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practiced over conventional instruction by corporate
instructional designers?;

(b)

Is systematic instruction

advocated and practiced over conventional instruction by the
corporation where the corporate instructional designers are
employed?

Recommendations
The results of the study and related research indicated
that there is a need for additional investigation of the
indicators which characterize corporate instructional
design.

Recommendations for further study include:

1.

Replicate the assessment using a different

population and samples.

Consider surveying corporate

instructional designers in specific industries such as
hospitals; or corporate instructional designers in companies
selected by their geographic location such as companies in
large regions of the United States covering several states.
Consider comparisons between the corporate and military
sectors.
2.

Refine the indicators identified for instructional

intents, strategies and assessments for conventional and
systematic instruction.
3.

Use matrix sampling procedures in the distribution

of the indicators in the "Corporate Instructional Design
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Scale" to the sample (or population) of corporate
instructional designers.
4.

Determine the professional profile of the corporate

instructional designers serving as respondents.
5.

Further subdivide the three levels of trainer type

to determine if the extent of agreement about the
differentiation between conventional and systematic
instruction is still the same.
6.

Compare evaluation procedures being used for

training and development programs identified as
conventionally designed instruction with the evaluation
procedures for training and development programs practicing
systematic instruction.
7.

Integrate the instructional indicators in an

evaluation of a specific training and development program.
8.

Derive a usability index for each of the

instructional indicators.

APPENDICES

APPENDIX A
CORPORATE INSTRUCTIONAL DESIGN SCALE
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CORPORATE INSTRUCTIONAL DESIGN SCALE

*

Assign two ratings to each statement.

*

The first rating is the extent of your agreement that
the statement describes CONVENTIONALLY designed
instruction or training
(conventional instruction, traditional instruction).

*

The second rating is the extent of your agreement that
the statement describes SYSTEMATICALLY designed
instruction or training
(systematic instruction, systems designed,
instructional systems design).

*

Use this rating scale to record your extent of
agreement:
0

1
2
3
4
5

= not at all
= low extent
= moderately low extent
= moderate extent
= moderately high extent
= high extent

CONVENTIONAL INSTRUCTION/TRAINING
SYSTEMATIC INSTRUCTION/TRAINING
1.

The idea for a training program is based on:

a.

the changing characteristics of the
individual corporation.
the changing industry profile.
employee deficits in knowledge (theory or
special background information).
employee deficits in performance
(tasks/skills).
the desire to teach or reinforce the
company's culture.
the statement of corporate social
responsibility.
the interest of the training division.
the availability of training programs.

b.
c.
d.
e.
f.
g.
h.
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i.
j.

the availability of new educational
technology systems.
current trends in training and development.

2.

A training program is developed when:

a.

the knowledge and/or performance problem is
identified.
the relative value of solving the problem is
determined.

b.

3.

A training problem helps:

a.
b.
c.

new employees to do a job.
longer-term employees to learn a new job.
longer-term,employees to do their jobs
better.
employees with completing the company's
required number of training hours.
union negotiations.

d.
e.
4.

The instructional content and sequence of a
training program is:

a.

derived from current texts and/or
instructional materials.
derived from published tasks/skills lists.
based on the trainee's work experience.
based on supervisor's perceptions of the
trainees.
specified by a program advisory committee.
specified by a committee of employees.
specified by a committee of trainers.
specified by the trainer.

b.
c.
d.
e.
f.
g.
h.
5.

The overall design of the training program
considers the:

a.

trainee's entering knowledge, attitudes, and
skills.
content to be learned.
characteristics of available trainers.
adequacy of existing materials (texts,
references, media, and supplies).
physical environment (size, location,
internal spaces of building, and other
instructional spaces).

b.
c.
d.
e.
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f.
g.

characteristics of the supervisors and other
employees.
philosophy of the supervisors and other
employees toward training and development.

6.

The instructional content and sequence of a
training program is:

a.
b.

specified by the tasks/skills to be learned.
specified by the topics, units, or subject
matter to be covered.
divided into a series of steps.
specified in measurable or observable terms
that can be agreed upon as representing
mastery of the content.

c.
d.

7.

Knowledge instruction includes:

a.
b.

subject matter to be covered.
observable and/or measurable behaviors (e.g.,
calculate, solve, select).
specific knowledge outcomes
(e.g., list basic food groups).
general topics
understandings and/or appreciations
(e.g., likes, enjoys).

c.
d.
e.

8.

Performance instruction includes:

a.
b.

tasks/skills to be learned.
observable and/or measurable behaviors (e.g.,
align, type).
specific products or outcomes
(e.g., install door frames, reline car
brakes).
general topics
(e.g., brakes, telephone techniques).
understandings or appreciations
(e.g., likes, enjoys).

c.
d.
e.

9.

Trainees . find out what to learn by relying on
the:

a.
b.

content of the books, materials.
trainer to tell them what they will learn in
the program.
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c.
d.
10.
a.
b.
c.
11.
a.
b.
c.
12.
a.

b.
c.

d.

e.
f.
g.

13.
a.
b.

other trainees to tell them what they will
learn in the program.
advice of their colleagues and supervisors.
Trainees have a copy of the:
list of program tasks/skills.
list of specific knowledge outcomes.
course outline.
Trainees regularly note their progress by
referring to the:
list of program tasks/skills.
list of knowledge outcomes.
course outline.
Before a trainee assessment, trainees can
describe:
the content of the course, but not the
content of the evaluation.
-the materials, equipment, or other conditions
required in order to demonstrate knowledge
during an evaluation.
the materials, equipment, or other conditions
required in order to demonstrate performance
during an evaluation.
what they will be expected to know during an
evaluation.
what they will be expected to perform during
an evaluation.
the criteria that will be used to evaluate
the trainee's knowledge.
the criteria that will be used to evaluate
the trainee's performance.
Trainees start the training program:
during any phase of the program.
at the beginning of the program.

119

14.
a.
b.
15.
a.
b.
c.
d.
e.
16.
a.
b.
17.
a.
b.
18.

a.

b.
c.

d.

19.

a.

Trainees may exit from the program:
during any phase of the program.
only at the end of the program.
Trainees are oriented to the programspecific procedures and learning systems:
·individually by the trainer.
individually by the other trainees.
individually from materials (texts,
references, media and supplies).
as a group by the trainer.
in writing.
The training program is based on the:
symptoms and indicators that identified the
need for it.
subject matter.
The timetable for teaching consists of:
flexible hours.
set times.
Trainees study knowledge at:
varying times, when they are learning the
related performance.
varying times, but independent of the
performance sequence.
the same time as other trainees
(i.e., according to the trainer's schedule or
text sequence), when they are learning the
related performance.
the same time as other trainees
(i.e., according ·to the trainer's schedule or
text sequence), but independent of the
performance sequence.
Trainees study performance at:
varying times, when they are learning the
related knowledge.
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b.

c.

d.

20.
a.

b.
c.

d.
e.

f.
g.

h.
i.

j•

21.

a.

b.

22.
a.
b.

varying times, but independent of the
knowledge sequence.
the same time as other trainees
(i.e., according to the trainer's schedule or
text sequence), when they are learning the
related knowledge.
the same time as other trainees
(i.e., according to the trainer's schedule or
text sequence), but independent of the
knowledge sequence.
Trainees may:
modify the content of the training program.
not modify the content of the training
program.
select the parts of the training program they
will study.
not select the parts of the training program
they will study.
decide on their own how much time they will
spend learning.
not decide on their own how much time they
will spend learning, but instead must follow
the time schedule prescribed for learning.
skip a training session that teaches
knowledge already learned.
not skip a training session that teaches
knowledge already learned.
skip a session that teaches performance
already acquired.
not skip instruction on performance already
acquired.
The instruction is:
self-paced (i.e., trainees work on their
assignments or projects on their own,
independent of what the other trainees are
doing).
group-paced (i.e., trainees work on their
assignments or projects during the training
session) •
Training group size is based on the:
characteristics of the trainees.
type of presentation.
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c.
d.
23.

a.
b.

c.

available resources.
request of the trainer.
Trainees:
use learning guides or instructional
materials keyed to the training program.
rely on trainer demonstrations and
instructions.
use lab. manuals, workbooks, or other
materials related to topics.

24.

Trainees receive instruction about knowledge
through:

a.
b.

large group lecture/demonstration.
large group lecture/demonstration and
discussion session.
modules or learning guides rather than
textbooks.
textbooks.
audiovisual materials.
one-on-one and/or small group trainER/
trainee interaction.
one-on-one and/or small group trainEE/
trainee interaction.
simulation activities (e.g., role play,
models, training devices).
general field experience
(e.g., observation, field trips, unspecified
work assignments).
live work or specially supervised field
experience.

c.

d.
e.
f.
g.

h.

i•
- - - - j.

25.
a.

b.
c.
d.
e.

f.
g.

Trainees receive instruction about
performance through:
large group lecture/demonstration.
large group lect~re/demonstration and
discussion session.
modules or learning guides rather than
textbooks.
textbooks.
audiovisual materials.
one-on-one and/or small group trainER/
trainee interaction.
one-on-one and/or small group trainEE/
trainee interaction.
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h.
i.

j•

26.
a.
b.

27.
a.
b.

28.
a.
b.
29.
a.
b.
30.
a.
b.

simulation activities (e.g., role play,
models, training devices).
general field experience
(e.g., observation, field trips, unspecified
work assignments).
live work or specially supervised field
experience.
When learning knowledge, trainees:
use the same learning activities and
materials as other trainees.
select learning activities that best match
their learning styles and/or learning
modalities.
When learning a performance, trainees:
use the same learning activities and
materials as other trainees.
select learning activities that best match
their learning styles and/or learning
modalities.
Practice activities are based on:
generalized practice activities that do not
duplicate or simulate work conditions.
job simulations or role plays.
Practice activities take place at the:
training site.
job site.
Trainees are given special projects and other
assignments based on:
the design of the training program.
company needs and trainee availability,
irrespective of the design of the training
program.

123

c.

31.
a.

b.
c.
32.
a.
b.
c.
d.

e.

33.
a.
b.
c.
d.
e.

34.
a.

b.
c.
d.
e.

trainee need for practice and appropriateness
to trainee learning sequence, irrespective of
the design of the training program.
Trainees practice:
until they achieve the knowledge levels
defined in the lesson plan.
until they achieve the performance levels
defined in the lesson plan.
as determined by the trainer's schedule.
When the faster learning trainees complete a
knowledge lesson, they:
wait for further trainer assignments.
go on to the next lesson.
help other trainees or assist the trainer.
continue practicing the same lesson.
do other things and wait for the class to
catch up.
When the faster learning trainees complete a
performance lesson, they:
wait for further trainer assignments.
go on to the next lesson.
help other trainees or assist the trainer.
continue practicing the same tasks/skills.
do other things and wait for the class to
catch up.
Slower learning trainees:
continue a knowledge lesson until they have
achieved the required level of proficiency.
continue a performance lesson until they have
achieved the required level of proficiency.
are exposed to the same knowledge content,
but achieve less proficiency within the
scheduled time limits.
are exposed to the same performance content,
but achieve less proficiency within the
scheduled time limits.
drop the program and/or transfer to another
program.
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35.
a.
b.
c.
d.
36.
a.
b.
c.
d.
e.

37.

a.
b.
c.

d.

38.
a.
b.

Supplemental instructional materials and/or
equipment:
provide alternative ways and formats for
learning the same content.
provide additional sources of knowledge
content.
provide additional sources of performance
content.
are not provided.
Trainers revise or replace the instructional
materials when:
there are modifications or new knowledge
expected for a particular job.
there are modifications or new knowledge in
the subject matter.
there are modifications in the performance
expected for a particular job.
there are modifications or new performance in
the subject matter.
other materials are found which better match
the content of the training program.
The physical facilities used for knowledge
instruction:
are arranged for large group instruction,
demonstration, presentations, etc.
include individual learning stations and/or
study locations.
include supplemental materials and/or
equipment stored adjacent to or in close
proximity to the training site.
include supplemental materials and/or
equipment housed in a separate facility or
training area.
The physical facilities used for performance
instruction:
are arranged for large group instruction,
demonstration, presentations, etc.
include individual learning stations and/or
study locations.
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c.

d.

39.

a.
b.

c.
d.
e.
f.

40.

a.
b.
c.

41.
a.
b.

42.
a.
b.

43.
a.

include supplemental materials and/or
equipment stored adjacent to or in close
proximity to the training site.
include supplemental materials and/or
equipment housed in a separate facility or
training area.
Trainers:
are subject matter experts.
are instructional design experts.
are audiovisual production experts.
use subject matter experts in designing
program materials.
use instructional design experts in designing
program materials.
use audiovisual production experts in
designing program materials.
Assessments of trainees focus on:
knowledge only.
performance only.
knowledge and performance.
The knowledge assessment of trainees is:
based on a written description of what they
will be expected to know before they take a
test.
not based on a written description of the
criteria for successful display of knowledge.
The performance assessment of trainees is:
based on a written description of the
criteria for successful performance.
not based on a written description of the
criteria for successful performance.
Knowledge assessments are constructed:
without a planned effort to match the
assessment with expected learning outcomes.
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b.

44.
a.
b.

to match the list of what trainees are
expected to know.
Performance assessments are constructed:
without a planned effort to match the
assessment with expected learning outcomes.
to match the list of what trainees are
expected to perform.

45.

The statements of the criteria for assessment
of knowledge:

a.

use general terms, such as "effectively",
"carefully", or "as judged by the trainer" to
describe the knowledge gained by the trainee.
use specific terms, such as "within five
minutes", "lists five steps", or "identifies
the reasons", to describe the quality
distinctions in the knowledge gained.
do not make any quality distinctions in the
assessment of the knowledge gained.

b.

c.

46.

The statements of the criteria for assessment
of performance:

a.

use general terms, such as "effectively",
"carefully", or "as judged by the trainer" to
describe the performance gained by the
trainee.
use specific terms, such as "within five
minutes", "within a tolerance of . 2mm", or
"with no welding splatter", to describe
quality distinctions in the performance
gained.
do not make any quality distinctions in the
assessment of the performance gained.

b.

c.

47.

A high assessment of gains in trainee
knowledge resulting from the training program
may make up for low assessments in other
knowledge areas tested.
("averaging")
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48.

A high assessment of trainee performance
attained resulting from the training program
may make up for low assessments in other
performance areas tested.
("averaging")

49.

For assessment purposes:

a.
b.
c.
d.

50.
a.
b.
51.
a.
b.
52.
a.
b.
c.
d.

53.

a.
b.

c.

each trainee may demonstrate the new
knowledge only once.
if necessary, trainees may demonstrate their
new knowledge more than once, and until
mastery of the knowledge is attained.
each trainee may demonstrate the performance
acquired only once.
if necessary, trainees may demonstrate
their
performance more than once, and until mastery
of the task/skill is acquired.
The same knowledge tests are:
given to all trainees.
not given to all trainees.
The same performance tests are:
given to all trainees.
not given to all trainees.
Knowledge assessments take place:
continuously throughout the program.
at times selected by the trainer,
irrespective of readiness.
at different times (e.g., as trainees acquire
the specified knowledge).
in situations that match actual job
conditions.
Performance assessments take place:
continuously throughout the program.
at times selected by the trainer,
irrespective of readiness.
at different times (e.g., as trainees acquire
the specified performance).
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d.

54.
a.
b.
c.
d.
e.
f.
g.
h.
i.
j.

55.
a.
b.
c.
d.
e.
f.
g.
h.
i.
j.

56.
a.
b.
c.
d.
e.

in situations that match actual job
conditions.
Knowledge assessments:
are a requisite for program completion.
are not a requisite for program completion.
vary in content from trainee to trainee.
do not vary in content from trainee to
traTnee.
are taken at the same time by the whole
group.
are taken at varying times by each trainee.
are graded.
are not graded.
are reviewed by the trainer with the whole
group.
are reviewed by the trainer individually with
each trainee.
Performance assessments:
are a requisite for program completion.
are not a requisite for program completion.
vary-----rri content from trainee to trainee.
do not vary in content from trainee to
trainee.
are taken at the same time by the whole
group.
are taken at varying times by each trainee.
are graded.
are not graded.
are reviewed by the trainer with the whole
group.
are reviewed by the trainer individually with
each trainee.
After a trainee knowledge assessment, the
knowledge demonstrated is:
determined by the trainee.
determined by the trainer.
recorded on trainee record sheets, which are
accessible to the respective trainee.
recorded on trainee record sheets, which are
not accessible to the respective trainee.
not recorded.
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57.

a.
b.
c.

d.

e.
58.
a.
b.

c.
d.

e.
f.

g.
h.
59.
a.
b.
c.

60.
a.

After a trainee performance assessment, the
performance demonstrated is:
determined by the trainee.
determined by the trainer.
recorded on trainee record sheets, which are
accessible to the respective trainee.
recorded on trainee record sheets, which are
not accessible to the respective trainee.
not recorded.
Program completion by a trainee is based
upon:
the trainee's level of achievement relative
to other trainees in the program.
the trainee's level of achievement at the
completion of the program, relative to his
entry level of achievement.
the trainee's average of individual knowledge
and performance, relative to other trainees
in the program.
the trainee's average of knowledge
achievement, relative to other trainees in
the program.
the trainee's average of performance
achievement, relative to other trainees in
the program.
learning the required knowledge.
learning the required performance.
hours of attendance.
When trainees exit a program, they are
provided with records that:
contain certification of attendance.
indicate the specific knowledge gained by the
trainee.
indicate the specific performance the trainee
is able to perform.
A transfer (of training) test is:
constructed, which will adequately measure
how well (if at all) the trainee has applied
on the job the knowledge he learned in the
training program.
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b.

c.

d.

61.
a.
b.

62.
a.
b.
c.
63.
a.
b.
c.
d.
64.
a.
b.
65.
a.
b.
c.
d.

constructed which will adequately measure how
well (if at all) the trainee has applied on
the job the performance he learned in the
training program.
constructed which will adequately measure how
well (if at all) the trainee has applied on
the job both the knowledge and performance he
learned in the training program.
not constructed.
The assessment of trainees:
changes as the knowledge addressed in the
training program changes.
changes as the performance addressed in the
training program changes.
During the design phase of the training
program, a design review:
takes place once or twice.
does not take place.
is an ongoing process.
During the design phase of the training
program, a design review is conducted by a:
program advisory committee.
committee of employees.
committee of trainers.
trainer.
Field trials of a new training program:
take place.
do not take place.
Field trials of a new training program are
conducted by a:
program advisory committee.
committee of employees.
committee of trainers.
trainer.
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66.
a.
b.
67.
a.
b.
c.
d.

Once a training program is implemented, a
final evaluation:
takes place.
does not take place.
A final evaluation of the training program is
conducted by a:
program advisory committee.
committee of employees.
committee of trainers.
trainer.

Form x y z
Elba C. Grovdahl
c/o Dr. Robert R. Lange

College of Education
University of Central Florida
Orlando, FL 32816
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January 26, 1987
College of Education
University of Central Florida
Orlando, FL 32816

[Trng Dir]
[Company]
[#St]
[City], [State]
De a r

[Zip]

[ Tr n g Dir] :

This letter is to ask you to participate in a study of
opinions on the extent to which specific statements describe
the conventionally designed and systematically designed
instruction of training and development programs in U. s.
corporations.
The survey will take about forty-five minutes
to complete.
Using a rating scale you will be asked to
indicate the extent to which each of sixty-seven indicators
describe the conventionally designed and systematically
designed instruction of training and development programs in
U. S. corporations.
Please indicate in the enclosed stamped postcard whether you
agree to participate.
I look forward to your affirmative response.
will be mailed on or about February 15.
Sincerely,

Mrs. Elba C. Grovdahl,
Doctoral Candidate

The survey
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YOUR NAME AND JOB TITLE

ADDRESS
[Company]
[ #St]
[City], [State]

[Zip]

CHECK ONE
YES, I will participate.
NO, I will not participate.

APPENDIX C
REQUEST TO PARTICIPATE LETTER
TO PROFESSORS OF INSTRUCTIONAL DESIGN
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January 26, 1987
College of Education
University of Central Florida
Orlando, FL 32816

[Dr.] [First] [Last]
[College]
[University]
[City], [State] [Zip]
Dear [Dr.]

[Last] :

This letter is to ask you and one of your faculty members (2
respondents) to participate in a study of opinions on the
extent to which specific statements describe the
conventionally designed and systematically designed
instruction of training and development programs in u. S.
corporations.
The survey will take about forty-five minutes
to complete.
Using a rating scale you will be asked to
indicate the extent to which each of sixty-seven indicators
describe the conventionally designed and systematically
designed instruction of training and development programs in
u. s. corporations.
Please indicate in the enclosed stamped postcard whether you
and one of your faculty members agree to participate.
I look forward to your affirmative response.
will be mailed on or about February 15.
Sincerely,

Mrs. Elba C. Grovdahl,
Doctoral Candidate

The survey
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YOUR NAMES

1.
2.

ADDRESS
[College]
[University]
[City], [State]

[Zip]

CHECK ONE
YES, we will participate.
NO, we will not participate.

APPENDIX D
COVER LETTER FOR QUESTIONNAIRE
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March 9, 1987
College of Education
University of Central Florida
Orlando, FL 32816

[Mr./Ms./Dr.] [First]
[Job Title]
[Co./Univ.]
[#St.]
[City], [State] [Zip]
Dear [Mr./Ms./Dr.]

[Last]

[Last] :

Thank you for agreeing to participate in this study about
corporate instructional design.
The intent of the study is to identify the meanings assig~ed
to the two terms, conventionally designed instruction and
systematically designed instruction.
Definitions of these
terms are not given at the beginning of the instrument.
Your ratings should reflect your opinion.
You may find that
some of the statements represent only one of the two types
of instruction, while other statements apply to both types
equally.
Still other statements may describe both types of
instruction, but to different degrees.
Of course, some
statements may not describe either type of instruction.
Your serious consideration of each and every statement is
appreciated very much.
The issue of definitions is very
complex, and necessitates the length of the instrument.
Approximately forty-five minutes of your time will be used
in responding.
I look forward to your reply by the end of March. You will
receive an Executive Summary as soon as the research is
completed and approved.
Sincerely,

Mrs. Elba C. Grovdahl,
Doctoral Candidate

APPENDIX E
REMINDER NOTICE
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This is just to remind you that a month has passed
since I sent you the Corporate Instructional Design
Scale.
Your professional expertise is very important to the
results of the study.
Back to me before Easter?
Mrs. Elba Grovdahl
c/o Dr. Robert R. Lange
College of Education
University of Central Florida
Orlando, Florida 32816

APPENDIX F
PROGRAM TYPE CLASSIFICATION OF INDICATORS BY TRAINER TYPE
USING THE MEDIAN RATINGS
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PROGRAM TYPE CLASSIFICATION
OF INDICATORS BY TRAINER TYPE USING THE MEDIAN RATINGS

Indicator

Manufacturing
Conv.
System.

Non-Manufac.
Conv. System.

la.

X

b.

X

X

c.
d.
e.
f.
g.

X

X

X

X

X

X

X

X

X

X
X

X

Professors
Conv. Systems

X

X

X

X

X

X

X
X

X

X

X

X

h.

X

i.
j •

X

X

X

X

X

X

X

X

X

X

X

2a.

X

b.

X

3a.

X

X

X

X

X

X

X

X

X

X

X

b.

X

X

X

c.
d.
e.

X

X

X

X

X

X

X

X

4a.

X

X

b.

X

X

X

c.
d.
e.

X

X

X

X

X

X

X

X

X

h.

X

Sa.

X

X
X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

c.
d.

X

X

X

X
X
X

X

X

X

X

X

X

X

X

X

X

X

X

X

X
X

6a.

b.

X

X

f.

g.

X
X
X

b.

e.

X

X
X

g.

X

X

X

f.

X
X

X

X

X

X
X

X
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c.
d.

X

7a.

X

X

X

X

X

X

X

X

X

X

X

b.

X

c.
d.
e.

X
X

X

X

X

X

X

X

X

X

X

X

X

X

8a.

b.

X

X

X

X

X

X

X

X
X

X

X

c.
d.
e.

X

X

X

X

X

X

X

X

9a.

X

X

b.

X

X

X

X

c.
d.

X

X

X

X

X

X

X

X

X

X
X

10a.

X

X

X

b.

X

X

X

X

X

c.

X

X

X

lla.

X

X

X

b.

X

X

X

c.

X

X

X

X

12a.

X

X

X

X

X

b.

X

X

c.
d.
e.
f.
g.

X

X

X

X

X

X

X

X

X

X

X

X

13a.

X

b.

X

14a.

b.

X

X

X

X
X

X

X

X

X

X

X

X

X

X

15a.

X

X

X

X

X

b.

X

X

X

X

X

c.
d.
e.

X
X

X
X

X

X

X

X

X
X

X
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16a.

b.

X
X

17a.

b.

X
X

X
X

18a.

X
X

X

b.

X

c.
d.

X
X

X
X

X

X

X

X

X
X

X

X

X

X

20a.
X

c.
d.
e.

X

f.

X

j .

X

X

b.

X

c.

X

X

X

X

c.
d.
e.

X

X

X
X
X

X

X

X

X

X

X

X

X
X

X

X

X
X

X

X

X

X

X

X

X

X

g.
h.

X

X

X

i.
j .

X

X

X

X
X

X

X

X
X

X

X

X
X

X

X

23a.

b.

X

X

X

X

X

X

c.
d.

X
X

X

X

X

X

X

X

X

X

X

b.

24a.

X

X

X

22a.

X

X

X

X
X
X

X

X

21a.

X

X

X

X

X

b.

X

X

g.
h.
i.

X

X

X

b.

X

X

b.
X

X
X

X

19a.
c.
d.

X
X

X
X

f.
X

X

X

X

X

X

X

X

X

X

X

X
X
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25a.
b.
c.

X

X

X

X

X

X

d.

X

X

X

X

e.

X

X

X

X

X

X

X

X

f.

X

g.

X

h.

X

i.

X

j•

X

X

X

X

X

X

28a.
b.

X

29a.
b.

X

X

X

X

30a.

X

b.

X

X

X

c.

X

31a.
b.
c.

X

X
X

X
X

X
X

X
X

X

X

X

X
X
X

X

X

X

X

X

X

X

X

X

X

X
X

X

X

X

X

X

e.

X

X

X

X

X

X

X

X

X

X

X

X

X

X

33a.
b.

X

X

c.
d.

X
X

X

X

e.

X

X

X

X

X
X

X

X

34a.
b.

X
X

X

X

X

X

X

X

X

X

X

27a.
b.

c.
d.

X

X
X

X

X
X

X

X

X

X

X

X

26a.
b.

32a.
b.

X
X

X

X

X

X

X

X

X

X

X

c.

X

X

X

d.

X

X

X

e.

X

X

X

X

X
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35a.
b.
c.
d.
36a.
b.
c.
d.
e.

X
X

X

X

X
X

X

X

X

X

X

X
X

X
X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

37a.
b.
c.
d.

X

38a.
b.
c.
d.

X

39a.
b.
c.
d.
e.

X

f.

X

40a.
b.
c.

X

X

X

X

X

X

X

X

X

X

X

42a.
b.

X

X

X

X

X

X

X

X

X

X

X

45a.
b.
c.

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X
X

X

X

X

X

X

X
X

X

X

X

X

X
X

X

X

X

X

X

X
X

X

X

X

X

X

X

44a.
b.

X
X

X

X

X
X
X

X

43a.
b.

X

X

X

X

X

X
X

X

X
X

X
X

X
X

41a.

b.

X

X

X

X

X

X
X

X
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46a.
b.
c.

X

X

X

47.

X

X

X

48.

X

X

X

49a.
b.
c.
d.

X

SOa.
b.

X

Sla.
b.

X

52a.
b.
c.
d.
53a.
b.
c.
d.
54a.
b.
c.
d.
e.

X
X

X
X

X

X
X

X
X

X
X

X

X

X

X

X

X

X

X

X

X

X
X

X
X

X

X

X

X

X

X
X
X

X

X

X

X

X

X

X
X

X

X

X
X
X

X

X

X

g.

X

X

X
X

X

X

X

X

X

X

X

X

X
X
X
X

X

X

X
X

X

f.

X

X

X

X

X

X

i.
j .

X

X
X

X
X

g.

h.

X

X

X

X
X

X

X

X

X
X

X

55a.
b.
c.
d.
e.

X

X
X

X

X

X

X

f.
i.
j •

X
X

X

X

h.

X
X

X

X

X

X
X

X
X

X
X

X

X

X

X

X
X
X

X
X

X
X

X

149

56a.

X

X

b.
c.
d.

X
X

X

X

e.

X

X

X

X
X

57a.

X

b.
c.

X

X
X

X

X

X

X

d.
e.

X

X

58a.

X

b.
c.

X

X

X

X

X

d.
e.

X

X

X

X

X

X
X

X
X
X

X

X

X

X

X
X

X

X

X

X
X

X

X
X

X

X

X
X

X

X
X

f.

X

X

X

g.
h.

X

X

X

X

X

X

X

59a.

X

X

X

X

X

X

b.
c.

X

X

X

X

X

X

60a.

X

X

X

b.
c.

X

X

X

d.

X

X

61a.

X

b.

X

62a.

b.
c.

X

X
X

X
X

X

X

X

X

X

X

X

X
X

X

X

X

63a.

X

X

X

b.
c.

X

X

X

d.

X

64a.

X

X

X

X

65a.

X

b.
c.

X

X

X
X

X
X

X

X

X

X

X

X

X

X

X

X

X

X
X

X
X
X

X

b.

d.

X
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66a.
b.
67a.
b.
c.
d.

X
X
X
X

X
X

X

X
X

X

X

X

X

X

X

X

X

X

X

X

X

X
X

X
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CLASSIFICATION OF INDICATORS USING SURVEY RESPONSES
Indicator

Conventional

Syst~rnatic

la.
b.
c.
d.
e.

X

X

X

X
X

f.
g.
h.

X

i.
j •

X
X

X
X

2a.
b.

X
X

3a.
b.
c.
d.
e.

X

4a.
b.
c.
d.
e.

X

X
X
X

X

X
X

X
X

X

X

X

X

f.

X

g.

X

h.

X

Sa.
b.
c.
d.
e.

X
X

X

X
X

X

X

X

f.

X

g.
6a.
b.
c.
d.

X
X
X
X
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7a.
b.
c.
d.
e.

X

X
X
X

Ba.
b.
c.
d.
e.
9a.
b.
c.
d.
10a.
b.
c.

X
X
X
X
X

X
X
X
X
X
X

lla.
b.
c.
12a.
b.
c.
d.
e.

X
X

X
X
X
X

X
X
X
X
X

f.

g.

X

13a.
b.

X
X

14a.
b.

X

15a.
b.
c.
d.
e.

X
X

X

X

X

X
X

X
X

16a.
b.

X

17a.
b.

X

X

X
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18a.
b.

X

c.
d.

X

X
X

X

19a.
b.
c.

X

X

X

X

d.

X

20a.
b.
c.

X

d.

X

e.
f.
g.

X

h.

X

i.
j •

X

21a.
b.

X

X
X
X
X
X

X
X

22a.

X

b.
c.
d.
23a.
b.
c.

X

X

X
X
X
X

24a.
b.
c.

X

d.

X

X

X
X
X

e.
f.
g.

X

h.

X

i.
j •
25a.
b.

X

X
X
X

c.
d.
e.

X

X
X

X

X
X

f.

X

g.

X

155

h.
i.

X

X

j.

X

X

26a.
b.

X

X

27a.
b.

X

28a.
b.

X

29a.
b.

X

30a.
b.
c.
31a.
b.
c.
32a.
b.
c.
d.
e.
33a.
b.
c.
d.
e.
34a.
b.
c.
d.
e.
35a.
b.
c.
d.
36a.
b.
c.

X

X

X

X
X
X

X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X

X
X

X

X
X

X
X
X
X
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d.
e.

X

X

X

X

37a.
b.
c.
d.

X

38a.
b.
c.
d.

X

39a.
b.
c.
d.
e.
f.
40a.
b.
c.

X
X
X

X
X
X
X
X
X

X
X
X
X

X

X

X

X
X

41a.
b.

X

42a.
b.

X

X

X

43a.
b.

X

44a.
b.

X

45a.
b.
c.

X

46a.
b.
c.

X

47.

X

48.

X

X

X

X
X

X
X
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49a.

X

b.

X

c.
d.

X

50a.
b.

X

Sla.
b.

X

52a.
b.

X

X

X
X
X

c.

X
X

d.
53a.

X

b.

X

c.
d.

X

54a.
b.

X

c.
d.
e.

X
X

X

X
X

f.

X

g.

h.
i.

X

j•

X

55a.

X

b.
c.
d.
e.

X
X
X

f.

X

g.
h.
i.

X
X

j.
56a.
b.
c.
d.
e.

X

X

X
X
X

X
X
X
X
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57a.
b.
c.
d.
e.
58a.
b.
c.
d.
e.

X
X

X
X
X
X
X
X
X
X

f.

X

g.

X

h.

X

59a.
b.
c.

X

60a.
b.
c.
d.

X
X
X
X
X
X

61a.
b.
62a.
b.
c.

X
X
X
X
X

63a.
b.
c.
d.

X

64a.
b.

X

65a.
b.
c.
d.
66a.
b.
67a.
b.
c.
d.

X

X
X
X
X

X
X
X
X

X
X

X
X
X
X

X

X

X
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CLASSIFICATION OF INDICATORS ESTABLISHED APRIORI
USING THE REVIEW OF THE LITERATURE

Indicator

Conventional

Systematic

la.

X

b.
c.

X

d.
e.

X

X
X

f.
g.
h.
i.
j •

X
X
X
X

2a.

X

b.

X

3a.

X

b.
c.

X
X
X

d.
e.

X

4a.

X

b.
c.

X

X

X

X

d.
e.

X

X

X

f.

X

g.

X

h.

X

Sa.

b.
c.
d.
e.
f.
g.

X

X
X

X

X

X

X

X
X
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6a.
b.
c.
d.
7a.
b.
c.
d.
e.
8a.
b.
c.
d.
e.
9a.
b.
c.
d.
10a.
b.
c.
lla.
b.
c.
12a.
b.
c.
d.
e.

X
X
X
X
X

X
X
X

X
X
X
X
X
X
X

X
X
X
X
X
X

X
X
X

X

X

X
X
X
X
X

f.

X

g.

X

13a.
b.

X

14a.
b.

X

15a.
b.
c.
d.
e.

X

X
X

X

X

X

X
X

X
X
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16a.
b.

X

17a.
b.

X

X

X

18a.
b.
c.
d.

X

19a.
b.

X

X

X

X

c.
d.
20a.
b.

X
X

X

X
X
X

c.
d.
e.

X

f.

X

g.
h.
i.
j .
21a.
b.
22a.
b.
c.
d.

X
X
X
X
X
X
X
X
X
X

X
X

c.
24a.
b.
c.
d.
e.
f.
g.

X

X

23a.

b.

X

X

X
X
X

X
X

X

X

X

X

X

X
X

h.

X

i.
j•

X

X

X
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25a.

X

b.

X

c.
d.
e.

X

X
X
X
X

f.

X

g.
h.
i.

X

X

j.

X

X

26a.
b.

X

X

27a.
b.

X

28a.
b.

X

29a.
b.

X

30a.
b.
c.

X
X

X

X

X
X
X

X

X
X

31a.
b.
c.

X

32a.

X

X
X

b.

X

c.
d.
e.

X

33a.
b.
c.
d.
e.
34a.
b.
c.
d.
e.

X
X
X
X
X
X
X
X
X
X
X

X
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35a.
b.
c.
d.
36a.
b.
c.
d.
e.

X
X

X
X
X
X
X
X

X

X

X

37a.
b.
c.
d.

X

38a.
b.
c.
d.

X

39a.
b.
c.
d.
e.

X

X
X
X

X
X
X

X
X
X
X

f.

40a.
b.
c.

X

X
X
X

X
X
X

41a.
b.

X

42a.
b.

X

X

X

43a.
b.

X

44a.
b.

X

45a.
b.
c.

X

X

X

X
X
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46a.
b.
c.

X

47.

X

48.

X

49a.
b.
c.
d.

X

50a.
b.

X

51a.
b.

X

52a.
b.
c.
d.
53a.
b.
c.
d.
54a.
b.
c.
d.

e.

X
X

X
X
X

X

X
X
X
X
X
X
X
X
X
X
X
X
X
X

f.

X

g.
h.
i.
j .

55a.
b.
c.
d.
e.

X
X
X
X
X

X

X

f.

X

g.
h.
i.
j •

X
X
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56a.

X

b.

X

c.
d.

X

e.

X

X

57a.
b.

X

e.

X

58a.

X

X
X

b.
e.
f.

X

X
X

c.
d.

c.
d.

X

X
X
X
X
X

g.

X

h.

X

59a.

X

b.

X

c.

X

60a.

X

b.

X

c.
d.

X
X

61a.

X

b.

X

62a.

X

b.

X

c.

X

63a.

X

b.

X

c.
d.

X

64a.
b.

X
X

X

65a.

X

b.

X

c.
d.

X
X

X
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66a.
b.
67a.
b.
c.
d.

X
X
X
X
X

X

X

X
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EXTENT OF AGREEMENT
ABOUT THE INDICATORS USING THE MEDIAN RATINGS
Extent of Agreement

Instructional
Indicator

la.
b.
c.
d.
e.
f.
g.
h.
i.
j •

Low

Medium

n,p
m,n,p

m
m,p
m,n,p

n
m,n

p

m,n
n

p
m
m,n,p

4a.
b.
c.
d.
e.
f.
g.
h.
Sa.
b.
c.
d.
e.

p

m,n,p
m,n,p
m,n,p

2a.
b.
3a.
b.
c.
d.
e.

High

rn, p
n,p
n

n
m,n,p
m,n,p

m
Ill,

p
m,n,p

Ill

n,p
m,n
Ill

rn, n
n
n
n

p
Ill,

p
n,p
p
m

p

Ill

p
rn,n,p
rn,n,p

m,n

p
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f.

m

n

p

g.
6a.
b.
c.

m,n,p
m,n,p
m,n,p
m,n,p

d.
7a.
b.
c.

p
m,n

d.
e.

n,p

m,n
m

Ba.
b.
c.

m,n,p
m,n,p
p

m,n

d.
e.
9a.
b.
c.

d.

m,n
p
m,n,p
p

p

m

n,p

m
m,n,p
m,n

p

m

m,n,p
m,n,p
n,p

n

n,p
p

lOa.

b.
c.
lla.
b.
c.

m
m
m,n,p

12a.
b.
c.

m

d.

m

m,n,p
n

m,n,p
m

e.
f.

n,p
n,p
n,p
m,n,p
m,n,p

g.
13a.
b.

m,p

n
m,n,p

14a.
b.

m,p

n
m,n,p

15a.
b.
c.

m,n,p
m,n,p
m,n,p
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d.

e.

m

16a.
b.

m

17a.
b.
18a.
b.
c.
d.

m
m,n
n
m
m,n

c.
d.

m,n

c.
d.

e.
f.

m,n
m
m,p
m,p
m
p

n
p
m,n

p
n

m
n

j•

c.
d.

p

p
n
n
n
p
m,n
m,n,p
p
n,p
m,p

m,n

p

m
m,n,p

n,p
m,n,p
m,n,p
m,n,p

23a.
b.
c.

24a.
b.

p

m,n,p
m,n,p

21a.
b.
22a.
b.

p
p

p

m,n

i.

n
m,n,p
n,p

p
m,n
m

g.

h.

m,n,p
p
m,n,p
n,p

m,p

19a.
b.

20a.
b.

n

m
m

c.
d.

n
m,n

n,p
p
m,n,p
p

e.
f.

g.

h.

n

m,p
m,n,p
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i.
j .

n

m,n,p
m

25a.
b.
c.

m
m,n

n
p

d.

m,n
m,n

p
p

e.
h.
i.
j .

26a.
b.

m,n,p
m,p
n,p

n
m
m,n,p
m,n

p

n

m,n
m

p
p

m,n

n,p
p

27a.
b.

m

28a.
b.

m,n

29a.
b.
30a.
b.
c.
31a.
b.
c.
32a.
b.
c.

d.
e.

d.
34a.
b.
c.

p
m,n,p
n

m,p
m,p

m,n
n

p
p

m

m,n,p
n,p
n,p

n

m

m
m
m
m,n,p
m,n
m

n,p
n,p
p
n,p
m

33a.
b.
c.
e.

p
m,n,p

f.

g.

p

m,n
m

n,p
m,n,p

p
n,p
m,n,p
m,n,p
m,n,p
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d.
e.
35a.
b.
c.
d.

m
m,n

m
m,n,p

36a.
b.
c.
d.
e.
37a.
b.
c.
d.

m
m
m
m,n,p

38a.
b.
c.
d.

m
m,n
m
m,n

39a.

m
m,p
m,n
m
m
m

b.
c.
d.
e.

f.
40a.
b.
c.
41a.
b.
42a.

b.

n
m,n

n,p
p
n
n,p
n

m,p
m
p

m,n
m

m,n,p
m,n,p
m,n,p
p
n,p
n,p
n,p
n,p

n,p
p
n,p
p
n

p
n

p
n,p
n,p
n,p
m,p
p
m,n,p

m, n

m,n,p
p

m,n
m,n

p
p

43a.
b.

m,n,p

44a.
b.

m,n

45a.
b.
c.

m,n
m
m,n

m

n,p

m

p
n,p
p
n,p
p
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46a.
b.
c.

m,n
m,n

p
m,n,p
p

47.

n

m,p

48.

n

49a.
b.
c.

m,n
m
m,n
m

d.
50a.
b.

m,n,p

Sla.
b.

m,n,p

52a.
b.
c.

m
m,n
m

d.
54a.
b.
c.

d.
e.
f.
g.
h.
i.
j •
55a.
b.
c.

p

n

p
n,p
p
p
m,n,p
m,n,p

d.
53a.
b.
c.

m

m
m,n
m
m

m

n,p
p
n,p
n,p

n

n,p
p
n,p
p

m
n,p
m,n,p
m,n,p

m,n,p
n,p

m
n,p
m,p

m
n
m

m,n,p
m,n

n,p
m

n,p

p

d.
e.

m,n
m

f.

g.
h.
i.
j .

p
n,p

m,n,p
m,n,p
m,n,p

175

56a.
b.
c.
d.
e.

m,n,p

57a.
b.
c.
d.
e.

m,n,p
p
m
m,n
m,n,p

58a.
b.
c.
d.
e.

m
m,n,p
m,n
m, n
m,n,p

m,n,p
m
n
m,n,p

n,p
m,p

m,n
n,p
p
n,p
p
p

h.

m,n

m,n,p
m,n,p
p

59a.
b.
c.

m,n
m
m

p
n,p
p

60a.
b.
c.
d.

m,n
m,n
m,n,p
m,n

61a.
b.

m,n
n

62a.
b.
c.

m,n

f.

g.

p
p
p
m
m,p

m,p
m,p

63a.
b.
c.
d.

m,n
n,p
m,n,p
m,n,p
p

n
p
m,n,p

n
m,n

-r,

p
p

n
n

m,p

64a.
b.
65a.
b.
c.
d.

n

p
p

m
n

m
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66a.

m,n,p

b.

m,n,p

67a.

m,p
m,n,p
m,n,p
m,n

b.

c.
d.

n

m = Trainers in manufacturing companies
n = Trainers in non-manufacturing companies
p = Professors of instructional design

p
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