Abstract. Let D be a second-order di erential operator with leading symbol given by the metric tensor on a compact Riemannian manifold. The asymptotics of the heat kernel based on D are given by homogeneous, invariant, local formulas. Within the set of allowable expressions of a given homogeneity there is a ltration by degree, in which elements of the smallest class have the highest degree. Modulo quadratic terms, the linear terms integrate to zero, and thus do not contribute to the asymptotics of the L 2 trace of the heat operator; that is, to the asymptotics of the spectrum. We give relations between the linear and quadratic terms, and use these to compute the heat invariants modulo cubic terms. In the case of the scalar Laplacian, qualitative aspects of this formula have been crucial in the work of Osgood, Phillips, and Sarnak and of Brooks, Chang, Perry, and Yang on compactness problems for isospectral sets of metrics modulo gauge equivalence in dimensions 2 and 3.
Introduction
Let (M; g) be a compact, m-dimensional Riemannian manifold without boundary. Let R, , and be the Riemann, Ricci, and scalar curvatures, normalized so that on the standard sphere, = (m ? 1)g and = m(m ? 1). Let D be a second-order di erential operator on a vector bundle V . We assume that the leading symbol of D is given by the metric tensor so that locally, (1.1) D = ?(g ij @ i @ j + p i @ i + q); where p is a local section of TM EndV and q is a local section of End V . Here and below, we adopt the convention of summing over repeated indices.
It will be convenient to express the total symbol of D in a more invariant way. Given a connection r on V , we can form the Bochner, or reduced Laplacian = r = ?g ij r i r j :
If E is any bundle endomorphism of V , the leading symbol of the operator r ? E is, of course, given by the metric tensor. Conversely, given an operator D which is locally of the form (1. e n (x; D)t n ; t # 0;
where the e n (x; D) are local endomorphism-valued invariants of D. (See G2, x1] for details.) The e n (x; D) are built universally and polynomially from the metric tensor, its inverse, and covariant derivatives of R, , and E. By H. Weyl's work on the invariants of the orthogonal group, these polynomials can be formed using only tensor product and contraction of tensor arguments (indices). The e n (x; D) satisfy a certain homogeneity condition which can be expressed in many ways. Most relevant to our needs is the following formulation: if Q is a monomial term of e n (x; D) of degree (k R ; k ; k E ) in (R; ; E), and if k r explicit covariant derivatives appear in Q, then 2(k R + k + k E ) + k r = 2n: (Of course, an occurrence of or is counted as an occurrence of R.) Let P 2n be the vector space of all such 2n-homogeneous invariant endomorphisms; e n (x; D) 2 P 2n . In principle, this space depends on the dimension m of the underlying manifold and the ber dimension of V , but we shall suppress these complications as they do not appear in the Weyl calculus; again see G1, Sec. 1] for details. P 2n can be ltered as follows. Let P 2n;`b e the vector subspace of all endomorphisms which can be expressed using 2(n ?`) or fewer explicit covariant derivatives; that is, as a sum of monomials for which k r 2(n ?`). P 2n;2 consists of quadratic and higher-degree polynomials in (R; ; E), P 2n;3 of cubic and higher, and so on. We have P 2n = P 2n;1 P 2n;2 : : : P 2n;n ; P 2n;`= 0;`> n: An expression which a priori appears only to be in, say, P 6;2 , may actually be in P 6;3 ; for example, calculating in an orthonormal frame, r i r j E ij = 1 2 r i ; r j ]E ij = 1 2 ij ; E] ij : Using the Bianchi identities for R and , it is easy to show that for n 1, the quotient P 2n =P 2n;2 is spanned by (the equivalence classes of) the two invariants n?1 E and n?1 I. Thus we have: Lemma 1.1. There are universal constants (independent of (D; M; V )) 1 (n); 2 (n) such that if n 1, e n (x; D) = 1 (n) n?1 I + 2 (n) a n (D)t n ; t # 0:
The last formula shows that the a n (D) are spectral invariants of D. Since the linear terms in Lemma 1.1 are exact divergences and thus integrate to zero, the leading terms in a n (D) will be quadratic. Thus it is natural to study integrated quadratic terms modulo integrated cubic and higher-degree terms. Again, it is straightforward to show: Lemma 1.3. If n 3, there are universal constants j (n), j = 1; : : : ; 5, such that (1.3) a n (D) = Z M trf 1 (n)jr n?2 j 2 I + 2 (n)jr n?2 j 2 I + 3 (n)r n?2 r n?2 E + 4 (n)r n?2 r n?2 + 5 (n)r n?2 E r n?2 Eg + (cubic and higher): Remark 1.4. Formula (1.3) makes sense only for n 2. When n = 2, a sixth invariant, the integral of the norm-squared of the full Riemann tensor R, appears. No terms in the derivatives of R appear in (1.3) since, modulo cubic terms and exact divergences, they collapse to linear combinations of the rst two invariants. Indeed, integrating by parts and using the Bianchi identity, we get Z M jr n?2 Rj 2 = Z M f4jr n?2 j 2 ? jr n?2 j 2 g + (cubic and higher); n 3:
If not for the Bianchi identity d r = 0, there would be an extra invariant involving r n?3 r i ij r n?3 r k kj . Complete formulas for a n (x; D) are known for n 3; see G1, Theorem 4.3] .
For the ordinary scalar Laplacian in dimension m = 2 (where = g=2 identically), Lemma 1.3 yields a n ( ) = Z M f( 1 (n) + 1 2 2 (n))jr n?2 j 2 + : : : g; where \: : : " is an expression involving at most 2n ? 6 explicit covariant derivatives.
encodes all curvature information, so our remainder is a polynomial in covariant derivatives of . An important point is that after integration by parts, we can arrange things so that r n?3 is the highest derivative that appears. Osgood, Phillips, and Sarnak OPS] computed the quadratic term in a n ( ) in dimension m = 2; in our notation, they showed that 1 (n) + 1 2 2 (n) = n(n ? 1)c n ; where c n = (?1) n 2 n+1 1 3 : : : (2n + 1) = (?1) n n! 2(2n + 1)! : Thus if n 3 and M is a Riemann surface, (1.4) a n ( ) = Z M fn(n ? 1)c n jr n?2 j 2 + polynomial( ; r ; : : : ; r n?3 )g:
The important qualitative observation is that the coe cient in question is nonzero. We say that two metrics are isospectral if their associated scalar Laplacians have the same spectrum. Osgood et al showed that isospectral sets of metrics on a Riemann surface are compact in the C 1 topology, modulo gauge equivalence. The variation across conformal structures is controlled using the nonlocal functional determinant; this also provides an initial Sobolev estimate. An inductive scheme involving the local heat invariants is then set up to get the required higher Sobolev estimates. At the n th stage, the leading term in a n ( ) controls the highest-order derivative; the remaining terms involve lower derivatives which have been controlled at a previous stage.
A generalization of (1.4) was given by Gilkey in G1, G3]: Theorem 1.5. Let c n = (?1) n n!=2(2n + 1)! . Then:
In higher dimensions, the moduli space of conformal structures is not nearly so well understood. It is natural therefore, at least for the time being, to restrict our attention to isospectral families of metrics which lie within a conformal class. Theorem 1.5 has been used by Brooks, Chang, Perry, BPY] to show that in dimension m = 3, such families are compact modulo gauge equivalence. These results also provide another derivation of the result of Osgood et al without using the functional determinant, provided the isospectral family in question is contained within a conformal class. The crucial qualitative observation is that 1 (n) and 2 (n) are nonzero and have the same sign; this gives the control needed for the higher Sobolev estimates. C. Gordon has informed us that she has found nontrivial isospectral deformations within a conformal class in higher dimensions, so the question is one of great interest.
A proof of Theorem 1.5(a,b) based on functorial properties of the heat invariants was given earlier by Gilkey G1, Theorem 4.1]. The very computational and combinatorial proof of Theorem 1.5(c-g) given in G3] was unsatisfactory in that it o ered little insight into how one might proceed with related problems involving, for example, invariants of boundary value problems. In this paper, we shall give a proof of Theorem 1.5 using functorial properties of the heat invariants. Our approach is based on ideas in B 1, B 2]. Using variational properties of the integrated invariants a n (D) derived in B 1], Branson and rsted showed in B 2, Sec. 3 ] that one can use explicit formulas for the integrated invariants a n (D) to recover the complete unintegrated invariants a n (x; D); in other words, to recover the missing divergence terms. In this paper, we reverse the process and use the linear divergence terms in a n (x; D) to determine the integrated quadratic terms in a n (D).
Let D " be a smooth one-parameter family of operators of the form (1.1); all coecients, including the metric tensor, are allowed to vary. In our invariant formulation, D " = D(g " ; r " ; E " ). A central part of our approach will be an analysis of the variations (d=d")j "=0 fa n (x; D " )g and (d=d") "=0 fa n (D " )g. Especially nice formulas result when the variation of D is a scalar function multiple of D plus a zeroth-order term:
This is the case, for example, when D is an operator of the form + b , b 2 R, acting on scalar densities of the right degree, and our operator variation comes from variation of the metric within a conformal class. In particular, the ordinary scalar Laplacian can be analyzed in this way. We hope that this new proof of Theorem 1.5 will give additional insight into formulas (a-g) and lead to suitable generalizations, perhaps enabling one to compute the cubic terms in a n (D).
Functorial properties of the heat invariants
To compute the i (n), we need to derive some recursion relations. We proceed formally; the necessary analytic justi cation for the steps involved can be found in G2 The key point in the last equality is that 0 annihilates 2 0 as well as 0 , so we can include the = 0 term. Term-by-term comparison of the resulting asymptotic expansions now gives the result.
We shall use Lemma 2.1 to prove (a,b) of Theorem 1.5. Note that in the setting of Lemma 2.1(a), n?1 h = (?1) n?1 h (2n?2) ; n 1; a n (x; D 1 ) ? a n (x; D 2 ) = 2(?1) n?1 2 (n)h (2n?1) + : : : ; n 1; Ta n?1 (x; D 1 ) = (?1) n?2 2 (n ? 1)h (2n?1) + : : : ; n 2; where the terms indicated by : : : are quadratic and higher-degree. This shows that 2 (n) = ? 2 (n ? 1)=2(2n ? 1) when n 2. Working over any vector bundle, the special case in which E is a constant immediately gives 2 (1) = 1, so 2 (n) = ?4(2n+1)c n by induction. If M is a Riemann surface, E( 1 ) = ? I=2 by the Weitzenb ock formula. Thus the two sides of (2.1) are nf2a n+1 (x; 0 ) ? a n+1 (x; 1 )g = ?n 2 (n + 1)tr( n E(x; 1 )) + : : :
= n 2 (n + 1) n + : : : and ? a n (x; 0 ) = ? 1 (n) n + : : : : This shows that 1 (n) = ?n 2 (n + 1) = 4n(2n + 3)c n+1 = ?2nc n .
Integrating (2.1), we see that 2a n ( 0 )?a n ( 1 ) = 0 for m = 2, n 6 = 1. Recalling Lemma 1.3, this implies that if n 3, 0 = Z M trf 3 (n)r n?2 r n?2 E(x; 1 ) + 4 (n)r n?2 (x; 1 ) r n?2 (x; 1 ) + 5 (n)r n?2 E(x; 1 ) r n?2 E(x; 1 )g + (cubic and higher); since the 1 (n) and 2 (n) terms from (1.3) cancel. As above, E(x; 1 ) = ? I=2; since = 2R 1212 , tr(r n?2 (x; 1 ) r n?2 (x; 1 )) = ?jr n?2 Rj 2 = ?jr n?2 j 2 :
This proves: Lemma 2.2. 3 (n) + 4 (n) ? 1 2 5 (n) = 0:
We can get all the further relations we need by considering operators of the form D = + b on C 1 (M) , where b is a real parameter. This is the heart of the argument. In this setting, = 0 and E = ?b , so that a n (x; D) = ( 1 (n) ? b 2 (n)) n?1 + (quadratic and higher); When we substitute the operator variation (c) into this formula, the commutator term makes no contribution; this can be seen in three di erent ways.
(1) By working on a bundle of scalar densities of the right degree, we can make the commutator disappear from formula (c) without changing the heat invariants. (2 this is easily seen using (2.5) or (2.6) together with the conformal deformation law for = d, which in turn is easily obtained from the characterization of as the formal adjoint of d. In fact, (2.5) is (2.7) applied to the constant function 1; note that the e (m?2)f=2 on the right in (2.7) is to be interpreted as a multiplication operator. Replacing f by "f in (2.5), (2.6), and (2.7) and di erentiating, we get Lemma 2.3(a) and (2.4).
We now combine ( we get the desired formula for 1 (n). Evaluating at (m; b) = (1; 0), we get 2 (n). Taking @=@b at (m; b) = (2; 0) gives 3 (n), and taking @ 2 =@b 2 anywhere but at m = 1 gives 5 (n). Lemma 2.2 then gives the desired value of 4 (n), and the proof of Theorem 1.5 is complete. where r = r(x; y) is the geodesic distance from y to x, and O(r 0 ) and the a n (x; y; D) are smooth two-point functions with a n (x; x; D) = a n (x; D). In fact, a n (x; y; D) is the 
