The numerical computation of chemical potential in dense, non-homogeneous fluids is a key problem in the study of confined fluids thermodynamics. To this day several methods have been proposed, however there is still need for a robust technique, capable of obtaining accurate estimates at large average densities. A widely established technique is the Widom insertion method, that computes the chemical potential by sampling the energy of insertion of a test particle. Non-homogeneity is accounted for by assigning a density dependent weight to the insertion points. However, in dense systems, the poor sampling of the insertion energy is a source of inefficiency, hampering a reliable convergence.
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We have recently presented a new technique for the chemical potential calculation in homogeneous fluids. This novel method enhances the sampling of the insertion energy via Well-Tempered Metadynamics, reaching accurate estimates at very large densities. In this paper we extend the technique to the case of non-homogeneous fluids. The method is successfully tested on a confined Lennard-Jones fluid. In particular we show that, thanks to the improved sampling, our technique does not suffer from a systematic error that affects the classic Widom method for non-homogeneous fluids, providing a precise and accurate result.
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I. INTRODUCTION
Chemical potential regulates a wide range of chemico-physical processes like phase equilibrium or chemical reactions 1, 2 . However, its calculation in atomistic simulations is not without difficulties. More than fifty years ago Widom proposed a practical way of computing chemical potential in Monte Carlo or Molecular Dynamics (MD) simulations 3 . This method, also known as test particle insertion method, consists in periodically sampling the insertion energy of an extra particle during a running simulation. For fluids at low or moderate densities Widom's method is simple and efficient, but in dense fluids the probability of inserting a test particle is vanishingly small and the method becomes impractical. Later, in an attempt at overcoming this problem, Bennet proposed to combine insertion and deletion computations 4 in an optimal way. This led to improved accuracy 5, 6 but the limitations in the case of dense fluids still persisted. After these pioneering approaches several, more complex attempts at extending chemical potential calculations into the high density region have been presented, e.g. exploiting Free Energy Perturbation (FEP) 7, 8 , Thermodynamic
Integration (TI) 9 , or alternative approaches (see e.g. Refs. [10] [11] [12] [13] [14] . Review papers comparing some of these methods are available [15] [16] [17] [18] , but the accuracy and efficiency of these techniques strongly depend on the physical attributes of the system under study. For example, most of the cited methods deal with uniform systems, whereas many applications, such as the study of phase coexistence 19, 20 or nanoconfined fluids 21 require the chemical potential calculation in a non-homogeneous system. Widom test particle approach can be extended to non-homogeneous fluids 22, 23 but also alternative methods have been proposed, exploiting Gibbs ensemble
24
, Grand-Canonical Monte Carlo 25, 26 or introducing an auxiliary cell coupled with the non-homogeneous fluid 27, 28 . Very recently we have proposed an alternative MD approach for computing the chemical potential of a dense fluid that has proven to be rather efficient 29 . The method is based on the identification of an appropriate Collective Variable (CV) that couples to those fluid configurations that more easily allow the insertion of a test particle. The fluctuations of this CV are then enhanced so as to favor successful insertions. In our previous work we assumed that the fluid was uniform. Here, stimulated by the interest in nano-fluidics and confined systems we lift this limitation and extend the ideas of Ref. 29 to non-uniform systems.
II. THEORY AND METHODS
For simplicity we restrict ourselves to the study of a single component fluid system, at constant volume V and temperature T . Extension to multi-component systems is straightforward. The chemical potential µ can be expressed as the derivative of the Helmoltz free energy F with respect to the number of particles N . We shall approximate this derivative with the finite difference:
Finite size corrections to this formula have been considered 30, 31 , but they are not relevant in the present context and will be neglected. We separate from µ the ideal gas term µ
where:
is the inverse temperature and Λ is de Broglie wavelength. The excess term µ ex is given by:
where Z N is the configurational partition function of the N particle system:
U is the potential energy and R the atomic coordinates of the system. One can then write:
in which R * is the coordinate vector of the extra particle in the N + 1 partition function,
. . . N is the ensemble average of the N -atoms system and
is the energy of insertion of a particle at R * .
Let us now briefly recall the method we have proposed for homogeneous systems, presented in Ref. 29 . First we make use of the fact that, in homogeneous fluids, exp [−β∆U (R * ; R)] N does not depend on R * , so that:
and then introduce the CV:
where we have added the subscript h to distinguish this CV from the general version valid also for non-homogeneous systems, to be introduced later. The CV s h can be viewed as a generalized insertion energy, collecting the contribution of M fixed insertion points R * i that are defined before the sampling. Note that if a single R * is considered then s h = ∆U (R * ; R).
Combining Eqs. 4, 6 and 9 we can rewrite µ ex in terms of s h as:
where p h (s h ) is the canonical probability distribution of s h . The accurate estimate of Eq. 10 requires a thorough sampling of the negative s h region, where the integrand e −βs h p h (s h )
peaks. To this purpose we employ the well-known Well-Tempered (WT) metadynamics .
We now extend this approach to the case of non-homogeneous systems, where the translational invariance does not hold. Following Ref. 22 , we first note that the average density of the N + 1 particle system at R * is given by:
which, with simple manipulations, can be written as:
leading to the relation:
that shows how the chemical potential does not depend on the local density in R * . In
Eq. (13) the choice of R * is arbitrary, and therefore we can introduce the CV:
Which is a generalization of Eq. 9 to non-homogeneous systems. In the last equality (Eq. 15)
we have introduced an effective insertion energy that contains the local density information:
in which ρ 0,N +1 = (N + 1)/V is the average density of the N + 1 system. As in Ref. 29 , the M insertion points R * i are chosen before the metadynamics run. In principle the use of Eq. (14) would require knowledge of ρ N +1 (R * i ). Although this quantity could be easily computed by performing a separate simulation in an N + 1 particle system, for large N the difference between ρ N +1 and ρ N is so small that we shall neglect it in the following and use ρ N (R * i ). For simplicity we will remove the subscript and ρ ≡ ρ N from now on. This way of dealing with non-homogeneous systems mirrors what is done in the non-homogeneous extension of Widom's method 22, 23 , where Eq. (13) is used to assign a weight proportional to
to each insertion point.
Using Eq. (13) we can calculate µ ex in term of s as:
which has a look identical to that of Eq. (10). Thus, as for the homogeneous case, WT metadynamics can be used to enhance the fluctuations of s and collect the sampling required for the accurate calculation of µ ex .
In the following we report the results obtained using WT metadynamics, as it is nowadays a well-established technique. However we underline that alternative biasing techniques can be also employed. To prove this we have also applied our method enhancing the fluctuations via the recent Variationally Enhanced Sampling (VES) technique
34
. The results of these calculations are reported in the Supplementary Material (SM).
III. TEST CASE AND CALCULATION SETUP
We study a single component Lennard- 
As shown in Fig. 1 , the external walls induce a non-homogeneous average density profile, which reflects the combination of the attractive external potential with the liquid structure.
The system phase space is sampled using the LAMMPS on WT metadynamics theory in the same context). Before the production runs, we have tested different possibilities for the choice of the M insertion points in Eq. 14, comparing the outcome of using regular grids, random uniform distributions, and distributions both directly and inversely proportional to ρ. For the systems studied we have found no significant differences among the grids, therefore we have decided to randomly choose M insertion points in the system volume, avoiding the region close to the external walls, where the insertion probability is negligible (see Fig. 1 ). However, we cannot exclude that for other systems a different choice could be more appropriate.
As already shown in the homogeneous fluid case in order to prevent singularities in the computation of the bias forces:
in which U 
in which U and . . . λ=λ are respectively the potential energy and the ensemble average of the N + 1 system with λ = λ . As Eq. 20 indicates, this free energy difference corresponds to the excess chemical potential of the system. To approximate the integral in Eq. 20 in our TI runs n = 40 values λ i = i/n of the integration parameter are simulated, where i = 1 . . . n.
For every λ i the derivative of the potential energy with respect to λ is sampled every ∆τ to compute the ensemble average. When all the ∂U/∂λ λ=λ i have been computed the integral is evaluated using the trapezoidal rule.
IV. RESULTS
In Fig. 2 In Fig. 3 we report the convergence of µ estimate. However, the result deviates in a similar way from the Widom value, and is compatible with the other two metadynamics estimates (see Tab. II).
As discussed in Ref. 
Eq. 21 shows that the largest contributions to µ ex come from the negative tail of the insertion energy distribution. Thus, the insufficient sampling of this tail determines a systematic deviation in the estimate of the chemical potential. This is shown in Fig. 4 , where we contrast the p(∆Ũ ) obtained in the Widom calculation with those resulting from the two metady-namics runs. In Widom method the negative values of ∆Ũ are not sufficiently sampled. In the other two calculations, thanks to metadynamics ability to enhance rare fluctuations, the negative ∆Ũ tail is thoroughly sampled and, as a result, the systematic error is rendered negligible.
We can thus conclude that in this density regime our metadynamics approach does not suffer from the inaccuracy affecting the unbiased insertion sampling, providing more reliable estimates than the Widom method.
V. CONCLUSIONS
In this work we have presented a development of an enhanced sampling method for computing the excess chemical potential of dense fluids, recently published in Ref.
29
. The same approach has been here generalized to non-homogeneous fluids by the definition of a new, more general CV that accounts for the density variations over the system volume. We have tested this method with a non-homogeneous LJ fluid, at two different density regimes, and compared our results with Widom and TI calculations. In both cases the convergence of our method has shown to be competitive with the reference techniques, and particularly advantageous in the high density regime. When a dense fluid is considered, the enhanced sampling simulations require a smaller statistics of insertion to reach the precision of Widom method. On top of that, by thoroughly sampling the negative tail of the insertion energy distribution, our technique also prevents the occurrence of a systematic error in the final estimate, providing a more accurate chemical potential value.
The calculations presented here were performed by using WT metadynamics to enhance the sampling. However, other biasing techniques can be usefully employed, as e.g. the recently proposed VES method. As an example we have compared the use of these two sampling techniques, showing that the flexibility of the latter can boost the performances of the calculation (the results are reported in the SM). The extension of the technique to non-homogeneous liquids is a crucial step for the method to be employed on more realistic systems, especially in the study of phase coexistence and nano-confined liquids.
