Assume we observe a finite number of inspection times together with information on whether a specific event has occurred before each of these times. Suppose replicated measurements are available on multiple event times. The set of inspection times, including the number of inspections, may be different for each event. This is known as mixed case interval censored data. We consider Bayesian estimation of the distribution function of the event time while assuming it is concave. We provide sufficient conditions on the prior such that the resulting procedure is consistent from the Bayesian point of view. We also provide computational methods for drawing from the posterior and illustrate the performance of the Bayesian method in both a simulation study and two real datasets.
Introduction
In survival analysis, one is interested in the time a certain event occurs. For example, the event may be the onset of a disease. A well known complication often encountered in practice is censoring, where the precise time at which an event occurs is unknown, but partial information on it is available. In right censoring for example, one only observes the event if it occurs before a certain censoring time, otherwise one observes the censoring time accompanied by the information that the event occurred after this time. In interval censoring, one never sees the exact event time. Only an interval of positive length (possibly infinite) is observed which contains the event time of interest.
Suppose X models the actual event time for one subject. Instead of observing X directly, we observe a finite number of inspection times 0 < t 1 < t 2 < · · · < t k < ∞, together with the information which of the intervals (t j−1 , t j ] contains X. We will assume a setting in which we obtain data that are modelled as independent and identically distributed realisations of X 1 , . . . , X n , each of which is distributed as X. For each subject, the set of inspection times, as well as the number of inspections, may be different. This type of data are known as mixed-case interval censored data. This model includes both the interval censoring case 1 model (also known as current status model) and interval censoring case 2 model for which k = 1 and k = 2 respectively. In many statistical models, there are reasons to impose specific assumptions on functional parameters, e.g. that a function satisfies a shape constraint. Incorporating such constraints into the estimation procedure then often improves the accuracy of the resulting estimator. In this paper, we consider the problem of estimating the distribution function F of X, assuming that F is concave. Our model includes both the interval censoring case 1 model (also known as current status model) and interval censoring case 2 model for which k = 1 and k = 2 respectively. 1
Related literature
In Groeneboom & Wellner (1992) , the pointwise asymptotic distribution of the maximum likelihood estimator (mle) of the distribution function in the interval censoring case 1 model is derived. For interval censoring case 2, the asymptotic pointwise distribution of the mle is still not known. In the mixed case interval censoring model, the mle has been studied by Schick & Yu (2000) where it is shown to be L 1 -consistent. In Wellner & Zhang (2000) a panel count model is considered, which includes the mixed case interval censoring model as a special case, namely when the counting process has only one jump. For this panel count model, Wellner & Zhang (2000) study two estimators. In case the counting process has only one jump and there is one inspection time, their estimators coincide with the mle for current status data (k = 1). If k > 1, this is not the case. Dümbgen, Freitag & Jongbloed (2004) consider the current status model with the additional constraint that the underlying distribution function F 0 is concave. It is shown that the supremum distance between the nonparametric least squares estimator and the underlying distribution function F 0 is of order (log n/n) 2/5 . For mixed case interval censoring, the MLE is shown to be asymptotically consistent under the assumption that F 0 is concave or convexconcave in Dümbgen, Freitag & Jongbloed (2006) . In addition, an algorithm for computing the mle is proposed there.
From the Bayesian perspective, Susarla & Van Ryzin (1976) derived a nonparametric Bayesian estimator for the event time distribution function based on right-censored data, using the Dirichlet process prior. A special feature in this right-censoring model is that the posterior mean estimator can be constructed explicitly. For interval censored data, this explicit construction is not available. Calle & Gómez (2001) propose a nonparametric Bayesian approach in the interval censoring model and use a Markov Chain Monte Carlo algorithm to obtain estimators for the posterior mean. Doss & Huffer (2003) consider the Dirichlet Process prior in the interval censoring model. They develop and compare various Monte Carlo based algorithms for computing Bayesian estimators.
Contribution
In this paper, we define and study a Bayesian estimator of the event time distribution based on mixedcase interval censored data under the additional assumption that the distribution function is concave. We address this problem from a theoretical perspective and provide conditions on the prior such that the resulting procedure is consistent. That is, assuming data are generated from a "true" distribution, we show that the posterior asymptotically (as the sample size increases) converges to this distribution. The proof relies on Schwartz's method for proving posterior consistency (Cf. Section 6.4 in Ghosal & Van der Vaart (2017) ). In addition, we provide computational methods for drawing from the posterior and illustrate its performance in a simulation study. Finally, we apply the Bayesian procedure on two real data sets and construct pointwise credible sets.
Outline
Section 2 sets off with introducing notation and formally describing the model. In section 3 we derive posterior consistency under a weak assumption on the prior distribution on the class of concave distribution functions. Two Markov Chain Monte Carlo methods for obtaining draws from the posterior using the Dirichlet Mixture Process prior are proposed in section 4. In section 5 we perform a simulation study to illustrate the behaviour of the proposed Bayesian method. Furthermore, we apply it to two data sets in section 6, one concerned with Rubella and the other with breast cancer. The appendix contains proofs of some technical results.
2 Model, likelihood and prior
Model and likelihood
Suppose X is a random variable in [0, ∞) with concave distribution function F 0 . Instead of observing X, we observe the random vector (K, T, ∆) that is constructed as follows. First, K is sampled from a discrete distribution with probability mass function p K on {1, 2 . . .}, representing the number of inspection times. Given K = k, T ∈ R k is sampled from a density g k supported on the set {t = (t 1 , . . . , t k ) ∈ (0, L] k : 0 < t 1 < · · · < t k < ∞} for some constant L. This random vector contains the (ordered) inspection times. Finally, ∆ ∈ {0, 1} k+1 is the vector indicating in which of the k + 1 intervals generated by T the event actually happened. Thus, it is defined as the vector with j-th component
where T 0 = 0 and T k+1 = ∞ by convention.
This procedure is repeated independently, so for sample size n the data is a realisation of
Define the sets
and H k = {δ ∈ {0, 1} k+1 :
Upon conditioning on the observed inspection times, we can define the likelihood of the distribution function F by
We denote the joint distribution of {(K i , T i ), 1 ≤ i ≤ n} by P K,T . Given these (K i , T i )s the vectors ∆ i have multinomial distributions with probabilities depending on F 0 . The distribution of D n will be denoted by P 0 . Expectation with respect to measures will be denoted by E, supplemented by a subscript referring to the measure.
Prior specification
In order to estimate the underlying concave distribution function in a Bayesian way, we construct a prior distribution on the set of all concave distribution functions. For θ > 0, denote the uniform density function on [0, θ] by ϕ(· | θ) and its distribution function by Ψ(· | θ), i.e.
It is well known that any concave distribution function F on [0, ∞) allows the mixture representation
where G is a distribution function on [0, ∞) . In what follows, we sometimes stress this representation and denote the concave distribution function by F G . In order to put a prior measure Π on the set
we use (2.4) together with a prior distribution Π * on the set of all mixing distribution functions G on (0, ∞) (denote as M). Having chosen such a prior measure, we denote the resulting posterior measure on F by Π(·|D n ).
3

Posterior consistency
In this section we establish consistency of the posterior distribution Π(·|D n ) under a weak condition on the prior measure Π. Generally, the posterior is said to be consistent at F 0 (with respect to a semimetric
. Given the inspection times {T i , 1 ≤ i ≤ n}, we say that distribution functions G and F belong to the same equivalence class if the increments between the adjacent times are the same: G i,j = F i,j for all i = 1, . . . , n, j = 1, . . . , K i + 1. Then given data D n , we define a distance d between two (equivalence classes of) distribution functions G and F by
Recall that Π * is a prior on the set M, then G is in the weak support of Π * if every weak neighborhood of G has positive measure.
3.1 Theorem Fix F 0 ∈ F and x ∈ [0, ∞). Consider the mixed-case interval censoring model described in section 1. Assume F 0 has a continuous density function f 0 on (0, ∞) with f 0 (0) ≤ M < ∞ and that the weak support of the prior distribution Π * is M. If EK r < ∞, for some r > 1/2, then for any > 0, we have P 0 -almost surely that
Note that d n in Theorem 3.1 is a random semidistance since it depends on the inspection times {K i , T i , i = 1, . . . , n}, also depending on n. Define the measure µ on the Borel σ−field B on [0, ∞) that measures the "expected proportion of inspection times contained in a Borel set B ∈ B" by
As a special case, assume that given k, S 1 , . . . , S k are independent and identically distributed with density function ξ on [0, ∞) and {T 1 < T 2 < · · · < T k } are the ordered S j 's. Then when k = 1,
Hence, measure µ has density ξ in interval case 1 and 2. The follow result establishes posterior consistency with respect to L 1 (µ) loss.
3.2 Theorem Let F 0 , Π and K satisfy the conditions of Theorem 3.1. Then for any > 0, we have 
Proofs
For proving Theorem 3.1 we use the Schwartz's approach to derive posterior consistency. In the proof of this theorem, Lemma 3.3 is used to control the prior mass of a neighbourhood of the true distribution. Lemma 3.4 provides appropriate test functions. Both lemmas are stated below; the proofs are in appendix 7.
3.3 Lemma Let F 0 and Π * satisfy the conditions of Theorem 3.1. Define, for F 1 , F 2 ∈ F, k = 1, 2, . . . and t ∈ C k as defined in (2.1):
(where t 0 = 0 and t k+1 = ∞ by convention). If we define,
Note that that for the specific choice F 1 = F 0 , by Jensen's inequality, h k,F0,F ≥ 0 for all F ∈ F.
Lemma
Then there exists a sequence of test functions Φ n such that for all n ≥ 1,
for some positive constants c and C.
Proof of Theorem 3.1 Choose > 0 and define the set U as in Lemma 3.4. Define
Using expression (2.2) of the likelihood, the posterior mass of the set U can be written as
where
Fix 0 < η < c/2, where c is as it appears in Lemma 3.4. Also fix F ∈ S(η).
We first show that Lemma 3.3 implies for any η > η we have P 0 -a.s. that
for all n sufficiently large. By Lemma 3.3, we have Π(S(η)) > 0. Let Π S(η) be Π restricted to S(η) and normalised to a probability measure. For i ≥ 1 define
Note that,
Therefore, the law of large numbers yields
Hence, P 0 -a.s. for any η > η,
for n sufficiently large, where we used Jensen's inequality in the second inequality. Now we can finish the proof by combining this result with the test functions Φ n satisfying (3.4) (by Lemma 3.4).
By inequality (3.5), we can bound E 0 Π(U | D n ) as follows,
The final step follows by choosing η < c. Since ∞ n=1 e −bn < ∞ for any constant b, almost sure convergence follows by the Borel-Cantelli lemma.
Proof of Theorem 3.2 First note that the proof of (16) in Dümbgen, Freitag & Jongbloed (2006) shows for all distribution functions F, F 0 ∈ F,
For any > 0, denote set
Now we prove that P (K,T ) (A n ) → 0 as n → ∞. Fix F 0 ∈ F and denote
By theorem 7.2, it is implied by the existence of a sequence δ n → 0 such that
For (3.8) and (3.9), note that sup
For (3.10), note that
where the measure υ is defined by υ(·) = n
In the final step, we use Hölder's inequality and that υ has total mass 1. Further, using Lemma 2.1 and equation (2.5) in van de Geer (2000) we obtain log N (u,
for some constant C and any u > 0.
7 Therefore, denote B = {F ∈ F : |F − F 0 |dµ > }, by P (K,T ) (A n ) → 0 as n → ∞ and inequality (3.6), we have
Computational methods
Assume the mixing measure G is a Dirichlet process with base measure G 0 (with density g 0 ) and concentration rate α. The prior distribution this induces on F through (2.4) is called a Dirichlet Mixture Process (DMP). Algorithms to sample from a posterior distribution using this type of prior have been studied in many papers, such as Neal (2000) . Denoting by #(x) the number of distinct values in a vector x, a sample X 1 , . . . , X n from the DMP can be generated using the following steps:
Here CRP(α) denotes the "Chinese Restaurant Process" that can be viewed as follows. Assume in a Chinese restaurant, the first customer sits at the first table. Then, given a number of occupied tables, the next customer joins one of these tables with a probability proportional to the number of customers already there, or starts a new table with probability proportional to α. Interpreting Z i as the number of customers sitting at table i after n customer arrivals, this leads to a distribution on the space of partitions of the integers {1, 2, . . . , n}.
In the interval censoring model, we do not observe the X i 's, but for each i the interval (L i , R i ] = (T i,Ji−1 , T i,Ji ] that contains X i . We are then interested in the conditional distribution of (Z, Θ) given the data D n . In case we would have complete observations X 1 , . . . , X n , there are algorithms to sample from this conditional distribution (see Neal (2000) ). Having only the interval censored data, we can adapt such algorithms, treating the unobserved event times X i as latent variables in the same fashion as this is done in the case of right censoring by Hansen & Lauritzen (2002) . Given the exact values X i , we use the known algorithm to generate samples from the posterior. Subsequently, we update the X i 's in each iteration by sampling conditionally on the time intervals (L i , R i ] where the event happened. Algorithm 1. A Gibbs sampling starts with a suitable value for (Z, Θ, X) satisfying the constraints in the model. This means that Θ Zi ≥ X i and X i ∈ (L i , R i ] for i = 1, . . . , n. For ease of notation let Θ = (Θ 1 , . . . , Θ #(Z) ) and X = (X 1 , . . . , X n ) for i = 1, . . . , n. Then the following steps are iterated:
Given X, D n does not play any role when sampling Z and Θ. Hence the first two steps are the same as in the case of precise observations. More details on this step in that setting can be found in Jongbloed, van der Meulen & Pang (2018) and Neal (2000) . The final step is to sample the latent variables X given D n , Z and Θ. For this, note that
This is the density of the uniform distribution on interval (
Note that with the initialisation described above, above, (
Slightly differently, Calle & Gómez (2001) do not include latent variables indicating the precise location of the event times, but introduce auxiliary variables δ that indicate time intervals including the event times. These time intervals are finer than the original intervals (L i , R i ] but less informative than the underlying event times. Including the concavity assumption on the underlying distribution, we can follow the same idea to use Gibbs sampling to sample from the posterior. This leads to the following algorithm.
Algorithm 2. Let 0 = t 0 < t 1 < . . . < t r = ∞ be the partition of the real line induced by the endpoints of the observed censoring intervals (L i , R i ]. For j = 1, . . . , r and i = 1, . . . , n, introduce the latent variable δ i j = 1{X i ∈ (t j−1 , t j ]}. This variable indicates a (latent) finer interval which covers X i , i.e. δ 
These β i j 's are known and fixed by the data D n . Moreover, β i j = 0 implies δ i j = 0. The Gibbs sampling procedure now consists iteratively performing the following steps:
Note that compared to algorithm 1, where the exact event time X i is generated, here a small subinterval of (L i , R i ] is generated as indicated by δ i . In the first step, for each i = 1, . . . , n, we sample the δ i ∈ {0, 1} r -s with j δ i j = 1 independently. Given Θ, Z and D n the value of δ i j is one with probability proportional to
This means that δ i is drawn from a multinomial distribution with parameters 1 and
, j = 1, . . . , r .
In the second and third step, note that for each i, there is only one j ∈ {1, . . . , r} such that δ i j = 1. Given δ i (indicating a narrow interval including X i ), generating Θ does not require any additional information from D n . The second step entails subsequently drawing the k-th component of Θ, Θ k , this means sampling from
For any vector x, let x −i the vector obtained by removing the i-th element of x. Denote by ∨(x) and ∧(x) the maximum and minimum of all elements in the vector x respectively. Then, sampling Z|(D n , δ, Θ) is done by cycling over all Z i (1 ≤ i ≤ n) iteratively. For i ∈ {1, . . . , n} and k ∈ {1, . . . , 1 + ∨(Z)} we have
By exchangeability of the CRP the right-hand-side of this display equals
where N k,−i = j∈{1,...,n}\{i} 1{Z j = k} and p(δ i |θ k , D n ) is proportional to (4.2). The expression for k = 1 + ∨(Z) follows since in that case sampling from δ i |Θ k , D n boils down to sampling from the marginal distribution of (δ i |D n ).
Using the conjugacy property of Dirichlet process (see e.g. Ferguson (1973) ), the conditional expectation of the posterior of F is given by
Hence, the posterior mean of F can be obtained using a Markov Chain Monte Carlo approximation of the posterior of (Θ, Z) given D n . Having the algorithms to generate from the distribution of (Θ, Z)|D n , assume in the j-th iteration we obtained Θ
. At iteration j, a sample from the posterior is given byF
(4.3)
After J iterations, an estimator for the posterior mean is given by J −1 J j=1F
(j) (x).
Simulation results
In this section, we first study the posterior mean estimators of a concave distribution function based on simulated interval censored data using the two algorithms introduced in section 4. Next, we compare the Bayesian and the frequentist methods in this setting. We simulate data by repeating independently n times the following scheme:
1. sample K from the discrete uniform distribution on the integers {1, · · · , 20}; 2. sample K inspection times T 1 < · · · < T K by sorting K independent and identically distributed random variables (we choose the Gamma distribution with shape parameter equal to 2 and rate parameter equal to 1); 3. sample X from the standard Exponential distribution;
4. set L := sup j {T j : T j < X} and R := inf j {T j : T j ≥ X} (where T 0 = 0, T k+1 = ∞).
This leads to the dataset D n containing the observation intervals (L i , R i ] for 1 ≤ i ≤ n. The prior is specified by a Dirichtlet Process for the mixture measure. The concentration parameter of the Dirichlet Prior is taken α = 1. Write Y ∼ P ar(s, ξ) with s > 0 and ξ > 0 if f Y (y) = ξs ξ y −ξ−1 1{y ≥ s}. We choose the base measure to be a mixture of P ar(s, ξ) distributions, where ξ = 1 is fixed and the parameter s is drawn from the Gamma(2, 1)-distribution. This hierarchical specification leads to partial conjugacy in the Gibbs sampler with one extra step in which S is updated. For both algorithms, S can be sampled from
the product being taken over all (distinct) values in the vector θ. We take sample size n = 100. To show how the two algorithms perform, we show a typical run of the two algorithms specified in section 4, generatingF j (1) over 30.000 iterations. Figure 1 gives these values, as well as the corresponding auto correlation function. In this setting, we see that both algorithms give reasonable estimators around the true value after the first few iterations, these can be expected from the similarity of the algorithms.
Theoretically, in Algorithm 2, the Gibbs sampling for Z and Θ does not has an explicit closed form no matter what the base density g 0 is. However, Algorithm 1 has a simple expression for Z and Θ when g 0 is Pareto. In the above setting, the computing time of the second algorithm was approximately 25 minutes and the first algorithm took approximately 1.5 minutes under the same data set and initialization, using the R language. Based on these, in the following study, we use Algorithm 1 to generate samples from the posterior distribution.
We compute the posterior mean estimator for the function F 0 using equation (4.3) for two samples from the standard exponential distribution: one with sample size 50 and the other with sample size 500. Figure 2 shows the results obtained from applying algorithm 1. The total number of MCMC iterations was chosen to be 30000, with 15000 burn-in iterations.
We now compare different estimation methods:
• the posterior mean for a concave distribution function;
• the maximum likelihood estimator under concavity;
• the maximum likelihood estimator without shape constraints.
We took n = 500 and considered K i = 1, K i = 2 for i = 1, . . . , n (interval censoring case 1 and 2) and K i independently sampled from the discrete uniform distribution on the integers {1, 2, . . . , 20}, which we denote by K ∼ Unif(1, 20) .
We use the same prior specification as before. Figure 3 depicts the estimatorsF (here we have three estimators: the NPMLE using the algorithm in Wellner & Zhan (1997) , the concave MLE studied in Dümbgen, Freitag & Jongbloed (2006) and the Bayesian posterior mean estimator) and error curveŝ F − F 0 , where F 0 is the true underlying distribution function. As the true distribution is smooth it is not surprising that NPMLE performs worst, as it is a step function. With an increasing number of inspection times, the procedure of generating the inspection time and event time gives a narrow inspection interval for each event. Although the NPMLE does not consider the concavity assumption on F 0 , it suggests a concave shape. As can be seen in all cases, the concave MLE and the posterior mean estimator behave similarly.
Using the setting of mixed interval censoring (K ∼ Unif(1, 20)), we generated 50 data sets of sizes n = 50, 100, 200, 400, 800 from the standard exponential and half-normal distribution and computed the NPMLE, the concave MLE, the posterior mean for each of the cases. Fix grid points t j = j/100, j = 1, . . . , m, where we took m = 800. Figures 4 and 5 show the log of the mean square error ofF evaluated at t = t j , j = 1, . . . , m for each sample size n, that is log R(F , F )(t) = log 1 50
2 whereF (k) represent estimator based on the k−th data set. We see that all three estimators give small error. As seen from figure 3, it can be explained by the setting of how to generate mixed interval censoring data. We see that the posterior mean gives smallest error when t is small, whereas all three estimators are comparable when t ∈ [1, 4] of case n = 800. Finally, the NPMLE performs best when t is big based on the data sets sample from the half-normal distribution.
We also consider a global value, the integrated square errors:
for each sample size n, whereF (k) represent estimator based on the k−th data set, k = 1, . . . , 50. Figure  6 shows the mean of integrated square errors. In most of the cases, we see that the concave MLE has the smallest mean integrated square error, The posterior mean laying between NPMLE and the concave MLE and close to the concave MLE in case of half-normal distribution.
Case study
In this section we illustrate the applicability of our method in real data examples. Using a nonparametric frequentist approach, producing confidence bands for the underlying distribution usually needs quite some fine tuning (see e.g. Groeneboom & Jongbloed) . Contrary to the frequentist approach, within the Bayesian approach it is simple to construct pointwise credible regions from MCMC output. We applied the Bayesian approach and two frequentist estimators to the Rubella data and Breast cancer data sets.
6.1 Example Rubella is a highly contagious childhood disease. The Rubella data concerns the prevalence of rubella in n = 230 Austrian males (see for more information Keiding et al. (1996) ). The male individuals included in the data set represent an unvaccinated population. The data records whether a person got infected or not before a certain time. Here the upper limit of a persons's life span is set equal to 100. Because there is only one inspection time per person, the data are actually case 1 interval censored. Figure 7 visualises the data, showing that the time intervals either start at 0 or end at 100.
The settings for computing the posterior mean are as described in the previous section (DP as the prior, with concentration parameter α = 1 and the mixture of Pareto as the base measure. The total number of iterations was set to 30.000 where the initial 15.000 iterations have been treated as burn. Figure 8 shows the three estimators and 95% pointwise credible sets for the underlying distribution function. The mle (assuming the distribution function to be concave) is comparable with the posterior mean. However, the posterior mean provides a smoother estimator as it is obtained by averaging and not as a maximizer of a likelihood (both the mle and mle under concavity assumption only change slope at censoring times).
Example
In the Breast cancer study discussed in Finkelstein & Wolfe (1986) , 94 early breast cancer patients were given radiation therapy with (RCT, 48) or without (RT, 46) adjuvant chemotherapy between 1976 and 1980. They were supposed to be seen at clinic visits every 4 to 6 months. However, actual visit times differ from patient to patient, and times between visits also vary. In each visit, physicians evaluated the appearance breast retraction. The data contain information about the time to breast retraction, hence, interval censored. Figure 9 visualises the data, we use the right end point 100 for the right censoring case. The settings for computing the posterior mean are as in example 6.1. Figure 10 shows the three estimators under two treatments (RT and RCT) and 95% credible sets for the underlying survival function.
Appendix: proofs of technical results
In the proof of lemma 3.3, we use the following lemma, it constructs a sequence of approximations for F 0 .
7.1 Lemma Let F 0 satisfy the conditions stated in theorem 3.1. Then there exists a sequence of piecewise linear concave distribution functions (F m ) such that
Proof Since F 0 is a concave distribution function, its density f 0 is decreasing on [0, ∞). We start off with the construction of functions f m that approximate f 0 (Cf. Theorem 18 in Wu & Ghosal (2008) ). 
andf m (0) =f 0,m (m −1 ). Because f 0 is continuous on [0, m] ,f m converges pointwise to f 0 as m → ∞. Notef m is not a probability density function, as it will not integrate to one. We now normalizef m to a density function f m . First we can rewritef m as
where ϕ is defined as (2.3) and
Let
w i = 1 and w i ≥ 0 (for m sufficiently large). Finally, define a sequence of probability density functions f m (t)dt, then using dominated convergence, we have F m → F 0 pointwise. As m → ∞ (m > L), then it follows that for all k and t
The next step is to find an integrable upper bound for |h k,F0,Fm |. Denote p j = F 0 (t j ) − F 0 (t j−1 ) for j = 1, . . . , k + 1 and note that k+1 j=1 p j = 1. Then
Using Lagrange multipliers, the first sum achieves its maximal value over all probability vectors when all p j 's would be equal. Hence it can be bounded by log(k + 1). For the second sum, by the construction of f m we know that when
Since there exists j 0 ∈ {1, . . . , k + 1} such that t j0−1 < x 2 ≤ t j0 , the second sum can be bounded by I 1 + I 2 + I 3 , where
Again using the Lagrange multipliers, we have
In the second step we use p j ≤ M (t j − t j−1 ). In the final step, we use that j0−1 j=1 a 2 (t j − t j−1 ) ≤ 1. To bound I 2 , we know that −x log x ≤ 1 e when x ∈ (0, 1]. Splitting I 2 into two parts, we have
In the last step, we used that
Similarly, we can bound I 3 by
Therefore, having these bounds we obtain
By the assumption in theorem 3.1, we have E log(K + 1) ≤ C(r)K r ∞ < ∞ for some constant C(r) depend on r, hence
Therefore, by the dominated convergence theorem,
Proof of lemma 3.3
Proof By lemma 7.1, for any η > 0 there exists a sequence of piecewise linear concave distribution functions (F m ) such that
. Without loss of generality, assume w i > 0 for all i = 1, . . . , m 2 . Given m fixed, for some 0 < < min(1, e η/4 − 1), define a discrete probability measure P m, (·) = 
Choose Lipschitz continuous functions ψ j , j = 1, . . . , m with compact support [
2 . Then for any P ∈ Ω m , j = 1, . . . , m 2 , we have
It also follows that for j = 1, . . . , m 2 ,
That is P (U j ) ≥ e −η/4 w j , for j = 1, . . . , m 2 . Using this lower bound and the mixture representation (2.4), we have for any
As this implies
we have that
Note that h k,F0,F P (t) = h k,F0,Fm (t) + h k,Fm,F P (t). Combining inequalities (7.2) and (7.3), we have
That means {F P ∈ F : P ∈ Ω m } ⊂ S(η). Since Ω m is an open weak neighborhood of P m in the neighborhood a and support(Π * ) = M, we have Π * (Ω m ) > 0. Recall that the prior Π on F is induced by the prior Π * on M and the mixture representation (2.4), therefore Π(S(η)) ≥ Π * (Ω m ) > 0.
Proof of lemma 3.4
Proof We construct a test function depending on data D n . For any > 0, define the event A n = {d n (F n , F 0 ) ≥ /2}, whereF n is the maximum likelihood estimator of the underlying distribution based on observations D n (see Theorem 3 in Dümbgen, Freitag & Jongbloed (2006) ) and d n is defined as (3.1). Define Φ n = 1{A n }, then as n → ∞,
The final step holds because the consistency ofF n , P F0 [d n (F n , F 0 ) ≥ /2|K, T ] → 0 and this probability is bounded by 1. Similarly, given (K, T ), for all F ∈ U
Then it is sufficient to prove for any > 0,
We state that sup
(7.5) Then (7.4) and (7.5) are equivalent to the existence of a uniformly exponentially consistent test for testing H 0 : F = F 0 versus H 1 : F ∈ U (see Proposition 4.4.1 in Ghosh & Ramamoorthi (2003) ). Now we show the inequality (7.5) holds. For a fixed F ∈ F, the consistency result in Dümbgen, Freitag & Jongbloed (2006) claims that d n (F,F n ) → p 0, Actually, they proved that P F [d n (F,F n ) > ] → 0 given the censoring times (K, T ). We checking all steps of the proof in Dümbgen, Freitag & Jongbloed (2006) , the consistency is follows from the finite expectation of K and the bound F ≤ 1. Define H 2 (F, G) = (2n)
The consistency result is follows from the following steps:
where ψ i (G) = n −1 j ∆ i,j (G i,j /F i,j ) 1/2 . Hence, it is sufficient to show
By theorem 7.2, this is a consequence of the following conditions: for some sequences δ n → 0, b n → 0,
for any u > 0, log N (u, F, ρ n ) ≤ c(u). We first give the main inequalities to derive these conditions. For (7.6),
For (7.7),
where κ ∈ (0, 1 2 ), recall that EK r < ∞ and choosing nδ n → ∞. As for (7.8), ρ n can be bounded by a finite measure, hence log N (u, F, ρ n ) ≤ Cu By equation (7.12), we have
Note that the right side do not depend on F , hence the inequality (7.5) holds.
A technical result for proving uniform convergence
The following theorem follows from theorem 8.2 in Pollard (1990) .
7.2 Theorem Let f 1 (w, t), f 2 (w, t), . . . , f n (w, t) be independent processes with integrable envelopes F 1 (w), F 2 (w), . . . , F n (w). If for each > 0, 1. there is a sequence δ n → 0 such that
EF i 1{F i > δ n } < , for all n, 2. log N (u, F nw , ρ n ) = c(u),
(f i (w, t) − Ef i (w, t))|→ 0 in probability.
Here N (u, F nw , ρ n ) is the covering number of F nw with distance
|f i (w, t) − f i (w, t )|.
Proof Define event A n,i := {F i > δ n }, then we split the expectation into two parts: sup
