In this (mostly expository) paper I want to share some observations prompted by a class of matrices whose determinants are Catalan numbers. Considering different methods of proof we obtain some generalizations and q -analogues and connections with Hankel determinants. Finally we state some conjectures.
Introduction
This (mostly expository) paper has an unusual genesis. In an internet posting an amateur mathematician, Tony Foster, looking for interesting properties of Pascal's triangle, observed that the elements of the "diagonals" { } 0  5 14  5  25  5  det  det  1 2  .  1 5  1  1 5  0  2 5  2  52  2  21  2 21  21 14  1 9  7  1 9  2 5 2 2 5
This caught my attention and led me to look for some proofs which in turn led to some other interesting results.
It turns out that the identities (1) are equivalent with the following identities for Catalan numbers 
Thus my first aim was to look for proofs of these identities.
1.1.
The connection with Fibonacci numbers suggests the following interpretation of the lefthand side of (2): Let These methods also lead to 
The appearance of the Hankel determinants   
holds. In the mean-time this conjecture has been proved by M. Tyson [16] .
1.4.
It is also natural to look for q -analogues. As usual we write
As analogues of (3) we get
and a more intricate identity ( )
Another generalization of the above results is
Of course these results remain true if we reduce them modulo a prime . p But what happens when we consider the residues modulo p not as elements of the residue ring but as integers or real numbers? There seems to be no reason to expect nice results. But in some special case nevertheless nice results occur.
It turns out that
remains true with this interpretation. And computations suggest that
and ( )
Another nice result seems to occur for 3. p = Here we get ( )
and more generally we guess that
where mod 3 {0,1,2} n Î and ( ) n m denotes the residue modulo 3 where the residues belong to { } 
Different proofs
The matrices 
and let n S be the matrix with columns
.
Then we get
Furthermore we get
( 1, 1 ) .
Since n S is derived from ,1 n T by elementary column operations we have
This simple observation has many applications.
For example for ( , )
which implies the well-known result
For the matrices (1) we choose 
In this case identity (14) reduces to the identity (2) which implies (1).
is equivalent with
Note that by Cramer's rule Let me recall some relevant facts.
Lemma 2.
Let ( ( )) a n be a sequence of real numbers with (0) 1. a 
If all Hankel determinants
n n i j n a a a n a a a n x p x a a a n x a i j a n a n a n x
are orthogonal with respect to the linear functional  defined by
This means that ( )
In particular for
By Favard's theorem there exist numbers ( ), ( ) s n t n such that
If we define ( , ) c n j by
c j j c n s c n t c n c n j c n j s j c n j t j c n j
then ( ,0) ( ) c n a n = and
This implies
Therefore we get (23) which by (15) implies
As a simple example let us consider the polynomials
which are a q -analogue of ( 1) . n xThey are orthogonal with respect to the linear
The orthogonality follows from the well-known formula
are not orthogonal with respect to the linear
The corresponding numbers
which can be simplified to
This also implies the corresponding result for 1 q = , which cannot directly be proved with this method.
For (2 ) n a n C = and (2 1) 0 a n + = the orthogonal polynomials are the special Fibonacci
which satisfy
The corresponding linear functional L satisfies ( )
we get (2).
Therefore we get by (22) and ( )
which implies
Remark
As a consequence of (21) we get (cf. [5] ) that the inverse of , 0
( 1)
The first terms are 
Let me also mention the analogous results for Lucas polynomials and central binomial coefficients which are a sort of companion for the Fibonacci polynomials and Catalan numbers.
We consider in fact a variant of the Lucas polynomials defined by
for 0. n > and 0 ( ) 1. L x = These polynomials are monic and orthogonal with ( ) 0,
More generally the numbers ( , ) c n k are given by
and ( , ) 0 c n j = else.
Expansion with respect to Gould polynomials
The generating function
of the Catalan numbers satisfies
Consider the special Gould polynomials
+ be the shift operator and 1 E D = -the difference operator on the polynomials.
These Gould polynomials satisfy
because ( ) n G x is a polynomial of degree n and (39) shows that (40) is true for infinitely many non-negative integers
Thus we have
For 1 x = this gives (2) and thus also (1). 
Remark
If we expand
we get in the same way
Expanding the polynomials
Remarks
Formulae (42) and (43) are equivalent by elementary row operations using Vandermonde's identity
[15], p.55 ). In the same way as above we get
Similarly we also get (cf. [10] )
and 
we get another proof of (2).
After changing j n j  -we get ( ) 
and using
The same method also gives (29):
A different method to prove (1) uses

Lemma 3 (C. Krattenthaler [13],Th. 27)
With the usual notations of q -calculus we have
In order to apply this to 
Since this operation lets the determinant unchanged we get
In order to simplify this let
The same method also leads to
Proof
First we write 
On the other hand it is well known that (cf.e.g. [14] ,Theorem 33)
Comparing (52) with (53) 
Let us deduce (56) from (54): We have
Therefore we get 
As another simple application consider again the polynomials
Here we get 
which can be simplified to 
Remark
Of course there are simpler proofs of (57). Let for example ( ) 
For another illustration of Theorem 5 consider the sequence 1 ( ) , 1 a n n = + which gives the famous Hilbert matrix.
The corresponding orthogonal polynomials are (cf. [8] )
Thus (54) reduces to 
Let us verify this identity by direct computation:
To compute the determinant of
i j x i n y j = + -= This gives
and thus
For the left-hand side of (58) we get using (51) 
To verify (58) we must show that   1  1  (2  1) , 0 , 0 , 1
Let us first show that this indeed generalizes Theorem 4.
First we see that
In the same way we get
Analogously in the general case.
Proof of Theorem 6
Comparing with (50) we choose i L i m    and 2 . A n k   Then we get
( 
Since no determinant vanishes this determines ( , , ) M m n k by induction with . m Let us verify the first terms. We have
which is easily verified.
q-analogues
The Carlitz q-Catalan numbers
For the Carlitz q -Catalan numbers ( ) n c q which satisfy 
Here we have ( ) 0 s n = and ( ) Let me only mention the analogue of (1).
The first terms are ( 1) ( 1) . n n n c C + -= -Therefore (63) gives another class of matrices related to Catalan numbers:
In [3] we have introduced a q -analogue ( , ) n g r q of 1 1 1 g r q =
[3],(10), gives a combinatorial proof of the identity
which generalizes (63) and (47) for 1. k =
The q-Catalan numbers
In this case the orthogonal polynomials whose moments are 2 1 ( ) [ 1] n n C q n n é ù ê ú = ê ú + ê ú ë û have no closed formulas. Therefore we consider instead the polynomials 
As q -analogue of (42) we prove 
For 1 k = this has been found by George Andrews [2] and later a combinatorial proof has been given in [12] .
To prove Lemma 9 we use the q -Pfaff-Saalschütz summation (cf. [11] ,II.12) ( ) ( ) ( ) ( ) ( ) ( ) 
