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DIMENSIONS OF RANDOM AFFINE CODE TREE FRACTALS
ESA JA¨RVENPA¨A¨, MAARIT JA¨RVENPA¨A¨, ANTTI KA¨ENMA¨KI, HENNA KOIVUSALO,
O¨RJAN STENFLO, AND VILLE SUOMALA
Abstract. We calculate the almost sure Hausdorff dimension for a general class
of random affine planar code tree fractals. The set of probability measures de-
scribing the randomness includes natural measures in random V -variable and ho-
mogeneous Markov constructions.
1. Introduction
The systematic study of dimensions of the attractors of iterated function systems
was initiated by Hutchinson [H]. He proved the formula for Hausdorff dimensions of
attractors of self-similar iterated function systems satisfying the open set condition.
Since then, iterated function systems have been studied extensively and nowadays
there exists a huge literature on them. Here we mention only a few results relevant
to our purposes. In the case of affine maps, there is no counterpart to the open set
condition guaranteeing that the dimension of the attractor is given by a concrete
formula. However, in [F2] Falconer proved that writing the affine maps as Fi(x) =
Ti(x) + ai, the dimension of the attractor is Lebesgue almost surely independent of
the translation vectors ai provided that the norms of the linear parts Ti are less than
1
3
. Furthermore, the dimension is given by the unique zero of a natural pressure.
Solomyak [S] verified that 1
3
may be replaced by 1
2
, and an example of Edgar [Ed]
(see also [Er, PU, SS]) shows that 1
2
is the best possible upper bound in this setting.
In this paper we verify that the Hausdorff dimension is almost surely independent
of the translation vectors for general affine code tree fractals, that is, for iterative
constructions where the families of contractions may vary (see section 2 for the
definition). We also illustrate by examples that for general affine code tree fractals
the dimension is not always given by the zero of the pressure.
A natural way to generalize deterministic iterated function systems is to add
randomness to the construction. This can be done in various different ways. Jordan,
Pollicott and Simon [JPS] studied a fixed affine iterated function system having a
small independent random perturbation in translation vectors at each step of the
construction. In this case no nontrivial upper bound for the contraction ratios
is needed in the analogue of Falconer’s result [F2]. In [FM] Falconer and Miao
studied random subsets of a fixed self-affine fractal. The randomness is introduced
by choosing at each step of the construction a random subfamily of the original
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function system independently. They proved that the dimension of the random
subset is almost surely given by the unique zero of the expected pressure.
Both in [JPS] and [FM] the randomness is quite strong in the sense that there
is total independence both in space, that is, between different nodes at a fixed
construction level, and in scale or time, that is, once a node is chosen, its descendants
are selected independently of the previous history. We will consider probability
distributions which have certain independence only in time direction, more precisely,
there exists almost surely an infinite sequence of neck levels Nn where all the sub-
code-trees starting from level Nn are the same and the events depending only on the
construction before a neck level Nk are independent of those depending only on the
construction after Nk. The structure between neck levels can be chosen quite freely.
In other words, our construction is locally random but globally almost homogeneous.
A special case of our setting (which in fact is the main motivation for our study) is
the natural probability measure P of choosing random V -variable fractals considered
by Barnsley, Hutchinson and Stenflo in [BHS1, BHS2, BHS3]. A V -variable fractal is
a code tree fractal where at each level of the code tree there are at most V different
sub code trees. In [BHS3] a formula for the P -almost sure Hausdorff dimension
of random self-similar V -variable fractals satisfying a uniform open set condition is
proved. We extend this result in two ways: by replacing similarities with affine maps
and by considering a general class of probability measures including the measure P
introduced in [BHS3].
The paper is organized as follows: In section 2 we give basic definitions and recall
some well-known results. In section 3 we extend Falconer’s result concerning the
almost sure constancy of the Hausdorff dimension [F2] to deterministic code tree
fractals (Theorem 3.2) and give examples illustrating reasons why the Hausdorff
dimension is not given by the zero of the natural pressure function. Sections 4
and 5 are dedicated to random code tree fractals and contain our main results:
In Theorem 4.3 we prove that, under quite weak assumptions on the probability
measure on the set of code trees having a neck structure, the zero of the pressure
exists and is independent of the code tree almost surely. In Theorem 5.1 we verify
that, under certain additional assumptions, the zero of the pressure is equal to
the typical Hausdorff dimension of the code tree fractal almost surely. Finally, in
Proposition 5.7 it is observed that for self-similar code tree fractals the additional
assumptions are not needed.
2. Preliminaries
We begin by defining a code tree fractal. Our definition is similar to the one in
[BHS2]. We denote by Λ an index set. Let D ∈ N and let F = {F λ | λ ∈ Λ}
be a family of iterated function systems such that F λ = {fλ1 , . . . , fλMλ}. Here for
all i = 1, . . . ,Mλ the map f
λ
i : R
D → RD is defined by fλi (x) = T λi (x) + aλi , where
aλi ∈ RD and T λi is a non-singular linear mapping with supλ∈Λ,i=1,...,Mλ ‖T λi ‖ < 1
and M = supλ∈ΛMλ < ∞. Setting I = {1, . . . ,M}, the length of a word τ ∈ Ik is
|τ | = k. Consider a function ω : ⋃∞k=0 Ik → Λ, where I0 = ∅. Let Σω∗ ⊂ ⋃∞k=0 Ik be
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• ∅ ∈ Σω∗ ,
• if i1 · · · ik ∈ Σω∗ and ω(i1 · · · ik) = λ, then i1 · · · ikl ∈ Σω∗ for all l ≤ Mλ and
i1 · · · ikl /∈ Σω∗ for any l > Mλ,
• if i1 · · · ik /∈ Σω∗ , then i1 · · · ikl /∈ Σω∗ for any l.
The function ω restricted to Σω∗ is called an F-valued code tree and the set of all
F-valued code trees is denoted by Ω. Equip IN with the product topology. Let
Σω = {i = i1i2 · · · ∈ IN | i1 · · · in ∈ Σω∗ for all n ∈ N} be the compact set of infinite
paths corresponding to a code tree ω ∈ Ω. For any k ∈ N and i ∈ Σω ∪⋃∞j=k Ij, let
ik = i1 · · · ik be the initial word of i with length k. We use the notations
fωik = f
ω(∅)
i1
◦ fω(i1)i2 ◦ · · · ◦ f
ω(i1···ik−1)
ik
and T ωik = T
ω(∅)
i1
T
ω(i1)
i2
· · ·T ω(i1···ik−1)ik .
For all i ∈ Σω, define Zω(i) = limk→∞ fωik(0), where 0 ∈ RD, and set Aω = {Zω(i) |
i ∈ Σω}. We refer to Aω as the attractor or the code tree fractal corresponding
to the code tree ω ∈ Ω. The attractor Aω is well-defined since the maps fλi are
uniformly contracting. For k ∈ N, ω ∈ Ω and i ∈ Σω, let
[ik] = {j ∈ Σω | jl = il for all l = 1, . . . , k}
be the cylinder starting with i1 · · · ik. The length of the cylinder [ik] is k.
Remark 2.1. (a) One could define code tree fractals for contractions on complete
metric spaces, or more generally for maps such that the limit Zω(i) exist for any
i ∈ Σω. However, in this paper we consider only affine contractions on RD.
(b) Any compact subset of a fractal generated by a single iterated function system
is a code tree fractal. Indeed, let AW be the attractor of an iterated function system
W = {w1, . . . , wN} on RD and let K ⊂ AW be compact. Setting I = {1, . . . , N}, we
denote by ZW : IN → RD the natural projection and define K˜ = (ZW )−1(K). For
k ∈ N ∪ {0}, let
K˜k = {ik ∈ Ik | ikj ∈ K˜ for some j ∈ IN}.
Further, let Λ = {λ ⊂ I | λ 6= ∅} and F = {F λ | λ ∈ Λ}, where F λ = {wi | i ∈ λ}.
Defining the mapping ω :
⋃∞
k=0 K˜k → Λ by
ω(i1 · · · ik−1) = {i | i1 · · · ik−1i ∈ K˜k},
we have Aω = K. In particular, sub-self-affine sets are code tree fractals as compact
subsets of self-affine sets. This in turn implies that attractors of graph directed
Markov systems generated by affine maps are code tree fractals as well since they
are sub-self-affine sets. See [F3, F4, KV, MU].
It is also easy to see that a code tree fractal can be expressed as a subset of the
attractor of a single possibly infinite iterated function system.
The way deterministic constructions are usually randomized depends heavily on
the formalism used. It is useful to add some additional structure to our space in
order to be able to compare results expressed in different formalisms.
Example 2.2. Suppose {w1, w2, w3} is an iterated function system, where wi =
Ti + ai for i = 1, 2, 3. Consider the code tree fractal constructed in Remark 2.1
corresponding to a compact K ⊂ AW . Letting λ = {1, 2} and λ′ = {2, 3}, we have
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F λ = {T λ1 + aλ1 , T λ2 + aλ2} and F λ′ = {T λ′1 + aλ′1 , T λ′2 + aλ′2 }, where aλ1 = a1, aλ2 = a2,
aλ
′
1 = a2 and a
λ′
2 = a3. Thus the translation vector a2 is represented both by a
λ
2 and
aλ
′
1 .
To allow identifications in our construction, we suppose that the set Λ̂ = {(λ, i) |
λ ∈ Λ and i = 1, . . . ,Mλ} is equipped with an equivalence relation ∼ satisfying the
following two conditions:
• the cardinality A of the set of equivalence classes a := Λ̂/ ∼ is finite,
• for every λ ∈ Λ we have (λ, i) ∼ (λ, j) if and only if i = j.
We use the notation a for the set of equivalence classes to emphasize that we will
identify only the translation parts of the maps by the equivalence relation ∼. The
assumption A <∞ guarantees that the Lebesgue measure, LDA, can be used on the
space (RD)A. By the second assumption, within any system {T λ1 +aλ1 , . . . , T λMλ+aλMλ}
different translation vectors are never identified. Moreover, if (λ, i) ∼ (λ′, j), then
aλi = a
λ′
j as vectors in R
D. Hence, we may consider a as an element of RDA, and we
denote the corresponding attractor by Aωa .
For a non-singular linear map T : RD → RD, let σi = σi(T ), 1 ≤ i ≤ D, be the
singular values of T defined as the square roots of the eigenvalues of T ∗T , where
T ∗ is the adjoint of T . The singular values are enumerated in the decreasing order,
that is,
0 < σD ≤ σD−1 ≤ · · · ≤ σ2 ≤ σ1 = ‖T‖.
Recall that the singular values are the lengths of the semi-axes of the ellipsoid
T (B(0, 1)), where B(x, ρ) ⊂ RD is the closed ball with radius ρ > 0 centred at
x ∈ RD. Define the singular value function as follows
Φα(T ) =
{
σ1σ2 · · ·σm−1σα−m+1m , if 0 ≤ α ≤ D,
σ1σ2 · · ·σD−1σα−D+1D , if α > D,
where m is the integer such that m − 1 ≤ α < m. The singular value function
Φα is defined also for α > D to ensure the existence of the affinity dimension (see
section 3) for all affine code tree fractals. We have σD(T )
α ≤ Φα(T ) ≤ σ1(T )α, and
in particular, Φα(T ) = sα if T is a similitude with σi = s for all i = 1, . . . , D. The
singular value function is submultiplicative, that is,
Φα(TU) ≤ Φα(T )Φα(U)
for all linear maps T and U . For this and other properties of the singular value
function see for example [F2]. Throughout this paper we will make the assumption
that there exist σ, σ ∈ (0, 1) such that
0 < σ ≤ σD(T λi ) ≤ σ1(T λi ) ≤ σ < 1
for all λ ∈ Λ and for all i = 1, . . . ,Mλ. Note that whilst the condition σ < 1
follows from the uniform contractivity assumption, the existence of σ > 0 is an
extra assumption since Λ may be infinite even though A < ∞. The lower bound
σ > 0 is not needed in section 3.
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3. Deterministic code tree fractals
In this section we show that the result of Falconer [F2] (sharpened by Solomyak
[S]) concerning self-affine iterated function systems can be extended to code tree
fractals, that is, the Hausdorff dimension dimH(A
ω
a) of a code tree fractal A
ω
a is
typically independent of the translation vector a ∈ RDA. Theorem 3.2 is not only
an important ingredient in the proof of our main theorem (Theorem 5.1) but is also
of independent interest. The original proofs by Falconer and Solomyak in the case
|Λ| = 1 generalize in a straightforward manner. For the convenience of the reader,
we present the essential ideas.
We denote byMα the α-dimensional natural measure defined for all Borel subsets
E of Σω by
Mα(E) = lim
j→∞
Mαj (E),
where
Mαj (E) = inf{
∑
ik∈J
Φα(T ωik) | J ⊂ Σω∗ , E ⊂
⋃
ik∈J
[ik] and k ≥ j}.
The affinity dimension of Σω is
dω = inf{α |Mα(Σω) = 0} = sup{α | Mα(Σω) =∞}.
Next lemma is the key tool in the proof of Theorem 3.2.
Lemma 3.1. Let ρ > 0 and assume that σ < 1
2
. If α is non-integral with 0 < α < D
then there exists a constant c1 > 0 such that for any k ∈ N and i, j ∈ Σω with ik = jk
and ik+1 6= jk+1, we have∫
a∈B(0,ρ)
dLDA(a)
|Zωa (i)− Zωa (j)|α
≤ c1
Φα(T ωik)
for all ω ∈ Ω.
Proof. The points in Aωa can be expressed as
Zωa (i) = a
ω(∅)
i1
+ T
ω(∅)
i1
a
ω(i1)
i2
+ T
ω(∅)
i1
T
ω(i1)
i2
a
ω(i1i2)
i3
+ · · · (3.1)
If i, j ∈ [ik], write i = iki′ and j = ikj′ where i′l = ik+l and j′l = jk+l for l ∈ N. Now∫
a∈B(0,ρ)
dLDA(a)
|Zωa (i)− Zωa (j)|α
=
∫
a∈B(0,ρ)
dLDA(a)
|T ωik(Zω
′
a (i
′)− Zω′a (j′))|α
,
where the code tree ω′ is defined by ω′(jl) = ω(ikjl) for l ∈ N.
Let
n1 = inf{k ≥ 2 | (ω′(i′k−1), i′k) ∼ (ω′(j′k−1), j′k)}.
We consider only the case n1 <∞; the remaining case n1 =∞ is easier (the second
sum is not needed in (3.2)). Letting a = {β1, . . . , βA}, we may assume without
loss of generality that [(ω′(∅), i′1)] = β1, [(ω′(∅), j′1)] = β2 and [(ω′(i′n1−1), i′n1)] =
[(ω′(j′n1−1), j
′
n1
)] 6= β1. Define a linear map E : RDA → RDA by
E(β1, . . . , βA) = (y1, β2, . . . , βA),
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where
y1 = Z
ω′
a (i
′)− Zω′a (j′) = β1 − β2 +
A∑
i=1
Li(βi)
and Li is a linear transformation on R
D for all i = 1, . . . ,A (recall (3.1)). Further,
since σ < 1
2
, we have
‖L1‖ ≤
n1−2∑
k=1
σk +
∞∑
k=n1
2σk =
σ − σn1−1
1− σ +
2σn1
1− σ <
σ
1− σ < 1. (3.2)
This implies that Id+L1 is invertible (where the identity transformation on R
D is
denoted by Id), and therefore, E is invertible and det(E) = det(Id+L1) ≥ c2 > 0.
By a change of variables, we obtain, using [F2, Lemma 2.2] in the last inequality,
that ∫
a∈B(0,ρ)
dLDA(a)
|T ωik(Zω
′
a (i
′)− Zω′a (j′))|α
= | det(E)|−1
∫
y∈E(B(0,ρ))
dLDA(y)
|T ωik(y1)|α
≤ c−12
∫
BD(0,ρ)
. . .
∫
BD(0,ρ)
∫
BD(0,R)
dLD(y1) · · ·dLD(yA)
|T ωik(y1)|α
≤ c1
Φα(T ωik)
for some 0 < R <∞ and c1 <∞. Here the superscript D emphasises that BD(0, r)
is a closed ball in RD. Note that L1 and thus E depend on i, j and ω, but c2, R
and c1 may be chosen to be independent of i, j and ω. The assumption that α is
non-integral with 0 < α < D is needed when applying [F2, Lemma 2.2]. 
Now we are ready to prove the main theorem of this section. The Hausdorff
dimension is denoted by dimH.
Theorem 3.2. Let ω ∈ Ω and assume that σ < 1
2
. Then
dimH(A
ω
a) = min{D, dω}
for LDA-almost all a ∈ RDA.
Proof. As in [F2, Proposition 5.1] it follows that
dimH(A
ω
a ) ≤ dω (3.3)
for every a ∈ RDA. Thus it suffices to prove that dimH(Aωa) ≥ min{D, dω} for LDA-
almost all a ∈ RDA. Let α be non-integral such that 0 < α < min{D, dω}. As in
[F2, Lemma 4.2] (see also [RV, Proposition 2.8]), there exists a finite Borel measure
µω on Σω and a constant c(ω) such that
µω([ik]) ≤ c(ω)Φα(T ωik) (3.4)
for any cylinder [ik].
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Let ρ > 0 and s < α. From Lemma 3.1 and (3.4) we get∫
Σω
∫
Σω
∫
a∈B(0,ρ)
dLDA(a)dµω(i)dµω(j)
|Zωa (i)− Zωa (j)|s
≤
∞∑
k=0
∑
ik∈Σω∗
(
sup
j,j′∈[ik],jk+1 6=j
′
k+1
∫
a∈B(0,ρ)
µω([jk])µ
ω([j′k])
|Zωa (j)− Zωa (j′)|s
dLDA(a)
)
≤ c1
∞∑
k=0
∑
ik∈Σω∗
µω([ik])µ
ω([ik])
Φs(T ωik)
≤ c(ω)c1
∞∑
k=0
∑
ik∈Σω∗
µω([ik])Φ
α(T ωik)
Φs(T ωik)
≤ c(ω)c1µω(Σω)
∞∑
k=0
σk(α−s) <∞.
Finally, [F2, Lemma 5.2] (essentially Fubini’s theorem and the mass distribution
principle) implies dimH(A
ω
a) ≥ α for LDA-almost all a ∈ RDA. The claim follows by
choosing a sequence αi ↑ min{D, dω}. 
It is common to relate the Hausdorff dimension to various notions of pressure.
We will discuss this issue in the remaining part of this section. We start by defining
the natural pressure.
Definition 3.3. For every k ∈ N and α ≥ 0, let
Sω(k, α) =
∑
ik∈Σω∗
Φα(T ωik).
Define
pωinf(α) = lim inf
k→∞
log Sω(k, α)
k
and pωsup(α) = lim sup
k→∞
log Sω(k, α)
k
.
If pωinf(α) = p
ω
sup(α), the common value is called the (natural) pressure p
ω(α).
As in the next section, it is easy to see that pωinf and p
ω
sup are decreasing functions in
α with uniquely defined α0 ≤ α1 (depending on ω) such that pωinf(α0) = pωsup(α1) = 0.
In [F2] it is shown that in the case |Λ| = 1 the natural pressure pω exists for
self-affine iterated function systems and dω is the unique α such that pω(α) = 0,
that is, the Hausdorff dimension of the attractor is given by the unique zero of the
pressure for LDA-almost all a ∈ RDA.
Below we construct examples illustrating various reasons why this result fails for
general code tree fractals. All our examples are in R but they can easily be extended
to RD for any D ∈ N.
Example 3.4. There exist code trees for which the pressure pω(α) do not exist for
any α > 0.
For example, let i = 0, 1, and define fi, gi : [0, 1] → [0, 1] by fi(x) = x8 + 78i
and gi(x) =
x
4
+ 3
4
i for all x ∈ [0, 1]. Let F 1 = {f0, f1} and F 2 = {g0, g1}. The
equivalence relation ∼ is trivial, that is, a ∈ R4. Letting 1 = N0 < N1 < N2 < . . .
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be integers, set ω(∅) = 2 and for all l = 0, 1, 2, . . .
ω(ik) =
{
1, if N2l ≤ k < N2l+1,
2, if N2l+1 ≤ k < N2(l+1).
It is easy to see that for a sufficiently rapidly increasing sequence (Ni) we obtain
pωinf(α) = (1− 3α) log 2 and pωsup(α) = (1− 2α) log 2.
Observe that for an open set of translation vectors a we have
dimB(A
ω
a ) = dimp(A
ω
a) =
1
2
and dimB(A
ω
a ) = dimH(A
ω
a) =
1
3
,
where dimB and dimB are the lower and upper box counting dimensions, respectively,
and dimp is the packing dimension.
The following example shows that the Hausdorff dimension of a code tree fractal
may be strictly smaller than the unique zero of the pressure for all translation
vectors.
Example 3.5. We construct a code tree ω for which the pressure pω(α) exists for
all α ≥ 0 and there exists a unique d such that pω(d) = 0. However, dimH(Aωa ) < d
for all translation vectors a.
Let 0 < r < R ≤ 1
3
. We consider two systems F = {f1, f2, f3} and G = {g1, g2, g3}
consisting of similarities on R such that fi(x) = rx + a
1
i and gi(x) = Rx + a
2
i for
all i = 1, 2, 3 and x ∈ R with the trivial equivalence relation ∼, that is, a ∈ R6.
Taking a sequence of integers 1 = N0 < N1 < N2 < . . ., define a code tree ω
as follows: for each n ∈ N ∪ {0}, m ∈ {1, 2, 3} and τ ∈ ⋃∞k=0{1, 2, 3}k for which
N3n+(m−1) ≤ |τ | < N3n+m, set
ω(τ) =
{
F, if τ1 = m,
G otherwise.
If Nk →∞ fast enough, we obtain for all α ≥ 0
pω(α) = lim
k→∞
logSω(k, α)
k
= lim
k→∞
log(3kRkα)
k
= log 3 + α logR,
giving pω(α) = 0 if and only if α = − log 3/ logR. On the other hand, it is straight-
forward to see that Mα(Σω) <∞ if α > − log 3/ log r. This implies by (3.3) that
dimH(A
ω
a) ≤ dω ≤ − log 3/ log r < − log 3/ logR.
Furthermore, dimp(A
ω
a ) = − log 3/ logR in an open set of translation vectors a ∈ R6.
Observe that pω(α) does not exist if we restrict Σω to any of the branches Σωm =
{i ∈ Σω | i1 = m} for m ∈ {1, 2, 3}. It is possible to modify the construction in
such a way that the proportion of nodes where ω(ik) = F decreases to zero as k
tends to infinity but for every i there are infinitely many l for which ω(ik) = F
for all Nl ≤ k < Nl+1. Then for all α ≥ 0, we have pω(α) = log 3 + α logR, and
this remains true also for all branches of Σω. The modification does not affect the
Hausdorff dimension of the code tree fractal.
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In the previous example the packing dimension of the code tree fractal is equal
to the unique zero of the pressure in an open set of translation vectors. The last
example of this section indicates that this is not always the case.
Example 3.6. There exist a code tree ω such that the pressure pω(α) exists for all
α ≥ 0 and for all translation vectors a neither dimH(Aωa ) nor dimp(Aωa ) agrees with
the unique zero of the pressure.
For i = 0, 1, define fi : [0, 1] → [0, 1] by fi(x) = x2 + ai for all x ∈ [0, 1], where
a0 = 0 and a1 =
1
2
. Set F 1 = {f0, f1}, F 2 = {f0} and F 3 = {f1}. We identify
a0 in F
2 with a0 in F
1 and a1 in F
3 with a1 in F
1. Let ω be such that the
corresponding attractor is Aωa = {0} ∪ { 1n | n ∈ N} (see Remark 2.1). Clearly,
dimH(A
ω
a) = dimp(A
ω
a) = 0 and dimB(A
ω
a ) =
1
2
. Moreover, denoting by N(k) the
number of dyadic intervals of length 2−k that meet Aωa , we obtain for all α ≥ 0
pω(α) = −α log 2 + lim
k→∞
logN(k)
k
,
implying pω(α) = 0 if and only if α = dimB(A
ω
a) =
1
2
. Let us now consider transla-
tions of this system. Since the attractor Aωa is a countable set for all a ∈ R2, we have
dimp(A
ω
a ) = 0 for all a ∈ R2. Note that the zero of the pressure pω is independent
of a ∈ R2.
We finish this section with a proposition concerning 1-variable code trees (for the
definition see Example 4.5).
Proposition 3.7. Suppose that ω is a 1-variable (homogeneous) code tree and F
contains only similarities. Then dω equals the unique α0 such that p
ω
inf(α0) = 0.
Proof. Letting β > α0, there is c < 1 satisfying
lim inf
k→∞
(Sω(k, β))1/k < c.
Consequently, for arbitrarily large values of k, we get
∑
ik∈Σω∗
Φβ(T ωik) < c
k which
implies that Mβ(Σω) = 0. Letting β ↓ α0, we get dω ≤ α0.
To prove the opposite inequality, consider β > dω. Then Mβ(Σω) = 0. Given
ε > 0, we find an index set J ⊂ Σω∗ such that Σω ⊂
⋃
τ∈J [τ ] and
∑
τ∈J Φ
β(T ωτ ) < ε.
Since Σω is compact, we may assume that J is finite. Defining
nmin = min{|τ | | τ ∈ J} and nmax = max{|τ | | τ ∈ J},
we may assume that J minimizes ∑
τ∈K
Φβ(T ωτ ) (3.5)
among all covering sets K that satisfy nmin ≤ |τ | ≤ nmax for all τ ∈ K. Consider
ζ ∈ Σωnmin and let Jζ = {τ ∈ J | [τ ] ⊂ [ζ ]}. Since J minimizes (3.5) and each map
fλi is similarity, it follows from the homogeneity of ω that
∑
τ∈Jζ
Φβ(T ωτ ) = Φ
β(T ωζ ).
Consequently, we obtain
Sω(nmin, β) =
∑
τ∈J
Φβ(T ωτ ) < ε.
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Choosing sufficiently large nmin ∈ N and sufficiently small ε > 0, it follows that
lim infk→∞ S
ω(k, β) = 0. This yields pωinf(β) ≤ 0, and therefore, α0 ≤ β. Letting
β ↓ dω, we get α0 ≤ dω. 
Remark 3.8. There is not much to be said about the dimension of a code tree
fractal for a fixed translation parameter a ∈ RDA. The following can be gleaned
from the proof of [F1, Theorem 7.3]: Let ω ∈ Ω. Assume that all the maps are
similarities and for some fixed a ∈ RDA the following uniform open set condition is
satisfied: there is a non-empty open set O such that for each λ ∈ Λ we have
Mλ⋃
m=1
fλm(O) ⊂ O and fλm(O) ∩ fλn (O) = ∅ if m 6= n. (3.6)
Then dimH(A
ω
a ) = d
ω.
4. Random code tree fractals and pressure
As illustrated in the previous section, in general, the dimension of a code tree
fractal is not necessarily given by the zero of the natural pressure. In this section
we consider a general class of random affine code tree fractals for which the pressure
almost surely exists, is independent of the code tree and has a unique zero. When
constructing the random sets in [FM] and [JPS], independent choices are made at
different steps of the construction and the limiting sets have a stochastically self-
repeating structure both in space and in scale whilst in our model the random sets
are spatially nearly homogeneous. More precisely, suppose that (µk)
∞
k=0 is a family
of probability measures, where each µk is a measure on the set of finite code trees of
length k. Suppose also that ν is a probability measure on N with finite first moment.
This generates a probability measure P on Ω in the following way: Choose a random
number N1 according to ν. Select labels of nodes from Λ from level 0 up to level
N1 − 1 at random according to µN1−1. This specifies a randomly chosen code tree
up to level N1− 1. Repeat this procedure, that is, generate a realization of N2−N1
according to ν. For some fixed subtree rooted at level N1 choose labels of nodes
of this subtree at random according to the probability measure µN2−N1−1. For all
other subtrees rooted at level N1 select the same labels as in the generated one.
This specifies the randomly chosen code tree up to level N2 − 1. Continuing in this
manner will uniquely define P according to Kolmogorov’s extension theorem.
Next we present a convenient formalism to study constructions described above.
Definition 4.1. Let Ω˜ be the set of (ω,N) ∈ Ω× NN such that
• Nm < Nm+1 for all m ∈ N,
• if iNmjl, i′Nm ∈ Σω∗ , then i′Nmjl ∈ Σω∗ and ω(iNmjl) = ω(i′Nmjl),
where for each (ω,N) ∈ Ω˜ the sequence (Nm)m∈N is the list of neck levels, that is,
all the sub code trees rooted at a neck level Nm are identical. Define Ξ: Ω˜→ Ω˜ by
Ξ(ω,N) = (ωˆ, Nˆ), where Nˆm = Nm+1 − N1 and ωˆ(jl) = ω(iN1jl) for all m, l ∈ N.
The elements of Ω˜ are denoted by ω˜. We equip Ω˜ with the topology generated by
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the cylinders
[(ω,N)m] = {(ωˆ, Nˆ) ∈ Ω˜ | Nˆi = Ni for all i ≤ m and ωˆ(τ) = ω(τ)
for all τ with |τ | < Nm}
and use the Borel σ-algebra on Ω˜.
Remark 4.2. (a) Observe that since N1 is a neck level, the definition of Ξ is inde-
pendent of the choice of iN1 . With the chosen topology, Ξ is continuous. Since there
is no uniform upper bound for N1, the space Ω˜ is not compact.
(b) The functions pω, Φα(T ω) etc. defined in the previous sections have natural
extensions to Ω˜, that is, p(ω,N) = pω, Φα(T (ω,N)) = Φα(T ω) etc. We denote them by
pω˜, Φα(T ω˜) etc.
We complete this section by proving the existence of the zero of the pressure.
Theorem 4.3. Let 0 < σ ≤ σ < 1 be as in section 2. Assume that P is an ergodic
Ξ-invariant probability measure on Ω˜ such that
∫
Ω˜
N1(ω˜) dP (ω˜) < ∞. Then for P -
almost all ω˜ ∈ Ω˜ the pressure pω˜(α) exists for all α ∈ [0,∞[ and is independent of
ω˜ ∈ Ω˜. Furthermore, pω˜ is strictly decreasing and there exists a unique α0 such that
pω˜(α0) = 0 for P -almost all ω˜ ∈ Ω˜.
Proof. Consider α ∈ [0,∞[. For n < m ∈ N ∪ {0}, let
Σω˜∗ (n,m) = {iNn+1 · · · iNm | iNniNn+1 · · · iNm ∈ Σω˜∗ },
where N0 = 0. The fact that Nn is a neck level implies that the definition is
independent of the choice of iNn . Setting
Xn,m(ω˜) = log
( ∑
iNn+1···iNm∈Σ
ω˜
∗
(n,m)
Φα(T
ω˜(i1···iNn )
iNn+1
· · ·T ω˜(i1···iNm−1)iNm )
)
,
we have
Xn+1,m+1 = Xn,m ◦ Ξ
by the definition of Ξ. Note that X0,n(ω˜) = log(S
ω˜(Nn, α)), and moreover, submul-
tiplicativity of Φα gives
X0,m ≤ X0,n +Xn,m (4.1)
for any 0 < n < m. Since
(Nn+1 −Nn) log(σα) ≤ Xn,n+1 ≤ (Nn+1 −Nn) log(σαM)
and N1 ◦ Ξn = Nn+1 − Nn, combining the Ξ-invariance of P and the assumption∫
Ω˜
N1(ω˜) dP (ω˜) < ∞, gives that Xn,m is P -integrable for all n,m ∈ N ∪ {0} with
n < m. From Kingman’s subadditive ergodic theorem (see for example Durrett [D])
it follows that the limit
lim
n→∞
log(Sω˜(Nn, α))
n
=: p˜ω˜(α)
exists for P -almost all ω˜ ∈ Ω˜. Furthermore, p˜ω˜ is P -almost surely independent of
ω˜ by ergodicity of P . Observe that in the definition of p˜ω˜ there is a neck level Nn
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in the numerator whilst in the denominator we have n. Birkhoff’s ergodic theorem
implies that the finite non-random limit
lim
n→∞
Nn
n
= lim
n→∞
1
n
n−1∑
k=0
N1 ◦ Ξk = b ≥ 1
exists for P -almost all ω˜ ∈ Ω˜. In particular,
lim
n→∞
Nn+1 −Nn
n
= 0 = lim
n→∞
Nn+1 −Nn
Nn
, (4.2)
and therefore, the limit
lim
n→∞
log(Sω˜(Nn, α))
Nn
=
p˜ω˜(α)
b
exists for P -almost all ω˜ ∈ Ω˜.
For any m ∈ N, let l(m) be a random integer such that Nl(m) ≤ m < Nl(m)+1.
Since l(m) ≤ m and
(σα)Nl(m)+1−Nl(m)Sω˜(Nl(m), α) ≤ Sω˜(m,α) ≤ (σαM)Nl(m)+1−Nl(m)Sω˜(Nl(m), α),
equation (4.2) implies that the pressure
lim
m→∞
log(Sω˜(m,α))
m
= pω˜(α) =
p˜ω˜(α)
b
(4.3)
exists for P -almost all ω˜ ∈ Ω˜. By ergodicity, pω˜(α) is P -almost surely independent
of ω˜ ∈ Ω˜.
We continue by verifying that for P -almost all ω˜ ∈ Ω˜ the pressure pω˜(α) exists for
all α ∈ [0,∞[, it is strictly decreasing in α and it has a unique zero at α0. It follows
from Fubini’s theorem that for P -almost all ω˜ ∈ Ω˜ the pressure pω˜(α) exists for
L-almost all α ∈ [0,∞[. Consider such ω˜ ∈ Ω˜. Using the properties of the singular
value function, we obtain for all α ∈ [0,∞[, for all δ > 0 and for all m ∈ N
σmδ ≤ S
ω˜(m,α + δ)
Sω˜(m,α)
≤ σmδ.
Hence both
lim inf
n→∞
log Sω˜(n, α)
n
and lim sup
n→∞
logSω˜(n, α)
n
are strictly decreasing and continuous in α. Since for L-almost all α ∈ [0,∞[
the pressure pω˜(α) exists, it follows that the limit exists for all α ∈ [0,∞[ and is
continuous and strictly decreasing in α. Finally, the fact that for all n ∈ N
log Sω˜(n, 0)
n
≥ 0 and lim
α→∞
lim
n→∞
log Sω˜(n, α)
n
= −∞
yields the existence of a unique α0 such that p
ω˜(α0) = 0. This completes the
proof. 
Remark 4.4. By (4.3), the functions p˜ω˜ and pω˜ have the same unique zero for
P -almost all ω˜ ∈ Ω˜.
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Example 4.5. (a) The definition of Ω˜ was inspired by the construction of random
V-variable fractals introduced by Barnsley et al. (see [BHS1, BHS2, BHS3]). Let
V ≥ 1 be an integer. A code tree is said to be V -variable if there are at most V
distinct sub code trees at each level, and a code tree fractal is V -variable if the
code tree is V -variable. The attractors of ordinary iterated function systems are
1-variable fractals also known as homogeneous fractals. In random V-variable code
trees the distribution of the spacing between necks has exponentially decreasing tails
implying that N1 has a finite expectation. In particular, the probability measure
related to random V-variable fractals introduced by Barnsley et al. satisfies the
assumptions of Theorem 4.3.
It was shown in [BHS3] that, under the assumption that all maps are similarities,
Sω˜(n, α) can be expressed in terms of products of random V ×V -matrices and, using
the law of large numbers, one obtains
pω˜(α) =
∫
Ω˜
log
( ∑
iN1∈Σ
ω˜
∗
(0,1)
(r
ω˜(∅)
i1
r
ω˜(i1)
i2
· · · rω˜(i1···iN1−1)iN1 )
α
)
dP (ω˜),
where rλi is the similarity ratio of f
λ
i . This property is useful when estimating the
pressure and the dimension numerically. In general, it is hard to give good numerical
estimates for the pressure when
∫
Ω˜
N1(ω˜) dP (ω˜) is large.
(b) Another example of systems satisfying the assumptions of Theorem 4.3 are
random Markov homogeneous fractals. Suppose that Λ = {1, . . . , ℓ} is finite and
Q is an ergodic Markov transition matrix on Λ, that is, Q is an ℓ × ℓ-matrix with
non-negative elements and row-sums equal to 1. Let P0 be a probability measure
on Λ.
A probability measure on the set of code trees Ω is generated in the following
way: Suppose ω(∅) = ω0 is chosen according to P0. Next choose ω1 according to
the probability measure defined by the row ω0 in Q, that is, ω1 = j with probability
Qω0j. Further, let ω(i) = ω1 for all i = 1, . . . ,Mω(∅). This defines a measure on Ω
up to level 1. We continue inductively in the same manner, that is, ωk+1 = j with
probability Qωkj and ω(i1 · · · ikl) = ωk+1 for all l = 1, . . . ,Mω(i1...ik). This defines a
probability measure P on Ω.
Every realization of the above construction is spatially homogeneous since at every
level all the sub code trees are identical. By ergodicity P has a self-repeating time
structure in the following sense: Let Ni(ω) be the smallest level k > Ni−1(ω) such
that ωNi(ω) = ω0, where N0(ω) = 0. The sequence (Ni)i∈N will define regenerative
time points in the sense that the probability measure P on Ω will have self-repeating
structure at these random times.
5. Dimensions of random code tree fractals
In this section we show that for P -almost all ω˜ ∈ Ω˜ the zero of the pressure is equal
to the Hausdorff dimension of Aω˜a for LDA-almost all a ∈ RDA. For this purpose,
we restrict our consideration to the case D = 2 and impose additional assumptions
on the probability measure P . For a discussion concerning the assumptions of the
following theorem, see Remark 5.6.
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Theorem 5.1. Let D = 2 and 0 < σ ≤ σ < 1
2
. Assume that P is an ergodic
Ξ-invariant probability measure on Ω˜. Further, suppose that
P
({ω˜ ∈ Ω˜ | there exists v ∈ R2 \ {0} such that T ω˜iN1 (v)
are parallel for all iN1 ∈ Σω˜∗ (0, 1)}
)
< 1,
(5.1)
∞∑
l=1
P
({ω˜ ∈ Ω˜ | N1(ω˜) ≥ c0l
log l
}) <∞ for all c0 > 0 (5.2)
and the σ-algebras generated by {ω˜(τ) | |τ | < Nm} and {ω˜(τ) | |τ | ≥ Nm} are
independent for all m ∈ N. Then for P -almost all ω˜ ∈ Ω˜
dimH(A
ω˜
a ) = min{α0, 2}
for L2A-almost all a ∈ R2A, where α0 is the zero of the pressure given in Theo-
rem 4.3.
Proof. Theorem 5.1 is proved as a consequence of a sequence of lemmas. Combining
Theorem 3.2 with the fact that dω˜ ≤ α0 for P -almost all ω˜ ∈ Ω˜, implies dimH(Aω˜a) ≤
α0 and therefore, it suffices to verify that for P -almost all ω˜ ∈ Ω˜, α0 ≤ dimH(Aω˜a)
for L2A-almost all a ∈ R2A. For this purpose we construct for all α < α0 and for
P -almost all ω˜ ∈ Ω˜ a probability measure µω˜ on Σω˜ such that for some constant
c(ω˜)
µω˜([il]) ≤ c(ω˜)Φα(T ω˜il ) (5.3)
for all l ∈ N (recall (3.4) and the proof of Theorem 3.2). Observe that inequality
(3.4) is valid only for α < dω˜. For ω˜ ∈ Ω˜ and α < α0 the measure µω˜ on Σω˜ is
defined in the following way: Let m ∈ N and set
µω˜m =
∑
iNm∈Σ
ω˜
∗
(0,m) Φ
α(T ω˜iNm )δiNm∑
iNm∈Σ
ω˜
∗
(0,m) Φ
α(T ω˜iNm )
, (5.4)
where δiNm is the Dirac measure at a fixed point of the cylinder [iNm ]. The choice of
the cylinder point plays no role in what follows. Since Σω˜ is compact, the sequence
(µω˜m)m∈N has a converging subsequence with a limit measure µ
ω˜. Observe that the
converging subsequence may depend on ω˜ ∈ Ω˜.
By submultiplicativity of Φα, we have for all n,m ∈ N and Nn−1 ≤ l < Nn that
µω˜n+m([il]) ≤
Φα(T ω˜il )
∑
j,ilj∈Σω˜∗ (0,n)
∑
kNm∈Σ
ω˜
∗
(n,n+m)Φ
α(T ω˜(il)j)Φ
α(T
Ξn(ω˜)
kNm
)∑
iNn∈Σ
ω˜
∗
(0,n)
∑
kNm∈Σ
ω˜
∗
(n,n+m)Φ
α(T ω˜iNnT
Ξn(ω˜)
kNm
)
, (5.5)
where the last |j| maps of T ω˜ilj are denoted by T ω˜(il)j. In order to prove (5.3), we need
to estimate the denominator of (5.5) from below by
c˜(ω˜)
∑
iNn∈Σ
ω˜
∗
(0,n)
∑
kNm∈Σ
ω˜
∗
(n,n+m)
Φα(T ω˜iNn )Φ
α(T
Ξn(ω˜)
kNm
) (5.6)
for some c˜(ω˜) > 0.
The verification of the lower bound (5.6) is divided into three different steps. The
first two steps are Lemmas 5.4 and 5.5 in which the assumptions (5.1), (5.2) and
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the independence are not needed. However, the assumptions of Theorem 4.3 have
to be valid.
Since D = 2, it is enough to consider 0 ≤ α ≤ 2. Letting T, U : R2 → R2 be
linear maps, set
Φα(T ) =
{
σ2(T )
α, if α ≤ 1
σ2(T )σ1(T )
α−1, if α > 1.
Lemma 5.2. Let T, U : R2 → R2 be linear maps and 0 ≤ α ≤ 2. Then
Φα(TU) ≥ Φα(T )Φα(U).
Proof. The fact that σ1(TU) ≥ σ2(T )σ1(U) gives the claim for α ≤ 1. If α > 1,
write β = 2− α. Since det(T ) = σ1(T )σ2(T ) and σ1(T−1) = σ2(T )−1, we obtain
Φα(T ) = σ1(T
−1)β det(T ) and Φα(T ) = σ2(T
−1)β det(T ), (5.7)
implying
Φα(TU) = σ1(U
−1T−1)β det(TU) ≥ σ2(T−1)β det(T )σ1(U−1)β det(U)
= Φα(T )Φα(U).

Remark 5.3. Observation (5.7) implies that Φα is supermultiplicative, that is,
Φα(TU) ≥ Φα(T )Φα(U) for all linear maps T, U : R2 → R2. Similarly as in the
proof of Theorem 4.3 this in turn implies that for P -almost all ω˜ ∈ Ω˜ the limit
lim
n→∞
1
n
log
∑
iNn∈Σ
ω˜
∗
(0,n)
Φα(T ω˜iNn ) =: p˜
ω˜(α) ≤ p˜ω˜(α)
exists for all α ∈ [0, 2].
Lemma 5.4. Inequality (5.3) holds for P -almost all ω˜ ∈ Ω˜ for which p˜ω˜(α) > 0.
Proof. Let ω˜ ∈ Ω˜ satisfy p˜ω˜(α) > 0 and (4.2). There exists ζ > 1 such that for all
sufficiently large n ∈ N ∑
iNn∈Σ
ω˜
∗
(0,n)
Φα(T ω˜iNn ) ≥ ζn.
Hence, inequality (5.5), Lemma 5.2 and the fact σ < 1 yield
µω˜n+m([il]) ≤MNn−Nn−1ζ−nΦα(T ω˜il )
for all sufficiently large n ∈ N, for all m ∈ N and for all Nn−1 ≤ l < Nn. By (4.2),
for every ε > 0 there exists nε such that Nn−Nn−1 ≤ εn for all n ≥ nε. This implies
the existence of a constant c(ω˜) <∞ such that
µω˜n+m([il]) ≤ c(ω˜)Φα(T ω˜il )
for all n,m ∈ N and Nn−1 ≤ l < Nn. Since [il] is open, we have µω˜([il]) ≤
lim infk→∞ µ
ω˜
n+mk
([il]), where (µn+mk) is the subsequence converging to µ
ω˜. This
completes the proof. 
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For the remaining two cases of the proof of inequality (5.3), we need the following
notation. Let T : R2 → R2 be a linear map. If σ1(T ) > σ2(T ) there exist unique
(up to sign) unit vectors v1(T ) and v2(T ) such that |T (vi)| = σi for i = 1, 2. Set
wi(T ) = T (vi) for i = 1, 2. Observe that v1(T ) and v2(T ) are perpendicular to
each other since they are eigenvectors of the self-adjoint map T ∗T , and w1(T ) and
w2(T ) are also perpendicular as the semi-axes of an ellipse. If σ1(T ) = σ2(T ), let
v1(T ) and v2(T ) be any pair of perpendicular unit vectors. Given two linear maps
T, U : R2 → R2, write
ŵ1(U) :=
w1(U)
|w1(U)| = av1(T ) + bv2(T ),
where a and b depend on T and U . Then
σ1(TU) ≥ |T (w1(U))| ≥ |a|σ1(T )σ1(U)
and the fact σ2(TU) ≥ σ2(T )σ2(U) gives
Φα(TU) ≥ |a|αΦα(T )Φα(U). (5.8)
Since α < α0, we have p˜
ω˜(α) > 0, and by Lemma 5.4, it remains to consider the
case p˜ω˜(α) < p˜ω˜(α). For every such ω˜ ∈ Ω˜, there exist λ > 1, 0 < ρ < λ, 0 < γ < 1
and n0 ∈ N such that∑
iNn∈Σ
ω˜
∗
(0,n)
Φα(T ω˜iNn ) > λ
n and
∑
iNn∈Σ
ω˜
∗
(0,n)
Φα(T ω˜iNn ) < (γρ)
n (5.9)
for all n ≥ n0. Since the set
Ω˜< = {ω˜ ∈ Ω˜ | p˜ω˜(α) < p˜ω˜(α)}
can be represented as a countable union of sets consisting of points which satisfy
(5.9) with rational λ, ρ and γ, we may fix λ > 1, 0 < ρ < λ and 0 < γ < 1 for the
rest of the proof. We denote the corresponding set by Ω˜<λ,ρ,γ, and let
En0 = {ω˜ ∈ Ω˜<λ,ρ,γ | (5.9) is valid for all n ≥ n0}.
Since
⋃∞
n0=1
En0 = Ω˜
<
λ,ρ,γ , we may also fix n0 ∈ N for the rest of the proof.
Let 1 < λ1 < λ and
λ1
λ
< γ1 < 1. For all n,m ∈ N, iNn ∈ Σω˜∗ (0, n) and
kNm ∈ Σω˜∗ (n, n+m), let
ŵ1(T
Ξn(ω˜)
kNm
) = av1(T
ω˜
iNn
) + bv2(T
ω˜
iNn
), (5.10)
where a and b are functions of iNn and kNm, and define
C ω˜n (kNm) = {iNn ∈ Σω˜∗ (0, n) | |a| > λ−
n
α
1 }.
Lemma 5.5. Let p˜ω˜(α) < p˜ω˜(α). Assuming that for all large n,m ∈ N we have∑
iNn∈C
ω˜
n (kNm )
Φα(T ω˜iNn ) > γ
n
1
∑
iNn∈Σ
ω˜
∗
(0,n)
Φα(T ω˜iNn ) (5.11)
for all kNm ∈ Σω˜∗ (n, n+m), inequality (5.3) is valid.
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Proof. Let n ≥ n0 and m ∈ N be so large that inequality (5.11) holds. Consider
Nn−1 ≤ l < Nn. From (5.5), (5.8), assumption (5.11) and the first inequality in
(5.9) we get
µω˜n+m([il]) ≤
(λ1
λ
)n
MNn−Nn−1γ−n1 Φ
α(T ω˜il ).
Proceeding as in the proof of Lemma 5.4, it follows that (5.3) holds.

Below we will prove that the assumption in (5.11) holds for P -almost all ω˜ ∈ Ω˜<.
The heuristic idea of the proof is as follows: If the assumption in (5.11) is false,
then the longer semiaxes of most of the ellipses T
Ξn(ω˜)
kNm
(B(0, 1)) are almost parallel
to v2(T
ω˜
iNn
) for most iNn . In particular, most of v2(T
ω˜
iNn
) are nearly parallel to each
other. By assumption (5.2), the distance Nn − Nn−1 is small compared to n, and
therefore, v2(T
ω˜
iNn−1
) is roughly parallel to the image of v2(T
ω˜
iNn
) under T
Ξn−1(ω˜)
iN1
.
In this manner one finds a vector which is mapped in the same way by all the
maps between the levels Nn−1 and Nn, and by assumption (5.1), the probability of
this event is smaller than η < 1. Selecting an integer h in a suitable manner and
repeating this argument in the blocks [Nn−h, Nn−h+1], . . . , [Nn−1, Nn] one may attach
a vector vt to each [Nn−t, Nn−t+1] such that vt is mapped in the same manner by
all the maps between the levels Nn−t and Nn−t+1. By independence, this happens
with probability less than ηh, and the Borel-Cantelli lemma implies that this may
happen only for finitely many n ∈ N.
We will now make this heuristic idea precise. Consider c0 > 0. For L ∈ N, denote
by Ω˜(L) the set of ω˜ ∈ Ω˜ for which
Nl+1 −Nl ≤ c0l
log l
(5.12)
for all l ≥ L. Since N1 ◦ Ξn = Nn+1 − Nn and P is Ξ-invariant, assumption (5.2)
combined with Borel-Cantelli lemma implies that for P -almost all ω˜ ∈ Ω˜ there is an
L ∈ N such that ω˜ ∈ Ω˜(L). Fix L ∈ N for the rest of the proof.
By considering a decreasing sequence of events, it follows from assumption (5.1)
that there exist δ > 0 and η < 1 such that
P
({ω˜ ∈ Ω˜ | there exists v ∈ R2 \ {0} such that ∢(T ω˜iN1 (v), T ω˜i′N1 (v)) ≤ δ
for all iN1, i
′
N1
∈ Σω˜∗ (0, 1)}
)
< η,
(5.13)
where ∢(v, u) is the angle between u, v ∈ R2 \ {0}. For n ∈ N, let
Hn = {ω˜ ∈ Ω˜ | there exists v ∈ R2 \ {0} such that ∢(TΞ
n−1(ω˜)
iN1
(v), T
Ξn−1(ω˜)
i′
N1
(v)) ≤ δ
for all iN1, i
′
N1 ∈ Σω˜∗ (n− 1, n)}.
Since Hn = Ξ
−(n−1)(H1), we have P (Hn) < η for all n ∈ N. Furthermore, by
assumption, the events Hn and Hm are independent for n 6= m. Observe that Hn is
independent of γ, γ1, λ, λ1, ρ, n0 and L.
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For all n,m ∈ N with n ≥ n0, set
Gn,m = {ω˜ ∈ En0 | there exists kNm ∈ Σω˜∗ (n, n+m) for which
inequality (5.11) is not valid},
and define Gn =
⋂∞
k=1
⋃∞
m=k Gn,m. Let
Bω˜n = {iNn ∈ Σω˜∗ (0, n) |
σ2(T
ω˜
iNn
)
σ1(T ω˜iNn )
≥ (ρ
λ
)n
β },
where β = α for α ≤ 1 and β = 2− α for α > 1. From (5.9) one obtains∑
iNn∈B
ω˜
n
Φα(T ω˜iNn ) < γ
n
∑
iNn∈Σ
ω˜
∗
(0,n)
Φα(T ω˜iNn ) (5.14)
for all n ≥ n0.
By Lemmas 5.4 and 5.5 it is enough to prove that for P -almost all ω˜ ∈ En0 the
number of those n ≥ n0, for which ω˜ ∈ Gn, is finite, that is, P (
⋂∞
k=n0
⋃∞
n=kGn) = 0.
Let n ≥ n0 and ω˜ ∈ Gn. Fix m ∈ N and kNm ∈ Σω˜∗ (n, n +m) for which inequality
(5.11) is not valid. Choose h ∈ N with h ≤ hn where hn = ⌊C log n⌋ is the integer
part of C logn for some large C to be fixed later. We claim that for large enough
n ∈ N there is iNn−h ∈ Σω˜∗ (0, n− h) \Bω˜n−h such that iNn−hjNh ∈ Σω˜∗ (0, n) \C ω˜n (kNm)
for all jNh ∈ Σω˜∗ (n − h, n). Indeed, if for every iNn−h ∈ Σω˜∗ (0, n − h) \ Bω˜n−h there
exists jNh ∈ Σω˜∗ (n − h, n) such that iNn−hjNh ∈ C ω˜n (kNm), inequalities (5.14) and
(5.12) yield∑
iNn∈C
ω˜
n (kNm )
Φα(T ω˜iNn ) ≥
∑
iNn−h∈Σ
ω˜
∗
(0,n−h)\Bω˜
n−h
Φα(T ω˜iNn−h
T
Ξn−h(ω˜)
jNh
)
≥ (σα)Nn−Nn−h(1− γn−h)
∑
iNn−h∈Σ
ω˜
∗
(0,n−h)
Φα(T ω˜iNn−h
)
≥ ( σα
σαM
)hc0 nlog n (1− γn−h) ∑
iNn∈Σ
ω˜
∗
(0,n)
Φα(T ω˜iNn ).
(5.15)
Choosing sufficiently small c0 > 0 and sufficiently large n ∈ N (recall h ≤ C logn),
this contradicts the assumption that inequality (5.11) is not valid.
Consider iNn−h ∈ Σω˜∗ (0, n−h) \Bω˜n−h and jNh ∈ Σω˜∗ (n−h, n) such that iNn−hjNh ∈
Σω˜∗ (0, n) \ C ω˜n (kNm). For any unit vector v ∈ S1 ⊂ R2, write
T
Ξn−h(ω˜)
jNh
(v)
|TΞn−h(ω˜)jNh (v)|
= c(v)v1(T
ω˜
iNn−h
) + d(v)v2(T
ω˜
iNn−h
). (5.16)
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Defining v−12 =
(T
Ξn−h(ω˜)
jNh
)−1(v2(T ω˜iNn−h
))
|(T
Ξn−h(ω˜)
jNh
)−1(v2(T ω˜iNn−h
))|
∈ S1, we observe that
|c(v2(T ω˜iNn−h jNh ))| σ1(T
ω˜
iNn−h
) |TΞn−h(ω˜)jNh (v2(T
ω˜
iNn−h jNh
))|
≤ |T ω˜iNn−h jNh (v2(T
ω˜
iNn−h jNh
))| ≤ |T ω˜iNn−h jNh (v
−1
2 )| = σ2(T ω˜iNn−h )|T
Ξn−h(ω˜)
jNh
(v−12 )|.
Since iNn−h 6∈ Bω˜n−h, we have for all n ≥ L− h
|c(v2(T ω˜iNn−h jNh ))| ≤
σ2(T
ω˜
iNn−h
)
σ1(T ω˜iNn−h
)
|TΞn−h(ω˜)jNh (v
−1
2 )|
|TΞn−h(ω˜)jNh (v2(T
ω˜
iNn−h jNh
))|
<
(ρ
λ
)n−h
β
(σ
σ
)hc0 nlog n .
(5.17)
We continue by showing that T
Ξn−h(ω˜)
jNh
(ŵ1(T
Ξn(ω˜)
kNm
)) and T
Ξn−h(ω˜)
j′
Nh
(ŵ1(T
Ξn(ω˜)
kNm
)) are
nearly parallel to each other for all jNh , j
′
Nh
∈ Σω˜∗ (n−h, n) when n ∈ N is sufficiently
large. Indeed, recalling (5.10) and (5.16), we have
T
Ξn−h(ω˜)
jNh
(ŵ1(T
Ξn(ω˜)
kNm
)) = a T
Ξn−h(ω˜)
jNh
(v1(T
ω˜
iNn−h jNh
))
+ b |TΞn−h(ω˜)jNh (v2(T
ω˜
iNn−h jNh
))|(c(v2(T ω˜iNn−h jNh ))(v1(T ω˜iNn−h ) + d(v2(T ω˜iNn−h jNh ))v2(T ω˜iNn−h )),
and thus
| tan(∢(TΞn−h(ω˜)jNh (ŵ1(TΞn(ω˜)kNm )),v2(T ω˜iNn−h )))|
≤
∣∣∣ c(v2(T ω˜iNn−h jNh ))
d(v2(T ω˜iNn−h jNh
))
∣∣∣ + ∣∣∣ ea
bd(v2(T ω˜iNn−h jNh
))
∣∣∣(σ
σ
)Nh,
where b and d(v2(T
ω˜
iNn−h jNh
)) and e are close to one. The factor e appears since
T
Ξn−h(ω˜)
jNh
(v1(T
ω˜
iNn−h jNh
)) need not to be perpendicular to v2(T
ω˜
iNn−h
). By using the
definition of C ω˜n (kNm) and inequality (5.17) we deduce that for sufficiently large
n ∈ N
∢
(
T
Ξn−h(ω˜)
jNh
(ŵ1(T
Ξn(ω˜)
kNm
)), T
Ξn−h(ω˜)
j′
Nh
(ŵ1(T
Ξn(ω˜)
kNm
))
)
≤ 2 max
j=jNh , j
′
Nh
∢
(
T
Ξn−h(ω˜)
j (ŵ1(T
Ξn(ω˜)
kNm
)), v2(T
ω˜
iNn−h
)
) ≤ 5γn−h2 (σσ)hc0 nlog n (5.18)
for all jNh, j
′
Nh
∈ Σω˜∗ (n− h, n), where γ2 = max{λ−
1
α
1 ,
(
ρ
λ
) 1
β }.
Writing jNh = jN1jNh−1 , we get
T
Ξn−h(ω˜)
jNh
(w1(T
Ξn(ω˜)
kNm
)) = T
Ξn−h(ω˜)
jN1
(T
Ξn−h+1(ω˜)
jNh−1
(w1(T
Ξn(ω˜)
kNm
))).
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Now for any fixed jNh−1 ∈ Σω˜∗ (n− h+ 1, n) inequality (5.18) implies
∢(T
Ξn−h(ω˜)
jN1
(T
Ξn−h+1(ω˜)
jNh−1
(w1(T
Ξn(ω˜)
kNm
))), T
Ξn−h(ω˜)
j′
N1
(T
Ξn−h+1(ω˜)
jNh−1
(w1(T
Ξn(ω˜)
kNm
))))
≤ 5γn−h2
(σ
σ
)hc0 nlog n (5.19)
for all jN1 , j
′
N1
∈ Σω˜∗ (n−h, n−h+1). Let nδ ∈ N be such that 5γnδ−hnδ2
(
σ
σ
)hnδ c0 nδlognδ <
δ. From (5.19) we see that for large enough n ≥ nδ we have ω˜ ∈ Hn−h+1 for all
h ≤ hn. By independence, inequality (5.13) implies that for all such n ≥ nδ
P (Gn) ≤ P (
n⋂
l−hn+1
Hl) < η
hn.
Select sufficiently large C and sufficiently small c0 such that
ηC < e−1,
√
γ2(
σ
σ
)Cc0 < 1 and γ1 < (
σα
σαM
)Cc0.
Moreover, let n ∈ N be so large that
n− C log n > n
2
, n ≥ max{2L, nδ, 2n0} and
(
γ1(
σαM
σα
)Cc0
)n
< 1−√γ.
Observing that for such n all the arguments above (see (5.15), (5.17) and (5.19))
hold, gives P (Gn) ≤ η⌊C logn⌋. Since
∑∞
n=1 η
C logn <∞, Borel-Cantelli lemma implies
that for P -almost all ω˜ ∈ Ω˜(L) ∩En0 we have ω˜ ∈ Gn only for finitely many n ∈ N.
Since this is true for all L, n0 ∈ N (and for all rational 1 < λ1 < λ, 0 < ρ < λ,
0 < γ < 1 and λ1
λ
< γ1 < 1), inequality (5.3) is valid for P -almost all ω˜ ∈ Ω˜. This
completes the proof of Theorem 5.1. 
We conclude this section by discussing the assumptions of Theorem 5.1.
Remark 5.6. We say that a family F λ = {f1, . . . , fn} is parallel if there exists v such
that f1(v), . . . , fn(v) are parallel. If a family F
λ is not parallel, it is irreducible in the
sense of [BL]. Note that the complement of the set of parallel families is open in any
reasonable metric. The set of non-parallel families is also dense in the following sense:
Suppose F λ = {f1, . . . , fn} is parallel. Then the family F λ′ = {f1, . . . , fn, Rε ◦ f1},
where Rε is a rotation by angle ε, is not parallel. If we view F
λ as a degenerate
family {f1, . . . , fn, f1}, then F λ′ is close to {f1, . . . , fn, f1}. Assumption (5.1) is thus
weak in the sense that if it is not satisfied then after a small perturbation in the
family F and in the measure P it is satisfied. In particular, if all the families in F are
non-parallel, then (5.1) is valid for any P for which P ({ω˜ ∈ Ω˜ | N1(ω˜) = 1}) > 0.
Further, the validity of (5.1) is not destroyed by small perturbations. Of course, it
should be noted that ergodicity is not necessarily preserved under perturbations.
Assumption (5.1) is not necessary for the validity of Theorem 5.1. Indeed, it is
not difficult to show that Theorem 5.1 still holds if assumption (5.1) is replaced
by the assumption that all the maps in F fix two given directions. Therefore,
the deterministic iterated function system considered in [Ed, Example 2] (see also
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[Er, PU, SS]) is a special case of our theorem. Hence, in Theorem 5.1, the assumption
σ < 1
2
is necessary.
By (4.2), the condition
∫
Ω˜
N1(ω˜) dP (ω˜) < ∞ implies that for any ε > 0 we have
Nl+1 − Nl < εl for large enough l ∈ N. Thus by (5.12) assumption (5.2) is only
slightly stronger than the condition
∫
Ω˜
N1(ω˜) dP (ω˜) <∞.
The strongest assumptions in Theorem 5.1 are the independence between neck
levels and the condition D = 2. In the proof the role of independence is quite
clear whilst the restriction D = 2 is more hidden. The latter assumption is used in
the definition of the lower pressure p˜ω˜. Clearly, the definition could be modified in
higher dimensional case. However, for D ≥ 3 the main problem is that ellipsoids
have more than two semiaxes and, for example, the counterpart of inequality (5.17)
is not obvious.
Examples of measures satisfying assumption (5.2) and the independence between
neck levels are discussed in Example 4.5. For example assuming exponential decay
for P ({ω˜ ∈ Ω˜ | N1(ω˜) ≥ t}) implies (5.2).
According to the following proposition for self-similar code tree fractals the as-
sumptions of Theorem 4.3 (with σ < 1 replaced by σ < 1
2
) are sufficient for the
validity of the dimension formula.
Proposition 5.7. Let P be an ergodic Ξ-invariant probability measure on Ω˜ such
that
∫
Ω˜
N1(ω˜) dP (ω˜) < ∞. Assume that F is a family of iterated function systems
consisting of similarities on RD and 0 < σ ≤ σ < 1
2
. Then for P -almost all ω˜ ∈ Ω˜
dimH(A
ω˜
a) = min{α0, D}
for LDA-almost all a ∈ RDA.
Proof. Since the mappings are similarities, Φα is multiplicative. We may proceed as
in the proof of Lemma 5.4 to verify that the measure constructed in (5.4) satisfies
(5.3). The conclusion of Proposition 5.7 then follows as in the proof of Theorem 3.2
as described in the beginning of the the proof of Theorem 5.1. 
Remark 5.8. Combining (5.3) with the methods of [BHS3], we obtain a generaliza-
tion of the main theorem in [BHS3], that is, under the assumptions of Theorem 4.3
and assuming that the maps are similarities, the dimension formula is valid P -almost
surely for any a ∈ RDA for which the uniform open set condition (3.6) is satisfied.
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