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JNTRODUÇJ\0: 
Em muitas elas pesquisas sendo feitas atualmente nas áreas de 
Topologia Alg6brica e Diferencial, estudam- se propriedades e cstr~ 
turas G- equivariantes ou seja propriedades e estruturas que se man 
têm sob a ação de um grupo. 
Wasserman em [1 J mostra que mui tas das proposições da Topo 
logia Diferencial, como Teorema de Whitney, classificação de fibra-
dos vetoriais, teoria de Cobordismo e Teoria de Morse sobre Varieda 
desde Hilbert, podem ser estabelecidas ·para G- variedades, onde G 
é um grupo de Lie compacto. 
Dos resultados acima, interessamos em estudar o resultado clás 
sico de Topologia Diferencial que é o Teorema de Whitney, a saber: 
"Toda variedade de dimensão n pode ser mergulhada em JRZn+l. Gene-
ralizando-o para G- variedades. provamos que toda G- variedade de 
dimensão n pode ser mergulhada em Zn+l ~ V , onde V e um espaço veto 
ria! real de dimensão finita que é representação de G . 
Como o nosso objetivo foi produzir um texto que pudesse ser 
lido sem mui tas dificuldades por pessoas que se iniciam no estudo de 
topologia, optamos pela inclusão no capítulo I de conceitos bâsi-
cos e os principais resultados de representações de grupos topolôgi 
c os, como o teorema de Peter - Weyl e o Lema de Schur. Nossa refe -
rincia principal foi Adarns [s]. Em seguida generalizamos, ainda no 
capítulo I, o conceito de ação diferenciável por grupo de Lie em va 
riedades, fibrados vetoriais e espaços vetoriais rea1s como fêz Mat 
sushima [1 5 ] . 
No capítulo II, provamos algumas proposiç~es de imersões e 
mergulhos equivariantes de G- va.riedades em representações de grupos 
de Lic V , assumindo que a G- v.s.riedade M ê imersa em Vt para 
algum t . Nossa p'rincipal referê~ncia foi Wasserman [1 J 
No capitulo III,incluimos incialmente, os conceitos de 6rbi-
ta, tipos de Órbita, tendo como referências Bredon [6] e Falais [13]. 
Visando provar o teorema para vizinhança tubular da 6rbita de um 
ponto feito por Koszul [9], introduzimos os conceitos de nGcleos e 
fatias, seguindo tamh6m Palais [13]. 
Finalmente, introduzimos o conceito de subordinação de G- v~ 
riedades a representações de G . Para as G- variedades subordinadas, 
-atingimos nosso objetivo que e provar o teorema generalizado de 
Whitney. Utilizamos os trabalhos de Mostow [SJ e Palais [12] que 
garantem que toda G- variedade está subordinada a alguma represent~ 
ção de V , o que não particulariza a demonstração. 
Com os conceitos introduzidos no capitulo I, com a constru-
ção da G- variedade Gw(V) fe-ita no inicio do capítulo II e com os 
conceitos incluidos no capítulo III, os outros resultados apresent~ 
dos por Wasserman em [1 J, podem se tornar assunto para outras teses 
de mestrado. 
Quero externar aqui meu agradecimento ao Pro f. José Carlos de 
Souza Kiihl pela proposição do trabalho, pela orientação e pelo in-
centivo. Agradeço ainda ao Prof. Eduardo Sebastiani Ferreira que me 
iniciou nos estudos de Grupos de~ Li e e ao Pro f. Francesco Mercuri pe-
la colaboração na solução de alguns problemas. 
Agradeço o apoio da Fundação de Amparo ã Pesquisa do Estado 
de São Paulo (FAPESP) através da concessão de bolsas de estudo, sem 
as quais este trabalho não teria sido realizado. 
CAPfTULO - I 
G-ESPAÇOS E G-VARIEDADES 
1. Ações de Grupos 
Seja G um grupo topolÓgico e X um espaço topolÓgico de 
Hausdorff o 
Definição 1.1.1 : Uma açao de G em X ê uma aplicação 
j;: G X X ->X tal que: 
i) $ - contínua e 
ii) H e, x) = x, V X B X 
iii) j;(g1 gz, x) = $(g1. wCgz, x)) ' V X E X e v g1' gz e Go 
O par (X, $) é chamado um G-espaçoo 
Denotaremos por g : X -> X a aplicação dada por 
g (x) = j;(g, x)o Notamos que -g e um homeomofismo. 
Abreviaremos j;(g, x) por gx. 
Fixado x E X. consideremos o conjunto: 
{g E G I gx = x }o Esse conjunto é chamado Grupo de Isotropia do 
ponto x. e é denotado por G o X 
O conjunto {x B X I gx = x, V g E G } é denotado por XG' e 
é chamado o Conjunto dos Pontos Fixos sob G. 
Seja Y um outro G-espaço e f: X --> Y. 
Definição 1o1o 2 f é uma aplicação equivariante, se para todo 
2 • 
g E G, f.g = g.f. A aplicação -f e denominada invariante se 
f.g = f, para todo. g E G, 
Seja /Vlcx. ·y) o conjunto das aplicações contínuas de X em Y. 
G age em/li (X, Y) do seguinte modo: ~ : G x~(X, Y) -->vncx, Y) da-
da por W(g' f) - --1 = g.f.g . 
Como g e --1 g são contínuas, W(g, f) E /it(x, Y). 
Verifiquemos que 1jJ é de fato uma ação: 
i) - -1J! e cont1nua: 
Consideremos as aplicações: 
a: G xJVl(X, Y) ->Jii(Y, Y) x.,tll(X, Y) x.fl{(X, X) 
tal que ---1 a(g, f) = Ci, f, g ) 
tal que 
B :r/ll(Y, Y) xv1f(X, Y) x/f_(x, X) -->Ji'2(X, Y) 
--1 - --1 s (ii. f, g )~g.f. g 
Assim, ~ = a.a e como a e B sao contínuas temos que W é contínua. 
iil 1/l(e, fl = e.f. õ =f, v f E.M,(x, YJ 
.f. = 
= W(g1 , W(g 2 , f), Vf EJli(x, Y) e V g 1 , Bz E G. 
Observamos que no G-espaço ./'tcx, Y) ,vii((X, Y)G -e o conjun-
to das aplicações equivariantes, pois: 
gf = f ~ g.f. g-l = f <=> g.f. = f.g 
2. Ações Lineares; Representação de Grupos Topológicos 
Seja A um corpo (lR ou C) 
3. 
Sejam V um espaço vetorial sobre A de dimensão finita e G 
um grupo topol6gico. 
Definição 1.2.1: V é urna representaçã~ de G, se existe u-
ma açao de G em V tal que W(g, v) seja um automorfismo de V, 
para g fixado. Mais precisamente: 
Existe e:G --> Gi(V), com 8 homomorfismo contÍnuo, isto é, 9 
verificando as seguintes condições: 
i) e(g) = g é um automorfismo de V 
iii)e(g) = g é uma função contínua em g. 
O homomorfismo e também pode ser chamado de representação 
de G. 
V é denominado também AG-esp~ ou G-espaço sobre A . 
Novamente abreviaremos g(v) = gv ~ 
Tomando-se uma base em V, e assumirá valores em Gi (n, A) 
onde n = dirn V. Podemos então falar de Matriz Representação. 
Sejam V e w. dois AG-espaços e f: V--> W. 
Definição 1.2.2: f é denominada uma G-aplicação se for equiv~ 
riante. f ê dita uma AG-aplicação se for uma G-aplicação linear. 
Denotaremos HomAG (V, W) o conjunto das AG-aplicações. :Si 
mediato que -HomAG (V, W) e um espaço vetorial sobre A. 
Definição 1.2.3 : Um AG-isomorfismo -e uma AG-aplicação . -1nvers1 
vel. Dizemos que duas representações sao equivalentes se forem 
AG-isomorfas. 
4. 
Observação : Para um subespaço de um G-espaço ser também um G-es-
paço, basta ser invariante sob G, pois obviamente as propriedades 
da ação de G se mantém nos subespaços. 
Proposiçio 1.2.4 : Sejam V e W dois AG-espaços e f 
AG-aplicação. Então Kerf e Imf são AG-espaços. 
V -> W uma 
Demonstração 
Pela observação acima, é suficiente mostrar que Kerf e 
Imf sao invariantes sob G. 
Seja v E Kerf, então 
f(gv) = (f.g) (v) = (g.f) (v) = g(f(v)) = g(O) = O 
Logo gv E Kerf. 
Seja w E Imf, então existe v E V tal que f(v) = w 
gw = gf (v) = g(f (v)) = (g. f) (v) = (f. g) (v) = f (gv) 
Logo gw E Imf. 
Dados V e W dois AG-espaços, podemos considerar HomA(V,W) 
o conjunto das A-aplicações line~res de V em W. 
Proposição 1.2.5: HomA (V, W) é um AG-espaço. 
Demonstração: 
HomA (V, W)C u'ZCV, W) e portanto G age da seguinte manei 
ra: 
- --1 --1 HomA(V, W), gh = g.h.g . Como g h E E G~ (V) e g E G~ (W) , 
gh E HomA (V, W), vimos anterior gh -e como na seçao e uma açao. 
Então para HomA (V' W) ser um AG-espaço resta provar que 
gh - linear h. e em 
5. 
De fato: 
l) g(h + k) (v) = (g-(h + k). g:- 1) (v) =g((h + k) (g- 1v)) = 
= (gh) (v) + (gk) (v) , V v E V. 
= À(g(h(g- 1 v)))~ À( gh) (v) , V v E V. 
Notamos novamente, que ( HomA (V, W)) G = HomAG (V, W). 
3. Integração Invariante ~ Representações Ortogonais 
Seja G um grupo topolÓgico compacto.-
Definição 1.3.1 DiZemos qu~ uma integração invariante está defini 
da sobre G, se as seguintes condições são satisfeitas: 
1) Para toda função contínua real f definida sobre G, correspon-
de -um numero real denotado por !G f(x) dx e chamado integral de f 
sobre G. 
2) Se a E R, então /Ga f(x) dx =a /G f(x) dx 
3) Se f e g sao contínuas, então: 
!G (f(x) + g(x)) dx = !G f(x) dx + !G g(x) dx 
4)Se para todo x E X, f(x) ~O então !G f(x) dx ~O 
5) Se para todo X E X, f (x) = 1 então !G f(x) dx = 1 
6) Se f(x) e nao negativa - identicamente nula. então e nao e 
!G f(x) dx > o 
7) Se a 8 G, então rG f (xa) dx = r G f (x) dx 
8) Se a E G, então rG f(ax) dx = r G f (x) dx 
9) !G f(x- 1) dx = !G f(x) dx 
Teorema 1.3.2 : É possível definir unicamente uma integração inva-
riante sobre um grupo topolÓgico compacto G. 
Demonstração 
Ver Pontrjagin [ 11 J , pag, 92 a 98 
Semelhantemente, podemos integrar funções com valores num es-
paço vetorial sobre ffi e de dimensão finita, obtendo valores nesse 
espaço. Neste caso a integral comuta com aplicações lineares. 
Proposição 1.3.3 : Sejam X um G-espaço e V um mG-espaço. Se 
f : X--> V é uma aplicação contínua, então as aplicações: 
* -1 f (x) = rG g f(gx) dg e f (x) = !G f(gx) dg 
sao, respectivamente, equi~ariante e invariante. 
Demonstração 
Para qualquer h E G, temos: 
* * g- 1f(ghx) (f . h) (x) = f (hx) = !G dg = 
!G h h-l 
-1 dg = g f(ghx) = 
= h !G (gh) -1 f (ghx) dg (pois a açao em v é linear) 
=h G! g-l f (gx) dg (pela condição 7 da definição 1.3.1) 
6. 
* 
• h f (x) • (h * f ) (x) , logo * f -e e qui variante . 
Agora: r (hx) • f G f (ghx) dg • 
• fG f(gx) dg (pela condição 7 da definição 1.3.1) 
• f (x) , logo -e invariante. 
Proposição 1.3.4 : Seja e : G --> HomA (V, V), onde G -e um gr~ 
po topolÓgico compacto. Então a imagem de I • fG 6(g) dg E HomA(V,VJ 
é o conjunto VG. 
Demonstração 
Fixo v E V. A função de HomA (V,V) --> V, dada por 
T --> T(v), ê linear sobre ~ Então comuta com a integração isto 
-e: 
I v • ( f G e (g) dg) (v) • f G e (g) (v) dg • fG gv dg 
Seja g' um elemento qualquer de G 
-g' (Iv) = g'fG gv dg • fg' gv dg (a açao em V e linear) 
= fG gv dg (condição 8 da definição 1.3.1) 
= Iv , logo Iv E VG 
Agora, se v E VG , gv = v. Assim: 
Iv • !G (gv) dg = !G v dg • v, logo v e Iml 
Proposição 1.3.5 : Seja G um grupo topolÓgico compacto e V uma 
representação sobre C. Então podemos considerar em V uma 
Hermitiana K, positiva definida, que é invariante sob G. 
Demonstração 
forma 
7 • 
8. 
Seja ;t o espaço das formas 1-lermi tianas de V. ;i é um espa-
ço vetorial sobre . R. ;;(; se tornará_ um RG-espaço com a açao: 
e : G -> Gt (;[) dada por 
8(g) H= gH: VxV ->C tal que 
Mostraremos que~ é .nw-espaço nos três seguintes passos: 
19) gH E.:i 
a) -1 H (g (v 1 
-1 
+ v 2), g w) = 
-e linear) 
b) Analogamente gH (v wl + "zl = gH(v wl) + 
' ' 
+ gH (v' wzl ,.v v, wl' wz E v. 
c) Para todo ~ E C e v e 1< E V, 
gH (ÀV, w) H(g-1 -1 -1 w) = ÀV, g w) = H(Àg v, = 
-1 
= H! (g v, -1 g w) = ~gH (v, w). 
Analogamente gH (v, ~w) = IgH(v, w). 
-1 -1 d) gH(v, w) = H(g v, g w) = 
= gH(w. v). 
2"') e (g) é um automorfismo de L 
Obviamente 6(g) é linear. 
B(g). B(g- 1) H(v, w) = B(g) g-l H(v, w) = gg- 1H(v, w) = 
-1 -1 
= H (gg v, gg w) = H(v, w) 
-1 Analogamente 6(g ). B(g) = Id 
-1 -1 Assim e(g ) = B(g) 
39) 6 ê homomorfismO·COntÍnuo~ 
a) B(e) H(v, w) = H(v, w) ou seJa 6(e) = Id. 
b) -1 -1 -1 -1 = H(gz gl v, lz gl w) = 
= 
-1 -1 g2 H(g1 v, g1 w) = g1 g2 H(v, w) = 
9. 
a ê contínua em g E G, pois dado E > O, existe W vizinhança de 
g em G tal que: 
-1 -1 -i -1 I H(g v, g w) - H(g1 v, g1 w) I < oiZ, V g1 E W, Vv, w E V 
pois g- 1v e g- 1w são contínuas em g(ação de G) e H ê contínua(bi 
linear). Assim: 
li e (g) H- B(g1J H 11~e sup lg H(v, w) - g1 H(v, w) I:'. o/2 
IIVII=IIWII=l 
Portanto: 
1/B(g)- B(g1JII= sup IIB(g) H~e(g1 J Hll.:'. ciZ <c 
11 H 11=1 
1 o. 
o que conclui a Jemonstraçio. 
Como ternos _agora;(! um IRG-espaço e e : G -> Hem (;f ,i), p~ 
la proposição anterior podemos integrar gH sobre G e obter uma 
forma hermitiana invariante dada por: 
Se tomarmos H um& forma hermitiana positiva definida, K se 
rã positiva definida também pelas condições (4) e (6)da definição 
1.3.1. 
A proposição acima permite munirmos V de uma forma hermi-
tiana positiva definida invariante ou seja, um produto interno inva 
riante e consequentemente uma norma invariante. Assim teremos: 
< gv, gw > ~ < v, w > V v, w E V e V g B G. 
Então para qualquer g E G, e(g) = g é uma transformação linear u-
nitária. 
Definição 1. 3. 6 Uma representação V é dita unitária quando e-
xístir sobre V um produto interno invariante sob G. No caso de V 
ser um lliG-espaço, falamos então de Representação Ortogonal. 
Pelo que já foi visto conclui-se então que se 
presentação de um grupo topolÓgico compacto, então V 
ou então ortogonal quando V é lliG-espaço. 
4. Representações Irredutrveis 
v -e uma re-
-e unitária 
Proposição 1.4.1. Se G é um grupo compacto então todo AG-espaço 
11. 
v - -e um projetivo isto e: se tivermos o diagrama 
V~Y 
com S sobre, então existe urna AG-aplicação y:V --> X tal que o 
diagrama 
comuta: 
Demonstracão: 
Consideremos HomA (V, X) o AG-espaço como na proposição 
1.2.5. 
Se a é uma A-aplicação- linear, integrando-se gcr em G,obt~ 
mos uma aplicação linear y que é invariante sob G (proposição 1.3. 
4). 
Corno 8 é sobre, podemos escolher a A-aplicação linear cr 
tal que Scr = a. Então temos: 
B.y ·1 = B !G gug 
= a 
-1 
= !G B gug 
(a AG-aplicação) 
AG-aplicação) 
Definição 1.4.2 : Uma representação V de G nao nula é redutível 
se algum subespaço prÓprio de V é um AG-espaço. Do contrário V é 
12. 
irredutível. 
Teorema 1. 4. 3 (Peter-Weyl) : Se G é um grupo compacto então toda 
representação de G é soma-direta de representações irredutíveis. 
Demonstração: 
Seja V 
rema por indução em 
uma representação de 
n = dimA V 
i) Se n = 1 é claro o teorema 
V. Demonstraremos o teo-
ii) Assumiremos que o resultado é válido para representações W tais 
que dim W < dim V. 
Suponhamos que S seja subespaço prÓprio de V e que S, se 
ja também uma representação de G. 
V /S é também uma representação através da açao g (x ... S) = 
= gx + S onde gx é a ação de G em v. 
A aplicação p : V --> V/S tal que p(x) = x + S é uma AG-
aplicação pois: 
(g.p) (x) = g(p(x)) = gp(x) = g(x + S) = gx + S 
(p.g) (x) = p(g(x)) = p (gx) = gx + S 
Então temos a sequência exata: 
O --> S _!_, V _E_, V/S --> O 
com 1 e p, AG-aplicações e p aplicação sobre. 
Assim, pela proposição 1.4.1, teremos o AG-isomorfisrno tal 
que V;;; S Ql V/S 
Pela hipÓtese de indução o teorema está demonstrado 
Lema 1.4.4 (Schur) : Seja G um grupo topológico qualquer. Se 
13. 
f : V-> W é uma AG-aplicação e V e W sao irredutíveis,então f 
-e zero ou um isomorfismo. 
Demonstração 
Pela proposição 1.2.4 , Kerf e Imf sao AG-espaços.L~ 
go se V e W sio irredutfveis, temos: 
Kerf = V ou Kerf = { O ) 
Imf = { O } ou Imf = W 
Isto demonstra o Lema. 
Corolirio 1.4.5 : Se W é uma representação irredutfvel de G, en 
tão dimAG (W, W) ::_ 1 
Demonstração 
Pelo lema de Schur notamos que HomAG(W, W) tem no mí 
nimo um isomorfismo. Logo segue o corolário. 
Proposição 1.4.6 : Se · V -e uma representação de G irredutível 
e W -e equivalente a V, então w também é irredutível. 
Demonstração 
Seja f : W -> V o A G-isornorfismo. Suponhamos U 
subespaço prÓprio de W, sendo U urna representação de G também 
Como f é isomorfismo, f(U) é subespaço próprio de V.Como 
f -e equivariante, f CU) é invariante sob G, conforme demonstramos 
na proposição 1.2.4. 
Assim f (U) -e AG-espaço contido propriamente em V. o que 
contradiz o fato de V ser irredutível. 
Logo W é irredutível 
14. 
S. Ações Diferenciáveis 
Seja M uma variedade ~ C com ou sem bordo e G um grupo 
de Lie. 
Definição 1.5.1 : N é uma G,Variedade se existe urna açao de G em 
em M, tal que esta ação $ ~ G x M -> !tf seja uma aplicação 
renciâvel (Cco). 
dife 
Assim a aplicação induzida g:M ->M ·é um difeomorfismo de M. 
para todo g E G. 
Definição 1.5.2 :A terna (G, M, ~), G, Me~ como acima, -e chama-
da de um Grupo de Transformacões Diferenciá-veis. 
Definição 1.5.3 : Um espaço vetorial V é uma representação de um 
Grupo de Lie se o homomorfismo 9: G -> Gt(V) é diferenciável 
(c"'). 
Teorema 1.5.4 : Sejam ·c e G' dois grupos de Lie e 8 um hornomorfis 
mo contínuo de G em G'. Então 8 é diferenciável. 
Demonstração 
Ver Matsushima[ 15 J, pag. 36 e 37 
Proposição 1.5.5 Toda representação do grupo topolÓgico subi~ 
cente a um grupo de Lie é uma representação deste grupo de Lie. 
Demonstração 
Sendo Gi(V) um grupo de Lie, o resultado segue do 
teorema anterior. 
Uma classe particular de (G, M, ~ ) consiste das represen-
15. 
-tações ortogonais de G, isto 6, (G, V, B) onde V e um espaço ve 
torial real e cada -B(g) e uma transformação ortogonal. 
Definição 1.5.6 : Se (G, M, ~) e (G, N, $) são dois grupos de trans 
formações diferenciáveis, então um mergulho de (G, M, ~) em 
(G, -N, W) e um mergulho f de M em N tal que f.g = g.f para todo 
-g s G, isto e, um mergulho equivariante. 
Proposição 1. 5. 7 Se M -e uma G-variedade, então T (M) -e tam-
bém uma G-variedade. 
Demonstração 
Como $ : G x M --> M é diferenciável (C~), então 
dt : T (G) x T (M) -> T (M) é diferenciável (C~). ~ induz as apliC!J; 
çoes: 
g M -> M -tal que g(p) = .Hg, p) 
e 
p G -> M tal que p(g) = Hg. p). 
Como estamos procurando üma função de G x T(M) em T(M) 
diferenciável, basta considerarmos a derivada parcial de $ em re 
!ação a p E M -que e dgp Portanto seja: 
9 G x T (M) --> T (M) tal que 
a satisfaz as propriedades desejadas: 
i) 9 é diferenciável (C") pois é derivada parcial de ~ que 6 di 
ferenciâvel. 
ii) B(e, X) = d ep (X) =X pols -e e a identidade 
= 
Proposição 1.5.8 : Se f : M --> N é uma aplicação diferenciável 
equivariante, com Me N G-variedades, então df : T(I'•1) --> T(N) 
também é equivariante. 
Demonstração 
Para todo g E G, temos: 
g. f = f. g o que implica d(g. f) = d(f. g) 
Logo: 
dg. df = df. dg, para todo g E G. 
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Definição 1. 5. 9 Se 1r: E---> B -e um fibrado vetorial com E e B 
G-espaços e cada g : E --> E é uma aplicação de fibrados,isto é, 
-l { ) -1 { ) -g (x) E • ( gb) para x E • ( b, ). entao • : E --> B -ser a 
chamado uma G-fibrado vetorial. Se n é diferenciável e E e B são 
C-variedades então TI -e um G-fibrado diferenciável. 
Proposição 1.5.10 T(M) é um G-fibrado diferenciável quando M -e 
uma G-variedade. 
Demonstração 
Para X E TPM, B(g, X) = dgp (X). 
Como dgp - definida de Tp e M em Tgp M segue-se o resultado. 
Definis;ão 1.5.11 Se E B - G-fibrado vetorial . 1r: --> e um e tem . 
-uma metrica riemanniana < • > e g : E ---> E -e uma isometria para 
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todo g E G, então n é um G-fibrado vetorial riemanniano. 
Se E é um G-fibrado vetorial riernanniano, denotaremos: 
I I e I I = < e,e >112 E (r) = {e 8 E I li e li :0. r} 
o o 
E (r) = { e E E I li e li < r} E (r) = { e 8 E I li e li= r} 
o o 
E = E (1) e E = E (1) 
Proposição 1.5.12 : Uma fibra de um G-fibrado vetorial riemannia-
no, sobre um ponto fixo é uma representação ortogonal de G. 
Demonstração 
Seja ~= E --> B o G-fibrado riemanniano. g : E -->E 
é tal que g (x) E ~-l(gb) para x E ~-l(b) .ou seja a fibra ~- 1 (b) 
-e invariante sob G. Sendo assim definimos: 
e: G --> GJ.(~- 1 (b)) tal que e(g) = g 
~ fâcil verificar que e satisfaz as propriedades de representação 
de G pois E é um C-espaço. n- 1 (b) é ortogonal pois g é isome 
metria e então: 
< gx, gy > = < g(x), g(y) > = < x, y >. 
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CAP!TULO II 
HIERSOES E MERGULHOS EM G-ESPAÇOS EUCLIDIANOS 
1. A G-Variedade Gw(V) 
Consideraremos, de agora em diante, G um grupo de Lie campa~ 
to, e V uma representação ortogonal do grupo de Lie G. 
Seja Gk(V) a variedade Grassrnaniana de k-planos em V. Pode-
mos identificar cada k-plano com uma projeção ortogonal sobre V, da 
qual o k-plano é o núcleo. Assim, os elementos de Gk(V) serão pro-
]eçoes ortogonais de V, com nulidade k. 
Como Gk(V) está contido em ~(V, V), G age em Gk(V) por 
gP = g. P. g-l onde g é então um automorfismo de V. 
-Proposição 2.1.1 com esta açao e uma G-Variedade. 
Demonstração: 
Precisamos, primeiramente, mostrar que gP E Gk(V). De 
fato: 
Consideremos --1 N = Ker gp = { v e V I (g. P. g ) (v) = O } 
Se g (P(g- 1 (v))) = O temos --1 que P(g (v)) =O, pois g é um auto-
morfismo. Logo --1 P (g (v)) = -1 - -1 P(g v) = O, isto e, g v e Ker P.Assim 
g- 1 (N) C Ker P. Mas também g(Ker P) C N, pois se v e Ker P, 
(g. P. g- 1) (gv) = g(P(g- 1 (gv))) = g(P (g- 1 gv)) = g(P(v)) = O Lo 
-1 go g (N) = Ker P 
Como dim g-1 (N) = dim N, pois g-l é automorfismo, temos 
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dim N = dim Ker P = k. 
Agora, como já sabemos que gP -e uma açao de G, resta mos-
trarrnos que a açã-o é diferenciável. Ternos: 
$ : G x Gk (V) --> Gk (V) dada por 
- --1 $(g, P) = g. P. g 
Consideremos : 
a: G x Gk (V) -> GqV) x Gk (V) x G~ (V) 
dada por 
dada por : 
- --1 
a (g, P) = (g, P, g ) 
B: G~(V) x Gk(V) x GqV) -> Gk(V) 
B(g, P, g- 1 ) = g. P. g- 1 
- - -1 Observamos que a e diferenciavel, pois a = 8 x 1 x 8 onde 
e é a representação de G e 1 aplicação identidade. Também S é di-
ferenciável. Portanto, W= S.a é diferenciável. 
Consideremos agora o fibrado universal sobre Gk(V) denotado 
por ~k (V); 
~k(V) = {(P, v) f ~ E Gk (V) e v E Ker P } 
Seja n: ~k(V) -> Gk(V), dada por n(P, v) = P. Temos en-
- -1 tão que uma fibra em P é o espaço nulo de P, isto e, n ({P})=Ker P. 
Proposição 2. 1. 2 O fibrado ~k(V) _E_> Gk(V) é um G-fibrado veto-
rial riemanniano. 
Demonstração 
A nossa demonstração será dividida nos três passos se-
guintes: 
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19 passo ~(V) é uma G-Variedade com a açao 
$: G x ~k (V) -> ~k (V) 
(g, (P,v))-> (g· p. g-l gv) 
Primeiramente, $(g, (P,v)) E ~k(V), pois (g. P.g-1) (gv) = 
= g (P(g- 1 (gv))) = g(P(g-l gv)) = g(P(v)) = o. Isto quer di 
zer que gv E Ker (g. P. g--l) 
Temos também que ~ é diferenciável pois cada função coorde 
nada o é. 
$(e, (P, v)) = (e. P. e, ev) = (P, v). 
29 passo : Para g fixado, $g 
de fibrados: 
~k(V) ---> ~k(V) é urna aplicação 
--1 $g((P, v)) = (g. P. g gv) 
Logo $g(Ker P) = Ker (g. P. g-1) 
39 passo : O produto interno de V induz uma métrica sobre Wk(V) 
que o torna um G-fibrado riemanniano. 
Como Ker P está contido em V, definimos: 
<. > p Ker P x Ker P --;. JR tal que 
<V, U >p = < V, U > , sendo v e u elementos de V. Para 
quaisquer s 1 , s 2 Gk(V) --->u k(V), secçoes diferenciáveis,temos 
que f(P) = < s 1(P) ,s 2 (P) >p é diferenciável (estamos consideran-
do o produto interno de V), para s 1 , s 2 ,fixadas. 
Com esta métrica riemanniana uma 
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isometria, pois Ker P <:.V e V é uma representação ortogonal isto 
-e : <gv, gu >p =.<v, u >p. 
Os três passos acima provam o resultado desejado. 
Considerando o conjunto dos pontos fixos Gk(V)G,notamos que 
seus elementos -sao projeções equivariantes pois, se p .E Gk(V)G, te 
mos que g. P. g-1= p para qualquer g E G ou seja g. p = P.g 
Para P E Gk(V)G, seja v E Ker P. Então P(v) = O = 
= (g. P. g- 1)(v) = g(P(g- 1 v)), V g E G. Logo -1 g v E KerP,Vg E G. 
Isto quer dizer que Ker P ê invariante sob G para P E Gk(V)G. 
Sendo assim, Ker P ê também uma representação de G. 
Observação: Se P e Q estão na mesma componente conexa de Gk(V)G' 
pode-se verificar que Ker P e Ker Q são representações equivalen-
tes de G. 
Seja W C V, um subespaço k-dimensional invariante sob 
G. Denotaremos por Gw (V), o conjunto dos k-p1anos de Gk(V)G que 
-são equivalentes a W. Pela observação acima Gw (V) e uma cornponen-
te conexa de Gk(V)G . Gk(V) é uma variedade e portanto um espaço 
topológico localmente conexo. Assim ~~(V) é um aberto em Gk(V) e 
portanto ê também urna variedade. 
Se P E GW(V), P = gP E GW(V), para todo g E G, 
GW(V) ê uma G-variedade. 
Denotaremos ~w (V) por 
logo 
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2. Imersões equivariantes em C-espaços euclidianos. 
Proposição 2. 2. 1 • Se Hn pode ser imersa em vt então H também 
pode ser imersa em v2n. 
Demonstra~ 
Seja f . M --> vt imersão. Então df também -. a e uma 
imersão, e f sendo equivariante, df é também uma imersão equivaria~ 
te (proposiçio 1.5.8) 
Pelo teorema de Peter-Weyl, V~ soma direta de representa-
çoes irredutíveis. Assim, seja W representação irredutível de G e 
contida em V. 
Suponhamos dim lV = k -e seJa s o numero de vezes que W ocor 
re em Vt. Obviamente s ~ t. Portanto se s _.:; Zn, o que implica 
t < Zn, então M é imersa em v2n. 
Suponhamos agora s ~ Zn. Consideremos o seguinte diagrama: 
• 
T (H) 
,..-
-
_,_d=._f-
> yt <-"-1 __ 
onde as aplicações acima sao definidas por: 
__.. 
df (X) df(X} 
= 
f[ df (X) [f 
i(P,w) = w 
n(P,w} = P 
O par (P, w) representa um ponto em . t uk(V ), onde P -e urna projeção 
cóm espaço nulo isomorfo a W, e w um vetor unitário pertencente ao 
espaço nulo de P. 
As aplicações, acima definidas, sao equivariantes, pois: 
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( g. df)(X) • g df(X) • g df(X) 
I I df (X) li 
,_ ,..; 
(df. g) (X) • df (gX) • df (gX) 
-
gdf (X) pois -df e equivariante 
llctf(gXII li gdf (X) li 
= gdf(X) pois vt - representação de e ortogonal G. 
li df (X) li 
Agora, (g. i) (P' w) = p (P, w) = gw 
(L g) (P, 1<) = i (g (P, w)) = i(gP, gw) = gw 
Também, (g.~J (P' w) = g~(P,l<) = gP 
c~.g"J (P, w) = ~(gP, gw) = gP 
Afirmamos que _i -e um mergulho. 
De fato: i ê injetora 
Se i(P, w) = i(P1 , w1) temos w = w1 • Logo P(w) e P1 (w) 
sao iguais a zero, isto é, w ~ Ker P n Ker P1 = U. 
u t- {O} pois w E u e llwll = 1. Se u E U, gu E Ker P, pois KerP e 
representação de G. Analogamente gu E KerP 1 . Assim lJ - G-es e um 
paço contido em KerP e KerP 1 . Como w - irredutível e e KerP e KerP 1 
sao equiva1€mtes a W, então KerP e KerP 1 sao irredutíveis (pela 
proposição 1.4.6). Assim KerP ~ KerP1 e pela identificação que fi 
zernos na Secção 1, temos P = P1 . 
Agora. seja xCP. w) um vetor tangente a (P' w) . Sejam 
À c t) svt e y(t) E Gw(Vt), curvas tais que (y' (O), À, (O)) = X(P ,w) · 
Temos que di(P,w) = À'(O). Observemos que: 
y (t) . -1 = ( Tio 1 À) (t) 
Portanto se À' (O) =O temos y'(O) =O, o que quer dizer: 
di(P, , 1x = O, logo X(P, w) = (y' (O), À' (O) = O, isto é, i é uma i-
mersão. 
Então temos é imersão (a) i 
(b) i 
(c) i 
é diferenciável e aberta (i é projeção) 
-e injetora 
Dos fatos (a) e (b) concluimos que 
o t 
e dim i ( ~ 1vCV )) é igual a dim 
Lima [ 3 ], pag. 195). 
i( ~w(Vt)) é subvariedade de 
o t 
~wev ) (Demonstrado em Elon 
"t v 
L. 
Assim i é um difeomorfismo local (pelo teorema da Função In-
versa) e mais i é um difeomorfismo de o t em i( ~wcv ll devi 
do i ser injetora. Portanto nossa afirmativa é verdadeira. 
o 
Temos que dim T (M) = Zn-1. Logo 
,...- o t 
dim df(T(M)) n i( ~W(V )) ::_ Zn-1. 
Como i é um mergulho e n é diferenciável teremos: 
dim Cn· i- 1 ) ((df(T (M)) /)i( o t ~wcv lll ::_ zn-1. 
Mas dim GW (Vt) = (s-l)t onde t > 1 é a dimensão de Hom(W,W)G • 
Como estamos supondo s > Zn, temos (s-1)~ > 2n-1, o que quer dizer 
que existe P c GW(Vt) tal que: 
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,-.' 
Escolhemos p nessas condições e então, se (P. df) (w) = o 
~ 
com w f o • temos- df (w) f o • pois df -e injetora. Como [[df(w)[[=l 
rJ ,., (Vt) e df(w) E Ker P, (P, df (w)) E ~w e ' consequentemente: 
1 "" . P e (n. i- ) (( df(T' (M)) {) i( ~~; (Vt))). 
Isto contradiz a suposição feita sobre P. 
,._J 
Assim (P. df) (w) = O se, e somente se, l-I= O e isto impl_!. 
ca que P.f é uma imersão. 
P.f ê equivariante, pois P e f sao equivariantes. 
Sabemos que se P E Gw(Vt), a nulidade de P é k. Isto quer 
dizer que se formos compondo projeções de GW(Vt) o posto desta co~ 
posta irâ decrescendo conforme o número das composições feitas pois 
nenhuma delas é sobrejetora. Assim poderemos encontrar uma projeção 
T , nesta composição tal que 
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p. 
1 
T = • • • P 4 • P 3 • P 2 • P 1 com cada P i 
(n. i-l) ( df cf(M) {) i ( ~W(Vt))) e tal que a imagem de 
em v2n. 
T.f 
seja isomorfa a 2n -V • Entao T~f é uma imersão de M 
Observação : Se então a P da demonstração pode ser es 
colhida de modo a estar arbitrariamente próxima de P0 • 
Proposição 2.2.2 : Se admite uma imersão injetora em t V • en-
tão existe uma imersão injetora de M em v2n + 1 
Demonstração 
Consideremos o diagrama: 
M x M - 6 --~"-'-:> yt <---"i __ --''----:> 
onde i e TI são como na proposição 2.2.1, ~ a diagonal de M x M e 
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a (X, Y) • f(x) - f(y) 
llf(x) - f(y) li 
onde f e a imersão injetora. 
Observe que a é equivariante, pois f o é e Vt é represent~ 
çao ortogonal de G. 
Como d.im(M x H) = Zn, pelos mesmos argumentos da proposição 
2. 2.1, teremos: 
Assim se t > 2n + 1 (pois para t < Zn + 1 a conclusão da 
- - imediata), proposiçao e s > 2n + 1 e acarreta que (s - 1)~ > 2n. 
Logo existe p E Gw (Vt) tal que: 
p g c~. i -1) (a(M x~I-6Jni( ~w (Vt))). (1) 
Mas pela proposição 2.2.1 existe P E Gw(Vt) tal que: 
Tomemos P satisfazendo (1) e (2). Já sabemos que P.f 
uma imersão equivariante. Resta provarmos que ê injetora. 
Se P(f(x)) • P(f(y)), então (P.a) (x, y) =O. 
Assim a(x, y) E Ker P, logo a(x, y) E i(~-l(P)), o que contradiz 
a condição (1) sobre P. 
-e 
Como na proposição 2.2.1, encontramos T cuja imagem e iso-
morfa a vZn+l e T .f é uma imersão injetor~. 
Observação : Nas proposições acima, se a origem nao pertence a ima-
gem de f, então a nova imersão pode ser escolhida de maneira que a 
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origem também nao pertença a sua imagem . Para isso hasta conside_-
rarmos 
~: M --'> vt tal que S (x) = f(x) • 
li f (x) li 
Então B -e uma -imersao equivariante, além disso dim M = n. 
Novamente, pelos mesmos argumentos da proposição 2.2.1, tere 
mos: 
Como dim (Gw(Vt) = ( s-1)2 > 2n > n, existe P tal que i(n-1 (P)) 
é disjunto de B(~l). Portanto se P(f(x))= O então 1 P(f(x))=O. 
! I f (x) li 
Como P -e linear, P( f(x) I = O, ou seja P(S(x)) = O. Assim li f (x) I 
B(x) s Ker P, logo B(x) E i(n-1 (P)), o que é contradição. Logo 
(P.f) (x) 'f O para todo x E ~1. 
3. Aproximação Uniforme por funções diferenciáveis. 
Seja CG(M, N) o conjunto das aplicações C00 equivariantes 
entre as G-Variedades Me N. Muniremos CG(M, N) da topologia Ck, 
para algum k fixado. 
As vizinhanças básicas de uma aplicação f E CG(M, N) sao os 
COnJ'untOS Vk(f C ) onde 
' ' E ' C é um subconjunto compacto de M, E 
-um numero real positivo e 
com 
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onde li li denota a norma usual das aplicações multilineares e 
$, ~.8 são os homeomorfismos das cartas locais de p, f(p) e h(p), 
respectivamente. Bsses homeomorfismos vão de vizinhanças do Rn pa-
ra vizinhanças das variedades. Assim quando dissermos que h ê uma 
ck- aproximação de f isto significa que existe C e E como acima 
tal que para todo p E C, Nk(f - h) (p) < •· 
Proposição 2.3.1 : Se M admite uma imersão f :H--> Vt, então 
qualquer aplicação g : M ---> V2n pode ser Ck- aproximada por u-
ma imersão. A aproximação é Uniforme. 
Demonstração 
mente 
gundo 
Sejam 
em vt y2n X • 
fator, isto -e: 
il e 
Seja 
iz 
Po 
as inclusões de vt e v2n respectiva-
a projeção interna de Vt x v2n no se-
p : Vt X yZn --->·Vt X yZn dada por (x,y) ---> (o,y), 
o 
Consideremos a função t 2n -fxg : M ---> V x V , entao 
d(fxg) (xo) (v) =(df(xo) (v), dg(xo) (v)). Como df(xo) é injetora 
para todo x
0 
EM (f é imersão), teremos que d(fxg)(xo) é injeto-
ra para todo x 0 e assim fxg é uma imersão. 
Assim, pela proposição 2.2.1, existe 
tal que P. (fxg) é imersão e para E > o podemos tomar P tal que 
"P - P 11 c •· Assim teremos: 
o 
- P0 (i2 (yJlll=sup IIP(o,y)-P0 (o,y)il•• I I Co,yJ 11=1 
IIP· i -1 
p i li" sup IIPCi (x))- P (i1(x)J\I" sup IIP(x,o)-P0 (x,o)ll <E 
o 1 !xll"l 1 o 11 (x,o) IH 
Seja E-- P(Vt x v2n), P (Vt vzn1 { l vZn X = O X , o 
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Como IIP- P0 ll <te E é subespaço, se (x,y) tE então x =O pois 
do contrá.rio vai existir n E: N tal que (x,y) + ••• + (x,y-) = 
= (nx, ny) E E ellnx!l> t. Assim, se P(u, v) = (nx, ny) e P (u,v)= 
o 
= (o,y'), teremos ICnx, ny) -(o,y'll= lnxl+\ny- Y'l >E, o que con-
diz iiP - Poli< E. Logo P está assim definida, 
p : Vt X v2n --> {O} X v2n, 
Mas po . v2n --> {O} v2n y 
i2 (o ,y) Po (o,y) . 12 . X ' --> --> 
- isomorfismo. Logo P.i 2 
v2n { O}x yZn - também um iso-e um . --> e . 
morfismo para E suficientemente pequeno pois o conjunto dos isomor-
fismos é aberto e li P. i 2 
está definida. 
. -1 2n (P. 1 2 ) : E -> V 
Agora, seja ' -1 g = (P. i 2 ) .P. (f x g). Observamos que -g e 
diferenciável e que g é urna imersão equivariante, pois ê composta 
pelas imersões equivariantes -1 (P.i 2) e P. (fxg). Então: 
-1 . g (x) = (P.i 2) .P. (fxg) (x) = 
-1 
= g(x) + (P.i 2J .P. (f(x), O) = 
( . -1 = g(x) + P.1 2) .P. i 1 (f(x)). 
Chamamos A= (P.i 2)-
1
.P.i1 . Portanto a aproximação será da 
forma g (x) = g(x) + A(f(xD, onde A é uma aplicação linear limita 
da de vt em v 2n • 
liA-A' li =IICP. . )-1 12 
Mas A'(x) = (P.i 2)-
1
.(P0 (x.O) 
Logo liA! I< o' =jj(P.i 2J-
1 11 o. 
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. -1 
= (P.1 2 ) ((0,0)) =o, ou seja A'=O. 
Usando se necessário um difeomorfismo de Vt, podemos assumir 
que I! f (x) li< 1 para todo x E M. Assim: 
jjg (x)- g(xJ!I =IIA(f(xJJII <IJAjjjjf(xJII < IIAII <o' , V x EM. 
Isto quer dizer que a aproximação é uniforme. 
Vamos fazer de - k . -g uma C - aprox1maçao de g sobre qualquer 
compacto C C M. Então dado um compacto em H e e'>o, encontraremos 
g tal que Nk (g-g) (x) < o' 
tu irmos f (x) por Of (x) , onde 
Agora, Jl g(x) 
-gCxJII;/1 A 
sup 
E ' Nk (g-g) (x) = --"----
sup Nk(f(x)) 
xEC 
xEC 
, Vx E C. Para isso basta substi-
ô= E ' 
sup Nk (f (x)) 
XEC 
E ' f(x) I = o' jAfCxlll 
Nk (f (x)) sup Nk (f(x) XEC 
Nk(A f(x)) =I! A f(x) li •liA df(x) li+ I! A ct 2f(x) 11 + .... ~liA li Nk(f(x)) 
Logo Nk (g-g) (x) ~ E ' --"----j!Ajj Nk (f(x)) < 
< 
sup Nk (f (x)) 
xEC 
E' jj A jj 
sup Nk(f(x)) 
xEC 
• sup Nk (f(x)) < s' .s' 
xEC 
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Proposição 2.3.2 : Se 
tão qualquer aplicação 
M admite uma imersão injetora; f, em Vt, en 
2n+l k g M ---> V pode ser C - aproximada 
por uma imersão injetora. A aproximação é também uniforme. 
Demonstração 
Sejam i 1 , i 2 (inclusões de Vt e VZn+l em VtxVZn+l)e p 0 
(projeção interna no segundo fator) corno na proposição anterior. Con 
t 2n + 1 ~ 
sideremos, analogamente, fxg: M --->V x V , que ja sabemos é u-
ma imersão equivariante. Corno f é injetora, 
X VZn+l. mersao injetora de em 
então fxg -sera uma 
Aplicando a proposição 2.2.2, encontraremos PdeVt x VZn+l 
em vt X yZn+l tal que P.(fxg) ê uma imersão injetora •I IP-Pol I< E 
para um E > O dado. 
Como foi feito na proposição anterior (e os argumentos sao os 
mesmos) iremos obter a aplicação iCx) = (P.iz)-1 • P. ( f(x),g(x)).Ji 
sabemos que g é uma--imersão equivariante. ~também injetora pois 
P. (fxg) -1 e (P.i 2) o são. Como já foi demonstrado na proposição ante 
rior g - k - -e uma C - aproximaçao d~ g e esta aproximação e uniforme. 
Observação Se nas propo~iç6es acima f(x) f O e g(x) f O para to-
do X E M, teremos também que g (x) f 0 para todo X E M, pois pela 
observação feita na secção 2, escolhemos P 
e como . -1 -(P .1 2) . e isomorfismo. então g (x) 
para todo x E M. 
4. Mergulhos PrÓprios 
tal que P.(f(x), g(x))fO 
. -1 
= (P.1 2) P.(f(x),g(x))f o, 
Definição 2.4.1 : Uma aplicação f : M ---> N. entre variedades, -e 
uma aplicação prÓpria quando é contínua e para cada compacto K C N, 
f-l(K) C M é compacto. 
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Proposição 2 ~ Toda aplicação pr6pria ~ fechada. 
Demonstração 
Seja ·F C H, F fechado. Seja y E f(F ) • Existe uma 
scquência (yn) tal que yn ---> y. O conjunto C= {y, y1 , ····Yn····} 
é compacto. Logo f- 1 (C) ê compacto em M. 
Scj a (xn) 
tida em f-l (C), 
tal que f(xn) = Yn· Então (xn) é urna sequência con 
-que e compacto, o que implica que existe uma subse-
quência (xn ) 
k 
f(xn ) = yn 
k k 
é fechado. 
---> x E F , pois F ê fechado. Has f(x ) --->f(x) e 
nk 
-> y, então y = f(x). Logo y E f(F) e portanto f(F) 
Com esta proposiçao podemos concluir que uma imersão injetora 
própria f : M ---> N é um mergulho e, além disso, f(M) é um subcon 
junto fechado de N. 
Proposição 2.4.3 : Se M admite uma imersão injetora em Vt então 
M pode ser mergulhada como subconjunto fechado de yZn+l. 
Para demonstrarmos esta p~oposição. provaremos inicialmente 
dois lemas : 
Lema l : Seja f : H---> Rm contínua. Se f- 1 CBnl é compacto para 
qualquer n, então f é própria, onde Bn = { x € Rm I li x! I::_ n). 
Demonstração : Seja K C Rm, K t compac o em Rm. Logo existe n tal 
que llxii:C. n, V X E K. Assim f-l (K) C. r 1 (Bnl. K fechado e f contí-
nua implicam c 1 CKJ fechado em H. Como f-l CBnl é compacto temos 
r 1 cKJ -que e compacto. 
Lema 2 : Se f : M ---> Rn ê :própria e g : M ---> Rn é urna aproxi_ 
mação uniforme de f, então g tamhém é própria. 
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Dcmonstracão 
Seja K C Rn, K compacto. Como -g e uma aproximação u-
niforrne de f, existe s > O tal que llf(x) - g(x) li< s para todo 
X E H. Seja u vizinhança de K tal que diam U = diam K + 15 onde 
o > 
€ 
(d(K, Uc) = 15 ) • Seja A = r 1 cuJ, então f-l (K) C A. 
Se g (x) E K, então f (x) E u e portanto X E A. Logo g-l(K) C A. 
Consideremos íJ, fecho de u. u - (fechado limi o e compacto e 
tado em Rm). Então: 
-e compacto pois f é prÓpria (l) 
g- 1 (K) é fechado pois K é fechado (2) 
g- 1 (K)GACf-1 (u) (3) 
(l), (2) e (3) implicam g-l (K) compacto. 
Demonstração da Proposição 2.4.3 : 
Se obtivermos uma aplicação g : M --> vZn+l tal que g s~ 
ja própria, pela proposição 2.3.2, existirá uma Ck-aproximação uni 
forme de g que será urna imersão injetora. Pelo lema 2, esta imer-
são sera também própria. A proposição 2.4.2 conclui a demonstração. 
Resta então, obtermos g : f\.1 --> vZn+l própria e equiva-
riante. 
Como M é. paracornpacta, seja a partição da unidade Wi de 
suporte compacto associada a um recobrimento aberto localmente fini 
to. 
Seja iii. (gx) dg. 
" 
Conforme demonstrado na proposição 1.3.3, Wi é invariante sob 
G, para qualquer i. Wi como definida acima é uma partição da unida-
de pois satisfaz as condições que provaremos abaixo: 
a) 'i'· (x) > O , V x (Condição 4 da definição 1.3.1) 
1 -
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b) Se '~'i (x) = O, teremos i/i i (gx) -- O para todo g em G (Con-
dição 6 da definição 1.3.1). 
Se i/ii (gx) f O para algum g e G, teremos wi(x) f O (também 
pela condição 6). 
Logo ~i(x) f O<=> i/ii(gx) f O para algum g 6 G, 
Seja Ui o suporte de Wi· Afirmamos: 
Suporte w- = U 1 
geG 
De fato : Sejam Ai= {x 6 M I wi(x) f O) e Bi = {x 6 M I 'i'i(x) f 0). 
Se x 6 Ai, existe g 6 G tal que i/ii(gx) f O, ou seja, gx 
-1 
E Bi, e 
portanto X E U g Bi. Reciprocamente 3 g e G tal que X E -1 g Bi, ou 
gEG 
seja gx E Bi, e então ~i(x) r O. Logo A· = 1 -1 U g Bi • 
Suporte 1/Ji 
-1 g Bi, pois 
= A. = 
1 
g 
g6G 
ê um homeomorfismo. 
u 
g6G 
-1 g Bi = u 
g6G 
u g -l u. 
g eG 1 
Afirmamos que suporte W· é compacto. Se (Yn) é uma sequência no su 
1 
-1 -porte wi. Yn é dado por: Yn = gn Xn, com Xn E ui· (Xn) e uma se 
quência em Ui, que é compacto, logo existe (x )convergindo para 
nk 
x E u1 . (g -l nk) ê uma sequência em G, que é compacto, logo e xis te 
-1 (g nk.) convergindo para g E G. Assim a subsequência CYn) forma-
l 
da pelos converge para gx E suporte Wi' pois a 
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ação de G é uma função contínua. Isto prova nossa asserçao. 
Cada Ui C Vi, onde {Vi} é um recobrimento aberto localmen-
te finito de M. Então seja: 
N· = 1 u 
gEG 
w. ~ invariante 1 
com y E Vi. Então para 
z E G. 
sob G, pois se x E w1 • então x = 
-1 -1 h E G, hx = h g y = g'y = z y E 
-1 g y 
Como a ação de G é uma função contínua, g-lvi é um aberto 
o que implica M = UV· = UNi. 
. 1 . 
1 1 
e ass1m Wi é um aberto. Vi (. lYi 
O recobrimento aberto {Wi} é localmente finito, pois dado 
x E H e A um aberto contendo x, existem finitos Vi(V1 , ... , Vn por 
exemplo) tal que A()Vi t 0. A()Ni t 0 se, e somente se, 
g-l A n Wi f 0, V g E G, Se:. 
-1 lJ g Vi)= 
.gEG 
então existe g E G, tal que h-lA n g-l Vi f 0, Vh E G. Tomo h=g, 
-] -1 
então X E g ·A ng V i acarreta gx E A n Vi Reciprocamente, se 
x E A()Vi, h-lx E h-l A()h-lVi, ou seja: 
U (h- 1A g- 1vi) 
gEG 
-1 " u -1 -1 
=h A 11( g V·) =h A(\N. 
gEG 1 1 
f0,VhEG. 
Logo A (\ Ni f 0 se e somente se 
localmente finito. 
A(\ Vi f 0. Isto prova que Wi 
Suporte lJii C. Wi. para todo i. 
-e 
c) ~ $i (x) = 
1 
~ 
1 
f 
G 
.p. (gx) dg . 
1 
3ó . 
Como a familia de funções $1 esti associada a um recobri-
mento localmente finito, estamos na realidade, realizando uma soma 
finita. Então pela condição (2) da definição 1.3.1: 
~ 
i 
f 
G $i (gx) dg = !G (L ~-(gx)) dg =f dg = 1. i 1 G 
Logo temos 1/J· uma partição da unidade invariante. 
1 
Temos que M admite uma imersão injetora em vZn+l. Seja 
f : M --> VZn+l está imersao. Se f(y) = O, y é o Único ponto 
que tal acontece. Então scj a $1 , ... , 1/Jr as funções tais que 
y E suporte lj;i. Seja mi = inf Jlf(xlll i>r 
.pi (x)>O 
m. f O para i > r. 
1 
Então definimos g M --> VZn+l tal que: 
g(x) = ~ 
i=r+l 
j. .pi(x)f(x) 
m· 1 
n 
Seja x tal que jjg(x)jj.::_ n. Se x eU suporte lj>i, então 
i=l 
.pi (x) = = .pn(x) =O. Assim : 
11 g (x) li = E 
i lj>i (x) 
i=n+l 
pois li f (x) li > 1 
m· 1 
n~ll g(xJII~ L 
i=n+l 
llfCxlll~ i .pi(x), 
i=n+l 
quando i > r. Portanto se 
i lj>i(x) > (n+l) L 
i=n+l 
lj>i(x) = n+l, 
em 
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n 
seja n+l, - absurdo. Logo u suporte ou n > que e X B ~i' 
i=l 
g-1 CBnl C 
n 
Então: u suporte ~} .. l 
i=l 
g- 1 CBnl 
n 
- fechado (g - contínua) -e e e u suporte ~· e campa~ l 
i=l 
Logo -1 pelo Lema 1 - própria. to. g (Bn) e compacto e g e 
Para terminarmos a demonstração mostraremos que g -e equi-
variante: 
00 l ~i (hx) f (hx) 00 i ~i (x) h (f(x)) 
g (h x)= E = E 
i=r+l mi i=r+l m· l 
00 i ~i (x) f (x) 00 i ~i (x) h(f (x)) 
li (g (x)) = li( E ) = E m· m· 
i=r+l l i=r+l l 
pois v2n+l é uma representação de G e então a açao de G é li-
near. 
Observação : Novamente podemos verificar que se f(x) # O para to-
do X E M então g(x) = O se, e somente se, ~· (x) = O para todo i l 
o que nao acontece pois wi ê uma partição da unidade. 
Logo, também g(x) f O para todo X em M. 
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CAP f TU LO II I 
MERGULHOS DE C-VARIEDADES SUBORDINADAS 
1. 6rbitas c NÚcleos em G-espaços 
Definição 3.1.1 Se X -e um G-espaço e X E X então o subespaço 
G(x) = {gx 8 X I g e G} é chamado Órbita de X(por G). 
Proposicão 3.1.2 Para todo x e y em X, temos que G(x) = G(y) 
ou G(x) n G(y) = 0· 
Demonstração 
Se G(x) n G(y) f 0. então gx = hy para g, h E G e 
x. y E X. Então para qualquer g' E G temos: 
-
g'x = (g'g-lg)x = (g'g-1)(gx) = -1 (g' g h) y E G (y) 
Isto, quer dizer que G (x) C. G (y). Analogamente, mostra-se que 
G(y) C.. G(x). 
• Consideremos o conjunto X I G = {x = G(x) I x E X}. Se de-
• está bem definida finirmos ~= G ---> X/G tal que ~(x) = x , TI 
e ê sobre. X/G se torna um espaço topolÓgico com a topologia quo-
ciente. Com esta topologia X/G é chamado espaço das Órbitas. 
Definição 3.1.3 : Se X é um G-espaço. a açao de -G e dita transi-
tiva se existe somente uma Órbita em X. 
Seja x um ponto qualquer de um G-espaço X e Gx o subgrupo 
de isotropia de x. Afirmamos que existe uma aplicação natural de 
G/Gx em G(x). De fato, definimos: 
gG --> gx 
X 
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ax estâ bem definida, pois se gGx = g'Gx• então g- 1g• E Gx. Logo 
-1 g g'x = x ou seja g'x = gx. Consideremos a aplicação Sx:G -~->G/Gx 
tem a topologia quociente e 
Bx ê portanto contínua. Has ax Sx " Wx• com Wx (g) " $(g,x) " gx, 
açao de G em G(x). Logo Wx é contínua, o que implica ax é contí 
nua. 
Proposição 3.1.4: Se G é compacto, então ax de G/Gx em G(x) 
um homeomorfismo. 
Demonstração 
-e 
Corno G é compacto então G/Gx também é compacto.Como 
G(x) é um espaço topolÓgico Hausdorff e ax é contínua, falta ape-
nas provarmos que ax é bijetora. 
-1 Se gx = hx então h gx = x o que quer dizer que 
Logo gx = hx se, e somente se. h _ g mod Gx• o que equivale a di-
zer que gx = hx se, e somente se, gGx = hGx. 
Agora, dado y E G (x) existe g E G tal que gx = y, 
ax (gGxl = gx = y. 
logo 
Se pensarmos G agindo em G/Gx de maneira que g(hGx) = 
= (gh)Gx' então o homeomorfismo acima se torna equivariante. 
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Proposiçio 3.1.5 : Seja G um grupo de Lie e H um subgrupo fechado de 
G. Então G/H ê uma variedade diferencial, verificando as três pro-
priedadcs seguintes: 
1) A projeção 'IT: G --> G/H é diferenciável; 
2) A aplicação de G x G/11 em G/H, que a (g', gH) faz corresponder 
g'gJI, é diferenciável; 
3) Para todo g E G/H existe uma vizinhança l\f- de g g e urna aplica-
ção diferenciável 
Demonstracão 
cr- de g Wg em G tal que 
Ver ~1atsushima [ 15 ] , pg. 57 
Agora, se nosso G-espaço for uma G-variedade e G um grupo de 
Lie compacto, então podemos afirmar: 
Proposição 3 .1. 6 A aplicação ax 
fercnciável. 
Demonstração 
Considero as aplicações: 
"G 
X > G _<!>"--> G (x) 
---> g ---> gx 
G/G --> G(x) é um mergulho di 
X 
onde WG e a G sao como na propriedade (3) da proposição acima. Co 
X X 
mo = ~.aG , temos que ax é diferenciável numa vizinhança de 
X 
Pela homogeineidade de G/Gx, é suficiente mostrar que ~X' -e 
diferenciável numa vizinhança de c;x e que da.x é injetora em Gx. 
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Para mostrar a injetividade de dax• observamos prirneiramen-
-te que a imagem d~ espaço tangente em G por daG 
X X 
e o complemento 
linear do espaço tangente a Gx em Te G. Assim será suficiente mos-
trar que o espaço nulo de -dcp em e e o espaço tangente a GX. 
Então, seja Z um vetor tangente a G em e, e consideremos ExptZ 
um grupo de transformações a um parâmetro de G. Para cada y E G (x) , 
t > (ExptZ)y ê uma curva diferenciável em G(x). com vetor tan-
gente Z*y em t =o. Da relação (Exp(t 1 +t 2) Z)y = (Expt 1Z)(Expt 2Z)y 
segue que t 1--> (ExptZ)y é uma curva integral deZ*, começando de 
y. Pela unicidade do teorema de equações diferenciais ordinárias, te 
mos que (ExptZ)y = y se, e somente se, Z*y = O. Agora, ~(ExptZ) = 
= (ExptZ)x, e portanto Z*y = d~(Z). Assim d~(Z) =O se, e somente 
se, (ExptZ) x = x, ou seja, ExptZ é um subgrupo a um parâmetro de Gx 
o que implica que Z é tangente a Gx. 
Proposição 3.1.7 Se x e y pertencem a G(x) então Gx é conjugado 
de G • y 
Demonstração 
Se x e y pertencem a G (x), então existe g E_ G. tal que 
X = gy. 
tão hgy 
Afirmamos que Gx = 
-1 
= gy. Assim g hgy 
-1 Ggy = gGy g De fato, seja h E Gx, 
= g- 1gy, ou seja, g- 1hgy = y. Logo 
g- 1hg E Gy o que quer dizer h E gGy g-l. Reciprocamente, se 
-1 - -1 h EgGy g , entao g hg E Gy· Logo g- 1hgy = y, ou seja, hgy = 
to ê hx = x. 
en-
gy is 
Definição 3.1.8 : -Se H e subgrupo de G, denotaremos por (H) a cole-
ção de subgrupos de G que são conjugados de H em G. Isto é: 
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(H) -1 -= {gHg lg o G}. (H) e chamado tipo de G-Órbita. 
Se X é um G-espaço e n uma Órbita em X, Q ~ G(x) e então 
-1 Ggx = gGx g (proposiç~o anterior), segue-se que {Gw I w E Q }=(Gx) 
é um tipo de G-Órbita, que chamaremos tipo de G-Órbita de n e deno-
taremos por [n] . 
Proposição 3.1.9 : Se X e Y sao G-espaços e f: X-> Y é uma aplica 
ção equivariante injetora, então [il] = [f(Q)j para Q, uma 
em X. 
Demonstração 
Órhita 
Primeiramente, observamos que f(n) é urna Órbita, pois 
f(il) = {f(gx) I g E G } para x E Q. Mas f é equivariante e então 
f(Q} = ( g f{x) lg E G} = G(f(x)). 
Temos Gx = {g E G I gx = x } e Gf(x) = {g E Gl gf(x} =f(x)}. 
Se g E Gx então f(x) = f(gx) = gf(x). Logo Gx C. Gf(X). Re-
ciprocamente, se g E Gf(x)• então gf(x) = f(x), e como f é equiva-
riante f(gx) = f(x), e portanto gx = x, pois f é injetora. Logo 
Gx = Gf(x)· 
Segue-se que (Gx) = [nJ = [ f (Q) J . 
Sendo assim podemos considerar a categoria dos G-espaços 
transitivos cujos morfismos são aplicações equivariantes. Se divi-
dirmos esta categoria em classes de equivalência, obteremos a cate-
goria dos tipos de G-Órbitas. Esta ê uma categoria de classes de e-
quivalência de C-espaços transitivos (Órbitas). 
Então se n é uma Órbita, [n] denota sua classe de equivalên-
cia na categoria dos G-espaços transitivos sob um homeomorfismo e-
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quivadante. Como existe um homeomorfismo equivariante de todn G-
órbita com um espaço homogêneo de G, então G/Gx pode 
[G(x)]. 
representar 
Teorema 3.1.10: SeM e uma G-variedade, então para cada x e M e-
xiste uma vizinhança U de x, tal que em U existe um número finito 
de tipos de Órbitas. 
Demonstração: 
Ver Palais [1~ pg. 38. 
Corolário 3.1.11: Se V é um G-espaço euclidiano, então V tem um 
número finito de tipos de Õrbi tas. 
Demonstração: 
Ver Palais [13] pg. 39. 
Definição 3.1.12: Seja H um subgrupo fechado de G e S um subcon-
junto de um G-espaço X. S será um H-núcleo se: 
i) Se fechado em GS" {gs/g E G e sE S); 
ii) S é H invariante, isto é, .HS = S; 
iii) Para cada g E G-H, gS n S " 0. 
Um H-núcleo S em X será uma H-fatia em X se GS é aberto em 
X. Se x E X, então urna fatia em x é uma Gx-fatia que contém x. 
Proposição 3.1.13: Sejam X e Y dois G-espaços e f:X-+ Y uma apli-
cação equivariante. Se S é um H-núcleo (H-fatia) em Y ,então f-1(S) 
é um H-núcleo (respectivamente, H-fatia) em X. 
Demonstração: 
Ver Palais [13] pg. 30. 
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Seja I uma subvaricdadc de M e TPL o espaço tangente a L em 
p. Consideremos (TPL:) 1 o complemento ortogonal de TPI em TPM.Então 
N(E) " V (TPE} 1 é chamado o fibrado normal de E em M. 
pEE 
Como T(M} "T(E) I N(E} e T(M} • T(E) I T(M}/T(E}' 
que: N(E) • T(M}/T(E} · 
temos 
Teorema 3.1.14: (Koszul l9], pg. 138}. Sejam M uma G-variedade e I 
uma subvariedade compacta de M. Então existe uma vizinhança aberta 
-1 invariante O de L e urna retração f de O sobre L, tal que f (x) 
uma bola aberta centrada em x, para x E I. 
Demonstração: 
-e 
Seja N(E} o fibrado normal de E. Consideremos N(I,s}" 
{v E N(E) I llvll < d. Seja E a restrição da aplicação exponencial 
a N(L:, c). Como sabemos, se E é suficientemente pequeno E é um dif~o 
morfismo de N(I,s} sobre S(I,s) "{p EM I d(p,I} < s}, onde d é a 
métrica riemanniana. 
Denotemos por ag a açao de G em T(M) como no capítulo 1. 
Restringimos a ação a N 0.:, s) e teremos N (E, c) uma G-variedade. 
Como as ações de G em M e TM sao isometrias (T(M) ~ M é um 
G-fibrado riernanniano) então E dg" g · E. 
Assim E é um difeomorfismo equivariante, e S(L,E) ê a vizi-
nhança invariante de L. 
O ê a vizinhança S(E,c). Então a projeção na fibra de N~ ,E) 
sobre a secção nu1a. levada por E sobre O, dá a retração equivari-
ante desejada de O sobre E. 
Proposição 3.1.15: Se M ê urna G-variedade e x E M, então e xis te 
uma fatia S em x, tal que S é uma bola aberta invariante centrada 
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em x. 
Demonstração: 
-1 No teorema anterior tomamos E = G(x) e pomos f (x)=S. 
Claramente x é um Gx-núcleo, e como f é equivariante, segue de 
3.1.13 que S é um Gx-núcleo e como O ê aberto em M, temos que S é 
uma fatia em x. 
Teorema 3.1.16: Sejam S e S' H-núcleos nos G-espaços X e Y, respec 
tivamente, e seja f uma aplicação H-equivariante de S em S'. Então 
existe uma Gnica aplicação G-equivariante ~ : ~S ~ GS', tal que 
fls "f e !(gs) = gf(s), para todo g E G e sE S. Se fê injetora, 
f também sera. Se f é um mergulho, então tê um mergulho de GS em 
GS'. 
Demonstração: 
Ver Palais [13], pg. 31. 
2. Subordinação de G-Variedades 
Conhecemos o teorema de Whitney para variedades: 11Toda va-
riedade de dimensão n pode ser mergulhada no espaço 
IR 2n+l,, 
euclidiano 
O objetivo deste trabalho ê provar um teorema análogo ao de 
\mitney para G-variedades. Temos V, espaço vetorial real, que ê re 
presentação de G '· grupo de Li e compacto, e M G-variedade de dimen-
-sao n. Provaremos que M e 
2n+l 
mergulhada em V e esse mergulho e 
uma aplicação equivariante. 
No capítulo II, falamos de imersões equivariantes, de apro-
xirnação por imersões equivariantes e finalmente de mergulhos de 
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G-variedades em G-espaços euclidianos, ou seja, representações de 
G. Mas em todas a,s proposições do capÍtulo II, assumíamos inicial-
t 
mente, a existência de uma imersão equivariante de M em V , para 
n VZn+l 
algum t, e para provarmos o mergulho de M em , assumíamos a 
exist6ncia de uma imersão injetora de M em Vt, para algum t. Ent~o 
para generalizarmos o teorema de Whitney deveremos provar a exis-
tencia de uma imersão injetora equivariante de M em Vt para algum 
t. 
Isso serâ mostrado para as G-variedades que satisfazerem a 
condição de subordinação que ê a seguinte: 
Definição 3.2.1: Se V é uma representação ortogonal de G, dizemos 
que urna G-variedade M está subordinada a V se para cada x E M exis 
te uma vizinhança invariante U de x e um mergulho equivariante de 
U em Vt- {O}, para algum t. 
Teorema 3.2.2: Teorema de Mostow-Palais: Seja G um grupo de Lie co~ 
pacto eM uma G-variedade. Se U ê qualquer aberto invariante de M, 
então existe uma aplicação diferenciável equivariante f de M em Vt 
(sendo V alguma representação de G) para algum t e tal que f l-u 
t 
mergulho de U em V . 
Demonstração: 
-e 
Ver Mostow [5] e Palais [12] -(caso em que U e relati-
vamente compacto). 
O teorema de Mostow-Palais permite concluir que toda G-varie 
dade está subordinada a alguma representação ortogonal V de G. As-
sim, se trabalharmos somente com G-variedades subordinadas a uma 
- V · h' l VZdimM+l . . 
reprcsentaçao e consegu1rmos mergul a- as em , at1ng1re-
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mos nosso objetivo. Consideremos então, a categoria cujos objetos 
sao G-variedades subordinadas a V e cujos morfismos são aplicações 
equivariantes. Representaremos esta categoria por j (V). 
3. A categoria das G-variedades subordinadas 
Como fizemos na secçao 1 com a categoria dos G-espaços cu-
jos morfismos são aplicações equivariantes, consideremos em ~(V) 
a subcategoria plena das G-variedades transitivas que chamaremos 
também Categoria das G-ôrbitas. Então toda C-variedade transitiva 
(Órbita) ê homeomorfa a um espaço homogêneo G/H. 
Considerando as classes de equivalência dadas pela relação 
"homeomorfismo equivariante" da categoria das G-Ôrbitas iremos ob-
ter os tipos de Órbita em ~ (V). 
Proposição 3.3.1: Existe um numero finito de tipos de Órbita em 
~(V). 
Demonstração: 
Seja numa Órbita em '5 (V). Seja x E n. Como n está 
em 'J (V) , e xis te uma vizinhança invariante Ux de x e um mergulho 
fx dessa vizinhança ux em vt - {0}, para algum t, 
Como G é um grupo compacto, seus espaços homogêneos são com 
pactos. Logo n é compacta pois é homeomorfa,a um espaço homogêneo 
de G. Usando partição da unidade, encontraremos uma imersão injet~ 
ra equivariante de n em VR.. - {O}, para algum i. Logo ~ pode ser mer 
2n+l gulhada em V - {O}, onde n = dim ~ (proposição 2.4.3). 
Seja x E ~. Então G/Gx pode ser mergulhada em VZ(dimG/Gx)+l_ 
- {O}. Se E é outra Órbita em ~(V) e y E E então L será mergulh~ 
da em VZ(dim G/Gy)+l- {O}. Logo toda Órbita em 'j (V) é mergulha-
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da em vZdim G+l- {O}. 
VZdimG+l 
' 
então 
Se Q é um ,ôrbi ta em~ (V) e f ê 
[~] = [f(~J] (Proposição 3.1.9). 
o mergulho de Q em 
Logo ~(V) e VZdim G+l têm 
o mesmo nGmcro de tipos de Órbita. Então segue-se o resultado. 
Proposiç§o 3.3.2: Mn está em ')CV) se e somente se: 
l
.) - em VZdim G+l Para cada m E M, G(m) e mergulhada - {O}. 
ii) Existe um Gm-equivariante monomorfisrno 
--> 
Demonstração: 
Quanto à necessidade, vemos que (i) segue da proposi-
çao anterior, e (ii) ê clara. Como Tm(M)/Tm(G(m)) " N(G(m)) e 
N(G(m) ,c) ê difeomorfa a S(G(m) ,c) que contêm uma fatia em m (pro 
posições 3.1.14 e 3.1.15), o _teorema 3.1.16 prova a suficiência. 
Corolário 3.3.3: Mn está em ~(V) 
V
. n +2dim G+ 1 
calmente mergulhada em 
Demonstração: 
se, e somente se, M pode ser lo 
- {o} • 
Imediato da proposição anterior. 
4. Teorema Generalizado de Whitney 
Proposição 3.4.1: SeM está em ~(V) então M pode ser mergulhada 
em vt. para algum t. 
Demonstração: 
Pela Última proposição da secçao anterior, existe u-
ma cobertura de M formada pelos interiores dos conjuntos compactos 
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invariantes U tais que para cada U existe um mergulho 
a a 
fo. Ua -> V5 - {O} onde s = 2dim G + dim M +1. 
Como M ~ paracompacta e tem dimensão n existe um refinamen-
to enumerável de u por conjuntos compactos invariantes u ij, C( 
i = O , 1, ••. n e i E z+ tal que u ij (\ u. = 0 se i f k. 1) 
(Resultado demonstrado por Wolfgang Meyer em [14]). 
{Uij} ê um refinamento de {Ua}; portanto para cada Uij exis 
te um a tal que Uij C Ua. Restringimos f a a Uij e obtemos o mergu-
lho f- . assim: 
1) 
f . i i . 
5 
uii ---->v - {DJ. 
Consideremos agora os intervalos da reta, do tipo (j,j+l), 
para j e Z+. Sabemos que existe um difeomorfismo, que chamaremos 
rj, de m+ sobre (j,j+l], f .. (x} 
Seja f .. (x] = r.(iif .. (xllll --'1'c!l~~ 
1 J J 1 ] lltiicxJII 
Como f .. é equivariante e V e representação ortogonal então 
1] 
Iij e equivariante. Cada 'Iij ainda é um mergulho, pois rj ê um mer 
gulho também. Notamos que se j 1 k as imagens de fij e fik sao 
disjuntas, pois: 
para x E U ... 
1) 
i < I I f i i c xJ li < i + 1, Vx E U .. 1) 
Novamente fi ê equivariante. Além disso fi é bijetora so-
bre sua imagem, pois em cada u .. já sabemos que o e. Mas se j f. k 1] 
as imagens de f .. e f.k são disjuntas. Então segue a injetividade. 
1)- 1 
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Como difeTenciabilidade e continuidade sao propriedades lo-
cais e acontecem em cada Uij' então podemos concluir que cada fi é 
um mergulho. Seja, 
onde r
0 
é o difeomorfismo de 1R +sobre (0,1). 
2 r 0 CIIf(xllll
2Cf 1 (x)J 2 
li f· (x) li " 1 1 1 llfi(xlll 2 
1-r 0 C li f i (x) li ) 
2 ( ft ( x) ) 2 
+ --~--~------~~--- +.o • + 
llfi(xJII2 
+ ••• + 
r 0 CIIfi (xllll 2 Cf~ (x)) 2 
llf.(xlll 2 1 
1- r 0 ( 11 f i ( x) li ) 
2 (f~ ( x) ) 2 
li fi Cxlll 2 
+ 
2 r o Cll f i C x) 11 ) 
2 
+ 1- r 0 C li f i C x) 11 ) 
2 
llfiCxlll 2 
1 2 5 2 ((f. (x)) +,.,+(f. (x)) )" llfi (x) 11 " 1 1 
1 
" ,.---_cO_-;; ~fi(xlll2 
2 llfi Cxlll "1 
Logo llfi(xlll "1. 
r
0 
e a função g(x) ~IX sao mergulhos. Assim fi é um mergu-
1h 1h d U f 
. - . d v2s 
o que mergu a ca a i na es era un1tar1a e • 
Como fi ê equivariante e V é representação ortogonal, temos 
que f, ê equivariante. 
1 
{Ui} é um recobrimento de M. Como M é paracompacta existeum 
recobrimento aberto {Vi} de M tal que Vi C Ui. 
U~ e fechado e ê disjunto de Vi. Assim, existe pelo Lema 
00 
de Uryshon para variedades, hi E C (M) tal que: 
r:.-r !'-.~ 1 .. :~-:-- . r-._n FJi 
·".:I:-- r· i 
- 51 
{
1 para x E 
O para x e 
Notewos que J hi1 (1) • M. 
i=l 
2(n+1)s Agora definimos f : M ----> V , pondo: 
Claramente f ê diferenciável e equivariante, pois cada função co-
ordenada satisfaz essas duas pTopriedades. 
-Afirmamos que f e uma imersão. Com efeito, seJa x EM. Exis 
te 1 0 tal que h. (x) 
'o 
• 1 e entio rr. f(x) • I. (x). 
_lo lo 
Assim: 
d(rr. · f) • n .. (dfl • (di. l 
1
0
_ x 1 0 x 1 0 x 
Como as "'fi são mergulhos, dT. 
'o 
-e injetora. "Logo, para todo x E M, 
-existe alguma função-coordenada que ê imersão em x. Portanto f e 
uma imersão. 
Se f(x) • f(x) entio h i (x) I i (x) • h i (Y) Ii (Y), para todo 
i. Mas existe i 0 tal que h. (Y) = 1. Então: 
'o 
logo 
Mas i li. (x) I '• 1, lo 
então x = y, pois 
I. (x) 
lo 
• Ii (y), 
o 
llh. Cxll!iii. (xll!· F· (ylll• l. lo lo lo 
o que implica h. (x) = 
'o 
I. 
'o 
e um mergulho. 
• Ii (Y) e 
o 
Queremos que f seja um mergulho. Já sabemos que f ê contínua. 
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-1 ... ... 
Resta provarmos que f e cont1nua. 
Se f(xn) --> f(x) isto implica que h. (x )f. (x )converge para 1 n ~ n 
h. (x) 
1 
Ii(x), para todo 1. Mas existe i 0 tal que h. (x) "1, com lo 
X E V. 
lo 
logo 
ou seja 
Dado E > O, 3N tal que se n ~ N, 
li h. (x ) 1 0 n 
I. (x ) 
1 0 n 
- f. Cxlll 
lo 
< E' 
[[h. (x ) li [[I. (x J[[ < E + [[I. (x) I[, 
1 0 n 1 0 n 1 0 
[[h. (x Jll < E + l. 
1 0 n 
Portanto Para n > N, [[h. (x) -h. (x)[[ 
- 1 n 1 
< E, ou sejahi (xn)converge para 
h. (x) " 
lo 
o 
l. Como h. (y) " 
lo 
O se y E c u. , 
lo 
e xis te N tal que para 
n > N, x E u. poi:; x E U .• Assim teremos t. (x ) -> f. (x) e 
- n 1
0 
1
0 
1 0 n 1 
como f. 
lo 
-e um 
um mergulho. 
mergulho temos xn ----> x. Logo f-l é contínua e f 
Teorema 3.4.2: Teorema Generalizado de Witney: Se Mn está em ~(V), 
então qualquer aplicação equivariante f : M ----> Vt pode ser Ck-
aproximada uniformemente por uma imersão equivariante se t > Zn e 
por uma imersão equivariante injetora se t > Zn + 1. Além disso, 
se F ê um subconjunto fechado de M e f J F ê uma imersão (imersão i~ 
jetora) .então podemos escolher uma aproximação "f tal que fjF==fip· 
Demonstração: 
Se i'4 está em JCV) então pela proposição anterior M 
ê mergulhada em vi. para algum f. 
Isto significa queM adimite uma imersão injetora em vl. 
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Portanto se t ~ 2n + 1, a proposição 2.3.2 garante a imersão cqui-
variante injetor~ e se t ~ 2n a p~oposição 2.3.1 garante a imersão 
equivariante. 
Para demonstrarmos a segunda afirmação do teorema seja 
i g M --> V um mergulho com li g(x) li = 1, para todo x em M, 
Se x E F, (df)x ê injetora. Logo existe uma vizinhança aber 
ta Ux de x tal que (df)x é injetora para todo x E Ux. 
Seja U = U Ux. U é vizinhança aberta de F e fju ê imersão. 
xEF 
Uc é fechado e é disjunto de F. Assim, existe pelo Lema de Uryshon 
00 
para variedades, h E C (M) tal que 
h(x) = 
1 para x E F 
O para x E Uc 
Notemos que suporte h C U. 
Agora, seja ~-: M ----> Vt i x V tal que 
Hxl = (f(x), (1-h(x))g(x)), 
<!J é uma imersão pois se x e suporte h, f e uma imersão e se 
x ~suporte h, então h(x) =O e então Hxl = (f(x) ,g(x)) e como g 
e um mergulho temos nossa afirmação. 
Se f é injetora em F temos que ~ é injetora em F pois para 
x E F, h(x) • 1 e se ~(x) = ~(y) implica f(x) = f(y) e portanto 
X = y, 
A aproximação da proposição 2.3.1 ou 2.3.2 satisfaz as pro-
priedades desejadas. 
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