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Variational principles associated with Komkov’s class of boundary value 
problems are discussed. A remark is made concerning the necessary conditions 
for an extremal behaviour of the basic functional or potential. The results 
are illustrated by deriving the potential for a class of problems involving 
‘mixed’ boundary conditions. 
1. INTR~OUCTI~N 
Let H, and H6 be real Hilbert spaces of vector valued functions defined on 
some compact connected subset Q of En with a smooth boundary X2. The 
inner products on H,, and Hd are denoted by (,) and (,) respectively. A linear 
operator A maps H, into Hm . The domain of A is dense in H, and we assume 
that an operator A* is defined on Hd , mapping Hb into H, , where A* is the 
formal adjoint of A such that 
(~3 A*+), = (4 +>a + flu> hm - (1) 
Here f(~, 4) is a bounded functional defined with respect to the set XI. 
The Cartesian product space H = H, x Hd has elements denoted by h = ($) 
and is a Hilbert space for the inner product (,} defined by 
where 
hi = (2) ) i = 1,2. 
Let W(Y, $) be a twice FrCchet differentiable functional defined on H. Then 
the class of boundary value problems considered by Komkov [3] is described 
by the canonical equations 
A*tj=g in Q, 
Au = aw in 
a4 
Q , 
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subject o the boundary condition 
g(u, 4) = 0 on LB. 
In (3) and (4) partial derivatives denote F&chet derivatives. 
(5) 
2. VARIATIONAL PRINCIPLES 
The variational significance of systems of the form (3), (4) was first observed 
by Noble [4] and formulated in abstract erms by Rail [S]. In addition, 
Noble [4] indicated how certain boundary conditions could be included in the 
theory, and this work was followed up by Komkov [3] and others [I, 21. The 
basic problem is to find a functional I(u, #) whose stationary behaviour will 
coincide with the solution (a,$) of (3) and (4) subject o (5). 
Following Noble [4] and Komkov [3] we introduce afunctional I(u, (6) of 
the form 
Q4 4) = 04 A*f$), - W(u, h! + qu, h? I (6) 
= (Au, h-2 - w4 a2 + {W 4) + f(% a%2 , (7) 
where r(u, (b) is a functional, asyet unknown, in which u and 4 are restricted 
to the set LY2. We assume that I(u, 4) is twice FrCchet differentiable. Then 
from (6) and (7) we obtain the FrCchet derivatives 
g = (A*$ -g 
Q 
+ (2& 3 
A necessary condition for a stationary behavior of I(u, 4) is that 
ar -= 
au 
0, I = 0, 
a+ 
which, by (8) and (9), imply 
(8) 
(9) 
(10) 
A”# =g in Q, 
Au =LW a+ in Q, 
ar 0 au= 
on aQR, 
$-+tj$=O on asz. 
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Equations (11) and (12) agree with (3) and (4), and we require (13) and (14) 
to be equivalent to (5). At this point Komkov [3] assumes that g(u, 4) in (5) 
belongs to H, and so equates (13) and (5) by taking 
However this assumption may not be convenient and the details of F(u, 4) 
depend of course on the precise nature of g(u, 4). This point is taken up 
again in Section 3. 
To conclude more about the functional Z(u, #) we consider the second 
Frechet derivative 
The following conditions are necessary for an extremal behaviour of Z(U, 4): 
(a) The matrix (16) must have the symmetry property [6] 
(4 , Z”J%) = w, 9 &!I (17) 
for all Zz, , ha E H. 
(b) The signs of the diagonal elements of (16) must remain constant in 
some neighbourhood of the extremal point (ii, c$) E H. 
We find that condition (a) is satisfied if 
and 
(20) 
The symmetry conditions (18) and (19) were given by Komkov [3], but the 
condition (20) onf(u, 4) d oes not appear to have been stated before. If we 
define the operators a,, and uA* by 
?f 
OA = m  9 OA 
*- w 
-zi-zp (21) 
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then (20) may be written as 
f(% hm = (u, u,*4h2 = <UAU, C>an . 
Condition (b) is satisfied if 
(22) 
and 
are of constant sign in some neighborhood of (z&J). 
3. AN APPLICATION 
The foregoing theory is concerned with boundary value problems described 
by the canonical equations 
where 
Cut A*@, = (Au, d>n + (u, u,*hm , 
subject to the boundary condition 
(26) 
g(u, 4) = 0 on ZL (27) 
In this section we shall be more specific about the boundary condition (27) 
and take g(u, 4) to be of the form 
where gr(+) E H,, , gs(u) E H, , and a& + aQ2, = XI. Then, if (13) and (14) 
are to agree with (27) and (28), we must have 
g + u,u = I0 
on 8%) 
&.(u) on aQ, . (30) 
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By direct integration we find from (29) and (30) that 
Q4 4) = (us MimJf2, + C(4), 
and 
qu, 4) = (54 g&))an, + w.4 - (4, u,u>an 3 
where for consistency 
t%gdb))an, + Cl+) = (d,&tU))an, + 44 - <+,UAU>~SJ 
(31) 
(32) 
(33) 
As an example, consider the case when 
at4 = - UA *(t$ -&) = 0 on LX&, 
g2(u) = UA(U - UB) = 0 on w , 
where 4s and zc, are prescribed functions. Then (33) implies that 
C(4) = - (4, s&an,, 
and 
(34) 
(35) 
Hence, from (31) 
(36) 
(37) 
The basic functional I(u, 4) for the variational problem associated with the 
boundary value problem (25), (34) and (35) is therefore, by (6) and (38), 
If the expressions (23) and (24) are of opposite sign in a neighbourhood 
of (zi, q$, then (zi, 4) is a minimax point of I(u, 4) and the associated comple- 
mentary variational principles can be found in the manner described by 
Noble [4] and Rall [5]. In this way we can obtain bounds associated with a 
number of boundary value problems which arise in mathematical physics. 
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