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1 Overview
Ever since the first theoretical description of domains and domain walls by Weiss, more
and more effort was put into this field of research. In the beginning, the formation of
domains and domain walls on the surface of bulk materials was experimentally investig-
ated and theoretical models developed. The two prototypical domain wall types, namely
Bloch and Ne´el walls, were discovered and already interesting details were investigated,
e.g., zigzag patterns in Bloch walls [1]. At about the same time an explanation for
a small net ferromagnetic moment in some antiferromagnetic materials was developed:
The Dzyaloshinskii–Moriya interaction [2, 3]. With the possibility to grow thin films
more details about domains and their walls were revealed. For example at IBM Re-
search – Zurich the transition from Ne´el to Bloch walls via cross-tie walls in in-plane
magnetised materials was investigated on a wedge of NiFe [4]. Shortly after, models
for the newly discovered physics were developed, e.g., a theory to explain the Ne´el –
Bloch wall transition [5] and a theory about domain walls in the limit of one dimension
[6]. With further improvements in the quality of thin films and especially measure-
ment techniques earlier hidden features were discovered, as for example the Ne´el cap
of Bloch domain walls in bulk materials [7]. Additionally, newly fabricated small mag-
netic structures, e.g., nanowires or nano stripes, showed several new domain wall types,
e.g., vortex walls, anti-vortex walls, symmetric and asymmetric transverse walls, and
allowed controlled displacements of domain walls along the wires by magnetic fields or
spin-polarised currents. Also the wide accessibility of computers and free micromagnetic
simulation software helped to understand the physics of domain walls. Recently the
Dzyaloshinskii–Moriya interaction was rediscovered as its effect in thin films and small
structures can be significant. For example, it changes the energetically preferred domain
wall type and introduces a chirality for domain walls [8–11]. Such stabilised domain
walls can have much higher wall velocities than without this interaction [12].
Still, the rich physics of domains and domain walls need yet to be fully understood. In
this thesis we address this by imaging domains and domain walls by spin-polarised scan-
ning electron microscopy in three different magnetic material systems. Spin-polarised
scanning electron microscopy is a powerful technique for that purpose because it allows
the direct probing of the magnetisation in a specimen with the spatial resolution of a
scanning electron microscope which is around 10 nm in our system.
The following chapter is devoted to the basic theoretical background necessary to un-
derstand the experiments. A brief discussion about the spin-orbit interaction highlights
the importance of this interaction for the field of magnetism. A section about domain
walls reminds the reader about the domain wall types in perpendicularly magnetised
materials. Finally the Dzyaloshinskii–Moriya interaction and its influence on domain
walls are discussed.
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Chapter 3 details the experimental set-up, in particular the spin-polarised scanning
electron microscopy tool used for our experimental investigations. We look at how we
measure the magnetisation of a specimen, in order to correctly interpret the recorded
magnetic patterns. It turns out that it is often crucial to be capable to determine all
three magnetization components. To this end, we have built a “spin rotator”, i.e., an
extension to the microscope which allows us to measure all three components of the
magnetisation vector.
In the following chapter, differently arranged stacks of nickel and iron on top of the
(100) surface of copper are investigated. The magnetic materials are evaporated in-situ
onto the copper crystal which guarantees a high purity of the ferromagnetic materials.
The domain walls in this system with perpendicular magnetisation are imaged and we
find Ne´el, Bloch and intermediate domain walls. From the results we can conclude
that the symmetry is broken in such a way that a chiral interaction is obtained, i.e.,
Dzyaloshinskii–Moriya interaction. We estimate the strength of this interaction and
compare our results with literature values.
Chapter 5 deals with perpendicularly magnetised nanowires, which exhibit distinct do-
main wall types depending on the geometry. Nanowires with different width are shaped
out of a sputtered cobalt/nickel multilayer by an electron beam lithography process. The
transition of the domain wall type in the nanowires is investigated by direct imaging of
the wall structure. We discover an achiral intermediate wall type that is unpredicted by
established theoretical models. With the help of micromagnetic simulations, the forma-
tion of this novel wall type is explained. We discuss why this intermediate wall should
occur in all perpendicularly magnetised materials for appropriate wire dimensions and
we exclude Dzyaloshinskii–Moriya interaction as a possible cause for this novel wall type.
Finally, in chapter 6, three-dimensional magnetic cobalt structures are investigated,
which are the first step towards three-dimensional, extended, magnetic spin ice networks.
We show that two-photon lithography in combination with electroplating is capable of
producing large arrays of three dimensional magnetic structures in the submicrometre
range by imaging the domain pattern in these structures. Additionally, we show how a
detailed analysis by spin-polarised scanning electron microscopy can be used to improve
the production process of samples.
2 Background
2.1 Spin-Orbit Interaction
One of the most famous examples of spin-orbit interaction is the fine structure, i.e. a
splitting in the energy levels of the atomic shells which was discovered by the splitting
of spectral lines in the optical emission spectra of alkali metals in the first quarter of
the 20th century. As the name suggest the spin-orbit interaction couples the electron
spin angular momentum S to its orbital angular momentum L, which are merged to
a combined quantum number: The total angular momentum J . Spin-orbit coupling
can be derived from the Dirac equation (without any additional assumptions) [13]. The
Hamiltonian of the spin-orbit interaction is defined as [14, 15]
H = ξ S ·L (2.1)
where ξ is called spin-orbit parameter or coupling constant. The coupling constant
depends strongly on the radius of the atomic shell, the atomic number Z and which
electrons are considered, e.g., when considering only the outer shells the parameter
increases with Z4 for elements with the 3d shell being the most outer one, while in
average over all elements it increases with Z2 [15].
Additionally to the fine structure the spin-orbit interaction is responsible for several
phenomenon. For this work very important is the scattering of electrons at nuclei. The
differential scattering cross section of an electron beam with polarisation P is given by
[13]
σ = I (1 + SP · nˆ) , (2.2)
where I is the scattering amplitude, S the Sherman function and nˆ the unit vector
perpendicular to the scattering plane. We will discuss this so called “Mott scattering”
in a semi-classical picture in subsection 3.2.1. However, we can already draw important
conclusions from this formula: First of all the scattering is spin dependent, and second
only electrons with polarisation vector components perpendicular to the scattering plane
get scattered in this plane, therefore only two components of the polarisation vector can
be scattered in one plane.
The spin-orbit interaction plays also an essential role in magnetism. For example,
since the scalar product in Equation 2.1 vanishes for a parallel alignment of spin and
angular momentum, one can easily see that this is the preferred state. In magnetic
crystals where the orbital moment prefers to lie along a specific lattice direction this
gives rise to the magnetocrystalline anisotropy energy.
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2.2 Domain Walls
The formation of domains results from the interplay of the anisotropy and the demag-
netisation energy (also called shape anisotropy). In a ferromagnet the anisotropy energy
is minimal when the magnet is magnetised homogeneously, however, this creates strong
fringing fields. These fields can be kept small by the formation of magnetic domains
with the magnetisation pointing in different directions. The transition from one domain
to another happens continuously and is called a domain wall. In ferromagnetic materials
two prototypical domain wall types exist: The magnetisation can either rotate perpen-
dicularly to the domain wall cross-section, i.e., a Bloch wall, or in the cross-section, i.e.,
a Ne´el domain wall, as sketched in Figure 2.1 for a perpendicularly magnetised material.
Throughout this work the coordinate system for domain walls will be the same, if not
y
Ne´el wall
x
z
Bloch wall
x
Figure 2.1: Sketch of the two prototypical domain wall types in perpendicularly magnet-
ised materials, with arrows representing the magnetic moments. The upper
sketches picture the magnetisation in the xy-plane, i.e., the view from the
top. The bottom ones show the magnetisation in the xz -plane, i.e., the cross-
section of the wall. The magnetisation in a Ne´el wall rotates in the xz -plane,
while the magnetisation in a Bloch wall rotates in the yz -plane.
otherwise stated, i.e., the cross-section of a domain wall will be the xz -plane and the
magnetisation of a Bloch wall will point along the y-direction.
The rotation can also happen as a combination of the two prototypical types: A
“intermediate” domain wall as shown in Figure 2.2. For the purpose of classifying the
walls we introduce the azimuthal (in-plane) angle ψ (magnetic moment angle) of the wall,
which we define by tan(ψ) = my/mx, where mx,y,z are the components of the reduced
magnetisation m = (mx,my,mz) = M/|M |. Therefore we have Ne´el walls for ψ = 0
or 180◦, Bloch walls for 90 or 270◦, and intermediate domain walls for all other angles.
Because it is unambiguous we mention the “Bloch” (Ne´el) component of a wall when
talking about my (mx). When a wall has a Ne´el component we can define a chirality, i.e.,
an unambiguous classification of the rotation direction. We define the chirality of a wall
with the in-plane magnetisation direction pointing towards a domain with negative z -
component as right-handed. For example the Ne´el wall in Figure 2.1 shows a left-handed
chirality, while the intermediate wall in Figure 2.2 shows a right-handed one.
The width dw of a domain wall is given by the equilibrium between exchange and
magnetocrystalline anisotropy. In the one-dimensional (1D) model the energy associated
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Figure 2.2: Sketch of a intermediate domain wall.
with the formation of a Bloch wall with a gradual changing magnetisation in an infinite
extended perpendicularly magnetised film is [16]
Ew = 4
√
AKu, (2.3)
where A is the exchange constant and Ku the magnetocrystalline anisotropy constant.
The energy is minimal for a domain wall width
dw = pi
√
A/Ku. (2.4)
When we want to determine the energy of also Ne´el and intermediate domain walls
we need to take into account the shape anisotropy, which is lower in the case of a Bloch
wall compared to a Ne´el wall. Therefore, the energy difference σ which is caused by
the magnetostatic shape anisotropy Ks of the wall depends on ψ. We assume that the
domain wall width dw is independent of the wall type. Additionally, we replace the
exchange stiffness A with an expression derived from Equation 2.4 and assume that
the magnetic material thickness t is small compared to the characteristic length of the
exchange interaction [17], which is equal to the (reduced) domain wall width ∆ = dw/pi.
Thus the energy difference is [9]
σ =
2dwKs
pi
cos2(ψ) = 2∆Ks cos
2(ψ), (2.5)
where Ks = Nxµ0M
2
s /2 with Nx = t ln(2)/dw being the demagnetisation coefficient of
the wall [17].
In our experiments we measure the components of the reduced magnetisation. The
components of the profile of a domain wall in a perpendicularly magnetised material is
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in the 1D model [18]:
mx(x) = cos(ψ)/ cosh
(
x− x0
∆
)
,
my(x) = sin(ψ)/ cosh
(
x− x0
∆
)
,
mz(x) = tanh
(
x− x0
∆
)
,
(2.6)
where x0 is the centre of the wall. With this domain wall profile we fit our measurements
to determine the domain wall width ∆ and the azimuthal angle ψ.
2.3 Dzyaloshinskii–Moriya Interaction
In the middle of the 20th century researchers found an interesting behaviour in Fe2O3
[19], MnCO3 and CoCO3 [20]: These materials are antiferromagnetic, however, a weak
ferromagnetic component can be detected. This provoked Dzyaloshinskii [2] to come up
with a phenomenological explanation based on the symmetry breaking in the crystal,
which favours a small canting of the magnetic moments, which in turn results in weak
ferromagnetism. Moriya [3] picked this up shortly after and developed a quantum-
mechanical theory, which led to the name Dzyaloshinskii–Moriya interaction (DMI). It
is an exchange interaction based on spin-orbit interaction, which, following the rules
of Moriya, only appears in materials with a non-centrosymmetric structure. Therefore
DMI is also referred to as antisymmetric exchange interaction [14]. In order for DMI to
arise, the symmetry of a system has to be broken. Crystals are usually highly ordered
and structured and therefore a symmetry breaking in the bulk seems unreasonable.
However, the examples Fe2O3, MnCO3 and CoCO3 show, indeed, that DMI can origin
from symmetry breaking in bulk crystals. For example in Fe2O3 the spins slightly tilt
out of the (111) plane, making an angle of 10−4 rad with the plane. The tilting results
in a spontaneous magnetic moment of 0.04 % of the nominal value [2].
An appearance of DMI in centrosymmetric crystals is also possible due to, for example,
stress or applied magnetic or electric fields. However, the resulting chiral magnetic
couplings could be very weak in bulk materials [21]. Especially pseudomorphically grown
materials with a strain gradient are predestined for a bulk DMI, as the inhomogeneous
stress gets released by misfit dislocations, creating a symmetry breaking at each layer. A
theoretical investigation of three differently strained layers of body centred cubic (bcc)
iron (Fe), indeed, showed the appearance of DMI in this system [22].
The symmetry breaking can, for example, also take place at the interface to a non-
magnetic material. Fert et al. [23] investigated this with their so called “3-site mechan-
ism”, which considers the interaction of two nearest neighbour magnetic moments with
an adjacent non-magnetic atom. It is not only restricted to interfaces, for example it
can also be applied to a magnetic material which is doped with non-magnetic atoms.
In general, the energy associated with Dzyaloshinskii–Moriya interaction of two spins
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Si and Sj for the atomic bond ij can be expressed as follows
Eij = dij · (Si × Sj) , (2.7)
where dij is the DMI vector [24]. Because of its antisymmetric nature the DMI constant
changes sign for a commutation of Si and Sj .
In a film where the DMI is created at the interface of the magnetic and adjacent layer
the DMI vector can be expressed as uij × zˆ, where uij is the unit vector pointing from
site i to site j and zˆ is the direction normal to the film. The DMI vector therefore lies
in the plane, favouring one in-plane magnetisation direction. A direct consequence of
Equation 2.7 is a canting of adjacent magnetic moments. Whether the direction of the
canting of the two spins is towards or away from each other depends on the relative
direction of dij and Si × Sj . This results in a given rotation sense for a system –
a chirality is introduced. In perpendicularly magnetised systems a sufficiently strong
DMI results in the appearance of pure Ne´el domain walls, for weaker DMI intermediate
domain walls appear. In order to estimate the DMI we average the DMI vector over the
whole sample and get an effective DMI constant D. Note that when D is given with a
negative value it indicates pointing in the opposite direction. With this simplification
we can add a DMI term to the domain wall energy of (Equation 2.5) [9]:
σ = 2∆Ks cos
2 (ψ)− piD cos (ψ) . (2.8)
In order to find the azimuthal angle for a given D we need to minimise the energy with
respect to ψ, which results in the static solution [9]
cos(ψ) =
piD
4∆Ks
for pi|D| ≤ 4∆Ks
= sign(D) for pi|D| > 4∆Ks.
(2.9)
As shown in Figure 2.3, in infinitely extended perpendicularly magnetised films without
DMI the preferred domain wall type is a Bloch domain wall. By introducing DMI the
magnetic moment in the wall starts to rotate towards the Ne´el configuration. This
transition happens gradually and stops at a critical value
Dc = 4∆Ks/pi, (2.10)
after which the domain wall does not change further. If we include the formulas for Ks
and Nx in Equation 2.10, we get an equation which is independent on the domain wall
width:
Dc =
4∆t ln(2)µ0M
2
s
2pi2∆
=
2t ln(2)µ0M
2
s
pi2
(2.11)
Modifications of the domain wall energy also causes other effects: Earlier it was found
that the width of domains depends on the domain wall energy [25–27]. The DMI,
therefore, also alters the size of the domains in a given system. The domain width W
can be approximated as follows [27]:
W = xt exp
(
σ
µ0M2s
)
, (2.12)
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Figure 2.3: The magnetic moment angle ψ versus the DMI constant for a domain wall
width ∆ = 10 nm and a magnetostatic shape anisotropy Ks = 600 kJ m
−3
calculated with Equation 2.9.
where x is a factor depending on the domain structure. For stripe domains it has the
value x = 0.955.
3 Spin-Polarised Scanning Electron
Microscopy
The first utilization of electrons to overcome the resolution limits of light imaging tech-
niques was achieved in 1931 with a transmission electron microscope (TEM) [28]. A
TEM uses a focused electron beam to scan over a sample while the electrons trans-
mitted are detected. The electrons interact with the material they pass through and
therefore the intensity of the electron beam depends on the topography and material
composition of the specimen’s surface. The same is true for reflected electrons, which
was experimentally demonstrated shortly after [29]. This was the starting point for the
development of scanning electron microscopy (SEMs). However, it took more than 30
years until technical advances allowed a resolution of about 10 nm to be achieved [30].
Even though spin dependent scattering of electrons on a nucleus was already discussed in
1929 by Mott [31], in 1984 the fist time a so called “Mott analyser” was used as detector
in an SEM to analyse the electron spin [32]. This combination is nowadays referred to
as a spin-polarised scanning electron microscope (spin-SEM) [33] or scanning electron
microscope with polarisation analysis (SEMPA) [34].
3.1 Scanning Electron Microscopy
In a SEM an electron beam is scanned over the surface of a sample. The signal acquired
in various detectors is then mapped to the beam position, in this way micrographs are
constructed. In our ultra-high vacuum (UHV) system we use a “UHV Gemini Electron
Column” to create the electron beam. When the beam of electrons (so called primary
electrons) hit the specimen they can interact with the coulomb field of the electrons and
nuclei of the specimen, resulting in elastic and inelastic scattering. This interaction is
the origin of multiple signal sources, e.g. secondary electrons, back-scattered electrons,
Auger electrons and x-rays. Electrons which get absorbed by the specimen can be
measured as “absorbed” current, which yields another signal source. The absorbed
current is highly sensitive to changes in the chemical potential and therefore ideal to
identify different materials. In our set-up we make use of the absorbed current and the
secondary electrons, which are electrons which were expelled by inelastic scattering with
a primary electron.
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3.2 Mott Analyser
Electrons carry the information of the specimen’s magnetisation in its spin: Their mag-
netic moment is
m = −gµB
~
S, (3.1)
where g is the g-factor, µB the Bohr magneton and ~ the reduced Planck constant.
When the electrons of the 3d subshell, which carry the magnetisation information, leave
the sample they keep their spin orientation. In metals the mean free path of electrons
is 1 nm [35]. Therefore only secondary electrons created in the top view monolayers of
the specimen can escape. Thus, if we can analyse the polarisation of these electrons we
know the magnetisation at the sample’s surface. For the purpose of separating electrons
depending on their spin, Mott [31] discussed scattering them on the nucleus’ Coulomb
field of heavy atoms. This spin-obit interaction based process is nowadays referred to
as “Mott scattering”, and is used in so called “Mott analysers”. For the purpose of
scattering the secondary electrons get focused by electron optics to form an electron
beam, whose spin polarisation as well as intensity depend strongly on the secondary
electron’s energy as shown in Figure 3.1.
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Figure 3.1: The intensity and polarisation of secondary electrons created at the surface
of Ni(100) and Ni(110) versus their kinetic energy, recorded at a primary-
electron energy of 600 eV. Figure from [36].
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3.2.1 Principle and Geometry
The secondary electrons get accelerated towards a thin foil of heavy atoms such as gold.
Because of its high energy the electrons penetrate deep into the Coulomb field of the
atoms and interact with their nuclei. In a semi-classical picture the positively charged
nucleus moves in the rest frame of the electron towards the electron, creating a circular
inhomogeneous magnetic field, which gets stronger towards the core [35]. The energy E
of a magnetic moment µ in a magnetic field H is E = −µ ·H, thus the force the field
applies to the moment is given by the negative gradient of the energy:
F = ∇ (µ ·H) (3.2)
An electron with magnetic moment down (spin up) passing the nucleus on the right-hand
side will have its moment aligned antiparallel to the field, and therefore will get pushed
towards decreasing fields, i. e. the right-hand side. If the electron passes on the left-
hand side, magnetic moment and magnetic field will be parallel and the electron will get
pushed towards increasing fields, which is also the right-hand side. Therefore electrons
with magnetic moment down get deflected to the right-hand side. Correspondingly,
electrons with magnetic moments up will get pushed to the left, thus separating spin
up and down electrons [35]. The electron beam is not only carrying the information of
up and down magnetisation, but the correct orientation of the magnetisation in three
dimensions. In our semiclassical model one component of the magnetic moment is aligned
perpendicular to the magnetic field lines of the moving nucleus, thus the force vanished
because the scalar product in Equation 3.2 vanishes, therefore only two components of
the magnetisation can be analysed simultaneously. In a quantum-mechanical point of
view the scattering process is based on spin-orbit interaction. One then investigates
the scattering in a scattering plane, in which one is also limited to scatting of two
components. In our system we use a gold foil to scatter the electrons. We detect the
back scattered electrons with detectors every 90◦. Thus allowing us to determine two of
the three vector components of the magnetisation. We have set up our system so that we
can detect the out-of-plane and one in-plane magnetisation component. By rotating the
sample by 90◦ around the surface normal or by rotating the electron spin in a controlled
way with a so called “spin rotator” we then can address the second in-plane component
if needed.
3.2.2 Signal Processing
The spin polarisation P of an electron beam is defined as
P =
n↑ − n↓
n↑ + n↓
, (3.3)
where n↑ and n↓ are the number of spin up and spin down electrons, respectively. In
practice a lot more needs to be taken into account. The two biggest sources of a falsified
spin polarisation are a beam which does not hit the gold foil perfectly perpendicularly,
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and a beam which does not hit the foil in the centre of the four detectors. Therefore one
usually measures in the detectors the left-right scattering asymmetry
A =
NL −NR
NL +NR
, (3.4)
where NL and NR are the number of electrons scattered to the left and right side,
respectively. The spin polarisation can then be determined with a so called effective
Sherman function S
P =
A
S
. (3.5)
This function has to be determined for each Mott detector. There are several methods of
doing so, for example by measuring an electron beam with known polarisation [37]. This
has been widely discussed in literature, therefore I may refer the reader to [13, 37–39].
Since we usually measure at least two domains with opposite magnetisation direction
(P → −P = P ′) we can simplify the calculation and at the end the polarisation is given
by
P =
1
S
(
X − 1
X + 1
)
, (3.6)
where X =
√
NLN ′R/NRN
′
L and N and N
′ are the number of detected electrons in
the corresponding detector (left or right) for two domains with opposite magnetisation
[38]. Examples of a spin-polarised micrographs are shown in Figure 3.2. A positive
25 µm
Figure 3.2: Intensity and spin-polarised micrographs of the surface of an Fe whisker.
The image on the left-hand side shows the sum of all detectors in the Mott
analyser, which is effectively the intensity of the electron beam arriving at
the Mott detector, while the others show the polarisation determined by the
corresponding detector pairs. The magnetisation (spin) direction is displayed
in a right-handed coordinate system, with white (black) representing the
positive direction, which is indicated by the arrow for the magnetisation.
The spin polarisation – also called magnetic contrast – is 15 % (−15 %) for
the white (black) area.
(negative) spin polarisation in a right-handed coordinate system is indicated by black
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(white) regions. We decided to indicate the magnetisation direction with arrows for
each polarisation direction. The same coding is used throughout the whole thesis. The
polarisation in Figure 3.2 is 15 % (−15 %) for the white (black) area. When talking
about images we also refer to the polarisation as magnetic contrast.
3.3 Spin Rotator
Besides the low efficiency of Mott detectors - approximately only every thousandth elec-
tron gets scattered into the backward direction [13] - also the detection of only two
components of the magnetisation vector can be a problem. For example if magnetic
structures should be investigated which have magnetisation components in all directions
or if only one of the two important spin directions can be addressed simultaneously. Par-
ticularly in our set-up samples with only in-plane components required to be measured
twice, the second measurement could be only done after a mechanical rotation of the
sample. A mechanical rotation of the sample can be problematic, because it introduces
mechanical drift, which fades only with time. Additionally when measuring with high
magnification on thin films, the topography does not allow for easily finding the same
spot again. However, acquiring all three magnetisation components, without a mech-
anical rotation can be achieved either with a second Mott analyser or a so called spin
rotator [40–42].
3.3.1 Principle and Simulation
A spin rotator works after the principle of a Wien filter with crossed electric and magnetic
fields. It rotates the electron’s spin without deflecting the electron path. The magnetic
field is used to rotate the spin of the electron due to Larmor precession. The principle
is sketched in Figure 3.3. The rotation angle α can be calculated as follows [40]
α =
leB
mev
, (3.7)
where l is the distance the electron travels through the magnetic field, e the electron
charge, B the absolute value of the magnetic induction B, me the electron mass and v
the velocity of the electron. Since the electron is a charged particle it gets deflected in
the magnetic field by the Lorentz force
F L = −ev ×B. (3.8)
Since the path of the electrons should not be altered an electric field E is used to
counteract the magnetic induction. This means the total Lorentz force has to vanish:
F L = −e (E + v ×B) != 0 (3.9)
This yields for the electric Field
E = −v ×B. (3.10)
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Figure 3.3: The principle of the spin rotator. An electron with spin S and velocity
v passed through a magnetic field B of length l. The electron spin gets
rotated due to Larmor precession. An electric field E is used to compensate
the deflection of the electrons by the magnetic field. At the exit the electron
leaves the spin rotator with a spin rotated by an angle of α.
Thus in order to compensate the effect of the magnetic and electric field on the electron
path they must be perpendicular to each other and of the right strength. Even though
the principle is rather simple designing a spin rotator is challenging, because at the
entrance and exit of the spin rotator fringing fields exist. These fringing fields can
change the spin and momentum of the electrons. For this purpose Kohashi et al. used
electrodes with a “hyperbolically curved surfaces” and tapered edges, “which creates an
ideal electric field for a stigmatic focusing effect” [41]. Their spin rotator was design to
be 80 mm× 80 mm× 80 mm in size, in our system however there was not enough space
for a spin rotator of these dimensions, therefore we adapted the design and shrunk it to
50 mm×50 mm×50 mm. We simulated an electron beam passing through the new design
with the simulation software SIMION [43]. The simulation showed that it is possible to
reduce the dimensions without losing the focusing effect as shown in Figure 3.4.
3.3.2 Calibration
After completely assembling the spin rotator, the strength of the magnetic induction
in the middle between the two coils was tested. Therefore a Hall probe was fixed in
the middle and a current through the coils was applied and measured. Fitting the data
yields a slope of
B/I = 5.14 mT A−1, (3.11)
where B = |B|. From our simulations we expect to need around 6 mT for a 90◦ rotation
of the electron spin, which results in a calculated I = 1.17 A.
The spin rotator was inserted just in front of the Mott analyser. We oriented the
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Figure 3.4: On the left-hand side a 3D drawing of the spin rotator. The electric field
is created by the left (blue) and right (turquoise) curved electrodes. The
magnetic field is created by the top and bottom coils, which are represented
here as red and orange blocks. In the background the electron beam exits
into the electron optic, leading to the Mott analyser. The electron optics in
front of the spin rotator is not shown. In the middle the top view of the left
image. It shows the simulated electron beams paths with different starting
positions and angles as blue traces. On the right-hand side an image of the
build in spin rotator is shown. The electrons arrive through the cylinder in
the back.
spin rotator so that the created magnetic field points along the y-component of the
electron spin. Since the rotation of the electron spin in the fringing fields can not be
calculated exactly we needed to experimentally determine it. For this purpose we used a
perpendicularly magnetised sample and measured the spin polarisation while increasing
the electric and magnetic fields of the spin rotator step by step. Due to the magnetic
field the spin of the electron gets rotated, decreasing and increasing the detected out-of-
plane and in-plane component, respectively. In this case the detected spin polarisation
depends on the magnetic field inside the spin rotator in the following way
P (B) = P0 cos (α) = P0 cos
(
leB
mev
)
, (3.12)
where P0 is the beam polarisation when perfectly align with the detector axis. We know
that the magnetic induction and therefore the rotation angle is directly proportional to
the applied current I, which simplifies the formula to
P (I) = P0 cos(cI), (3.13)
where c = leBmevI . We measured the spin polarisation at the same position on the sample
for different applied currents, as shown in Figure 3.5. By extracting the polarisation and
plotting it versus the applied current we can fit the zero crossing, i.e., a 90◦ rotation, as
shown in Figure 3.6. The fit yields for the zero crossing I = 1.17 A, which perfectly fits
our calculations based on the simulations.
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Figure 3.5: Spin-polarised micrographs of a perpendicularly magnetised sample at the
same position for different applied currents. The out-of-plane component
vanishes at around 1.14 A, after which the magnetic contrast reverses. The
images were filtered with a Gaussian filter to enhance the contrast.
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Figure 3.6: Spin-polarised micrographs of a perpendicularly magnetised sample at the
same position for different applied currents at the spin rotator.
3.4 Sputter Removal
Scattering of the secondary electrons in paramagnetic material can lead to a loss of
the spin polarisation. It is therefore crucial for spin-SEM to have as less as possible
paramagnetic material on top of the specimen. For example when a sample is exposed
to air a lot of unwanted particles (dirt) will deposit on the surface. In order to remove
the dirt particles we use a sputter removal process. A so called “sputter gun” creates a
flux of ions which are directed towards the sample to be cleaned. The ions collide with
the surface atoms of the specimen and sputter them off. After the cleaning process we
can check the material composition of the upper two nanometres with Auger electron
spectroscopy in a target area.
As source for the ions we use an inert gas, however the ionising process can vary
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depending on the requirements of the sputter process. When high sputter rates – the
speed at which material is removed – are required a plasma is used as ion source. The
plasma has a high density of ionised atoms, resulting in a high beam current (≈1 mA).
For lower sputter rates we use thermal electron emission to emit free electrons, which
then ionise the inert gas in the space around it. The resulting beam current is much
lower (≈1 – 15 µA) than the one from “plasma guns”.
The sputter rate depends not only on the number of electrons, but also on the energy of
the electrons. The ion energy is set by an acceleration voltage, which varies from a view
eV to several keV. The more energy the ions have the more destructive gets the sputter
process, because the initial collision will erupt more energy and the ions penetrate deeper
into the surface, thus colliding with more atoms. This results in rougher surfaces, which
are preferable avoided for our purposes.
In our system we have tree different sputter removal guns: One plasma gun and two
thermal electron emission guns. While the plasma gun and one of the electron emission
guns (“top gun”), create a broad ion beam, which illuminates the whole sample, the last
gun creates a focused ion beam (“focused gun”). The focused beam can be controlled
with two deflection plates. By mapping the absorbed current, to the position of the
beam an absorbed current micrograph can be constructed, allowing us to sputter only
in a target area. The ion dose rates for the different guns are 8 mC m−2 s, 23 mC m−2 s
and 2.3 C m−2 s for the focused gun, the top gun and the ion gun, respectively.
4 DMI in Perpendicularly Magnetised Thin
Films
Even though nickel (Ni) or Fe on copper (Cu) are very well studied systems, their do-
main walls in the perpendicularly magnetised regime have never been investigated. This
is mostly due to the fact that most magnetisation imaging techniques lack the resolu-
tion to resolve domain walls. In addition, theory predicts only Bloch domain walls in
perpendicularly magnetised films independent of their thickness (without DMI in the
system), rendering high resolution imaging of domain walls “uninteresting”. In perpen-
dicularly magnetised Fe/Ni/Cu(100) and Ni/Fe/Cu(100), however, chiral Ne´el domain
walls have been found recently, which leads to the conclusion that Dzyaloshinskii–Moriya
interaction must be present in these systems [44]. These findings are surprising since
DMI is based on spin-orbit interaction and thus its strength scales with the spin-orbit
parameter [23], which in turn is proportional to the atomic number to the power of four
[15]. Fe, Ni and Cu have relatively low atomic numbers of 26, 28 and 29, respectively,
which results in a small spin-orbit parameter compared to for example platinum (Pt),
which is commonly used to create DMI in magnetic systems. However, when a sizeable
DMI is present in Fe/Ni/Cu(100) and Ni/Fe/Cu(100) one can possible also expect one
in similar systems, e.g. Ni/Cu(100). In perpendicularly magnetised systems the pres-
ence of DMI changes the preferred domain wall type from Bloch to intermediate or even
Ne´el depending on its strength. When the DMI is created at the interface its energy
contribution to the walls stays constant when increasing the magnetic layer thickness,
other energy terms, however, change with the material thickness, which results in a van-
ishing contribution of the DMI to the domain walls for thicker magnetic materials. Our
goal was to image domain walls in perpendicularly magnetised thin films and to directly
identify a DMI contribution by analysing their wall type. We successfully did so by
investigating Ni, Ni/Fe, Fe/Ni and Fe/Ni/Fe of different thicknesses on top of Cu(100)
by spin-polarised scanning electron microscopy. For Ni/Fe/Cu(100) we found chiral Ne´el
walls independent of the Ni thickness, therefore a strong DMI must be present. In the
other systems we found chiral Ne´el domain walls for Ni thicknesses up to ≈3 nm and
Ne´el, Bloch and intermediate walls above, revealing a weaker DMI compared to the
Ni/Fe/Cu(100) system.
4.1 Sample Preparation
We use a Cu single crystal, which is recycled by removing old material by ion sputtering
and then annealing at 870 K, which is necessary to get rid of the roughness created by the
sputtering process. After thoroughly cleaning, the desired material can be deposited on
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top. In our set-up we use thermal evaporation at room temperature for that purpose. At
room temperature Fe grows on top of Cu in a face centred tetragonal (fct) ferromagnetic
phase for up to 0.7 nm†, which undergoes a transformation to face centred cubic (fcc)
antiferromagnetic Fe for temperatures of 320 K and above. This antiferromagnetic order
has a Curie-temperature of 250 K, thus being a paramagnet at room temperature. This
antiferromagnetic fcc phase also exists between 0.7 nm and 2.0 nm at room temperature.
For even thicker Fe a bcc ferromagnetic order forms with in-plane magnetisation [45].
Ni on Cu(100) grows in a fct ferromagnetic phase, the magnetisation is in-plane up
to 1.2 – 1.8 nm [46–48], where a spin reorientation transition (SRT) takes place, turning
the magnetisation into the out-of-plane direction. The thickness of Ni at which the SRT
occurs can be controlled by temperature [49, 50], and, to a certain degree, by the atomic
terraces of Cu, which in turn can be controlled by the annealing conditions [48].
The origin of the reorientation is the interplay between shape anisotropy Ks and
magnetocrystalline anisotropy K. The former prefers an in-plane magnetisation while
the latter can prefer in- or out-of-plane magnetisation depending on the Ni thickness.
The magnetocrystalline anisotropy can be split up into a thickness-independent volume
part KV and a thickness-dependent surface contribution KS/t, where t is the thickness.
For thin Ni KV favours an out-of-plane magnetisation and KS an in-plane one [51].
In this thesis we stick to the convention that a positive constant favours out-of-plane
magnetisation while a negative one favours in-plane magnetisation, i.e., KV > 0, KS < 0
and Ks < 0. For thicknesses below 1.2 nm, K
S/t together with the shape anisotropy
Ks outweigh K
V , i.e., KV + KS/t + Ks < 0, thus the film is in-plane magnetised.
Above this thickness, |KS/t| gets too small and the magnetisation turns in the out-of-
plane direction. The origin of KV favouring out-of-plane magnetisation is the lateral
expansion of Ni on top of Cu(100) by 2.5 %, because a strain induced expansion of the
lattice leads to a magnetic easy axis perpendicular to the strain axis [51]. The strain
induced by the pseudomorphic growth starts to get released by misfit dislocations above
a critical thickness [46, 52], which varies between 1.5 nm and 1.9 nm [47, 52], but even
then still a partially pseudomorphic growth is present [53, 54]. The continuing strain
relaxation is responsible for a lowering of the volume anisotropy KV , which is visible in
a decline in the perpendicular magnetocrystalline anisotropy, which starts at around 2.6
– 3.5 nm [47, 51]. When KV gets too small to outweigh KS/t + Ks a second SRT can
be observed, turning the magnetisation back into the plane. The thickness where the
second SRT happens varies in literature between 6.0 nm [53] and 9.8 nm [47].
We evaporated Ni as a wedge by using a sliding shutter while evaporating. The Fe was
usually evaporated as a thin layer, but sometimes also as a wedge. After evaporation we
used Auger electron spectroscopy to analyse the surface. The spectra showed only small
impurities of carbon (C) and sometimes negligible amounts of oxygen (O). From the peak
heights of the evaporated material and the substrate one can calculate the thickness of
the evaporated material. This was used to evaluate the rate of the evaporation and the
wedge’s slope. The rates were between 1 nm/h and 3.6 nm/h for Ni and 0.6 nm/h for
†For all thickness values in literature which were given in monolayer we used a monolayer spacing of
0.178 nm for Fe and 0.175 nm for Ni for the conversion to nanometre.
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Fe. By controlling the speed of the sliding shutter we created Ni wedges with slopes
varying between 1 and 4 nm/mm, resulting in a maximum Ni thickness of 7.2 nm. The
thin underlaying Fe layer was between 0.1 nm and 0.2 nm thick, while the wedge had
a maximum thickness of 0.3 nm. For the top Fe layer Auger spectra analysis showed
a thickness of ≈0.2 nm but also contamination with ≈0.4 nm C, which results in an
inaccurate determination of the thickness. The measurements for the underlying Fe
layer yielded (0.11± 0.01) nm. However, nominally the top and bottom Fe layer were
evaporated under similar conditions, only a ∼13 K higher crucible temperature during
the second evaporation was noticed which can not explain such a big discrepancy, thus
we assume that the layers are equally thick and the difference in the measurements is
related to contamination.
4.2 Domain Walls in Ni/Cu(100)
We imaged domain walls in 1.6- to 6.5-nm-thick Ni, which exhibits a perpendicular mag-
netisation. Interestingly we found domain walls showing the magnetisation configuration
of Bloch, Ne´el and intermediate walls. For thin Ni up to 4 nm imaged domain walls had
very weak magnetic in-plane contrast, even though in the out-of-plane component no
significant difference to thick Ni was found. Within the experimental uncertainties the
images in this thickness range revealed only Ne´el domain walls, one example is shown in
Figure 4.1.
500 nm
Figure 4.1: Spin-polarised micrographs of a Ne´el type domain wall in 2.2-nm-thick
Ni/Cu(100). The Ne´el component of the domain wall has a right-handed
chirality. The graphs were filtered with a Gaussian filter for better visib-
ility and the position of the domain wall extracted from the out-of-plane
component was indicated by the blue line.
Domain fluctuations as observed recently [55] could cause a reduction of the in-plane
contrast, while the out-of-plane component distant from the domain wall would remain
the same. The in-plane component in Figure 4.1 is about 10 to 15 % of the out-of-plane
value. If we describe fluctuations around the domain wall with a normal distribution,
a standard deviation ten times bigger than the domain wall width will be necessary to
reduce the in-plane contrast to about that level. However, the domain wall will appear
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significantly wider (more than a factor 10), which will be easily detectable in the out-
of-plane component. Additionally domain wall fluctuations seem to appear mainly at
specific positions of the domain wall not along its whole length [55]. A similar argument
holds for domain fluctuations between two distinct pinning sites. If the pinning sites
are laterally distinguishable with the spin-SEM we will measure two domain walls with
their in-plane polarisations summing up to 100 % of the out-of-plane value and again
a wide domain wall in the out-of-plane component. When the pinning sites are not
distinguishable the signals will overlap and the value of the polarisation will get closer
to the out-of-plane value. Therefore we can exclude domain wall fluctuations as the
origin of the reduced magnetic contrast. We have not figured out another possible cause
yet, thus the low in-plane contrast remains an open question.
For thicker Ni we found in addition intermediate and Bloch like domain walls. Due to
weak magnetic contrast an exact determination of the magnetic moment angle ψ of the
wall was not possible, however, within the experimental uncertainty we can distinguish
between Ne´el, Bloch or intermediate domain walls. Nevertheless, the discovery of any-
thing else than a Bloch wall can only be explained by assuming that DMI is present in
the system or by the presence of a vicinal surface, which changes the symmetry of the
anisotropy from a four-fold to a two-fold one.
We were able to exclude the latter case by rotating the Cu crystal by 90◦ before
evaporation and repeating the experiment. The orientation of the magnetisation in the
domain wall showed no dependence on the crystallographic axis of the crystal. Addi-
tionally, we also measured domain walls of the same type perpendicularly orientated to
each other. Thus DMI must be responsible for the creation of Ne´el and intermediate
domain walls in Ni/Cu(100). By analysing the spin-polarised micrographs shown in Fig-
ure 4.2 one can identify a domain wall with in-plane components in both directions - an
intermediate domain wall. The Ne´el component of this wall as well as all other walls
500 nm
Figure 4.2: Spin-polarised micrographs of an intermediate domain wall with a strong
Bloch component in 6.2-nm-thick Ni/Cu(100). The Ne´el component of the
domain wall has a right-handed chirality. The images were filtered with a
Gaussian filter for better visibility.
measured show right-handed chirality, which is another strong indication for DMI in the
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system as discussed in section 2.3.
4.3 Domain Walls in Ni/Fe/Cu(100)
Interfacial DMI strongly depends on the interface where layers meet. By inserting dif-
ferent materials at the interface one can manipulate the DMI constant and therefore
force a different behaviour of the domain walls. We added Fe at the interface between
Ni and Cu. This was done recently for thin films with Ni between 0.18 and 1.75 nm
and Fe between 0.23 and 0.45 nm, where a right-handed chirality for Fe/Ni/Cu and a
left-handed chirality for Ni/Fe/Cu was discovered [44].
We imaged domain walls at Ni thicknesses between 1.6 and 6 nm. All investigated
domain walls were Ne´el type with a right-handed chirality, e.g. Figure 4.3. Since DMI
1 µm
Figure 4.3: Spin-polarised micrographs of two Ne´el domain walls close to the SRT in
Ni(1.6 nm)/Fe(0.1 nm)/Cu(100). The domain walls have a right-handed chir-
ality. The images were filtered with a Gaussian filter for better visibility.
energetically prefers Ne´el domain walls, the DMI constant here must be larger than for
Ni/Cu(100). Surprisingly, the constant has a different sign, i.e., the walls have a different
chirality, than in earlier measurements [44].
4.4 Domain Walls in Fe/Ni/Cu(100) and Fe/Ni/Fe/Cu(100)
In order to learn more about which interface plays the dominant role we investigated
the systems of section 4.2 and section 4.3 with additional 0.11 nm Fe as a top layer.
Fe/Ni/Fe/Cu(100)
In Fe/Ni/Fe/Cu(100) we imaged domain walls between 2.8-nm- and 5.1-nm-thick Ni. For
2.8-nm-thick Ni we found a Ne´el domain wall, while for thicker Ni we found intermediate
and Bloch type domain walls. Ne´el and intermediate domain walls showed a right-
handed chirality, which is the same as in Ni/Cu and Ni/Fe/Cu. In Figure 4.4 a domain
wall at 3.3-nm-thick Ni is shown. Both in-plane components show a clear signal at the
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400 nm
Figure 4.4: Spin-polarised micrographs of an intermediate domain wall at a Ni thickness
of (3.3± 0.2) nm in Fe/Ni/Fe/Cu(100). The domain wall has a right-handed
chirality. In the x -component the out-of-plane component is slightly visible,
which we attribute to a small misalignment of the sample. The graphs were
filtered with a Gaussian filter for better visibility.
position of the domain wall, i.e., the domain wall type is intermediate with a right-handed
chirality. The Ni is now sandwiched by the same material, namely Fe, therefore to first
approximation no interfacial DMI is expected because the system is now symmetric.
Even if the top Fe would be a bit thicker a reverse chirality is expected compared to
Ni/Fe/Cu(100).
Fe/Ni/Cu(100)
In Fe/Ni/Cu(100) a reversed chirality to Ni/Fe/Cu(100) is expected, if the DMI is a
result of the Ni/Fe interface, as suggested in recent experiments [44]. However, as shown
in Figure 4.5 we find walls with the same chirality as in all our other experiments, i.e.,
400 nm
Figure 4.5: Spin-polarised micrographs of a intermediate domain wall in Fe/Ni/Cu(100).
The Ni at this position was (4.8± 0.3) nm thick. The wall shows a right-
handed chirality. The graphs were filtered with a Gaussian filter for better
visibility.
a right-handed chirality. Additionally, we fit the domain wall profile with Equation 2.6.
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Therefore we rotate the scans until the domain wall is parallel to the y-axis, then we take
the average magnetisation along the y-direction, which results in an averaged linescan
across the domain wall. The data as well as the fits are shown in Figure 4.6. In order to
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Figure 4.6: Averaged linescans across the domain wall of Figure 4.5 and their corres-
ponding fit. The fit yields a domain wall width ∆ = (6.2± 0.8) nm and an
azimuthal angle ψ = (142± 6)◦.
take the finite resolution of the microscope into account we assumed a Gaussian beam
profile while fitting, i.e., we used as fitting function a convolution of the components mi
and a normal distribution (f(x) = (2piσ2)−1/2 exp(−x2/2σ2)) with a standard deviation
σ. We find for the domain wall width ∆ = (6.2± 0.8) nm and for the azimuthal angle
ψ = (142± 6)◦.
The addition of Fe at the top surface has no significant effect on the domain wall
structure compared to Ni/Cu(100). When the DMI created at the Fe/Ni interface would
be of the same strength as at the Ni/Cu(100) interface but of different sign, the formation
of Bloch domain walls is expected, since the effect of both interfaces cancels out. If the
DMI would have the same sign, similar behaviour as in Ni/Fe/Cu(100) is expected.
Thus, most likely the Fe/Ni interface creates no or very little DMI.
4.5 Domain size
As briefly discussed in section 2.3 the size of the domains depends on the magnetic
material thickness: The closer the material thickness is to the SRT the smaller the
domains get. This behaviour shows an exponential dependence on the material thickness.
A typical domain formation near the SRT is shown in Figure 4.7. We used this image to
determine the average domain size in dependence of the material thickness. Therefore
we divided the actual length of the red lines by the number of domains along them to get
the average domain width. Since we know that the domain width depends on the energy
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Figure 4.7: Out-of-plane domain pattern close to the SRT, which is at a total magnetic
material thickness of 2.00 nm. The material stack here is Ni/Fe/Cu(100), the
underlying Fe layer is (0.14± 0.06) nm thick. Dividing the length of the red
lines by the number of domains for each of them yields the average domain
size. The total magnetic material thickness is shown next to the lines.
of the domain wall we can calculate the DMI. When we insert the domain wall energy
σ = 4
√
AKeff−piD in Equation 2.12 and use the parameter for the stripe domain phase
we get
W = 0.955t exp
(
4
√
AKeff − piD
µ0M2s
)
. (4.1)
We can calculate the effective anisotropy with Keff = K
V +KS/t−µ0M2s /2 [27], where
KV = (30± 3) µeV/atom [47] is the bulk anisotropy constant, and KS the surface
anisotropy constant which will be used as fitting parameter. In order to estimate the
exchange stiffness we take the bulk values of Ni ANi = 8.2 pJ m
−1 [56] and AFe =
25 pJ m−1 [57] and weight them by their relative thickness, i.e., A = (ANitNi +AFetFe)/t,
where tNi, tFe and t are the thicknesses of Ni, Fe and their sum, respectively.
Similarly we estimate the saturation magnetisation Ms. In order to do so we use the
magnetic moments determined in literature to calculate Ms. Even though in literature
for thin films usually a value of the saturation magnetisation equal to the bulk value is
assumed, early Hall resistance measurements [58] of Ni as well as recent x-ray magnetic
circular dichroism measurements of Ni [59] and Fe [60] on Cu(100) suggest that the
saturation magnetisation changes for thin films. Srivastava et al. [59] found for 0.75-
nm-thick Ni a magnetic moment of µNi = (0.3±0.1)µB, where µB is the Bohr magneton,
which is less than 50 % of the bulk value µNi,bulk = 0.64µB. For Fe on the other hand a
magnetic moment µFe = (3.71 ± 0.1)µB was found for 0.68-nm-thick Fe by Dunn et al.
[60] which is a significant increase compared to the theoretical value µFe,theory = 2.78µB
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for fcc Fe. The Fe layer in our case is only 0.1 nm, thus we choose µFe = (3.71± 0.1)µB
for our calculations.
Which value we should chose for Ni is ambiguous, most likely (0.3± 0.1)µB is too low
for our 4.8-nm-thick Ni as the growth is not pseudomorphic anymore. The bulk value is
probably too large, because strain is still present in the system and therefore the bulk
crystal order is not yet reached. We use these two values to estimate a minimal (Ms,min)
and maximal (Ms,max) saturation magnetisation as follows:
Ms = n
µ
a3
= n
µNitNi + µFetFe
ta3
, (4.2)
where µ is the magnetic moment, a the lattice constant and n the number of atoms per
unit cell. In order to account for the different thicknesses of Fe and Ni we weight their
magnetic moments by the relative magnetic material thickness. We assume that the DMI
originates at the interface, where the growth is still fully pseudomorphic, therefore we use
the lattice constant of fcc Cu a = 361.49 pm of a unit cell containing four atoms. Thus
we calculate for the saturation magnetisation Ms,min = 4 ·µ/(361.49 pm)3 = 290 kA m−1
and Ms,max = 552 kA m
−1. Finally we can fit the data points as shown in Figure 4.8. As
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Figure 4.8: Average domain size vs. the combined magnetic material thickness of Fe and
Ni. The experimental data is displayed as points, whereas the fits are the
continuous lines.
fitting parameters only KS and D are left, whose values acquired by the fit are summar-
ised in Table 4.1. The results show that the model does not work for our measurement
as the errors are much larger than the values themselves. Note that the fit gave better
results when a positive KS was allowed, however, in perpendicularly magnetised Ni KS
has to be negative. The model probably failed because the domain size was too big, or
in other words the data points too far from the SRT and the model is only valid in close
vicinity to the SRT. The resolution of the image was not sufficient enough to determine
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Table 4.1: Fitting results for domain width vs. magnetic material thickness
D (mJm−1) KS (mJm−2)
µNi = 0.3 1± 5 -0.3± 1.3
µNi = 0.64 0.7± 2.8 -0.02± 0.77
the domain size closer to the SRT. Therefore we need dedicated measurements with
higher resolution close to the SRT. Fitting the data with another approach [61] also did
not yield reasonable results.
4.6 Discussion and Conclusions
Investigation of perpendicularly magnetised thin films and stacks of Fe and Ni on top of
the Cu(100) surface revealed chiral intermediate and Ne´el domain walls in addition to the
Bloch walls predicted by theory. We ruled out a crystallographically preferred direction
of the Cu crystal, which would influence the domain wall type. The different wall types,
therefore, can only be explained by the presence of DMI in the system. Even though
DMI was found already in thin Ni/Fe/Cu(100) and Fe/Ni/Cu(100) [44] this is somewhat
surprising since DMI was mostly observed in systems with layers of heavy atoms, e.g.
Pt, because the spin-orbit parameter scales with the atomic number to the power of
four. The relative light elements Fe, Ni and Cu cause in theory only a weak DMI. Chen
et al. [44] found a DMI arising at the interfaces of Ni/Fe/Cu(100) and Fe/Ni/Cu(100)
causing pure Ne´el walls with a left-handed and right-handed chirality, respectively. In
our case we find intermediate and Ne´el domain walls in up to 7-nm-thick Ni. However,
a weak interfacial DMI presumably would have negligible influence at such ticknesses.
Additionally, the sign of D we found is opposite to [44]. An experiment with a thick
underlying Fe layer similar to the thickness of Chen et al. still resulted in a opposite
chirality. The Ni thickness was larger than the one from Chen et al., but it is unlikely
that with increasing Ni thickness the sign of D changes. Furthermore, first experiments
in which we replaced Fe by cobalt (Co) also showed a right-handed chirality.
Even though the sign of the DMI is opposite we can compare its absolute value. In
our set-up only a few methods for the determination are applicable. Unfortunately,
a method by domain expansion [62, 63] was hindered by the strong pinning potential
at the surface. An estimate via the domain size yielded imprecise results, probably
related to the date points being too far from the SRT. Additionally, an estimate for
intermediate walls with the critical value of the DMI Dc = 2t ln(2)µ0M
2
s /pi
2 as defined
in Equation 2.11 can be made. As an example we use the domain wall in 4.8-nm-thick
Ni from Figure 4.5 and its fitted parameters (Figure 4.6), namely the domain wall width
∆ = (6.2± 0.8) nm and the azimuthal angle ψ = (142± 6)◦, which is equivalent to
(38± 6)◦ for our considerations.
We use the values of the saturation magnetisation Ms,min = 290 kA m
−1 and Ms,max =
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552 kA m−1 (as calculated above) in Equation 2.11 to calculate
Dc,min = (0.071± 0.005) mJ m−2 and
Dc,max = (0.26± 0.02) mJ m−2.
Note that the errors are related to the uncertainty in the material thickness, but since
the largest error is caused by the choice of the magnetic moment we will omit the errors
in the following. The difference for this two extreme cases is large, which shows us
already that it is crucial to know all the material parameters as precisely as possible
to give a good estimate of D. For further considerations we use the mean value of
Dc = (Dc,min + Dc,max)/2 = 0.17 mJ m
−2. For intermediate domain walls D can be
calculated via the magnetic moment angle ψ, i.e., D = Dc cos(ψ) [9], which results in
D = 0.13 mJ m−2 for Fe(0.1 nm)/Ni(4.8 nm)/Cu(100). Interestingly, when we compare
that to the exchange stiffness A = 9.3 pJ m−1 of our system we find that Da/2 =
0.23 fJ m−1 is about 400 times smaller. Nevertheless it has a significant influence on the
energy landscape and can disturb the parallel alignment preferred by the Heisenberg
exchange interaction.
Chen et al. [44] found a value D = 0.12-0.17 meV per atom. Even thought their Fe
and Ni layers are both thinner than 2 nm they use bulk values of the magnetic moments
for the estimate of D, i.e., µFe = 2.6µB and µNi = 0.6µB. To compare our DMI value
with theirs we recalculate D with these values, i.e., D = (0.17± 0.02) mJ m−2, and per
atom D = (0.17± 0.02) mJ m−2 · (361.49 pm)2/2e = (0.069± 0.005) meV, where the “2”
in the equation arises from two atoms per unit cell. Even though our value is “only”
50 % off the value of Chen et al., and therefore suggests that we are in good agreement,
Chen et al. underestimate their value while we most likely overestimate it due to the
bulk magnetic moments.
The discrepancy in the absolute values of D might result from the different interfaces.
We use less than one monolayer of Fe at the top and in between Ni and Cu. In the
case of Ni/Fe/Cu this should probably be considered as Ni/Ni1−xFex/Cu, which could
probably explain the enhancement of the DMI we found in our experiments. In the case
of Fe/Ni/Cu the few Fe atoms on the top apparently have a negligible effect. In the case
of Fe/Ni/Fe/Cu there are two different interfaces, which is probably why they do not
compensate each other.
All these considerations are based on the assumption that the DMI is created at the
interface. However, the symmetry can also be broken in the volume. Since we see misfit
dislocations for thick Ni and no misfit dislocations for thin Ni there must be a structural
symmetry breaking. Depending on in which direction the symmetry is broken DMI arises
in a specific direction. We can use the rules of Moriya to determine in which direction
the DMI is pointing [3]. If the symmetry is broken along the wedge direction, then
the DMI vector will lie in the plane perpendicular to this direction. If the symmetry is
broken along the sample normal, the DMI vector will lie in the plane. This is the same
direction as a DMI created at the interfaces of the different materials. Such a symmetry
breaking could be created by a strain varying from atomic layer to atomic layer. Recent
calculations for three layers of bcc Fe with a difference in strain from layer to layer of
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0.1 % resulted in a DMI value of 0.035 meV per atom [22]. If we compare this to our
estimate of Dc,min = 0.03 meV we see that this theory could explain why we still observe
intermediate domain walls for thick Ni. Calculations for fct Fe and Ni on Cu(100) could
shed light on our results.
5 Bloch to Ne´el Wall Transition in
Perpendicularly Magnetised Nanowires
In perpendicularly magnetised films without Dzyaloshinskii–Moriya interaction the pre-
ferred domain wall type is Bloch independent of the film thickness as discussed in
chapter 4. In in-plane magnetised materials the domain wall type depends on the
thickness of the material [5, 6]. In the 1D model the transition happens abrupt, but
already Aharoni [6] realised that this is due to limitations by the one-dimensionality of
the model, since in a certain thickness range cross-tie domain walls form [5]. Also other
domain formations like continuous asymmetric deformations [64] and zigzag patterns [1]
can be observed.
In out-of-plane magnetised materials the domain wall type can be changed from Bloch
to Ne´el by laterally confining the wall. This was done in flat nanowires (nanostripes)
by adding constrictions [65] or by shrinking the dimensions [66–68], i.e., decreasing the
thickness or width of the nanostripes. Measuring the anisotropic magnetoresistance
(AMR) of nanostripes with and without domain wall was the only experimental work
about the Bloch to Ne´el wall transition. The authors repeatedly compared the resistance
of two wires, one with a domain wall and one without a wall. They found for wire widths
of 59 nm and below a difference in the resistances and attributed this to the appearance
of Ne´el walls [66]. A direct observation of this transition in real space is missing. Both
Bloch and Ne´el walls were observed in thin films by spin-polarised scanning tunnelling
microscopy [69], in a multilayer by spin-polarised low-energy electron microscopy [44],
and in nanowires by optically monitoring the Zeeman shift of the electron spin in a
nitrogen-vacancy defect in diamond [70].
In collaboration with the Condensed Matter Physics Group of Bryan Hickey from the
School of Physics and Astronomy of the University of Leeds we investigated perpen-
dicularly magnetised Co/Ni multilayer systems. The results of the investigations were
summarised in a manuscript and published recently [71]. Our goal was to directly image
the Bloch to Ne´el wall transition in nanostripes by spin-polarised scanning electron mi-
croscopy. Therefore we confined the Co/Ni multilayer system to wires of different width
by structuring with electron-beam lithography. We found a Ne´el wall in a 57-nm-wide
wire, Bloch walls in wires above 92 nm width and an intermediate domain wall in a 70-
nm-wide wire. The appearance of an intermediate wall can only be explained by a trans-
ition which happens by continuously rotating the magnetic moment angle ψ from Bloch
to Ne´el configuration, unpredicted by established theoretical models. We corroborate
this finding by comparing it to micromagnetic simulations and analysing the individual
energy contributions, which also helps to exclude the existence of Dzyaloshinskii–Moriya
interaction in our system.
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5.1 Structural and Magnetic Characterisation
A Co/Ni multilayer as magnetic material was chosen because the magnetic proper-
ties can be tuned by changing the thicknesses of the individual layers, the number
of repetitions i and the adjacent non-magnetic layers. As basis we used the stack
Pt/Co/[Ni/Co]i/Pt(3 nm)/Ta(5 nm)/SiOx(6 nm)/Si, which we modified by varying the
number of repetitions i, the thicknesses of the individual layers in the multilayer stack
and the thickness of the upper Co and Pt layer. After the growth we characterised the
magnetic properties of the samples with superconducting quantum interference device
(SQUID) and magneto-optical Kerr effect (MOKE) measurements and the layer thick-
nesses with low-angle x-ray diffraction. SQUID and MOKE were used to verify the
magnetic easy-axis and to estimate the perpendicular anisotropy Ku and the saturation
magnetisation Ms. We used the results as first estimate because the samples which were
intended for structuring were laterally to big for a precise SQUID measurement.
Prior to magnetic imaging, the samples were sputtered with a xenon ion beam of 1 keV
energy at normal incidence and a beam dose of ≈ 1.7 C m−2 in order to remove one nano-
metre of the Pt capping layer. We controlled the sputtering process by monitoring the
material composition of the surface by Auger electron spectroscopy. Nevertheless, the
sputtering also results in an inevitable atomic scale mixing, which reduces the perpen-
dicular anisotropy. We sputter cleaned a sample and removed it from the UHV system
after capping it with gold to measure Ms and determine Ku after sputtering. The results
for Pt(1.5 nm)/Co(0.55 nm)/[Ni(0.7 nm)/Co(0.4 nm)]3 were a saturation magnetisation
of (5.7± 0.2)× 105 A m−1 and a perpendicular anisotropy of (2.5± 0.4)× 105 J m−3.
5.2 Structuring
The nanowires were created from a film by physical etching through a mask, which
was fabricated by electron-beam lithography (EBL) and lift-off. A sketch of the pro-
cess is shown in Figure 5.1. As basis a silicon (Si) substrate covered with the stack
including the Co/Ni multilayer was used (Figure 5.1 (a)). As first step the sample
was thoroughly cleaned with acetone followed by isopropyl alcohol (IPA). A positive
electron-beam (e-beam) resist (polymethyl 2-methylpropenoate (PMMA) AR-P 672.02)
was homogeneously coated on top of the sample in a spin coater (40 s at 4000 rpm),
resulting in a 70-nm-thick layer of resist (Figure 5.1 (b)). Subsequently the sample was
baked at 180 ◦C for 30 min to remove the anisole, which acts as carrier liquid for the
PMMA. Targeted areas were exposed to a dose of ≈400 mC cm−2 by scanning with a
100 keV electron beam. The resist in the exposed areas was removed by first developing
the sample in a 1:2 mixture of Methyl isobutyl ketone and IPA, second cleaning the
sample in IPA and third by 400 W oxygen plasma ashing for 20 s (Figure 5.1 (c)). The
material for the mask, i.e. 15 nm of Al, was deposited by thermal evaporation, covering
the whole sample and thereby filling the holes (Figure 5.1 (d)). N-Methyl-2-pyrrolidone
was used in a 30 min lift-off process at 110 ◦C to remove the remaining resist and thereby
th Al on top of the resist (Figure 5.1 (e)). The top few nanometres of the material were
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Figure 5.1: Sketch of the different steps of the EBL process. (a) Si substrate covered
with the material to be patterned, i.e., the stack with the Co/Ni multilayer.
(b) A thin layer of e-beam resist was spun on top with a spin coater. (c)
Areas of the resist were exposed to an electron beam and developed. (d) Al
was deposited. (e) After a lift-off process only the Al remains on top of the
material stack. (f) The structures after etching and cleaning.
then striped by unidirectional ion milling. In order not to damage the magnetic material
the milling parameters were chosen such that after the process a bit Al remained, which
was then removed by dipping the samples for 20 s into AZ 400K optical resist developer
(Clariant) (Figure 5.1 (f)).
We created different shaped structures, e.g., squares, triangles, and most importantly
different sized bow-tie shaped nanowires (see Figure 5.2). These were intended for trap-
ping the domain wall close to the centre of the constriction upon application of an
alternating perpendicular field to inject domain walls from adjacent large pads.
1 µm
Figure 5.2: SEM image of bow-tie shaped magnetic nanowires attached to a large pad.
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5.3 Bloch Walls in Extended Square Structures
When investigating the domain wall type in dependence of lateral dimensions one has
also to consider the case of an infinite plane (film). The domain wall type found here is
a first indication if Dzyaloshinskii–Moriya interaction prevails in the system. For that
purpose we measured domain walls in a 400 µm × 400 µm pad, which otherwise is used
to measure Auger spectra. The magnetisation components are shown in Figure 5.3.
300 nm
Figure 5.3: The magnetisation configuration in a 400 µm × 400 µm Co/Ni pad. The
position of the domain walls from the out-of-plane component extracted is
indicated by the blue lines. The magnetisation in the domain walls is always
pointing along the wall, i.e., only Bloch walls form.
The magnetic moment in the walls always points along the wall, i.e., we only found
Bloch domain walls. Additionally, we investigated the domain walls in smaller pads of
2.7 µm× 2.7 µm size (Figure 5.4). Even though the x -component is missing, the domain
1 µm 200 nm
Figure 5.4: On the left-hand side a SEM micrograph of pad made out of Co/Ni multilayer
with an area of 2.7 µm × 2.7 µm. The magnetisation configuration is shown
for the centre of the pad.
walls shown must be Bloch walls, because no magnetic signal is present at the positions
where the wall is aligned horizontally.
5.4 Domain Walls in Dependence of Wire Width
In order to investigate the Bloch–Ne´el wall transition we imaged domain walls in nano-
stripes with widths between 57 nm and 300 nm, in the following we will concentrate on
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200 nm
Figure 5.5: Scanning electron micrographs of a 70-nm-wide ferromagnetic “bow-tie”
nanowire. A domain wall is found at the narrowest part of the wire, where
also the wire width of 70 nm is measured. The wall has magnetisation com-
ponents in both in-plane directions. In addition, a slight canting of the do-
main wall is observed. The images of the in-plane component were Gaussian
filtered to highlight the domain wall.
the results from a of 70-nm-wide wire, which is shown in Figure 5.5. The wire width
was determined at the position of the domain wall directly from the scanning electron
micrograph with an uncertainty of 5 nm. The domain wall shown in Figure 5.5 has
magnetisation components in both in-plane directions, thus it is an intermediate domain
wall. A closer look also reveals that the domain wall is inclined by (11± 6)◦ with respect
to the wire’s cross section. We fitted the magnetisation components mi with the domain
wall profile from Equation 2.6 as shown in Figure 5.6. Similar to section 4.4 we assumed
a Gaussian beam profile while simultaneously fitting the profiles and we find σ = 13 nm,
λ = (11± 2) nm and ψ = (135± 5)◦ for the 70-nm-wide wire. For classifying the wall
type we restrict ourselves to angles between 0 and 90◦, e.g., ψ = (135± 5)◦ is equivalent
to ψ = (45± 5)◦. Therefore, in the following we will display ψ always as the smallest
multiple. A small asymmetry in the measurement of the my component is present, cor-
responding to a rotation of (5± 1)◦ of the secondary electrons, which we attribute to a
combination of a misalignment of the sample normal with respect to the detector axes
and spin rotation through the electron optics.
Similarly, we fitted the profile of the domain walls in a 57-nm, a 93-nm and a 300-nm
wide nanowire as shown in Table 5.1. We observe Bloch walls in nanowires of 93-nm
Table 5.1: Results of fitted domain wall profiles
Nanowire width (nm) λ (nm) ψ (◦)
57 9± 2 5± 12
70 11± 2 45± 5
93 7± 2 90± 10
300 9± 2 89± 14
width and above, a Ne´el wall in the 57-nm and an intermediate wall in the 70-nm-wide
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Figure 5.6: The magnetisation profiles mi(x) (i = x, y, z) of the 70-nm-wide nanowire
as a function of the distance from the centre of the wall. The perpendicular
and in-plane magnetisation components were fitted with the 1D domain wall
model and considering the finite resolution of the microscope.
wire.
In the 1D domain wall model, the demagnetising energy determines whether a Bloch or
a Ne´el wall is the lowest energy state. Despite the fact that surface and volume magnetic
charges are arranged in a two-dimensional (2D) fashion, overall the demagnetising energy
can be considered as a transverse anisotropy which depends on the nanowire dimensions
[18, 66]. A consequence of the model is that the azimuthal angle changes discontinuously
as a function of the nanowire width and thickness [18, 68], contrary to our experimental
findings. The possible existence of a “mixed wall” was discussed by Aharoni [6] in the
context of in-plane magnetised films and discarded for the 1D case by a rigorous energy
minimisation of all possible configurations. However, he conjectured that wall types
with 2D spin arrangements with lower energy might exist, explaining, for instance, the
occurrence of cross-tie walls [5].
5.5 Micromagnetic Simulations
To overcome the limitations of the 1D model, we performed 2D micromagnetic simu-
lations. We used OOMMF [72] and mumax3 [73] not only because the calculations of
mumax3 are running on the graphics processing unit of the computer and are therefore
much faster than OOMMF which uses the central processing unit, but also in order to
exclude errors. A wire with a length of 1200 nm and a width varying from 20 to 500 nm
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was modelled with a cell size of 1 nm × 1 nm × 3.8 nm. The material parameters used
were Ku = 280 kJ m
−3, Ms = 570 kA m−1, and an exchange stiffness A = 12 pJ m−1.
For each of these simulations, the azimuthal angle was deduced from the relaxed energy
state, see Figure 5.7. As expected, we found Ne´el walls for narrow wires and Bloch walls
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Figure 5.7: Azimuthal angle ψ versus nanowire width extracted from micromagnetic sim-
ulations. Without DMI, the domain wall type is Ne´el (ψ = 0◦) for wires up
to 60 nm, whereas for wires starting from 98 nm, the type is Bloch (ψ = 90◦).
In the transition region ψ changes continuously. By introducing DMI, Ne´el
walls are stabilised, shifting the start of the transition towards wider wires
and preventing pure Bloch walls even in 500-nm-wide wires. Our measured
domain walls from Table 5.1 are included as data points.
for wide ones. The transition is not abrupt: ψ changes continuously between 60 nm and
98 nm, in agreement with our experimental findings. The width at which this transition
occurs depends on the values of the material parameters: We find that for larger Ms or
larger A the width gets larger, while for larger Ku it gets smaller.
In order to scrutinise the discrepancy between the analytical model and micromagnetic
simulations, a series of 2D simulations was run for a wire of 70-nm width. A line of spins
within the wall was kept fixed (sketch in inset in Figure 5.8), with the azimuthal angle
varying from 0 to 90◦ in increments of 1◦. The normalised energy of the system is
plotted in Figure 5.8. For all spins fixed along the entire width, the lowest energy state
is a Ne´el wall; no stable intermediate wall forms, despite the fact that the simulation is
2D. We then sequentially reduced the length of the line of fixed spins. In each series,
starting from the edges, more spins were freed until in the extreme case only the spin in
the centre cell was kept fixed. A pronounced energy minimum develops at a non-trivial
angle, i.e., an intermediate wall has formed. This proves that the intermediate wall is a
consequence of the 2D nature of a domain wall in perpendicularly magnetised wires.
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Figure 5.8: Normalised energy difference versus ψ for a 70-nm-wide wire. ψ was fixed
along a line in the y-direction in the centre of the domain wall (inset) and
varied between 0◦ and 90◦ in steps of 1◦. The length l of the line of fixed spins
varied from 70 nm (entire wire width) down to 1 nm (only cell at centre). The
energy is plotted as the difference to the Ne´el wall and normalised by the
energy of a single domain wire.
To highlight the difference energy contributions which are responsible for the lower
energy state in the 2D case we plot the uniaxial anisotropy, exchange and demagnetisa-
tion energy versus the position along the y-direction. We extract the mean energy along
the x -direction for a simulation with only the centre cell fixed (Figure 5.8 dark red line),
subtract the mean energy of a simulation with only one cell in y-direction and normalise
the difference to the mean energy of the whole wire with only one cell fixed. As shown
in Figure 5.9 the uniaxial anisotropy and demagnetisation energy towards the wire’s
edges decreases while the exchange energy increases. This means the spins tend to align
parallel to the edges in order to lower magnetostatic energy, similar to the formation of
a Ne´el cap at the surface of a bulk ferromagnet [7], and contrary to a tilted 1D wall.
In a perpendicularly magnetised ferromagnet, uniaxial anisotropy energy can be gained
by tilting the spins within the wall out of the plane. In in-plane magnetised materials,
such a tilting generally occurs by forming a C- or S-shaped spin arrangement [74], with
a slight preference for the C-type because of the more complete flux closure of the stray
field. Correspondingly, in our perpendicularly magnetised wire, a C-shaped arrangement
is set up along the wire’s cross section, as shown in Figure 5.10 (b). Within the wire
plane, a C-shape cannot evolve into the adjacent up/down magnetisation in a continuous
way, and hence an S-shape establishes itself, see Figure 5.10 (a), with an overall canting
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Figure 5.9: Difference in uniaxial anisotropy and exchange energy normalised to the
mean energy. The demagnetisation energy uses the red scale on the right-
hand side, while the uniaxial anisotropy and the exchange energy share the
black scale on the left-hand side. For each y-position the mean energy along
the x -direction was taken from a simulation where only the centre spin was
fixed (Figure 5.8 dark red line) and the energy of a simulation with only
one cell in y-direction (equivalent to the 1D model) was subtracted. The
energy difference ∆E was then normalised to the mean energy Emean of the
simulation with the centre spin fixed.
angle of the wall of ≈3◦. This inclination of the domain wall can also be seen in the
measurements of Figure 5.5 (b)–(c). The contour levels in Figure 5.10 (a) reveal that
the domain wall is slightly narrower at the edges than in the centre of the wire, illus-
trating that spins tilt out-of-plane, which reduces the uniaxial anisotropy energy near
the edges. The azimuthal tilting of the spin within the wall is thus a consequence of
the subtle interplay between anisotropy, exchange and demagnetising energy. The first
tilts the spins out of the plane, while the second keeps neighbouring spins as aligned as
possible. The third one balances the surface magnetic charges of the Bloch wall with the
volume magnetic charges of a Ne´el wall. We suspect that an analogous situation exists
in in-plane magnetised structures that are too small to support the wide extension of a
cross-tie wall. Then the curved and tilted walls proposed long ago [1] might form.
So far, we neglected another mechanism that can strongly influence the structure of
the domain wall: The Dzyaloshinskii–Moriya interaction [8, 9, 44, 63]. Strong DMI
has been observed in asymmetric Co/Ni multilayers [75]. It influences the Bloch–Ne´el
transition by expanding the Ne´el wall regime towards wider and thicker nanowires, so
that in films the preferred domain wall will be of Ne´el type or Bloch type with a strong
Ne´el component, i.e., a chiral intermediate wall.
In our wires, however, DMI is not the cause of the intermediate domain wall. First
of all, we find Bloch walls in extended square structures and in the film (section 5.3).
Second, from Table 5.1, we see that ψ = (90± 10)◦ in a 93-nm-wide nanowire and
ψ = (89± 14)◦ in a 300-nm-wide one. Within the experimental uncertainty, these walls
can be considered as Bloch walls with vanishing (or very small) Ne´el component. A Ne´el
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Figure 5.10: (a) Top view of a simulated intermediate domain wall in a 70-nm-wide
perpendicularly magnetised wire. The out-of-plane component is indicated
by colour graduation from blue (+z ) to red (-z ). The domain wall is slightly
wider in the centre than at the edges of the wire. (b) Cross-section view at
x = 0. The corresponding magnetisation direction is indicated with arrows.
At the wire edges, a rotation of the z -component of the magnetisation is
observed. It is opposite for opposite edges, leading to a slight canting and
an S-shape appearance of the wall. Overall, the wall is inclined by ≈3◦ with
respect to the wire’s cross section. Since no chiral interaction is involved an
inclination in the opposite direction is equally well possible, provided that
the magnetisation tilt is also mirrored at the yz -plane.
component induced by DMI would be considerably more pronounced. To substantiate
this, the micromagnetic simulations were repeated for wires with a DMI constant of
D = 0.04 mJ m−2, while keeping all other parameters the same. The results are shown
in Figure 5.7. The striking difference is that ψ deviates strongly from 90◦ even at very
large nanowire widths, for instance ψ = 74◦ for a width of 500 nm. For the curve shown
in Figure 5.7, we have deliberately chosen a very small value of D. The trend to favour a
Ne´el wall component is even more pronounced for higher values of D, which is reported
in material stacks similar to ours [75], until only chiral Ne´el walls are observed even in
films. Therefore, we exclude that the intermediate walls we observe are caused by DMI.
5.6 Summary/Outlook
In conclusion, we determined the structure of domain walls as a function of the width
of perpendicularly magnetised Co/Ni nanowires. Bloch walls prevail for wires wider
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than 90 nm, Ne´el walls for wires narrower than 60 nm. The transition is not abrupt,
contrary to expectations based on the commonly considered 1D model. We identified
walls in which the magnetisation direction is intermediate between the two prototypical
wall types. By micromagnetic simulations we showed that such a transition does not
require additional effective transverse fields or DMI. The subtle balance of the various
energy terms requires that the magnetisation configuration adopts a 2D distribution
across the wire width. In particular, the spins within the wall tilt out of the plane when
approaching the wire edge, in striking contrast to both a Bloch and a Ne´el wall. We
argue that this intermediate wall type is a general phenomenon that should occur in any
perpendicularly magnetised material provided the wire width is chosen appropriately.
This width depends on the material parameters and can be tuned by the perpendicular
anisotropy, saturation magnetisation, and exchange stiffness.
An overall inclination of the wall, which in our intermediate wall is a direct consequence
of the magnetisation tilt, was observed in domain-wall motion experiments [76, 77]. It
affects current-induced wall motion because of the induced wall pressure [78]. It was
proposed that this inclination can be exploited to deduce the DMI value [79]. With our
finding of an intermediate wall, one needs to carefully examine in each case whether
such an inclination is caused by DMI alone or whether an achiral intermediate wall –
unrelated to DMI – contributes.
It is remarkable that this new wall type has been overlooked for so long. In AMR
measurements of wires which supposedly show the appearance of Bloch and Ne´el walls
[66] we would also expect intermediate domain walls, provided the equilibrium state is
attained. ψ of the walls could vary depending on pinning potentials, thus we would
expect a normal distribution of the AMR in a histogram, not two distinct peaks for
only Bloch and Ne´el walls as shown and interpreted in Ref. [66]. In micromagnetic
simulations, the intermediate wall is missed if the starting configuration is a Bloch or a
Ne´el wall, as for instance in Ref. [67]: The energy landscape is too flat there. Analytical
approaches [68] captured the transition width accurately by developing sophisticated
models for the magnetostatic energy, but were also unaware of the existence of a lower-
energy 2D wall structure.
It would be interesting to investigate the consequences such continuous transition
regions have on effects that rely on the discrete Bloch-to-Ne´el transition, such as the
reported drastic reduction of the critical current in spin-transfer-driven domain wall
motion [18] or the deferral of the Walker breakdown to higher fields [67].
6 Three-Dimensional Co Structures
Magnetic artificial spin ice systems can be used to simulate real frustrated systems,
e.g., frozen water (water ice), and show interesting physics, e.g., “magnetic monopole
defects” [80]. Magnetic artificial spin ices consist of highly ordered magnetic structures,
e.g. square [81, 82] or kagome lattices (2D planar analogon of a honeycomb) [80, 83].
The order is chosen in such a way that at the conjunctions a frustrated magnetic state
appears. We refer to “frustration” when a system has several states with the exact same
energy, which leads to a non-trivial configuration. 2D artificial spin ice systems have
been studied widely, 3D systems, however, were barely and only recently investigated.
In collaboration with the group of Sam Ladak from the School of Physics and As-
tronomy at the Cardiff University (Cardiff UK) we investigated 3D Co structures of
different shapes and successfully imaged their magnetisation by spin-SEM. The idea is
to combine these 3D structures (e.g., Figure 6.1) to create complex, extended magnetic
networks, which then show frustration. Some results of this chapter are also used in a
manuscript which was recently accepted for publication [84].
5 µm
Figure 6.1: Array of early stage Co “tetrapods”. The bottom two legs are connected to
the substrate and make an angle of 30.5◦ with respect to it. At the vertex
two more legs are placed with their long axis perpendicular to the one of the
bottom ones, pointing upwards. The ellipsoidal cross-section of the wires is
a consequence of TPL.
The samples were fabricated by combining two-photon lithography (TPL) with elec-
trodeposition. The positive photoresist was spun onto a indium tin oxide (ITO)/glass
substrate. TPL was then used to expose a 3D pattern within the resist. By immers-
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ing the sample into a developer the exposed parts get removed, leaving behind hollow
cavities in the shape of the desired structures. The resist acts as “mould” in the elec-
trodeposition process, which fills the cavities with Co. Removing the rest of the resist
yields then 3D Co structures [84]. We started with simple structures, i.e. pillars, and
then worked towards tetrapod-like structures, with two wires (or “legs”) up in the air
and two legs connected to the substrate, making an angle of 30.5◦ with respect to it.
6.1 Multi-Domain State in Nano Pillars
Not only for the ease of fabrication but also for the imaging process it was favourable
to start with simple structures: To our knowledge no one before has ever imaged 3D
structures created by TPL with spin-SEM. We investigated samples consisting of arrays
of pillars with different diameter. Prior to imaging we used sputter removal to clean the
samples from C and O, which typically accumulate when exposed to air. In order to check
the effect of the sputtering we could not employ Auger electron microscopy, because the
area covered by the small 3D structures was negligible compared to the whole scanning
area, thus the Auger spectrum only showed peaks from the substrate. Therefore we had
to measure the structures in the spin-SEM without knowing the material composition
of their surface.
A Co pillar with a diameter of 1.6 µm at the top is shown in Figure 6.2. The meas-
1 µm
Figure 6.2: A Co pillar with a diameter of 1.8 µm at the top. The contrast in the magnet-
isation components is 8.5 %, indicating a well cleaned surface. The in-plane
magnetisation pattern shows a randomly distributed multi-domain state.
urement was taken after exposure to an ion dose of 186 C m−2, which is necessary to
clean the top surface thoroughly from resist. During acquisition the side walls of the
pillars change their shape. We attribute this unusual behaviour to remaining quantities
of resist being exposed by the electron beam of the spin-SEM. Even a long lift-off process
and intense plasma etching after the electroplating did not completely remove the resist.
The resist prevents magnetic imaging of the side walls, since sputter cleaning was not
possible there because of geometrical restrictions. The in-plane magnetisation pattern
at the top surface reveals a multi-domain state. A magnetisation along the long axis of
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the pillar in the bulk can not be excluded by this measurement since flux closure at the
top would also lead to an in-plane magnetisation as for example shown for Bloch domain
walls in in-plane magnetised Ni80Fe20 [7]. However, measurements of a pillar lying on
the ITO reveal also magnetic domains at the pillar’s side wall, as shown in Figure 6.3.
The magnetic contrast in the measurement of Figure 6.2 is 8.5 %, former measurements
of a clean, flat, in-situ grown Co surface in our set-up show values of 15 % [85] while a
Co film grown by electroplating shows 12 %. The discrepancy of the two films is most
likely related to the electroplating process itself, which does not allow such a high purity
Co as in-situ evaporation. The even lower contrast of the 3D pillars is probably related
to the resist, which potentially influences the Co during the growing process.
2 µm
Figure 6.3: A Co pillar with a diameter of 3.5 µm which lies horizontally on the ITO
substrate. The magnetisation is clearly not along the pillar’s long axis, as
revealed by the multi-domain state in the in-plane magnetisation component.
6.2 Multi-Domain State in Tetrapods
By reducing the dimensions of the structures tetrapods get more interesting since at the
vertex, the position where the four wires meet, a frustrated state could emerge from
single-domain wires magnetised along the long axis. We imaged tetrapods similar to
the ones shown in Figure 6.1, but with a significantly reduced feature size. The wires
had an elliptical cross-section with major and minor semiaxes of 0.89 µm and 0.66 µm,
respectively, and a length of 8 µm. The tedrapods were arranged in arrays of 300 µm
× 300 µm. The chemical composition was checked by energy dispersive x-ray analysis:
The structures consisted of 95.4 % Co, 4.25 % C and 0.26 % O. The sample was first
sputtered with the top sputter gun, whose ions hit the sample under 20◦ with respect to
the sample surface, thus cleaning also the sides of the tetrapods. During the sputtering
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process the sample was rotated three times by 90◦ at equidistant time steps, in order to
clean all sides equally. This procedure exposes the tetrapods to an estimated ion dose of
16 C mm−2. Additionally the sample was sputtered with the focused sputter gun, which
results in an additional ion dose of 20 C mm−2. A measurement of the area close to the
vertex is shown in Figure 6.4. Magnetic contrast is observed only at the top surfaces of
1 µm
Figure 6.4: Topography and spin-polarised micrographs of a tetrapod. Prior the imaging
the tetrapod was exposed to an ion dose of 36 C mm−2. The magnetisation
components reveal multi-domain states in the vertex and legs, with a mag-
netic contrast of 3.5 %. In the x -component a few 180◦ domain walls can be
observed, which seem to be characteristic for the vertex area.
the tetrapod. The tetrapod is in a multi-domain state in the vertex as well as in the
wires. At the vertex several 180◦ domain walls can be observed in the x -component of
the magnetisation. After applying a perpendicular magnetic field of 220 kA m−1 a new
set of 180◦ walls forms at the vertex. Therefore we conclude that this magnetisation
configuration is characteristic at the vertex of tetrapods of this size. The multi-domain
state in the legs shows that also here the magnetisation is not pointing along the long
axis, similar to the 3D pillars.
6.3 Challenges
As already mentioned in section 6.1, remaining resist at the 3D structures made meas-
uring the magnetisation components with spin-SEM challenging. However, we were able
to mitigate this with different approaches.
6.3.1 Top Surface Cleaning by Sputtering
For an array of pillars the ideal mould consists of homogeneously flat resist with holes
in the shape of cylinders. The shape of the pillars is defined by the substrate at the
bottom and the resist at the side. At the top, however, no boundary exists, making it
susceptible to the growing conditions. For example the Co can grow out of the holes,
creating randomly shaped tops. For measurements in our spin-SEM a flat surface is
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ideal, because then the number of secondary electrons reaching the Mott detector will
be highest, the magnetic contrast will not be influenced by topographic changes and the
sputter cleaning process will be homogeneous. The sputter yield is a function of the
incident beam angle. The angle for maximum sputter yield depends on the material to
be sputtered and the inert gas, e.g., for Cu the angle for the maximum rate is around
60◦ for xenon (Xe) and 70◦ for neon (Ne) as sputter gas [86]. Thus on a curved sample
the sputter process increased the curvature, making it more difficult to clean uniformly.
Our investigations reveal different kind of surfaces at the top of the pillars as shown in
Figure 6.5 (a)–(c). We also demonstrated the effect of intense sputtering of a curved
(c) 1 µm(a) 1 µm (b) 1 µm (d) 1 µm
Figure 6.5: Micrographs of Co pillars of different size showing the different kind of sur-
faces. (c) and (d) show pillars of the same size before and after sputtering
(ion dose of 1.7 kC m−2), respectively.
surface, as shown in Figure 6.5 (c) (before) and (d) (after). It leads, as expected, to a
significant increase in the curvature. The magnetisation components of measurements
Figure 6.5 (a)–(d) reveal, first, that in the case of (d) the sputtering did not improve
significantly the magnetic contrast, second, that indeed a flat surface - as in (b) - yields
the best magnetic contrast, as for example shown in Figure 6.2.
6.3.2 Cutting with Focused Ion Beam
By using a focused ion beam (FIB) to cut off the top of the pillars we were able to create
a flat and clean surface. Due to possible implanting of gallium (Ga) atoms by the FIB
and exposure to air during the transfer, the sample was mildly sputter cleaned before
measuring in the spin-SEM. After a ion dose of 10 C m−2 (1 kV, 3.0 mPa, ×10, 5 min), a
weak magnetic contrast was measurable, after additional 20 min, respectively 40 C m−2,
a contrast of 4.5 % was measured (Figure 6.6). The weak contrast here is noteworthy
since we basically measure the inside of the pillar, where the Co should be as pure as
the growing process allows it. However, we do not know if there are Ga atoms left and
how strong their influence on the magnetic contrast would be. Note also that the pillar
is on the same sample and of the same size as the one shown in Figure 6.5 (c) and (d).
The in-plane magnetisation components show a multi-domain state. In the absorbed
current micrograph a ≈ 200 nm shell is revealed. The different contrast of shell and core
shows that the shell has to be another material than Co. This is also confirmed by the
missing magnetisation component for this area in the spin-polarised micrographs. We
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1 µm
Figure 6.6: A pillar of the same size and from the same sample as the one in Figure 6.5
(d), but with top removed by FIB, guaranteeing a plane surface. After clean-
ing the sample with an ion dose of 50 C m−2, reasonable magnetic contrast
is observed. The image on the left hand side shows the topography, a thick
shell of a different material than Co is identified.
can exclude oxidisation as source, since for Co spontaneous passivation would stop the
oxidation process after a view nanometres. Thus it must be leftovers of the photoresist.
6.3.3 Growing Process
All measurements were an important feedback for the growing process, which was stead-
ily developed further by our collaborators in Cardiff. For example a longer lift-off and
plasma etching process helped reduce the amount of leftover resist, which in turn en-
hanced the quality of the structures and measurements.
6.4 Summary
We successfully demonstrated that spin-SEM is able to measure 3D structures created
by TPL in combination with electrodeposition. The tetrapod structures show already
interesting magnetic features, e.g., the 180◦ domain walls at the vertex. In the future the
investigation of smaller structures, which have their easy-axis along the wire long axis,
will be the first step towards investigation of 3D, complex, extended magnetic networks,
which show frustration.
The preferred magnetisation direction in wires is an interplay of shape and uniaxial
magnetocrystalline anisotropy. In Co wires of size similar to ours the Co grows in grains
of fcc and hexagonal close-packed (hcp) phase, however, literature does not agree on
which is the preferred one [87, 88]. The hcp phase exhibits a uniaxial magnetocrystalline
anisotropy directed along its hexagonal symmetry axis (c-axis). However, there is also
no agreement on the orientation of the c-axis [88, 89]. This makes it hard to predict
the strength and direction of the uniaxial magnetocrystalline anisotropy. At least in
our wires spin-SEM and magneto-optical Kerr effect taken in Cardiff [84] measurements
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reveal that it is not along the long axis.
This leads to two different approaches to force an easy axis along the wire long axis.
One possibility would be to lower the feature size of the structures, therefore increase
shape anisotropy. However this is limited by TPL, i.e. the set-up in Cardiff has a
minimum feature size of approximately 280 nm [84]. It would be possible to lower the
feature size by additional techniques, e.g. FIB or sputter removal. This approach would
be useful for a first demonstration in tetrapods, however it would be not practical for ex-
tended networks and would not be a demonstration of the capabilities of TPL. Another
approach would be to use magnetic materials which have a very low uniaxial magneto-
crystalline anisotropy, i.e. Ni80Fe20. In this case the structures do not have to be as
small as for Co, in order for the shape anisotropy to play the dominant role, forcing the
magnetisation along the wire long axis.
Additionally, independent of the magnetisation direction in the structures, well con-
trolled growing conditions and a thoroughly removal of the resist potentially will lead to
substantially improved spin-polarised micrographs.
7 Conclusion and Outlook
In this thesis we exploited the unique feature of spin-polarised scanning electron mi-
croscopy: Direct probing of the magnetisation with high spatial resolution of 10 nm by
analysing the spin polarisation of the secondary electron beam. In order to fully utilise
this technique we constructed a spin rotator and implemented it in the system, which
allowed us to measure all vector components of the magnetisation. The specimens were
prepared in-situ to guarantee best possible cleanliness of the surface. We then not only
studied magnetic domain formation in 3D structures on the micrometre scale but also
domain walls on the nanometre scale, as has been demonstrated in three chapters:
Domains and domain walls have been studied in Fe and Ni on top of Cu(100). The
material thickness was chosen such that the systems exhibit perpendicular magnetisa-
tion. From the presence of chiral Ne´el and intermediate walls we were able to identify
DMI in these systems, which causes a right-handed chirality independent of the material
combination we investigated. The sign as well as the absolute value were different from
earlier measurements in a similar system [44], which suggested a DMI created at inter-
faces. Additionally we found intermediate domain walls even at large Ni thicknesses,
which could be an indication of volume DMI. Possibly a symmetry breaking induced by
releasing stress and/or misfit dislocations contributes to the DMI in our samples.
In Co/Ni multilayer systems which we tuned to exhibit also perpendicular magnetisa-
tion and structured as nanostripes we investigated the domain wall type in dependence
of the stripes’ width. We found a transition from Bloch domain walls in 93-nm-wide
wire and above to Ne´el walls in a 57-nm-wide wire. The transition takes place continu-
ously via an intermediate wall, contrary to an abrupt transition as supposed by earlier
works. We found that the transition can be modelled by micromagnetic simulations and
analysed it in more detail. We argue that the transition can be found in perpendicu-
larly magnetised materials independent of the material parameters. The wire width at
which the transition takes place and its extent can be tuned by changing the material
parameters.
Additionally, we investigated three-dimensional Co structures, which were created by
two-photon lithography and electroplating. This method is a promising candidate for
future studies on 3D artificial spin ice systems, since extended networks can be created.
Imaging with spin-SEM helped to identify problems in the growing process and most
importantly showed magnetic domain formation. We were able to show that a smaller
feature size is essential in order to have only one magnetic domain in pillars or in the
arms of the tetrapods.
We can think of future developments in all three of this fields. A “softer” magnetic
material for the 3D structures, e.g., Ni80Fe20, would allow single domain structures prob-
ably even at the current lateral dimensions. First samples of stacked Ni80Fe20 grids are
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ready to be investigated and a first step in this direction. The Bloch to Ne´el wall trans-
ition via an intermediate wall shows that the current established theoretical models are
inadequately to describe nano-magnetism in full detail. New models would help to even
better understand the transition and probably also to find a way to explore intermedi-
ate domain walls for possible use in applications. The origin of chiral domain walls in
differently arranged Ni and Fe on top of Cu(100) is not clear. Modifying the interface
with heavy atom materials or other ferromagnetic materials could help to resolve this
puzzle. Probably artificial control of the stress, i.e., by using a piezoelectric crystal as
substrate, could give more insight into these systems. Additionally, theoretical calcula-
tions of strain induced DMI for fcc Fe or Ni on top of Cu(100) could probably solve the
question where the DMI originates.
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