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ABSTRACT  
 
 
 
RULE EXTRACTION TO ESTABLISH CRITERIA FOR MINICELL DESIGN IN 
MASS CUSTOMIZATION MANUFACTURING  
 
 
Minicell-based manufacturing system is used in identifying best minicell designs. The 
existing method of minicell design generates best minicell designs by designing and 
scheduling minicells simultaneously. While in this research designing of minicells and 
scheduling of jobs in minicells is done separately. This research evaluates the 
effectiveness of ‘hierarchical approach’ and compares with ‘simultaneous’ method. 
Minicell designs with respect to average flow times and machine capacities and both 
are identified in a multi-stage flow shop environment. Rules for the extraction of good 
minicell designs in mass customization manufacturing systems are also established. 
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1 INTRODUCTION 
 
1.1 Overview 
 
In the earlier times customer demand was satisfied by producing standardized products in 
large volumes using mass production techniques. This manufacturing strategy enabled 
manufacturers to achieve lower unit costs. During this period of time, the main focus of 
manufacturers was to reduce the cost of products. Due to the limitation in technological 
developments it was difficult to meet customer’s specific needs. 
 
Using the mass production strategy, a high volume of products can be produced but with 
little variety. But customized products demanded better quality, which were produced in 
low volumes by manufacturing firms. Hence with the improvement in technology, 
cellular manufacturing was developed, which could produce medium to large quantity of 
products incorporating certain degree of product variety. In order to extend this product 
variety to meet each individual customer’s need, mass customization strategy was 
developed. 
 
With the improvements and advances in information technology and manufacturing, 
tremendous opportunities are opened for manufacturers and customers. This 
improvement enables customers to demand for customized products which would meet 
their individual requirements. In this scenario, manufacturing firms have started to focus 
on customer needs in particular chosen markets to remain in competition. Hence 
customization has become an important element in today’s manufacturing system. 
 
1.2  Mass Customization:  Definition and Challenges 
 
Mass customization is the process of delivering customized products and services for 
individual customers at near mass production efficiency and price [77]. Manufacturers 
previously met customer requirements by product differentiation. But in the present era 
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customers are not content with the different products offered in distinct markets. They 
demand customized products of better quality and also expect at low cost and fast 
delivery [4]. 
 
Mass customization was first anticipated in 1970  by Alvin Toffler in his book Future 
Shock and the term was introduced by Stan Davis in his book Future Perfect in 1987[24]. 
Mass customization gained popularity only when Pine [77] explained it as a 
manufacturing strategy. During this period, manufacturing methods could either produce 
standard products at low cost or customized products at high costs using job shop 
principles. Hence it was difficult to produce customized products during this period, due 
to the constraints in technology. But with the progress in time, due to the improvement in 
technology successful mass customization has become more feasible. The role of 
information technology, such as the Internet, provides direct interaction with customer 
and helps in increasing the responsiveness of the company [76]. Due to the continuous 
dialogue with customers, manufacturers can improve their ability to analyze customers’ 
requirements. Thus companies now think about product and process designs in order to 
meet low cost, high quality, customized products. 
 
The latest definition of mass customization given by Pine as ‘low cost, high-volume, 
efficient production of individually customized offerings’ (which, incidentally, may be 
goods, services, experiences, or transformations) aptly fits in the present market condition 
[78]. The customers now demand products which are of better quality but at the same 
time expect them to be delivered at low cost. 
 
There are offerings beyond commodities which cannot be customized as mentioned in 
Pine and Gilmore’s book The Experience Economy [79]. According to them, “goods and 
services are no longer enough; what customers want today are experiences – memorable 
events that engage each person in an inherently personal way; and transformations, 
effectual outcomes that change each individual to achieve his aspirations”. It was 
observed by Pine and Gilmore that “little that has been done to mass customize either 
experiences or transformations, and a world of opportunity exists for the firms wishing to 
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start mass customization.”  
 
Customer requirements in the present era of manufacturing are very diverse. Hence 
design-to-order and build-to-order tools are used to capture heterogeneous market 
segments [39]. Gathering customer requirements, finalizing product design and eventual 
manufacturing are the main tasks, which need to be seamlessly integrated to achieve 
customization at mass production efficiencies.  
 
One of the challenges of mass customization manufacturing lies in the variety dilemma 
exhibited by frequent design changes and recurrent process variations [61]. This shows 
the importance of variety coordination from design to production. The essential problem 
is to minimize process variations in production in order to fulfill design changes resulting 
from customization within a given product platform [51]. 
 
Most of the literature on mass customization focuses on customized product development 
through platform-based designs, developing interfaces to achieve customer integration 
and the problems in these areas [4]. Only few studies have focused on developing the 
systems for mass customization manufacturing. Various manufacturing strategies have 
been developed to meet the requirements of mass customization manufacturing. With 
changing customer demands and increasing competitive markets, manufacturing firms 
started using cellular manufacturing, Just- In-time and flexible manufacturing system 
strategies.  
 
Using modular systems to achieve flexibility needed in mass customization 
manufacturing is one approaches suggested more recently [59, 109]. The application of 
group technology concepts to form integrated, multi-stage cells and design modular 
processes to accommodate dynamic demand situations is another suggestion available in 
literature [48]. However, not many studies have focused on developing systems for mass 
customization manufacturing. A new approach to design a manufacturing system for 
mass customization using minicells was proposed by Badurdeen in [6]. 
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A traditional cell consists of products and necessary machines to make these products i.e. 
traditional cells contain product families and machine cells. A typical traditional product 
structure is shown in Figure 1-1.  
 
 
 
 
    Product 
 
 
 
 
 
 
 
 
 
 
Processor 
Computer 
Monitor 
Features
   Keyboard 
 
Figure 1-1: Traditional Product structure (Images Adapted from [114]) 
 
But in the present mass customization environment, large numbers of options are 
available for each feature of a product. The product variants are built using different 
options available for each feature [5]. Hence with this kind of product structure, the total 
number of product variants would be very high and containing all the processes using 
traditional cells would result in large cells [6]. Large cells are difficult to manage and 
could be less flexible ([112], [49]) particularly with dynamic demand, contrary to the 
requirements of mass customization [4]. Also processing of the product variants using 
large cells in traditional manufacturing would result in long lead times and large in 
process inventory [6].                                                       
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 An alternative approach to the use of traditional cells is to form smaller cells which use 
options available for features, rather than product variants. The demand for the options is 
likely to be less dynamic than that for the product variants since demand for an option is 
the sum of the demand of several product variants [4]. These smaller cells are designated 
as ‘minicells’ by Badurdeen [6]  and are dedicated to producing options families as 
opposed to large traditional cells for product families [6].  
 
In a minicell based approach, minicells are formed by considering options, which make 
up a feature, and their processing requirements. Minicells are the manufacturing cells 
used to process a set of option families as opposed to traditional cells used to produce 
product families [6]. A platform-based mass customization product structure is shown in 
Figure 1-2. 
 
 
 
Product 
Features 
Options 
 
Figure 1-2: Mass Customization Product structure (Images Adapted from [114]) 
 
The minicell configuration is developed using the option-machine matrix as opposed to 
the product-machine matrix in traditional cellular manufacturing. The matrix is divided 
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into multiple stages and option families. Minicells are then formed within each sub-
matrix, by grouping machines required for processing a set of options. Separation into 
multiple stages helps increase the modularity of the system [6]. In order to complete 
processing the product variants would be directed to several minicells based on the 
options selected by the customers for each product variants. 
 
In traditional manufacturing, all parts in a family pass through a cell from start to finish 
as shown in Figure 1-3(a). With the minicell configuration, the large cell is replaced by 
several small minicells as shown in Figure 1-3(b); Machines available to one large cell 
are made available to several option families in traditional manufacturing, thus increasing 
the flexibility of the system.  
 
Options available for the features may need similar processes but with different tools and 
setups [6]. Depending on the requirement of an option family, machines and operators are 
grouped together to form a minicell. The multi-stage minicell structure requires products 
to be routed to several smaller minicells based on the options selected for the product. 
 
 
                 1 
                 2 
     (a): Traditional Cells         (b): Minicells 
3A1A
1B
1C
3B
2A
2B
3C
  Stage1   Stage2   Stage3 
Figure 1-3(a): Traditional Cells and (b): Minicells (Adapted from [6]) 
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1.3 Motivation for Research 
 
Badurdeen [6] developed a robust minicell configuration by considering the design and 
scheduling of minicells simultaneously i.e. the effectiveness of minicell designs was 
evaluated by considering its performance with the job scheduled as well. The desired 
performance criterion was based on the weights assigned to different performance 
measures, makespan and machine count. They used two different approaches to design a 
minicell configuration in order to identify the best design while minimizing two 
performance measures. The first approach was to separate operations (machines) required 
to process options into multiple stages and the second approach was to separate the 
option- machine matrix into stages based on the features available [4]. 
  
The objective of previous research was to identify the best minicell design while 
minimizing makespan and machine capacity simultaneously. The minicells were first 
designed and product demand is then scheduled and the best minicell design is obtained 
based on the particular fitness value. Hence all designs would be evaluated based on the 
desired performance criteria and relative weights assigned. Thus, in this process, there is 
a possibility that the designs which generate the minimum machine requirements may not 
be selected because the emphasis has been on both measures. Also, based on the previous 
work, Badurdeen and others have not been able to establish any rules/steps that can be 
used to design minicells without pursuing the lengthy process of developing a 
metaheuristic model as they did. Hence an alternate approach would be to first design and 
then schedule jobs in minicells to determine minicell designs that meet the desired 
performance criteria.  
 
This method may enable identifying rules, to first find good minicell designs and then 
screening them to find the best design without enumerating through all possible minicell 
configurations. Hence it is necessary to evaluate the effect of designing and scheduling in 
minicells separately, by focusing on a single objective at a time and analyze the results 
under these situations. This alternate approach of selecting the best minicell design by 
achieving each objective (designing and scheduling in minicells) independently is to 
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identify if it generates better results than the previous method. 
1.4 Research Objective 
 
The objective of the thesis is to identify the best minicell design by using a hierarchical 
approach to design minicells first and then schedule jobs in minicells for mass 
customization manufacturing. This approach is an attempt to verify if better results would 
be generated with a ‘hierarchical’ method than with the ‘simultaneous’ method of 
designing and scheduling to select a design followed previously. The performance of 
hierarchical and simultaneous approaches will be compared in this research work. The 
present approach is termed as hierarchical, since several of best minicell designs will be 
first identified in the design stage based on minimum machine requirement criteria, then 
using this data, jobs are scheduled in minicells to obtain minimum average flow time. 
Based on the desired objective, the design and scheduling results will be studied and the 
best minicell designs will be chosen depending on the objective. Designing minicells 
using either method, hierarchical or simultaneous, involves extracting a large number of 
alternate designs to select the most appropriate minicell design subject to the desired 
performance. This can be time consuming, particularly when the problem size is large. 
Therefore, the other major objective of this research is to evaluate minicell designs to 
guide in the process of extracting rules of designing the best minicells for a given 
problem. 
1.5 Thesis Organization 
 
A literature survey about recent developments in mass customization, cell formation 
strategies, flow shop scheduling, particularly for minimizing average flow time in a flow 
shop manufacturing system are presented in chapter 2. The methodology used for 
designing and scheduling in minicells is presented in chapter 3. Details about the 
experimentation conducted and results obtained are discussed in chapter 4. Chapter 5 
focuses on the conclusions and discusses about the future work. 
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2 LITERATURE REVIEW 
 
 
A summary of literature related to topics covered in this research are presented in this 
chapter. Initially a review of mass customization literature is presented. This is followed 
by the review of literature on cell formation strategies used in manufacturing cell design 
and strategies to minimize flow time. 
 
2.1 Mass Customization 
 
The term ‘Mass Customization’ was introduced by Davis [24] in 1987 in his book Future 
Perfect. According to Davis, it is possible to “customize each product in a batch of 
products while still process the batch as a whole as in mass production” i.e. each is 
understood to be both part (customized) and whole (mass) simultaneously.  
 
In the term ‘Mass Customization’, mass relates to “mass production efficiency” and the 
term customization corresponds to the needs of “individual customers” [70]. The mass 
customization concept was popularized by Pine [77] as a manufacturing strategy. 
According to Pine [77], mass production strategy is no longer sufficient to cater to the 
changing demands of the consumers. The advances in manufacturing and information 
technology have made the transition from mass production to mass customization 
strategy feasible [77]. Also, Kotha [30] valued it as “the emerging paradigm for 
competitive advantage”. 
                                                                                                                                                                        
 The old production methods like craftsmanship, craft production and mass production 
has led to the development of mass customization. In craftsmanship method, production 
of goods and delivery of services was carried out utilizing few employees. Continuing 
industrialization reduced the importance of this method and led to craft production where 
part of the manual production was automated [77]. 
 
Manufacturing companies later focused on mass production, since it was assumed 
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production costs could be significantly reduced by substituting human work for machines 
[3]. This production system resulted in the large volume manufacture of low cost, high 
quality, standard goods and services. But factors like increase in product diversity, 
changing customer preferences, short product life cycles, have led to the emergence of a 
new business strategy called mass customization. This strategy led to the development of 
low cost, high quality, customized goods and services produced on a large scale to a mass 
market [3].  
 
The improvements in technologies for manufacturing processes and development of new 
concepts such as cellular manufacturing (CM), Just-in-time (JIT), Flexible manufacturing 
systems (FMS) helped in achieving some of the objectives of mass customization in 
manufacturing [6]. CM involves the application of Group Technology (GT) concepts to 
manufacturing. Tools and machines used to manufacture a similar product family [40] are 
identified and grouped into a separate manufacturing cell. However, literature shows that 
the cellular system is not efficient when there is a frequent change in product sequence or 
in the composition of part or product family [25] meaning that this system is not feasible 
in a mass customization environment which involves dynamic change in product demand. 
 
Just-In-Time (JIT) strategy emphasizes on reducing wastage by reducing the amount of 
inventory and decreasing set-up times and achieves a lot size of one [16]. The strategy is 
primarily applied to industries where similar products or components are manufactured 
repeatedly [47].  But JIT cannot be efficiently used to produce customized products on a 
make-to-order basis, particularly if products are fabricated after receiving customer 
orders.  
  
Flexible Manufacturing system (FMS) provides flexibility in the system adapting to the 
different changes in market. Production level can be controlled by the numerical 
controlled machines. Hence introducing a FMS that can ‘make-to-order’ along with 
proper supporting infrastructure such as advanced information technology systems will 
help in increasing the flexibility [47]. However, the high expenditure of advanced 
information technology systems such as the numerical controlled machines and internet, 
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limits the use of this system in low volume manufacturing plants [16]. 
 
Customization is being followed by companies in its own way. In simple words, the level 
of customization varies from company to company. Different approaches are suggested 
by the researchers to classify mass customization from an organization’s perspective. 
Lampel and Mintzberg [63] presented a systematic approach in classifying mass 
customization based on customer involvement in the value chain activities. They 
identified five manufacturing strategies: pure standardization, segmented standardization, 
customized standardization, tailored customization and pure customization. Their 
mapping of the strategies in relation to organizational value chain and the point at which 
customization takes place is shown in Figure 2-1. 
  Fabrication 
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 Distribution 
     Design      Design      Design      Design 
  Fabrication  Fabrication 
   Assembly  Assembly
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Standardization Customization 
         Pure 
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         Pure 
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DistributionDistribution
  Assembly
Distribution
    Design
 
 Figure 2-1: Lampel and Mintzberg’s Continuum of Strategies [63] 
 
Gilmore and Pine [39] identified four approaches to mass customization derived mostly 
from empirical observations. The four approaches are defined as collaborative, adaptive, 
cosmetic, and transparent customization. In collaborative customization customers are 
involved right from the design stage. In this type, the product is manufactured as per 
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customer’s specifications. An adaptive mass customizer offers a product which can be 
altered by the customer himself as per his individual requirements. Differentiation of a 
standard product mainly through packaging is done in cosmetic customization. 
Transparent customization provides “individual customers with unique goods or services 
without letting them know explicitly that those products and services have been 
customized for them” [39].  
 
Firms adopting mass customization should also include customer’s specifications in 
product design [28]. Duray, et al [28] suggested mass customization classification by 
identifying customer involvement in product design and the type of product modularity 
involved. It was also shown that mass customizers can be identified and classified based 
on customer involvement and modularity type [28]. 
 
The effects of modularity and customer involvement on production planning, channel 
management and materials management were explored by Duray [27]. This study 
identifies that the type of modularity plays a major role in the choice of channel 
integration, inventory and planning techniques. Customer involvement in the production 
cycle does not make significant impact in the choice of channels or inventory 
management but does contribute to the choice of planning systems [27].  
 
Different companies follow mass customization to different extents. For example in 
Hewlett-Packard (HP) printers, power supply component was installed at distribution 
center rather than at production center. This introduces customization in the product at 
the assembly stage while helping the company to reduce holding large inventory [30]. 
 
Dell Computers uses standard mass produced modular components in their product 
(computers) to offer customized computers to their customers by allowing them to choose 
from a list of options for the different features [114]. National Bicycle Industrial 
Company (NBIC) of Japan offered customized bicycles to their consumers by custom 
building parts like frame and using standard parts for the rest of the bicycle. The bicycle 
is then assembled with the custom fabricated components along with the standard parts 
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[65]. Toyota is one more example which manufactures cars by offering few customized 
features in its product [115]. All these examples clearly show that customization is 
followed in both the assembly and distribution stages. 
 
Several other companies like Nike and Adidas shoes also provide customization in their 
products by involving customization from fabrication stage. Even cell phones, clothes 
and houses can be custom built in the present changing market conditions. The main 
causes of this trend could be due to the increasing saturation of markets and the pressure 
of globalization on local economies [70]. 
 
Mass customization offers benefits not only to customers but also to the marketers. This 
method enables a consumer to get whatever he demands. This in a way translates into 
higher sales and better customer loyalty for the marketer. Greater efficiency is attained 
due to lower inventory levels throughout the distribution channel. Due to product’s better 
fit with customer needs, product alterations or modifications are reduced significantly. 
Thus it gives scope for manufacturers to raise the price levels of products [11]. 
 
To successfully implement mass customization strategy, three major components of a 
system must be identified: elicitation, process flexibility and logistics [116]. Elicitation is 
the process by which marketers interact with customers and procure information about 
their specific needs. Internet is a major tool being used for communication between the 
manufacturers and consumers. But in some instances consumers may be reluctant to use 
the internet due to fear of error or being overwhelmed with the number of options. Firms 
can overcome this problem with the use of system choice boards and design technologies 
[116]. 
 
A methodology to classify the product design information, which can easily 
accommodate design variations based on product platform architecture, is proposed in 
[39]. Further, selection of most conformal design family and mapping of parameters was 
also discussed in [39]. Experienced, efficient sales personnel are required in companies 
not implementing Web-based elicitation systems in order to interpret costumer’s response 
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correctly. Hence “the challenge is if you are making units of one, your margin of error is 
zero” [94]. 
 
With traditional manufacturing, it is relatively simple to coordinate production with sales 
requirements and purchase parts to meet production requirements. But as the product 
variety increases it would be difficult to manage the information management system. 
Especially in the present scenario of mass customization,  firms would have no 
knowledge of what parts would be needed, what products need to be manufactured and 
what goods needs to be transported until customer orders are received. Mass 
customization manufacturing begins with a customer order that forces companies to take 
different approaches to organize the workflow. One such approach in this unpredicted 
environment would be to use a well-integrated logistics information system. 
 
Based on Zipkin’s ideas [116], Logistics is an important component of a mass 
customization system. Since a mass customized product would have special options in 
the same product, it would be a challenge for mass customized firms to create the product 
with special interest, with lower handling costs and to meet delivery expectations. Hence, 
a highly coordinated supply chain is necessary to efficiently deliver a customized 
component to right customer at right time. 
 
The major capability needed for mass customization is the use of flexible production 
processes. These processes must be flexible enough to accommodate the varying needs of 
customers and produce them at mass production cost. One of the components of process 
flexibility is the use of modular design combined with postponement of product 
differentiation [11]. 
 
Successful mass customization must employ a production strategy that incorporates 
modularity into components and process [80]. Modularity is achieved in two stages. In 
the first stage, common parts of mass customized products are manufactured as standard 
modules. In the second stage, product distinctiveness can be achieved through 
combination or addition or modification of the modules. The second stage can be referred 
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to as postponement of product differentiation [11]. 
 
A flexible manufacturing system enables efficient production of different varieties of 
products in small quantities using a single assembly line. For a known variety range, cost 
and time penalties and changeover times can be minimized. By analyzing the 
characteristics and components of mass customization manufacturing systems, it is 
observed that better perspective and understanding of manufacturing requirements is 
essential. 
 
2.2 Manufacturing System requirements for Mass customization 
 
A mass customized manufacturing system produces right parts at right time in the most 
effective manner using less number of tasks. The advances in the technology such as CM, 
JIT, FMS and the work of several researchers helped in achieving these objectives. 
  
Qiao, et al. [84] proposed enabling technologies for mass customization manufacturing. 
They suggest an Extensible Markup Language (XML) based information integration 
platform to support dynamic reconfiguration of mass customization manufacturing. A 
simulation model of an aircraft major component assembly line is generated from the 
XML-based shop data specification which clearly demonstrates the powerful nature of 
mass customization manufacturing. The approach of simulation modeling helps manage a 
flexible customized manufacturing system in a flexibly modulated and customized 
fashion. The application of the XML can enable effective data exchange across various 
hierarchies in a system as XML uses a commonly accepted text based data structure [84]. 
A simulation system model for mass customization manufacturing was developed using 
valid, colored Petri Net by Qiao, et al. [87]. This model was able to represent solutions to 
dynamic rescheduling, shop reconfiguration, part rework processing and multi robot 
cooperation and coordination [86]. 
 
Process control is identified as one of the critical problems in mass customization 
manufacturing. With small batch size, high variety in products and irregular insertion of 
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new orders from customers can make the process control more volatile. A process 
platform for coordinating product and process variety was proposed by Jianxin, et al.  
[52]. Process information is usually established manually in the industries. It is 
challenging to handle process control information efficiently when new scenario changes 
are incorporated. To address this, process control driven by an XML-based shop data file 
was developed by Qiao, et al. This simulation model yielded in optimized resource 
utilizations and improved system efficiencies [85]. 
 
A high level of reconfigurability and flexibility in production is required in areas like 
production planning and control and effective information systems for a mass customized 
manufacturing system. Internet based concepts with the application of multi- agent 
systems provide necessary interoperability and organizational alignment in mass 
customization. Benefits of this integrated view arise especially for production planning 
and control and for the reconfiguration of the production environment. The MAS Internet 
based production concepts lead to an enabling of mass customization [12].   
 
Flexibility in mass customization environment can be achieved through the use of 
modular processes [59, 109]. The role of modularity for effective mass customization and 
the way modularity helps the manufacturing system in meeting  rapidly changing 
customer demands have been discussed in the literature previously [ , , ]. The 
minicell based manufacturing system, proposed by Badurdeen [ ] and further studied by 
Badurdeen and others [ ] apply the concept of modularity to manufacturing system 
design for mass customization. In this proposed manufacturing system, t
77 10 31
6
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he option 
machine matrix is divided into different stages and option families (minicells) are then 
formed within each stage. Products are routed through minicells, based on options used in 
each product variant. Separation into several stages serves to increase the modularity of 
the system. A modular manufacturing system results because of the multi-cell, multi-
stage environment [6]. 
 
The effectiveness of a minicell based manufacturing system design was measured in [4, 
5, 8 ]. The results of two minicells per stage in a 3 stage minicell design and two cell 
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traditional cell manufacturing system designs are compared in order to study the minicell 
based and traditional manufacturing systems. When the demand for product variants was 
high, minicells outperformed the traditional cells. The minicell-based approach generated 
lower average flow time than the traditional cells. Also makespan was found to be 
comparable to that with traditional cell design but with a lower machine count [8].  
 
Designing of cells in manufacturing is defined as the allotment of machines and 
products/parts to a cell. The minicells are dedicated to the production of options similar 
to a manufacturing cell being dedicated to the production of similar processing 
requirement parts. Hence the cell formation concepts of cellular manufacturing are most 
applicable and useful in designing minicells. The procedures used to identify and define 
part families and/or machine cells are referred to as cell formation procedures [102]. A 
brief review of manufacturing cell formation strategies is given in the following section. 
 
2.3 Manufacturing Cell Formation 
 
Several different approaches were suggested for traditional cell formation (CF) in the 
literature. In the cellular manufacturing field, cell formation is concerned with grouping 
of machines and labor into cells. The cells are dedicated to the production of part families 
which have similar processing requirements. As per Shafer and Rogers [101] a cell 
formation problem should, ideally, consider multiple objectives.  
A number of researchers have developed taxonomies for CF techniques. The 
contributions of several researchers were integrated by Shafer [102] and presented in 
Figure 2-2. According to the taxonomy manual methods, classification and coding, 
statistical clustering techniques, algorithms for sorting machine part matrix, mathematical 
techniques and Artificial Intelligence techniques were the six basic methodologies 
developed for cell design [102]. CF strategies were classified as descriptive procedures, 
cluster analysis, graph partitioning, artificial intelligence and mathematical programming 
by Selim, et al. [92].  
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Figure 2-2: Classification Framework of Cell Formation Techniques [102] 
 
Wemmerlov and Hyer [28] have classified CF procedures into four categories while Chu 
[22] classified into six categories. Singh [105] identified eight categories and Kaparthi 
and Suresh [108] added three additional categories of cell formation procedures. 
 
Manual CF techniques require the analyst to identify part families and machine cells 
iteratively. Production Flow Analysis (PFA) developed by Burbidge [101] is a part of 
manual techniques. In this method part families and machine cells are based on part 
routing information. Though PFA is one of the most comprehensive CF procedure 
developed to date, manual techniques do not lend themselves to being implemented on a 
computer [57]. El-Essawy and Torrance [13] developed a CF procedure similar to PFA 
called component flow analysis. In some respects CFA differs from PFA since the latter 
partitions the problem whereas the former does not. 
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A number of classification and coding systems were developed in the initial days to 
facilitate the practice of group technology. This system assigns alphanumeric codes to 
each part. Based on the codes, parts are grouped into families [102]. A group of machines 
is assigned to each part family. But same set of machine tools may not be used for 
manufacturing parts of similar shape and size. Another disadvantage of classification and 
coding system is its use is time consuming [29]. 
 
Cluster analysis consists of diverse techniques to identify part families or machine cells. 
The main objective of this statistical tool is to group entities or their attributes into 
clusters such that individual elements within a cluster have a high degree of “natural 
association” among themselves and that there is very little "natural association" between 
clusters [98]. Selim et al [98] classified clustering procedures as: array-based clustering 
techniques, hierarchical clustering techniques and non-hierarchical clustering techniques. 
In solving the cell formation problem using array manipulations, the machine route of 
each part is noted and converted to machine-component incidence matrix. The rows and 
columns of this matrix are rearranged until a block-diagonal structure emerges. This 
structure groups parts into part families and machines into machine cells [98].  
 
The literature yields several array-based clustering algorithms like Rank Order Clustering 
(ROC) by King [58] and King and Nakornchai [56], Modified Rank Order Clustering by 
Chandrasekharan and Rajagopalan [19], Direct Clustering Analysis by Chan and Milner 
[17]. But the array based methods are dependent on the initial configuration of the zero-
one matrix and does not provide disjoint part families and machine cells for ill-structured 
matrices [66].  
 
In hierarchical clustering, similarity or dissimilarity between machines or components are 
computed and clustered so as to maximize similarity [92]. A measure of proximity that 
quantifies either the similarity or distance (dissimilarity) between two parts or machines 
is referred to as similarity or distance coefficient [102]. 
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With statistical cluster analysis, each part or machine is initially placed in its own 
separate cluster. Then the clusters are successively combined together based on selected 
clustering algorithm until all parts or machines are grouped into single cluster. If 
similarity coefficient is used, clusters are combined starting with clusters that are most 
similar and ending with combination of clusters that are least similar. On the other hand, 
with distance measure clusters are combined starting with two clusters that are least 
dissimilar and end with combination of clusters that are most dissimilar. Statistical cluster 
analysis is also referred to as hierarchical clustering [102].  
 
Among the several approaches to the cell formation problem, those based on Similarity 
Coefficient Method (SCM) are more flexible in incorporating manufacturing data such as 
production volume, sequence of operations and processing times into process [97]. The 
early algorithms using clustering and similarity coefficients were developed by McAuley 
[67] and Carrie [15]. McAuley for the first time used Single Linkage Clustering (SLC) by 
applying similarity measure for machine pairs and formed machine cells. Carrie used 
similarity between the parts as a basis for grouping as opposed to similarity between 
machine types. Seifoddini and Wolfe used Average Linkage Clustering to form machine 
cells [96]. 
 
Single Linkage Clustering (SLC) and Average Linkage Clustering (ALC) are the most 
widely used clustering algorithms. With SLC, two clusters are combined based on the 
strongest single link between the clusters. The similarity between clusters is calculated 
considering the maximum value among the elements of cluster. In contrast, average value 
of all links between two clusters is the basis of combination of clusters in ALC. The 
average value of the elements of cluster is considered in ALC [102]. 
 
While Single linkage clustering is the simplest of all clustering algorithms and requires 
minimal computational requirements, it may generate machine cells in which a large 
number of machines are far apart in terms of similarity [97]. The problem of chaining due 
to the use of SLC was investigated and ALC was suggested for CF which eliminates the 
formation of enlarged cells [95]. ALC improves the solution by reducing the number of 
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intercellular moves by assigning machines to cells, that their members have the largest 
number of common operations with them. Also the machine cells formed by ALC are 
better separated compared to the machine cells formed by using SLC [97]. But 
computational requirement of ALC is significantly higher than SLC. 
 
Several other researchers have also proposed different similarity coefficient based cell 
formation methods. Choobineh [21] developed a similarity coefficient based CF method 
that considers sequence of operations. Selvan and Balasubramanian [99] developed a 
dissimilarity measure based on operations sequences. A similarity coefficient which 
considers within-cell machine sequence and machine loads was studied in [111]. 
   
Non-hierarchical clustering methods are iterative methods and they begin with either an 
initial partition of the data set or the choice of a few seed points. In both cases, number of 
clusters has to be decided in advance [98]. Part families and machine cells are formed 
alternatively until a good block-diagonal structure of the input machine-part incidence 
matrix is obtained [92]. 
 
A non-heuristic algorithm for group technology problems was developed and 
demonstrated by formulating the problem as a bipartite graph [18]. Chandrasekharan and 
Rajagopalan [20] developed an algorithm for the concurrent formation of part families 
and machine cells. The formation of part families and machine cells has been treated as a 
problem of block diagonalization of the zero-one matrix. An efficient nonhierarchical 
clustering algorithm was developed by Srinivasan and Narendran [106] that identified 
seeds for clustering by solving an assignment problem.  
 
Based on production data, Gupta and Seifoddini [44] and Nair and Narendran [71] 
developed clustering algorithms. Similarity coefficient developed in [44] considered 
production data such as part type, production volume, routing sequence and unit 
operation time. Nair and Narendran in [71] considered part sequence while considered 
production sequence, volumes, processing times and machine capacity in [72].  
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Non-hierarchical algorithms do not impose any restriction on cell size or maximum 
number of cells and obtain a natural grouping from the input matrix. But the quality of 
solution obtained from these algorithms usually depends on the initial machine clusters. 
Also, these algorithms do not address the problem of alternate routings [92]. 
 
Mathematical techniques include a variety of analytical cell formation techniques 
including mathematical programming, graph theory etc. Mathematical programming 
techniques use linear programming or quadratic integer programming or goal 
programming to identify part families and their corresponding manufacturing cells [98]. 
These approaches can consider a variety of objectives and also include a number of 
problem limitations. Due to their computational limitations to solve large problems and 
requirement of sophisticated algorithms to solve mathematical models, they are not 
widely used [98]. 
 
Rajagopalan and Batra [88] were the first to use graph theory to solve the cell formation 
problem. They developed a machine graph with as many vertices as the number of 
machines. The limitation of this method was that machine cells and part families were not 
formed simultaneously. Minimum spanning tree for machines was constructed by 
Srinivasan in [107] from which seeds to cluster components were generated. A 
Hamiltonian path algorithm for the grouping problem was suggested by Askin et al [2]. 
With this approach, actual machine groups are not evident from the solution.  
 
The techniques of neural networks, fuzzy logic and genetic algorithms are considered 
under artificial intelligence approaches. Kaparthi and Suresh [54] applied Adaptive 
Resonance Theory [ART] for the part-machine grouping problem. Later in [55] they 
showed that the performance of a basic ART model could be improved by reversing the 
zeros and ones. Kusiak [62] developed a pattern recognition based parts grouping. 
 
However, these techniques cannot be applied directly to the minicell formation. Minicell 
formation needs evaluating the processing requirements of options not products as in 
traditional manufacturing. Since minicell configuration consists of multiple stages, 
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traditional cell formation methods must be applied separately to each stage [6]. 
 
Also cell formation techniques that proceed by diagonalizing the product-machine [57] 
matrix cannot be used in minicell based configuration. Since in the minicell formation, 
column sequence in the option machine matrix must be preserved to maintain sequential 
flow across stages. 
 
Among the different cell formation methods, similarity coefficient method identifies the 
manufacturing cells with part families and processing of the parts is performed in each 
cell. The similarity coefficient method first form part families and then assign machines 
to the families and hence increase the flexibility of the system. Since the concept of 
minicells requires processing of options in each minicell as the similarity coefficient 
method, this method is most apt for minicell design and hence is selected for the present 
research. Also similarity coefficient method outperformed other methods to identify 
machine cells by providing greater flexibility to assign duplicate machines to alternate 
cells with part family identification [100]. 
 
Cellular manufacturing systems, though achieve efficiency by exploiting part similarities 
are not as flexible as functional layouts [104].This fact enlightens the need to design 
manufacturing systems for mass customization environment. This also shows that mass 
customization production systems must incorporate the features of CM, but at the same 
time include some of the functional layout characteristics. This shall enable to increase 
flexibility required for product variety. 
 
Once the product/part families are assigned to machine cells, it becomes critical to 
schedule these jobs in order to achieve desired performance objectives. Hence it becomes 
important to schedule jobs in the cells [48]. Scheduling helps reduce the cost of 
production and delivery time in the system. Hence to improve the performance of 
minicells it is important to determine an efficient scheduling strategy. 
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2.4 Scheduling 
The scheduling or sequencing problem involves determination of the relative position of 
job ‘i’ to all other jobs as they proceed from one machine to another [73]. A flow shop is 
a manufacturing system that consists of series of ‘m’ machines in which given ‘n’ jobs 
are processed [62,9]. In permutation flow shop problem, jobs are processed in the same 
order on all machines [82, 83]. In contrast, non-permutation schedule gives the sequence 
which does not remain same for all machines in a flow shop. Most of the research is 
associated with finding good permutation schedules because it is less complex compared 
to finding a non-permutation schedule. 
The scheduling problem in flow shops is to find a sequence of jobs for each machine 
according to certain performance measure(s). Most of the research during the last decades 
has concentrated upon the minimization of the makespan [35]. Makespan and flow time 
are two important performance measures considered in scheduling. Makespan is defined 
as the least time in which all tasks are completed while flow time is the length of the time 
that a job remains in the system [7]. Flow shop scheduling is classified as NP hard [36] 
and this complexity makes it difficult to have exact solution methods for more than two 
machines [37]. The complexity increases even further for non- permutation flow shop 
scheduling. 
Based on the variability of data (such as demand), flow shop scheduling can be classified 
as Deterministic and Stochastic. A flow shop scheduling problem is termed as 
deterministic when data about all the jobs is available. While if any one of the parameter 
such as demand is variable, it is called a stochastic problem. 
The job arrival rate plays a vital role in scheduling jobs on different machines. If the job 
arrival times are known in advance or if the jobs are available at the beginning of 
scheduling period, then the process can be considered as static. On the other hand if the 
job arrival is random it is called dynamic. The latter depicts the situation encountered in 
the real world. All the jobs have to be processed on all machines in a pure flow shop 
while in a general flow shop case a couple of jobs may skip processing on some machines 
[32]. The complexity of scheduling problem increases with the increase in the number of 
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variable parameters in a system [84].  
Optimization algorithms for the two and three machine flow shop problems with respect 
to different objectives have been developed by Johnson [83] and using branch-and-bound 
technique by Ignall and Schrage [53]. However they were found to be not very effective 
on large or even medium sized problems. As the vast majority of flow shop scheduling 
problems were proved to be NP-complete (Garey, et al. in [37]), research was directed 
towards the development of heuristic or near optimal methods. Many heuristics were 
developed to obtain good solutions within a limited amount of computation time.  
Enumeration methods or analytical methods, heuristics and meta-heuristics are some of 
the solution procedures used for solving complex scheduling problems. While 
enumeration methods give the optimal solution and are the most efficient, the other two 
procedures give optimal or near optimal solutions. But there is restriction on the size of 
the problem that can be solved using the enumeration methods [93]. In order to solve this, 
heuristics were developed to obtain optimal or near optimal solutions for large size 
problems.  
Most of the flow shop research to date has focused on the problem of minimizing 
makespan, because minimizing the total production run can be achieved through this 
[90].  But in recent years, flow time minimization is drawing more attention from 
researchers possibly due to, this criterion being directly related to measuring 
effectiveness of responding to customer orders. Also, with the minimization of flow time, 
stable or even utilization of resources, rapid turn-around of jobs and minimization of in-
process inventory [90] and reduction of scheduling costs [1] can be achieved. 
A heuristic is regarded as Composite if it employs another heuristic for one or more of its 
phases of solution [35]. These kinds of heuristics are developed to modify or enhance the 
previous successful heuristics. Allahverdi and Aldowaisan [93] developed one such 
composite heuristic (IH6) which combines WY and RZ heuristics. Also pair-wise 
exchange procedure was applied to NEH, WY, RA heuristics to obtain new heuristics. 
This yielded significant improvement in flow time with negligible CPU time [93]. 
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While Liu et al. [64] studied the effectiveness of combining constructive heuristics and 
local search methods. Comparing constructive heuristics (WY, RZ) and composite 
methods, it was seen that applying local search improves the solution quality on the 
solutions generated by constructive heuristics. Composite methods are more effective 
than constructive heuristics alone, at the expense of more computation time. Hence a 
trade-off between solution quality and computational expense needs to be determined for 
the application of composite heuristic [64]. 
Several heuristic procedures developed in literature for flow time minimization in 
permutation flow shops are shown below in a tree diagram in Figure 2-3. The tree 
diagram for the scheduling heuristics is drawn in such a way as one proceeds up from 
bottom, the heuristic above performs significantly better than the lower heuristics in 
terms of quality and time i.e. in Figure 2-3 the heuristic by Framinan and Lesiten [33] and 
B5FT [32] outperforms Allahverdi and Aldowaisan [1]. 
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Figure 2-3 : Tree Diagram of Scheduling Heuristics [Compiled from literature] 
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The Rajendran and Ziegler (RZ) heuristic [91] is one of the earlier heuristics for 
minimizing of flow time. RZ heuristic consists of two phases, the first one involves 
generating a seed sequence and the second improves the solution. Woo and Yim [113] 
(WY) developed a heuristic for minimization of mean flow time in an ‘m’ machine flow 
shop. Unlike NEH [73] and RZ, WY does not require an initial starting sequence.  The 
method consisted of two phases where in jobs are ranked according to ascending sum of 
processing times in first phase and then partial sequences are obtained by inserting non-
scheduled jobs in all possible positions. The WY heuristic and the RZ heuristic were 
outperformed by the heuristic developed by Liu and Reeves [64] (LR heuristic). This 
heuristic is based on developing an index function to sort the jobs. 
Framinan and Leisten [41] (FL) proposed a heuristic for total flow time minimization in 
permutation flow shops. The heuristic exploits the idea of optimizing partial schedules 
present in the NEH heuristic. Additionally, Framinan, et al. [82] evaluate all possible 
five-tupels among the 177 approaches and select the best of them (named Best 5 Flow 
time i.e. B5FT in the following). According to their results, the B5FT outperforms both 
WY and RZ in terms of quality of the solutions.  
With respect to the rest of the heuristics, FL heuristic and B5FT are best in terms of 
producing good quality of the solutions as can be observed from Figure 2-3. The Average 
Relative Percentage Deviation (ARPD) and CPU time (in seconds) are compared for both 
the heuristics [35] for different number of jobs and considering the maximum number of 
machines used in [35]. As seen Figure 2-4 and Figure 2-5, if the numbers of jobs are less 
than 100, the computational requirements of FL and B5FT heuristics are very closely 
comparable. The difference in the CPU time between the two heuristics is significant 
only after 100 jobs i.e. if the jobs are more than 100, then FL heuristic consumes more 
time than B5FT. Due to the complexity involved in calculating the average flow time 
with B5FT heuristic, FL heuristic is selected in the present research for scheduling of 
jobs in minicells. 
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Machines Jobs ARPD CPU ARPD CPU
20 10 2.359 0.01 2.749 0
20 20 2.471 0.05 2.882 0.05
20 30 2.424 0.14 2.633 0.28
20 40 2.637 0.34 2.893 0.93
20 50 2.65 0.63 2.843 2.3
20 60 2.458 1.09 2.697 4.67
20 70 2.605 1.67 2.506 8.56
20 80 2.674 2.46 2.545 14.39
20 100 1.768 4.73 1.463 34.99
20 200 1.815 36.89 1.046 543.87
B5FT FL
 
Figure 2-4 : Comparison of FL and B5FT heuristics [35] 
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Figure 2-5 : Comparison of FL and B5FT heuristics using CPU requirements [35] 
Some of the heuristics discussed above use meta-heuristic search techniques such as 
simulated annealing, tabu search or genetic algorithm in their solution methods. Meta-
heuristics are classified as approximate algorithms since they obtain near optimal 
solutions whereas deterministic algorithms obtain optimal solutions. Scheduling of jobs 
in minicells in previous work [4, 6, 5, 8], was done by using Genetic Algorithm and the 
objective was minimizing the makespan. However, given the importance of flow time 
and the superior performance of minicells in minimizing average flow time [6, 5, and 8], 
minimization of average flow time is chosen as the objective for scheduling in research. 
This is achieved by applying FL heuristic. 
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3 METHODOLOGY 
 
This chapter focuses on the methodology used for designing minicells and scheduling of 
jobs in minicells.  Since the minicells are first designed and then jobs scheduled in them 
in this research, a detailed explanation of design and scheduling methods is presented. A 
brief description of minicell configuration is also given in this chapter. 
 
3.1 Comparison with Previous Research 
 
Badurdeen [6] developed an integrated approach to build a robust minicell configuration 
by considering the design and scheduling of minicells simultaneously. Badurdeen [6] 
used a genetic algorithm-based method to determine the best minicell subject to two 
objectives: minimizing machine requirements and /or makespan.  
 
In the previous research, based on the population size a large number of designs were 
generated. Then scheduling of jobs is performed on all these designs.  This is followed by 
makespan and machine count calculations for each of the generated designs. Based on the 
weights assigned to each objective, a weighted objective function value is computed for 
each design. Finally, the best minicell design is selected based on the weighted objective 
function value. For example, if 100 generations are considered for a problem with 50 
chromosomes in each generation, then each generation would produce 50 designs and 
since there are 100 generations a total of 5000 (50*100) designs would be generated. 
Then jobs are scheduled on each of the designs, followed by makespan and machine 
capacity calculations. Hence, it can be observed that a minicell design is selected from a 
large solution space. But since the emphasis has been on minimizing both objectives, 
there could be a design generating minimum machine requirements which may not be 
selected in this process. 
 
Hence an alternate approach to this process is to first design minicells and then schedule 
product variant demand in minicells to determine the minicell designs which meets the 
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desired performance criteria. This approach is an attempt to identify best minicell designs 
without having to go through the lengthy process of developing a metaheuristic model as 
used in the previous research. 
 
In the present research, minimum machine requirement minicell designs are identified in 
the designing stage. Then using these designs, jobs are scheduled in minicells to 
determine the minimum average flow time. Then the results from designing and 
scheduling stages are analyzed and best minicell design is selected based on the desired 
objective. The details of the procedure to develop minicell design are given in the 
following section. 
 
3.2 Framework of Hierarchical Approach to Minicell Design and Rule Extraction 
 
There are two objectives in this research: identifying the best minicell designs using the 
hierarchical method (to determine if this method can find better solutions) and to extract 
rules to identify the criteria to design the best minicell design, subject to given objectives. 
The detailed methodology followed to achieve these objectives is presented in Figure 3-1. 
Best minicell designs and their machine requirements are identified in design stage and 
average flow times are calculated in scheduling stage. These designs are then evaluated to 
identify similarities in their design to establish rules that can simplify the minicell design 
process. 
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Steps
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-1 : Framework for hierarchical approach to Minicell Design and Rule 
Extraction 
 
Minicell design and scheduling stages are elucidated clearly in this chapter and the third 
stage of selecting of best minicell designs and design rule extraction are given in next 
chapter. Before proceeding to minicell design, a clear understanding of minicell 
configuration and minicell formation method is necessary. These topics are elaborated in 
the following sections. 
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3.3 Description of Minicell Configuration 
 
In classical cellular manufacturing environment, a manufacturing cell is dedicated to 
produce product family and machines required to process them are grouped together. 
Then the products are manufactured within the cell. Hence, a product-machine matrix 
which consists of all the products and machines on which the products get processed is 
used to form product families and machine cells. An example of product-machine matrix 
is given in Table 3-1. 
Table 3-1 : Product-Machine matrix used in traditional manufacturing system (in 
terms of processing times) 
Products\Machines M1 M2 M3 M4
Product1 3 4 5 0.2
Product2 1 2 3.2 5.6
Product3 2 3.1 5 2.9
Product4 2 3 1 2.3  
 In mass customization environment often a platform based product structure is used as a 
number of options are available for each feature of product. Therefore, different product 
variants can be formed based on the choice of options for each feature, though there may 
be only one or few products. Hence developing traditional cells to contain processes for 
all these product variants would result in large cells. Also large cells would be difficult to 
manage [48] and would limit flexibility in mass customization. Hence considering these 
factors, forming small manufacturing cells called ‘minicells’ which are dedicated to an 
option-family was suggested by Badurdeen [6].  
For example, assume that a product consists of three customizable features. Feature 1 and 
2 consists of two options and feature 3 has as one option as shown in Table 3-2. The 
option-machine matrix provides information about the processing time requirements of 
all options on each of the required machines. If an option does not require processing on 
any machine, then the processing time will be zero in the matrix. The dashed line in 
Table 3-2 shows that machines M1 and M2 are assigned to stage 1 and M3 and M4 to 
stage 2. 
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Table 3-2: Option-Machine matrix used in mass customization environment (in 
terms of processing times) 
M1 M2 M3 M4
Option 1 0.5 0.2 1.3 2.6
Option 2 1 0 2.8 3
Option 3 2.3 1 0 4
Option 4 1 2 3 0
Feature 3 Option 5 8.5 0 0 5.6
Feature 1
Feature 2
 
 
Two different approaches have been used to divide the option-machine matrix into 
multiple stages [6]. In the 1st approach, machines are first listed in processing sequence 
and are then separated into multiple stages. This is done by dividing the matrix vertically 
[6]. For example, in Table 3-2, option-machine matrix is divided into two stages, with 
M1 and M2 in stage 1 and M3, M4 in stage 2. Within each stage, the options are 
combined based on the processing requirement in that stage and option-families are 
formed. Machines required to process the option family are then grouped into a minicell.  
 
Depending on the option allotment in minicells, a product variant may need to visit more 
than one minicell in each stage. Each minicell will contain machine types required to 
process a subset of operations for each option.  
 
In the 2nd approach to minicell design, the option-machine matrix is separated into stages 
based on the available features. The matrix is divided horizontally so that each stage will 
contain all the machines to process options for one or more features [6] i.e. Features 1 
and 2 could form stage 1 and feature 3 as stage2 as seen from Table 3-2. Hence all 
operations for an option would be performed in one minicell in each stage i.e. a product 
variant would visit only one minicell in each stage.  
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Badurdeen and others used GA based model to design minicells following both strategies 
and it was found that designing minicells using the 2nd approach resulted in significant 
machine duplication [5]. It was also noted that minicells designed using 1st approach 
produced results, comparable in terms of makespan and better average flow times, even 
though it was not a performance measure that was considered in previous work [4]. The 
2nd approach also produced better makespan and average flow time values but with the 
use of more machines. But the 2nd approach converged to the overall best solution much 
faster than the 1st approach [20]. Hence in the present research, stages in the option 
machine matrix are formed using the 1st approach as seen in Table 3-2. 
  
3.4 Similarity Coefficient Technique for Minicell Formation 
 
A brief description about the minicell configuration and operation is given in the 
literature section. The basis to form minicells and the importance of option-machine 
matrix has also been presented. This section provides information about the method used 
to group options and generate option families in this research.  
 
Different strategies suggested for cell formation in the literature were discussed in 
chapter 2. However, all these techniques cannot be applied to minicell formation. 
Minicell formation needs evaluating the processing requirements of options not products. 
Further, traditional cell formation methods must be applied separately to each stage since 
minicell configuration consists of multiple stages [6]. For example, with the similarity 
coefficient method, similarity of the options has to be considered in terms of their 
processing requirements in a particular stage. Also cell formation techniques that proceed 
by diagonalizing the product-machine [57] matrix like King’s algorithm cannot be used 
in minicell-based configuration because the column sequence in the option-machine 
matrix must be preserved to maintain sequential flow across stages. 
 
Among the several cell formation techniques, clustering techniques are most apt for the 
minicell formation. The part-machine matrix used in clustering technique is similar to the 
part of the option-machine matrix assigned to each stage in minicell design. Also the 
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similarity coefficient methods are more flexible in incorporating manufacturing data into 
the minicell formation process [97]. 
 
In statistical cluster analysis method, a measure of association or proximity that 
quantifies the similarity between two parts or machines is developed. This measure of 
association is called similarity coefficient. The similarity coefficients are calculated for 
each pair of parts or machines and stored in a matrix. This matrix is used as input for 
Single Linkage Clustering and Average linkage clustering methods to identify part 
families or machine cells [102]. 
 
McAuley developed a clustering algorithm to form machine cells by considering parts as 
rows and machines as columns. On the other hand Carrie illustrated the clustering 
algorithm by considering similarity between to generate a part-part similarity coefficient 
matrix. According to Shafer and Meredith [100], statistical cluster analysis to identify 
part families outperformed similar procedures to identify machine cells due to the greater 
flexibility the analyst has in assigning duplicate machines to alternative cells with part 
family identification. Hence in the present research, Carrie’s method of part-part cell 
formation technique is used.  
 
In statistical cluster analysis, each part or machine is initially placed in a separate cluster. 
These clusters are successively combined starting with the clusters that are most similar 
and ending with the combination of two clusters that are least similar [102].   
 
Carrie illustrated how numerical taxonomy can be applied to cellular manufacturing 
using the Jaccard Similarity Coefficient (JSC). Similarity between two parts with JSC is 
calculated as the ratio of number of machines the two parts require in common to the 
number of machines either or both parts together require i.e. JSC is defined as: 
( )jkkkjj
jk
jk NNN
N
JSC
++
=  
Where JSCjk = Jaccard similarity coefficient between parts j and k; Njk    = Number of 
machines that components j and k have in common in their production; Njj = Number of 
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machines component j requires in its production; Nkk = Number of machines component 
k requires in its production.                   
 
To illustrate the calculation of JSC, consider the following option-machine matrix. Each 
value represents the processing time for each option on each machine. The corresponding 
binary matrix is shown in Table 3-4.                                   
Table 3-3: Option-machine matrix 
Options\Machines M1 M2
11 0.5 0.2
12 1 0
21 2.3 1
22 1 2
31 8.5 0  
Table 3-4: Binary matrix 
Options\Machines M1 M2
11 1 1
12 1 0
21 1 1
22 1 1
31 1 0  
                                            
                           ( ) 5.02
1
112
1
12,111211
12,11
12,11 ==−+
=
++
=
NNN
N
JSC  
JSC between all other options is calculated in the similar way and the option-option JSC 
matrix can be generated as shown in Table 3-5. 
 
Table 3-5: Similarity Coefficient Matrix 
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Options\Options 11 12 21 22 31
11 - 0.5 1 1 0.5
12 - 0.5 0.5 1
21 - 1 0.5
22 - 0.5
31 -  
 
Statistical cluster analysis begins with each component in its own cluster and 
successively combines clusters until all components are combined into a cluster i.e. 
starting from Table 3-5, the procedure begins by placing all the five options into their 
own cluster. Clustering is done based on the similarity between options and specifying a 
threshold value for the similarity level, which helps in determining which options should 
be clustered together to form option families. The threshold value is the smallest 
similarity value acceptable for two clusters to be combined [102] i.e. any two options 
could be combined only if their JSC is greater than or equal to the threshold value. The 
similarity coefficient of ‘1’ indicates the highest similarity between two options. Any 
value less than one indicate that the options combined would be less similar.  
From Table 3-5, it can be observed that the options 11 and 21, options 11 and 22, options 
12 and 31, options 21 and 22 all have the highest pair-wise similarity. From the above 
combinations, any one of the options can be selected for combining. Option 11 and 21 is 
selected arbitrarily from the above list. After this step, there would be four clusters: {11, 
21}, {12}, {22} and {31}.                          
The next step is to update the option cluster matrix based on the new cluster. This 
depends on the clustering procedure used. Single linkage clustering (SLC) and Average 
linkage clustering (ALC) are two popular clustering algorithms. Two clusters are 
combined based on the strongest single link between the two clusters in SLC method. 
Alternatively, with ALC, combining two clusters is based on the average value of all 
links between two clusters.  
If SLC is used then the similarity between the new cluster {11, 21} is based on the 
maximum similarity between either option 11 or option 21 and the options in other 
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clusters. With ALC, similarity between the new cluster {11, 21} is based on the average 
similarity of both option 11 and option 21 to each of the options in the other clusters. 
To illustrate, based on SLC similarity between clusters {11, 21} and {12} is calculated as 
the max (JSC11, 12, JSC 21, 22) i.e. max (0.5, 0.5). Similarity between clusters based on 
ALC would be (JSC11, 12 + JSC21, 22) / 2 which is equal to (0.5+0.5)/2. The option cluster 
matrix in this example is updated using ALC method.  
 
Table 3-6: Similarity Coefficient Matrix after combining options 11, 21 
Options\Options 11,21 12 22 31
11,21 - 0.5 1 0.5
12 - 0.5 1
22 - 0.5
31 -  
Values in Table 3-6 indicate that clusters {11, 21} and {22} should be combined next. 
After combining these clusters the JSC matrix is updated as follows. 
Table 3-7: JSC Matrix 
Options\Options 11,21,22 12 31
11,21,22 - 0.5 0.5
12 - 1
31 -  
The clusters {12} and {31} have the next highest similarity in sequence in the updated 
JSC matrix. Then, clusters {12} and {31} are combined into a single cluster.   
Table 3-8:  Option Family for Stage 1 
Options\Options 11,21,22 12,31
11,21,22 - 0.5
12,31 -  
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Finally clusters {11, 21, 22} and {12, 31} are combined into a single cluster i.e. clusters 
{11, 21, 22} and {12, 31} are combined at a similarity level of 0.5. If a threshold value of 
0.75 is specified for the above example then two option families, {11, 21, 22} and {12, 
31} would be created i.e. option families would be combined for all values which are 
equal to or above the threshold.                    
3.5 Minicell Design Stage 
 
In this stage of minicell design, option families and machine requirements of each 
minicell at different threshold values are obtained. As the threshold values are changed 
the grouping of options also varies. Hence it becomes essential to explore forming option 
families and corresponding minicells for a range of threshold values. Therefore, a lower 
bound (LB) and higher bound (UB) for threshold values is utilized in this research and 
alternate minicell designs are determined by varying the threshold value from the LB in 
steps of 0.1 until UB.  
 
The JSC method is used to generate clusters of options and the machines needed for them 
are then grouped to form minicells. The difference in the present research work in 
comparison with the previous method developed by Badurdeen [6] is that here the 
allotment of machines to different stages is decided by the user. By doing so, this method 
provides flexibility to the user to decide which operations need to be performed in which 
stage. However, in the previous research, though the number of stages required and 
maximum number of minicells per stage were predefined, the GA has been used to 
determine the optimal assignment of machines to stages. In the present work, number of 
stages into which machines are distributed is decided by the user but the number of 
minicells in each stage is determined by the clustering technique used. In the previous 
method, number of stages was restricted to three, while in the present work there is no 
restriction on the number of stages. With different stage division, different minicell 
designs are generated and give an opportunity to identify the best minicell design. Also 
this flexibility of minicell design method helps to perform in scenario based planning to 
select the best minicell configuration. However, in comparison with the previous work, 
the present approach limits the exploration of solution space as the machines allotment to 
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different stages is decided by the user. Also in previous research used a metaheuristic like 
GA to explore the solution space. 
 
The details of the minicell design developed to solve the multi stage flow shop 
scheduling problem are explained in this section. The inputs procured from the user in 
designing minicells are: 
a) Number of customizable features 
b) Number of options available for each feature 
c) Total number of machines 
d) Daily demand for each product variant 
e) Processing times for each option on each machine 
f) Number of working hours in a day 
g) Statistical clustering technique to be used (SLC or ALC) 
h) Threshold values – lower threshold value, upper threshold value and setup size for 
threshold 
i) No of stages 
j) Allotment of machines in each stage 
The steps followed in the data entry and calculations of minicell design are shown in 
Figure 3-2. The screenshots for each of the numbered steps in Figure 3-2 are shown in 
Appendix. The second step in the following chart uses the input data a), c), f) and g) from 
the above list.   
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Figure 3-2: Flow chart representation of minicell design 
 
Consider an example with three customizable features (F1, F2, and F3). The first feature 
consists of two options (11, 12) and second feature also contains two options (21, 22). 
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The third feature contains one option (31). The resulting product structure can be 
represented pictorially in Figure 3-3. 
 
 
                          Product 
                                       
 
 
 
      
 
  
Figure 3-3:  Product-Feature-Option diagram 
 
In the above example, the total number of options of all features is equal to five (2+2+1 = 
5). The number of options available would now form the rows of option-machine matrix 
and the total number of machines will be equal to the number of columns of the option-
machine matrix. Therefore, assuming four machine types are needed, there would be four 
columns and five rows in the option-machine matrix. The processing requirement of each 
option on each of the machine is entered in minutes by the user as shown in Table 3-9. 
 
Table 3-9:  Option-machine matrix 
Options/Machines M1 M2 M3 M4
11 0.5 0.2 1.3 2.6
12 1 0 2.8 3
21 2.3 1 0 4
22 1 2 3 0
31 8.5 0 0 5.6  
 The option machine matrix in terms of processing times is transformed into a binary 
matrix. All the options which require processing on any machine would be assigned ‘1’ 
and all other options would be assigned ‘0’ i.e. ‘1’ indicates that the particular option 
Features    F1   F2   F
Options  11  12  21  22 
3 
 31 
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requires processing on that machine and number ‘0’ indicates that the option doesn’t need 
processing on that machine. The binary matrix for the example is shown in Table 3-10. 
Table 3-10:  Binary matrix for Table 3-9
Options/Machines M1 M2 M3 M4
11 1 1 1 1
12 1 0 1 1
21 1 1 0 1
22 1 1 1 0
31 1 0 0 1  
                                                  
The option- machine matrix is divided into two stages by dividing the matrix vertically 
using 1st approach [Section 3.3]. The first two machines M1 and M2 are allotted to 1st 
stage and M3 and M4 are assigned to second stage. After assigning machines to different 
stages, each stage is considered as a separate manufacturing unit. Statistical clustering 
technique is applied to each stage and minicells in each stage are identified. The 
following example elucidates this procedure clearly. The resulting option-machine 
matrices for stage 1 and stage 2 are shown in Table 3-11 respectively.  
Table 3-11:  Option-machine matrix for (a) Stage 1 and (b) Stage 2 
(a) Stage 1                                                            (b) Stage 2 
Options/Machines M1 M2
11 0.5 0.2
12 1 0
21 2.3 1
22 1 2
31 8.5 0                 
Options/Machines M3 M4
11 1.3 2.6
12 2.8 3
21 0 4
22 3 0
31 0 5.6     
Binary matrices are formed for the two stages using the option machine matrices in Table 
3-11. Jaccard similarity coefficients are then calculated for each option with every other 
option, following the method described in Table 3-4 through Table 3-8  for stage 1. The 
procedure is repeated for stage 2. Option families {11, 21, 22} and {12, 31} are formed 
in stage 1(seen from Table 3-8) and option families {11, 12}, (21, 31} and {22} are 
generated for stage 2 (shown in Table 3-13). 
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Table 3-12:  Option-Option Jaccard Similarity Coefficient matrix for stage 2 
Options/ Options 11 12 21 22 31
11 - 1 0.5 0.5 0.5
12 - 0.5 0.5 0.5
21 - 0 1
22 - 0
31 -  
 
Table 3-13:  Option family matrix for stage 2 
Options/ Options 11,12 21,31 22
11,12 - 0.5 0.5
21,31 - 0
22 -  
 
 
By specifying a threshold value for the similarity level, it is possible to determine which 
options can be clustered to form families. From Table 3-13 it is observed that three 
clusters are formed at a similarity level of 0.6 and three option families are created. But at 
a threshold of 0.5 the option families in Table 3-13 would reduce to one because the 
clusters with JSC values equal to or above threshold would be combined into one family.  
 
After applying clustering technique, the number of option families and machine usage in 
each minicell is determined.  The machines needed for each option family in each stage is 
summarized in Table 3-14. 
 
Table 3-14: Option families, machine usage in minicells for (a) Stage 1, (b) Stage 2 
(a) Stage 1                                                         (b) Stage 2 
              
Option 
Family
Machines in 
minicells
11,21,22 M1, M2
12,31 M1                                            
Option 
Family
Machines 
in minicells
11,12 M3, M4
21,31 M4
22 M3           
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A product variant is formed by considering one option from each feature. In the present 
example since there are three features, the product variant would contain one option from 
each of the three features. Hence there would be three options in one product variant. The 
total number of product variants formed with the available options is obtained from the 
product of the number of options available for each feature i.e. 2*2*1 = 4. The 
configuration of each product variant is shown below. 
 
Table 3-15:  Product Variant Configuration 
Product Variant ID Product Variant
1 11,21,31
2 11,22,31
3 12,21,31
4 12,22,31  
 After identifying the total number of product variants, the average demand for each 
product variant is used to determine the average demand for each option considering the 
options needed for each variant. The product variant demand and option demand are 
shown in Table 3-16(a) Product variant Demand and (b) Option Demand respectively. 
Table 3-16:  (a) Product Variant Demand and (b) Option Demand 
(a) Product Variant Demand                     (b) Option Demand 
                              
Product Variant Demand
11,21,31 8
11,22,31 9
12,21,31 4
12,22,31 3                  
Option Demand
11 17
12 7
21 12
22 12
31 24  
 
The number of machines of each type in each minicell in each stage (capacity) is 
calculated using the demand of each option and the processing time for that option in 
corresponding machine in a particular minicell. In the above example, as seen from the 
Table 3-8, at a threshold value of 0.6 two minicells with option families {11, 21, 22} and 
{12, 31} are formed in stage 1. Three minicells with option families {11, 12}, {21, 31} 
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and {22} are formed in stage 2 .The machine capacity calculations are enumerated below. 
In minicell 1 of stage1, there are three options 11, 21, 22. Stage1 has two machines M1 
and M2. The machine usage of option 11 on M1 is obtained by multiplying the demand 
for option 11 with the processing requirement of option 11 on M1 i.e.17*0.5 = 8.5. The 
sum of all the options on an individual machine in a minicell determines the usage of that 
machine. Machine capacity requirement for minicell 1 in stage 1, calculated as described 
above, is given in Table 3-17. 
Table 3-17:  Machine capacity requirement (minutes) for minicell 1 in stage 1 
Options\Machines M1 M2
11 8.5 3.4
21 27.6 12
22 12 24
Total 48.1 39.4  
 
The number of working hours per day is also entered by the user. Thus, for an 8-hour 
shift the number of available minutes is 480 and one unit of M1 and M2 are required in 
minicell 1 in stage 1. The requirements of all machines in all minicells are calculated 
accordingly, as shown in Table 3-18. 
Table 3-18:  Final minicell design output matrix 
Stage Minicell Options M1 M2 M3 M4
1 11,21,22 1 1 - -
2 12,31 1 0 - -
1 11,22 - - 1 1
2 21,31 - - 0 1
3 22 - - 1 0
Machine Capacity
1
2
 
 
From Table 3-18, the machine requirement of each minicell at each stage can be 
obtained. Thus, at a threshold value of 0.6, the total machine requirements are given by 
the usage of M1 (2), M2 (1), M3 (2) and M4 (2) units which is equal to seven. The 
machine requirements at any threshold value are calculated accordingly. 
As observed from Figure 3-1, the minicell design stage identifies the best minicell 
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designs and the required number of machines for those designs. As the objective of the 
research is to identify criteria that can be used to determine the best minicell designs, 
considering machine capacity and/or flow time or both, several designs that perform well 
with respect to machine requirements are chosen to be carried forward to the next stage. 
The second step involves scheduling the product demand in the selected designs to 
identify the minimum average flow time processing sequence. 
The software program to perform the above mentioned calculations for minicell designs 
was developed by using Microsoft Visual Basic.NET programming language, 2003 
version. Visual Basic.NET provides ease of creating an interface for the user and has the 
ability to present the work as an executable file. A few screenshots of the interface 
created for the Minicell Design are shown in Figure 3-4. An example using Visual 
Basic.Net is given in the Appendix. 
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(a): Screenshot of interface in minicell design stage; Input data Entry 
 
 
 
(b): Screenshot of interface in minicell design stage; Final Output 
Figure 3-4 : Screenshots of Interface in Minicell Design Stage 
 
3.6 Scheduling Stage  
 
In this stage, the average flow time to process the given product variant demand is taken 
as the performance measure for evaluating minicell designs. Several of the best minicell 
designs are selected with respect to machine capacity from the minicell designs generated 
at different threshold values from the minicell designing stage. The jobs in these selected 
designs are scheduled to identify average flow times. Therefore it is essential to 
determine an effective scheduling strategy which identifies the minimum average flow 
time processing sequence in the given minicell configuration. 
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Since minicells are similar to flow shops, different flow shop scheduling heuristics which 
generate minimum average flow time were reviewed.  Among the several heuristics, the 
heuristic by Framinan and Leisten [33] produces good quality results to minimize average 
flow time in reasonable computational time. Hence the Framinan and Leisten (FL) 
heuristic is selected for scheduling jobs in minicells in the multi-stage flow shop 
environment. Each stage in a minicell configuration could have multiple minicells 
representing a separate flow shop. Therefore, the multi-stage configuration results in a 
nested multi-stage flow shop configuration. Hence the application of FL heuristic has to 
be modified for scheduling minicells.  
 
FL heuristic [33] is specifically developed for a single stage permutation flow shop. 
Hence minor modifications are needed in the heuristic before applying it to scheduling in 
a minicell configuration, because minicells are also considered as non-permutation flow 
shops that can process jobs as they become available. The heuristic is individually 
applied to each minicell considering it as a separate flow shop scheduling problem to get 
the best possible sequence. In the most basic form FL heuristic has only been applied in 
literature to situations where there is no machine duplication. However, there could be 
more than one machine of each type in any minicell, i.e. machine duplication is allowed 
in order to provide the required capacity to process daily demand.  Therefore, it is 
essential to modify the application of FL heuristic in the present research, to be 
applicable to multi-stage flow shop problem allowing machine duplication.  
 
After identifying minicells from the design stage, the product demand is scheduled for 
processing in respective minicells. Since a multi-stage flow shop manufacturing system is 
considered, the modified FL heuristic is applied to all the minicells in all stages. It is 
assumed that all jobs are available at a ready time of zero for processing in the first 
minicell in the initial stage. For all subsequent minicells, the start times of jobs will 
depend on the completion times in the previous minicells. 
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3.6.1 Application of FL Heuristic for Scheduling in Minicells 
 
A detailed description of the scheduling method along with step-wise procedure is 
explained using the same example discussed earlier. 
 
Procedure for First minicell in Stage 1 
 
Due to differences in ready times for jobs entering the first minicell in stage 1 and the 
remainder of minicells, different approaches are used when applying the FL heuristic in 
the two situations. The approach followed for the fist minicell in stage 1 is discussed 
here. 
 
Step1:  
Identify the product variants which needs to be fabricated in the particular minicell based 
on the options assigned to the minicell. Based on the information provided in Table 3-15 
and Table 3-18, the routing of product variants to different minicells in each stage can be 
established as shown in table below.                                    
Table 3-19 : Product Variant Routing 
Stage Minicell Options Product Variant 
1 11,21,22 1, 2, 3, 4
2 12,31 1, 2, 3, 4
1 11,12 1, 2, 3, 4
2 21,31 1, 3
3 22 2, 4
2
1
 
 
Step 2: 
Calculate the total processing time of each product variant in each minicell on each 
machine. Obtain the sum of processing times of options present in the minicell. Then get 
the product of this sum and the product variant demand. 
In the present example, two options (11, 21) of the first product variant (11, 21, 31 = 
Job1) are processed in the first minicell, the sum of processing times for options 11 and 
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21 is computed. As mentioned previously, the first two machines are allotted to the first 
stage. Therefore, the processing times needed for Job1 (demand = 8 units) on M1 and M2 
in minicell 11 will be 8*(0.5+2.3) and 8*(0.2+1), respectively. The times needed to 
process all jobs in minicell 11, computed as described above are shown in Table 3-20.                         
Table 3-20 : Processing Times for jobs in Minicell 11 in Stage 1 
M1 M2
# Machines 2 1
11, 21, 31 = Job1 8*(0.5+2.3)=22 8*(0.2+1)=10
11, 22, 31 = Job2 9*(0.5+1)= 14 9*(0.2+2)=20
12, 21, 31 = Job3 4*(2.3)=9 4*(1)=4
12, 22, 31 = Job4 3*(1)=3 3*(2)=6  
 
The values in Table 3-20 are rounded off to the nearest minute in this example. The 
processing time of each job on the available machines and the number of copies of each 
machine is given in Table 3-20.                              
 
Step 3: 
Determine the initial job sequence by calculating the sum of processing times of each job 
on the all the available machines in each stage and arranging the jobs in the ascending 
order of their total processing times as illustrated in Table 3-21. The job sequence for 
minicell 11 is Job4-Job3-Job1-Job4. 
Table 3-21 : Job order of Minicell 11 
M1 M2
No of Machines 2 1 Sum Order
 Job1 22 10 32 3
 Job2 14 20 34 4
Job3 9 4 13 2
 Job4 3 6 9 1  
 
Step 4: 
A partial sequence S is developed by considering the first two jobs in the job sequence. If 
the number of jobs is equal to two then the jobs are interchanged and the sequence which 
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produces lowest flow time is selected and updated as S. The first two jobs are then 
removed from the job sequence list. 
 
The first two best jobs, Job4 and Job3 with the shortest processing times are selected and 
considered as a partial schedule. They are then scheduled on the machines considering all 
the units of the particular type of machines available. The assignment of jobs to machines 
and cumulative times are shown in Table 3-22. 
 
Table 3-22: Job-Assignment and Cumulative Flow time in Minicell 11 with Job4-
Job3 
M2
Unit 1 Unit 2 Unit 1
Job4 3 3+6 =9 9
Job3 9 9+4 =13 13+9 =22
M1    Cumulative 
 Flow Time
 
    
Therefore, the total flow time is equal to sum of completion times of Job4 and Job3, 
which is equal to the sum of 9 and 13, equal to 22. The same procedure is repeated for 
Jobs3 and 4 by interchanging their positions, i.e. Job3 would now be in the 1st position 
and Job4 in the 2nd position. The calculations are shown in Table 3-23. 
 
Table 3-23 : Job Assignment and Cumulative Flow time in Minicell 11 with Job3-
Job4 
M2
Unit 1 Unit 2 Unit 1
Job3 9 9+4 =13 13
Job4 3 13+6=19 13+19 =32
M1    Cumulative 
Flow  Time
 
 The total flow time obtained from the Job3-Job4 sequence is 32 (13+19). Since the 
lowest flow time is to be chosen, the Job4-Job3 sequence is selected. Let this partial job 
sequence be designated as S = {Job4-Job3}. 
Step 5: 
The next job in the job sequence is then appended to the partial sequence S and 
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depending on the number of jobs in S, the new job is inserted in all possible positions and 
the partial schedule with lowest flow time is retained as best solution. This job is then 
removed from the original job sequence. 
 
The next step is to add the third job in job list, Job1 to the partial sequence S in all the 
possible positions. As the total number of jobs is three, Job1 is added in all three 
positions, while retaining the sequence of other jobs in S i.e. sequence Job4-Job3 must be 
retained since it has given lower flow time for two jobs. Then, flow time must be 
calculated for the sequences {Job4-Job3-Job1}, {Job4-Job1-Job3} and {Job1-Job4-
Job3}. The calculations for these sequences are shown below. 
Table 3-24 : Job Assignment and Cumulative Time in Minicell 11 with 3 jobs 
(a) Job1-Job4-Job3 
M2
Unit 1 Unit 2 Unit 1
Job1 22 22+10 =32 32
Job4 3 32+6=38 32+38 =70
Job3 3+9 =12 38+4=42 70+42=112
M1    Cumulative 
Flow Time
 
 
(b) Job4-Job1-Job3 
M2
Unit 1 Unit 2 Unit 1
Job4 3 3+6 =9 9
Job1 22 22+10=32 9+32 =41
Job3 9+3=12 32+4=36 41+36=77
M1    Cumulative 
Flow Time
 
 
(c) Job4-Job3-Job1  
M2
Unit 1 Unit 2 Unit 1
Job4 3 3+6 =9 9
Job3 9 9+4=13 9+13 =22
Job1 22+3= 25 25+10=35 22+35=57
M1    Cumulative 
 Flow Time
 
                     
The lowest flow time generated sequence, Job4-Job3-Job1 is selected and partial 
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sequence S is updated as S = {Job4-Job3-Job1}.  
 
Step 6: 
If the number of jobs is greater than 2, then a general pair wise interchange is applied to 
the partial schedule S, i.e. all the possible combinations of the jobs are checked for flow 
time and the best partial solution which generates minimum flow time is retained. The 
pair wise interchange sequences are checked for the lower flow time values than the one 
generated by partial sequence S. If the new sequences do not produce flow time lower 
than S then partial sequence S is retained. 
 
The jobs in the sequence Job4-Job3-Job1 are interchanged pair wise i.e. two jobs are 
interchanged at a time while keeping the other jobs in their positions. The pair-wise 
interchange on the sequence Job4-Job3-Job1 generates Job3-Job4-Job1, Job1-Job3-Job4, 
and Job4-Job1-Job3 sequences. The flow times are evaluated to be 67, 110 and 77 
minutes respectively. Since the sequence Job4-Job3-Job1 generates lower flow time 
value, it is retained. 
 
Step 7:  
If the total number of jobs in the job order list becomes null then Stop else go to Step 5. 
In this example, since there is one more job (Job2) left, Step 5 is repeated. The last job in 
the job order list (Job2) is then appended to Job4-Job3-Job1 in all possible positions, i.e. 
Job2-Job4-Job3-Job1, Job4-Job2-Job3-Job1, Job4-Job3-Job2-Job1 and Job4-Job3-Job1-
Job2. The flow times of 172, 129,106 and 112 are obtained, respectively. The sequence 
with lowest flow time is selected and pair-wise interchange is performed. It is noted that 
the sequence Job4-Job3-Job2-Job1 generated minimum flow time of 106 minutes and is 
hence retained. The calculations of Job4-Job3-Job2-Job1 are shown in Table 3-25. 
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Table 3-25 : Completion times of jobs in Minicell 11 with Job4-Job3-Job2-Job1 
sequence 
M2
Unit 1 Unit 2 Unit 1
Job4 3 3+6 =9 9
Job3 9 9+4=13 9+13 =22
Job2 3+14=17 17+20=37 22+37=59
Job1 9+22=31 37+10=47 59+47= 106
M1    Cumulative 
Flow Time
 
 
Procedure for Subsequent Minicells 
 
The completion times of jobs from minicell 11 are passed on to the next minicell, 
Minicell 21 and become the start times of the jobs in minicell 21. Minicell 21 consists of 
options 12 and 31 as observed from Table 3-18 and requires only M1 of which there are 
two units available.  
  
Table 3-26 : Job machine matrix for Minicell 21 
M0 M1
Job1 47 68
Job2 37 77
Job3 13 38
Job4 9 29  
The processing times of jobs and initial job order are obtained by following Steps 1, 2 
and 3 as described previously. The completions of all jobs from the previous minicell are 
designated as processing times on a dummy machine M0 (as shown in Table 3-26). The 
partial sequence S with two jobs is obtained by considering the dummy machine M0 and 
using Step 4 for calculations. Job4 will get processed on M1 only after completing 
processing on M0. Therefore, completion time of Job4 on M1 is the sum of 9 and 29. 
Similarly Job3 will get processed on M1 after completing its process on M0. Since a 
second copy of M1 is available, Job3 need not wait until Job4 is completed. The 
completion time of Job3 is calculated as 51(13+38). This can be clearly seen in Table 3-
27. 
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Table 3-27: Job Assignment and Cumulative Flow time in minicell 21 with Job4-
Job3 
M0
Unit 1 Unit 1 Unit 2
Job4 9 9+29=38 38
Job3 13 13+38=51 38+51=89
   Cumulative 
Flow Time
M1
 
 
Steps 5 through 7 are repeated and the minimum flow time is identified for this minicell. 
The same procedure of passing the completion times from one minicell to another is 
adapted to the three minicells in second stage and minimum flow time sequence is 
obtained. 
 
After applying the modified FL heuristic to the last minicell in the last stage, average 
flow time is calculated by taking the average of the completion times of all the jobs in the 
last stage. This procedure is applied to all minicells designs and the average flow time is 
evaluated. The best minicell designs are then identified using the minimum average flow 
time criteria.  
 
The best minicell design from the designing stage with the machine count and the best 
minicell design from the scheduling strategy with the minimum average flow time are 
considered and based on the desired objective the best minicell design is selected. I.e. if 
the objective is primarily focused on the minimum machine capacity then the minicell 
design which requires minimum number of machines and producing respective average 
flow time is selected. On the other hand, if the objective is to determine minimum 
average flow time, then minicell design with minimum average flow time is given 
importance. Hence the best minicell design is selected based on the assigned objective. 
 
In order to study the impact on average flow time for minimum and maximum number of 
machines, the number of machines required at the low and high average flow times is 
studied by conducting a number of experiments by varying several parameters. This is 
discussed in detail in the following chapter. 
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The software program for the scheduling computations, too, was written using 
VisualBasic.Net. The screenshots of scheduling stage are shown in Figure 3-5. 
      
 
 (a): Screenshot of interface in Scheduling Stage; Input data Entry 
 
 
 (b): Screenshot of interface in Scheduling Stage; Stage 1 entry data 
Figure 3-5 : Screenshots of Interface in Scheduling Stage 
 
Selection of best minicell designs and extraction of design rules for the minicell designs 
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is done by analyzing the results from designing and scheduling stages and explained in 
next chapter. 
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4 RESULTS AND DISCUSSION 
 
 
In order to analyze minicell designs developed following methods discussed in the 
previous chapter, experimentations were conducted with problems of varying size. The 
test problems were studied to evaluate designing and scheduling to identify the best 
minicell designs using the performance measures of average flow time and/or machine 
capacity or both. The results procured from hierarchical method are then compared with 
the results obtained from the previous simultaneous method to evaluate the effectiveness 
of proposed method.   
 
4.1 Experimentation Procedure 
 
As outlined in Figure 4-1 the experimentation was conducted in three prime stages: 
Designing, Scheduling and Selecting best minicell designs to form rules for minicell 
design. The flowchart for experimentation with the hierarchical method is shown in 
Figure 4-1. 
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Figure 4-1 : Flow chart for Experimentation with Hierarchical Approach 
 
Starting with a particular problem different minicell designs are identified in Minicell 
design stage. Several of the best minicell designs are chosen based on machine 
requirements and then the product demand for various product variants is scheduled in 
the respective minicells in the Scheduling stage. Minicell designs are evaluated for their 
effectiveness in meeting the objective(s), minimizing either machine capacity or average 
flow time or both, through detailed analysis of the results obtained from the first two 
stages. If the experimentation is to be continued then the inferences from previous 
problems are applied to the next set of problems thereby simplifying the process of best 
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minicell design identification. After the experimentation is complete, a decision tree is 
developed using the data mining results for all the tested problems and to establish rules 
for minicell design.  
Different problems which were used for the experimentation to evaluate best minicell 
design methodology for rule extraction of minicell designs are given in Table 4-1. The 
problem size was varied by using examples with different numbers of product variants 
and machine requirements. Data for all problems was generated randomly by considering 
different demands for the product variants and processing times of options on machines. 
For each of the tested problems, processing requirements of options was varied in order 
to test the results in different scenarios. 
 
Table 4-1 :  Problems used for Experimentation 
Problem
No.
No.of 
Product
Variants(P)
No.of 
Machines
(M)
Problem 
Size
(P*M)
1 27 7 189
2 12 10 120
3 18 8 144
4 8 5 40  
 
4.2 Analysis of Tested Problems 
 
Detailed discussion of the experimentation conducted for each problem and the analysis 
of results is given below. 
4.2.1 Problem No. 1 = 27 Product Variants 
 
The example in the first problem has 27 product variants with three features (F) and each 
feature consists of three options. The product structure for 27 product variants problem is 
given in Figure 4-2. Seven machines are used to produce these variants. 
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12 11 13 21 22 23 31 32 
   F1   F2   F3 
33
27 Products 
 
Figure 4-2 : 27 Products Structure 
 
For initial experimentation, the machines were divided into 3 stages. The machine 
distributions into different stages (cut-offs) were identified using the genetic algorithm 
model developed by Badurdeen [6] for the simultaneous method. These machine 
requirements are anticipated to be determined based on the rules extracted through the 
analysis of experimental results subsequently.  The inputs for the minicell design stage 
are discussed in section 3.5.The option-machine matrix (processing time in minutes) used 
for the 27 product variants problem is given below.  
 
Table 4-2 : Option-machine matrix of 27 product variants problem 
Options\ Machines M1 M2 M3 M4 M5 M6 M7
11 1.02 0 0.57 0.84 0 1.9 0
12 0 0.2 0 0.75 0 0 1.2
13 0 0 0.19 0.02 0 0 0
21 0.18 0 0 0 1.18 0 0.84
22 0 0 0 0.09 0 0.09 0
23 1.65 0.06 0.86 1.27 0 0.02 0
31 1.73 0.05 1.22 1 1.58 0 1.06
32 1.65 0 0 0.33 0 0.43 0.14
33 0 0.67 0.89 0 1.08 0 0  
  
Different minicell designs were found by varying the threshold values from 0.3 to 0.7 by 
incrementing the threshold value by 0.1 i.e. increasing similarity between options from a 
small level to a large level. As expected, the minicell designs formed changed as the 
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threshold values were varied.  
 
With the increase in threshold value, machine requirements were found to increase. At 
low threshold values, the similarity required between the options for clustering is less, 
hence more options are combined into one option family and minicell. Therefore, there 
would be less minicells and hence less machines. As the threshold value increases, 
similarity needed between options to be clustered together also increases, hence only 
options that are most similar get combined leaving out more options to stand out on their 
own. Therefore, this results in more minicells and consequently more machine usage. 
Generally, at high threshold values, minicells with single options are formed as the 
similarity required between options increase. 
 
Two methods were used to cluster the options into families. From the results, it is noted 
that SLC generates less minicells and uses few machines in comparison with ALC. This 
is because in SLC, two option groups may join together merely because two of their 
members are similar while the remaining members may remain far apart in terms of 
similarity [65]. This may result in the formation of minicells containing options which do 
not have enough commonality with other options to justify their assignment to the 
minicell i.e. SLC generates minicells in which a large number of options are far apart in 
terms of similarity. Therefore, similarity of options within minicells generated using SLC 
is low. Hence more options are combined in SLC than in ALC which results in the 
formation of less minicells and consequently fewer machines are needed with SLC than 
with ALC. 
 
On the other hand, with ALC the similarity coefficients between two minicells are a 
measure of similarity between all their options rather than the two most similar options as 
in SLC. In ALC the similarity coefficient is calculated considering the average of all the 
values unlike considering the maximum value in SLC. Since the average similarity 
coefficient between all the members of the two groups is considered in ALC, chaining 
problem is reduced and minicells are also better separated than those formed by SLC 
[65]. Since ALC generates minicells with higher overall similarity among its options, 
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more minicells are formed resulting in more machine requirements.  
 
When more machines are present in a minicell, the options can be processed in a shorter 
time, reducing the waiting time which in turn decreases average flow times. Between 
ALC and SLC, ALC method requires more machines and hence ALC designs at high 
threshold values appear to generate minimum average flow times. 
 
In order to obtain minimum machine capacity, several combinations of machine 
distributions in 3 stages were tested. The results are presented in Table 4-3. 
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Table 4-3: Problem # 1 in 3 stages in Hierarchical and Simultaneous methods 
(MS=0 and MC=1) 
ALC SLC ALC SLC ALC SLC ALC SLC
5-1-1 0.3 12 7 8 5 3 4 128 131 181 418 424 348
0.4 14 7 6 3 127 131 385 424
0.5 16 9 7 4 103 125 351 398
0.6 19 12 9 6 105 132 338 418
0.7 22 19 10 9 86 105 297 338
1-1-5 0.3 10 7 8 4 3 5 134 134 138 391 384 393
0.4 10 7 4 3 134 134 391 384
0.5 14 7 6 3 132 134 391 384
0.6 18 14 8 6 132 132 391 391
0.7 22 22 10 10 129 129 391 391
3-2-2 0.3 11 7 10 7 3 5 103 134 205 344 392 342
0.4 11 7 7 3 103 134 344 392
0.5 12 7 8 3 88 134 291 392
0.6 16 14 11 10 105 105 351 351
0.7 18 18 12 12 98 98 306 306
2-1-4 0.3 10 7 9 5 3 6 133 135 271 391 392 372
0.4 11 7 6 3 132 135 391 392
0.5 12 7 7 3 132 135 391 392
0.6 15 15 9 7 100 106 303 303
0.7 19 19 11 11 98 98 303 303
1-5-1 0.3 11 7 7 5 3 5 132 135 137 391 391 393
0.4 13 8 6 4 131 133 391 391
0.5 13 8 7 4 132 133 404 391
0.6 17 10 8 5 131 123 391 383
0.7 17 17 8 8 131 131 391 391
1-3-3 0.3 11 7 9 6 3 5 131 133 164 391 392 339
0.4 11 7 6 3 131 133 391 392
0.5 12 7 7 3 131 133 391 392
0.6 16 12 10 8 126 132 384 391
0.7 18 18 11 11 130 130 391 391
1-2-4 0.3 10 7 10 5 3 6 134 138 138 391 384 304
0.4 11 7 6 3 132 138 391 384
0.5 12 7 7 3 131 138 391 384
0.6 15 11 9 7 131 134 391 392
0.7 19 19 11 11 130 130 391 391
3-1-3 0.3 11 7 9 7 3 5 107 135 207 351 392 341
0.4 11 7 7 3 107 135 351 392
0.5 12 7 8 3 106 135 351 392
0.6 16 14 11 10 105 106 351 351
0.7 18 18 12 12 96 96 304 304
3-3-1 9 205 345
Hierarchical
Si
m
ul
ta
ne
ou
s
Hierarchical
Si
m
ul
ta
ne
ou
s
Hierarchical
Si
m
ul
ta
ne
ou
s
Stage 
Division
Th
re
sh
ol
d
Hierarchical
Si
m
ul
ta
ne
ou
s
# 3 
Stages
MS=0, MC=1
Machines Minicells  Average Flowtime Makespan
 
 75
 
The machine distribution combinations were procured from the GA program developed 
by Badurdeen [6]. From the data, it is observed that machines are distributed into three 
stages in three different formats:  
1) More machines in the beginning stage or 
2) More machines in the last stage or 
3) Even distribution of machines in all three stages 
Minicell designs are identified by the machine assignment to different stages. For 
example, the design 5-1-1 means, the total number of machines are distributed into 3 
stages with 5 machines in first stage and one machine each in second and third stages. 
This design has more machines in the initial stage. On the contrary, 1-1-5 design has 
more machines in the end and 3-2-2 design indicates even distribution of 7 machines in 3 
stages. Two objectives were used to evaluate the results of the minicell designs-machine 
requirements and average flow time. Experimental results were analyzed and a Pareto 
curve drawn to evaluate performance of designs as shown in Figure 4-3. The Pareto curve 
represents the best minicell design, given the relative importance of each objective. Thus 
the designs which lie on the bottom right side of the graph need more number of 
machines and generate minimum average flow times. Minimum machine capacities with 
high average flow times are given by the designs on the top left side portion of the graph. 
The results from both the hierarchical and simultaneous (previous GA) method are shown 
in Figure 4-3. In the figure, the text next to each data point denote the machine 
assignment to stages, threshold values used and clustering method (A or S) for 
hierarchical designs or ‘Sim’ indicate simultaneous method.                          
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Figure 4-3: Variation of Machines Vs Average Flow Time - 3 stages 
 
The data in Table 4-3 is studied, to identify best minicell designs. The designs generating 
low flow times were first identified with the corresponding number of machines. It is 
observed that low flow times were generated at 0.7 threshold value by both ALC and 
SLC methods. The next best minicell designs generating low flow flows were chosen. 
The pattern of machine distribution in all these minicell designs was observed and hence 
noted that having more machines in the initial stages or even distribution of machines 
yields good minicell designs. 
 
This problem is also tested using GA from previously developed simultaneous method by 
assigning a weight of zero to makespan and one to machines count, since these two were 
the performance measures considered in previous research. The average flow times and 
number of machines is plotted for ALC, SLC and the simultaneous methods in Figure 
4-3. 
 
As, it can be observed the 5-1-1 design needs more machines and hence generates low 
average flow time while the 1-2-4 design needs less machines but produces high average 
flow time. From Figure 4-3, it is seen that the designs which lie away from Pareto front 
are 3-2-2 and 3-1-3 generated at low to medium threshold values. These designs need 
medium number of machines and produce mediocre average flow times. From the results 
it is also observed that having more machines in the initial stages would result in lower 
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average flow times. It is also seen that most designs lying in the Pareto front region are 
produced by the hierarchical method and the designs generated by the simultaneous 
method lie in the left upper side of the graph, away from the Pareto front. 
 
Comparing the average flow times produced by the hierarchical and simultaneous 
methods, it is seen that lower average flow times are generated with the hierarchical 
method. The designs from both clustering methods, as seen from the graph stand 
testimonial to this. 
 
In order to verify and validate these observations, obtained using the 27 product variants 
problem, further experiments were conducted on a problem with 12 product variants that 
require 10 machines. The details of this problem are given below. 
 
4.2.2 Problem No. 2 = 12 Product Variants 
To test the observations from 27 product variant problem, the second problem was again 
tested with 3 stages. The product has 3 features and requires 10 machines which are 
divided into 3 stages. The product structure and option-machine matrix (in minutes) for 
this problem is given in Figure 4-4.  
Product 
F1 F2 F3
11 12 21 22 31 32 33
 
Figure 4-4 : 12 Products structure 
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Table 4-4: Option-Machine matrix of 12 product Variants problem 
Options\ Machines M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
11 1.02 0 0.57 0.84 0 1.9 0 1 0 1
12 0 0.2 0 0.75 0 0 1.2 0 0 2
21 0 0 0.19 0.02 0 0 0 0 2 3
22 0.8 0 0.3 0 0 0 0.2 2.3 0 0
31 2.08 0 0.3 0 0.5 0 0 0 3 2.5
32 0.3 0 0.5 0.2 0 0 0 0 2 6
33 0 0 0.19 0.02 0 0 0 5 1 1  
In order to verify the inferences from 27 product variant problem, this problem was also 
tested for threshold values ranging from 0.3 to 0.7 increasing in steps of 0.1. The machine 
distribution between the 3 stages (cut-offs) was obtained from the GA program. The 
results obtained through the experimentation with 3 stage designs are summarized in 
Table 4-5 below. 
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Table 4-5 : Problem # 2 in 3 stages in Hierarchical and Simultaneous methods 
(MS=0 and MC=1) 
ALC SLC ALC SLC ALC SLC ALC SLC
3-3-4 0.3 12 11 5 5 232 256 538 547
0.4 13 13 7 8 232 232 538 538
0.5 13 13 7 8 232 232 538 538
0.6 17 15 10 9 213 228 462 525
0.7 19 19 11 11 197 197 424 424
5-3-2 0.3 13 11 5 3 203 218 343 416
0.4 13 12 5 4 203 217 343 420
0.5 15 12 6 4 191 217 353 420
0.6 17 15 9 8 211 219 439 432
0.7 21 21 11 11 209 209 430 430
4-2-4 0.3 13 11 6 4 231 255 538 546
0.4 14 14 7 7 231 231 538 538
0.5 14 14 7 7 231 231 538 538
0.6 18 14 9 7 203 231 414 538
0.7 22 22 11 11 195 195 406 406
1-8-1 0.3 14 13 12 5 4 5 202 211 303 392 416 458
0.4 17 13 6 4 251 211 541 416
0.5 17 14 6 5 251 207 541 379
0.6 20 17 7 6 195 202 374 364
0.7 20 20 7 7 195 195 374 374
6-1-3 0.3 13 11 11 5 3 4 251 215 342 561 416 491
0.4 13 12 5 4 251 220 561 429
0.5 15 12 7 4 202 220 358 429
0.6 19 13 9 6 206 204 427 368
0.7 23 23 11 11 186 186 400 400
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Table 4-5 (Continued) 
ALC SLC ALC SLC ALC SLC ALC SLC
4-5-1 0.3 14 11 13 6 3 5 200 216 346 355 416 543
0.4 14 14 6 6 200 200 355 200
0.5 15 14 7 6 191 200 348 200
0.6 19 17 10 9 179 192 304 348
0.7 21 21 11 11 180 180 306 306
1-4-5 0.3 13 11 12 5 3 5 229 215 283 526 416 477
0.4 16 14 7 6 218 229 451 526
0.5 17 14 8 6 220 229 467 526
0.6 18 18 9 9 215 215 451 451
0.7 20 20 10 10 200 200 440 440
6-2-2 0.3 12 11 12 5 3 4 196 220 317 409 422 480
0.4 12 12 5 4 196 220 409 416
0.5 14 12 6 4 190 220 348 416
0.6 18 14 9 7 195 220 405 449
0.7 20 20 10 10 191 192 401 401
5-2-3 0.3 13 11 12 6 4 5 213 217 352 406 419 489
0.4 13 12 6 5 213 217 406 419
0.5 15 12 8 5 221 217 509 419
0.6 17 13 9 7 207 243 423 527
0.7 23 23 12 10 191 191 401 401
7-2-1 0.3 14 13 12 5 4 5 237 215 300 496 416 517
0.4 16 13 6 4 223 215 482 416
0.5 16 13 6 4 223 215 482 416
0.6 21 19 9 8 209 210 456 457
0.7 21 21 9 9 209 209 456 456
3-6-1 0.3 14 11 12 6 4 5 205 216 444 362 418 704
0.4 17 15 8 7 195 199 369 359
0.5 17 15 8 7 195 199 369 359
0.6 18 18 9 9 195 195 369 369
0.7 20 20 10 10 191 191 348 348
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From the results, it is observed that increase in threshold value increases the machine 
capacity. As noted in 27 product variants problem, low average flow times were obtained 
with ALC and less minicells and low machine capacities were produced using SLC. It 
was also seen that the average flow time values generally decreases with the increase in 
machine capacities i.e. average flow times decrease with increase in threshold values. 
Mostly, low average flow times are generated at 0.6 or 0.7 threshold values. The variation 
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of machines required and average flow time values is shown in Figure 4-5. 
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Figure 4-5: Variation of Machines Vs Average Flow Time - 3 stages 
Best minicell designs generating low flow times using reasonable machines were 
identified on the analysis of the results in Table 4-5. Again low flow times were produced 
at high threshold by both ALC and SLC methods. From Figure 4-5, it is observed that 
minicell designs optimizing both objectives are given by ALC and designs with minimum 
average flow time are given by both ALC and SLC at high threshold values. At high 
threshold values, the similarity required is higher are combined into an option family only 
if they are exactly same; else minicells will contain single options. Therefore, minicell 
designs close to Pareto Front were selected. 
The ‘simultaneous’ method produced designs with minimum machine requirements, as 
these design lie close to lower end of machine capacities. From the above, it can be seen 
that designs with more machines in the initial stage such as 6-2-2, 4-5-1 lie in the Pareto 
front region. Having maximum number of machines in the initial (7-2-1) or middle (1-8-
1) stages does not produce better minicell design to minimize any of the objectives. 
To observe the performance of the hierarchical method and minicell design patterns in 
other stages, the 12 product variants problem was tested in 2 stages i.e. 10 machines are 
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divided into 2 stages. The results are tabulated in Table 4-6 and the variation of machines 
Vs average flow times- 2 stages minicell designs are shown below. 
Table 4-6: Problem # 2 in 2 stages in Hierarchical method 
ALC SLC ALC SLC ALC SLC ALC SLC
8-2 0.3 13 13 3 3 213 213 393 393
0.4 16 13 4 3 189 213 365 393
0.5 18 13 5 3 185 213 376 393
0.6 21 18 7 6 205 208 412 413
0.7 26 26 9 9 203 203 412 412
5-5 0.3 13 10 4 2 230 256 526 548
0.4 16 14 6 5 218 230 451 526
0.5 18 14 7 5 210 230 434 526
0.6 18 16 7 6 210 218 434 451
0.7 24 24 10 10 174 174 395 395
3-7 0.3 13 13 5 4 238 192 489 378
0.4 13 13 5 4 238 192 489 378
0.5 16 13 6 4 214 192 458 378
0.6 20 17 8 7 197 211 360 447
0.7 20 20 8 8 197 197 360 360
1-9 0.3 14 11 4 2 230 211 543 416
0.4 14 14 4 4 230 230 543 543
0.5 18 14 5 4 216 230 462 543
0.6 22 14 6 4 201 230 385 543
0.7 22 22 6 6 201 201 385 385
 Average Flowtime Makespan
Stage 
Division
Th
re
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d Hierarchical Hierarchical Hierarchical Hierarchical
# 2 stages Machines Minicells
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Figure 4-6: Variation of Machines Vs Average Flow Time - 2 stages 
As observed previously, machine capacities increase with increase in threshold values 
and fewer minicells are generated at low threshold values. Also, lower average flow 
times are generated by both ALC and SLC at high threshold values with same machine 
usage. From the results and Figure 4-6 it is observed that more machines in the initial (8-
2) or final stages (3-7) yields designs lying on the Pareto front. While having large 
number of machines in the final stage (1-9) generates designs with minimum machine 
requirements. It is seen that the minimum average flow time produced with 2 stage 
division is less than the value obtained in 3 stage division. The minimum value in 2 
stages is due to the decrease in waiting time. Each part in order to get processed on each 
machine has to wait for all other parts to complete their processing. This would increase 
waiting times of the parts if there are more stages and hence increases average flow time. 
Therefore, in order to obtain minimum average flow time, the available machines must be 
divided into two stages.  To evaluate the performance of a minicell design with a single 
stage further experimentation was conducted. The results are tabulated in Table 4-7 and 
presented graphically in Figure 4-7. 
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Table 4-7: Problem # 2 in 1 stage in Hierarchical method 
ALC SLC ALC SLC ALC SLC ALC SLC
10 0.3 13 11 2 1 217 200 460 402
0.4 15 13 3 2 231 217 554 460
0.5 20 15 4 3 199 231 469 554
0.6 25 20 5 4 177 199 377 469
0.7 25 25 5 5 177 177 377 377
 Average Makespan
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Figure 4-7 : Variation of Machines Vs Average Flow Time - 1 stage 
In one stage minicell design, it was observed that increase in threshold increases machine 
capacity and decreases average flow time and the results with ALC and SLC are same at 
high threshold. But the minimum average flow time obtained with the 1 stage design was 
177.353 minutes which is slightly higher than that obtained in two stage design. If all 
machines are assigned to a single stage, waiting times of options would be increased 
leading to increase in flow time. Hence it is clearly seen that in order to achieve lower 
average flow times it is necessary to divide the machines into at least 2 stages. Also from 
Figure 4-7, it is seen that there is no value in the Pareto front region and the minimum 
average flow time is generated using 25 machines while 174.057 minutes average flow 
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time is generated in 2 stages using 24 machines.  
 In order to explore various solutions of this problem a branch and bound-like technique 
was applied for experimentation i.e. the 12 product variants problem is tested by varying 
the number of stages between the maximum and minimum number of stages into which 
10 machines can be divided. 10 stages to a single stage minicell design. As seen earlier, 
one stage division does not generate a minicell design that satisfies both minimum 
average flow time or machine requirement criteria. The experimentation with 12 products 
problem is further continued by dividing 10 machines into 4, 5, 6 and 8 stages. The 
results are tabulated in Table 4-8 and the variation of machines vs. average flow times for 
the different stages is shown below. 
   
Table 4-8 : Problem # 2 in a) 4 stages, b) 5 stages, c) 6 stages and d) 8 stages in 
Hierarchical method 
a) 4 Stages 
         
ALC SLC ALC SLC ALC SLC ALC SLC
1-1-2-6 0.3 13 11 6 4 230 222 528 432
0.4 16 13 8 6 229 229 446 526
0.5 16 13 8 6 229 229 446 526
0.6 19 17 10 9 203 226 437 459
0.7 21 21 11 11 190 190 342 342
7-1-1-1 0.3 13 13 5 5 216 216 416 416
0.4 15 13 6 5 223 216 397 416
0.5 15 13 6 5 223 216 397 416
0.6 19 17 8 7 206 204 399 401
0.7 19 19 8 8 206 206 399 399
4-1-1-4 0.3 13 11 6 4 239 217 536 430
0.4 14 14 7 7 237 237 536 536
0.5 14 14 7 7 237 237 536 536
0.6 18 14 9 7 207 237 424 536
0.7 22 22 11 11 194 194 406 406
3-2-3-2 0.3 12 11 7 6 198 221 374 416
0.4 12 11 7 6 198 221 374 416
0.5 12 11 7 6 198 221 374 416
0.6 15 15 11 11 217 217 432 432
0.7 15 15 11 11 217 217 432 432
Minicells Average Flow Makespan
Stage 
Division
Th
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d Hierarchical Hierarchical Hierarchical Hierarchical
# 4 Stages Machines
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b) 5 Stages                 
ALC SLC ALC SLC ALC SLC ALC SLC
5-2-1-1-1 0.3 12 11 7 6 224 225 416 416
0.4 12 12 7 7 224 224 416 416
0.5 14 12 8 7 204 224 394 416
0.6 14 12 8 7 204 224 394 416
0.7 18 18 10 10 205 205 399 399
1-2-4-2-1 0.3 13 11 9 7 257 219 528 416
0.4 13 11 9 7 257 219 528 416
0.5 13 11 9 7 257 219 528 416
0.6 16 16 12 12 220 220 496 496
0.7 16 16 12 12 220 220 496 496
1-1-1-1-6 0.3 12 11 6 5 229 222 526 432
0.4 15 13 8 7 219 229 455 526
0.5 15 13 8 7 219 229 455 526
0.6 17 15 9 8 202 219 437 455
0.7 19 19 10 10 188 189 342 342
 Average Flow Makespan
Stage 
Division
Th
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# 5 Stages Machines Minicells
 
 
 
 
c) 6 Stages 
        
ALC SLC ALC SLC ALC SLC ALC SLC
4-2-1-1-1-1 0.3 12 12 8 8 223 223 416 416
0.4 12 12 8 8 223 223 416 416
0.5 12 12 8 8 223 223 416 416
0.6 14 12 9 8 204 223 404 416
0.7 16 16 10 10 204 204 404 404
1-2-2-3-1-1 0.3 12 11 9 8 195 220 343 416
0.4 12 11 9 8 195 220 343 416
0.5 12 11 9 8 195 220 343 416
0.6 14 14 11 11 199 199 348 348
0.7 14 14 11 11 199 199 348 348
1-1-1-1-1-5 0.3 12 11 7 6 229 222 526 432
0.4 15 13 9 8 218 229 451 526
0.5 15 13 9 8 218 229 451 526
0.6 15 15 9 9 218 218 451 451
0.7 17 17 10 10 201 201 437 437
 Average Makespan
Stage 
Division
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# 6 Stages Machines Minicells
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d) 8 Stages 
ALC SLC ALC SLC ALC SLC ALC SLC
2-2-1-1-1-1-1-1 0.3 12 11 10 9 216 225 416 416
0.4 12 11 10 9 216 225 416 416
0.5 12 11 10 9 216 225 416 416
0.6 13 13 11 11 223 223 416 416
0.7 13 13 11 11 223 223 416 416
1-1-1-2-2-1-1-1 0.3 11 11 10 10 251 251 540 540
0.4 11 11 10 10 251 251 540 540
0.5 11 11 10 10 251 251 540 540
0.6 11 11 10 10 251 251 540 540
0.7 11 11 10 10 251 251 540 540
1-1-1-1-1-1-1-3 0.3 12 11 10 8 211 219 406 421
0.4 12 11 10 8 211 219 406 421
0.5 12 11 10 8 211 219 406 421
0.6 14 12 11 10 216 211 458 406
0.7 16 16 12 12 205 205 436 436
Average Flow Makespan
Stage 
Division
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# 8 Stages Machines Minicells
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Variation of Machines Vs Average Flow Time – 5 stages 
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Variation of Machines Vs Average Flow Time – 6 stages  
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Variation of Machines Vs Average Flow Time – 8 stages 
 
 
 
 
2-2-1-1-1-1-1-
1,0.3,A
Variation of Machines Vs Average Flow Time – 8 stages  
Figure 4-8: Variation of Machines Vs Average Flow Time in a) 4 stages, b) 5 stages 
c) 6 stages d) 8 stages 
In all the above graphs, the same results are recorded as for the 2 stage and 3 stage 
minicell designs for 12 product variants. In 4 stage design, it is seen that minicell designs 
with more machines in the initial stage and designs with even distribution of machines 
were close to Pareto front. Designs with more machines in the initial stages were to the 
close Pareto front in 5 stage designs and designs with more machines in the final stage 
gave better results for minimization of average flow time objective. 
In 6 stage designs, it is seen that designs with more machines in the middle gave better 
designs lying closer to the Pareto front while designs with more machines in the end with 
8 stage designs gave better results. It was also observed that designs with fewer stages 
gave low average flow time values in comparison with average flow times obtained for 
designs with more stages.  
The 12 product variants problem with 3 stages was also tested with GA by varying the 
Makespan (MS) and Machine Count (MC) parameters. Three different weights were 
assigned to these two parameters in order to observe their performance relative to 
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hierarchical method. The Makespan with weight of zero and Machine count with weight 
of one have been tested. The performance of GA by assigning weights of 0.5 to 
Makespan and Machine count and weight of one to Makespan and weight of zero to 
Machine Count are further tested. These results are shown in Table 4-9. 
Table 4-9 : Problem # 2 in 3 stages in Simultaneous methods with a) MS=0.5 and 
MC=0.5 and b) MS=1 and MC=0 
a) MS=0.5 and MC=0.5 
#3 Stages
Stage
Division Machines
Average Flow
Time Makespan
5-4-1 12 394 577
2-5-3 12 248 398
5-1-4 13 261 407
4-4-2 12 329 475
7-1-2 11 290 486
6-1-3 12 299 441
2-7-1 12 354 567
2-1-7 12 305 529
1-5-4 12 278 453
5-4-1 11 396 566
4-2-4 12 317 433
1-8-1 11 274 470
7-2-1 13 235 386
MS-0.5,MC-0.5
 
b) MS=1 and MC=0 
# 3 Stages
Stage
Division Machines
Average Flow
Time Makespan
6-3-1 17 225 345
1-7-2 16 229 340
7-1-2 15 232 357
2-6-2 17 251 354
3-3-4 16 250 353
1-4-5 16 239 358
1-5-4 17 236 350
2-3-5 16 229 348
7-2-1 17 196 342
MS-1,MC-0
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Figure 4-9 : Comparison of hierarchical and simultaneous methods in 12 product 
variants problem 
From Figure 4-9, it is observed that the results from MS = 0 and MC = 1 and MS=0.5 and 
MC = 0.5 lie in the portion of minimum machine requirements and high average flow 
times. The results from MS = 1 and MC = 0 lie in the lower bound of average flow time 
with medium machine requirements region. However, the Pareto Front drawn considering 
the results from both methods(hierarchical and simultaneous) show that results from the 
hierarchical method are better and lie on the Pareto Front in most cases.  
4.2.3 Problem No. 3 = 18 Product Variants 
 
To authenticate the observations from the first two problems an 18 product variants 
problem 3 features and option assignment as shown in Figure 4-10 was tested. The 
option-machine matrix is shown below.  
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1211 13 21 22 23 31 32
F1 F2 F3
Product 
 
Figure 4-10 : 18 Products structure 
 
Table 4-10 : Option-Machine matrix of 18 products problem 
Options\ Machines M1 M2 M3 M4 M5 M6 M7 M8
11 0.55 0 0.09 0.84 0 2.5 0 1
12 0 0.2 0 0.75 0 0 0.89 0
13 0 0.88 0.56 0.02 0 0 0 0
21 0.28 0 0 0 1.18 0 0.84 2
22 0 0 0.85 0.19 0 0.05 0 6
23 1.86 0 0 0 1.24 1.08 0.89 2.5
31 0 0.98 0 0.98 1.26 0 1.28 1
32 0.89 0.85 0 0 2.23 1.23 0 0  
 
Using the inferences from 27 and 12 product variants problem, minicell designs are 
obtained for low threshold value 0.3 and high threshold values 0.6 and 0.7. This is 
because it was seen from the previous two problems, that high threshold values need 
more machines and result in low average flow times. Results similar to those observed 
with the previous problems were noted here too. The results for all the experimentation 
conducted for the 18 product variants problem are shown in Appendix I. This fact 
remains true in 18 products problem also. Again, ALC and SLC generated same number 
of minicells and machine requirements at high threshold value of 0.7. The results and plot 
of variation of machines and average flow times for 3 stages is illustrated below. The 
problem is also tested for MS =0.5 and MC = 0.5 and MS =1 and MC =0. 
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Table 4-11 : Problem # 3 in 3 stages in Hierarchical and Simultaneous methods 
(MS=0 and MC=1) 
ALC SLC ALC SLC ALC SLC ALC SLC
5-1-2 0.3 17 15 16 5 3 4 391 355 706 961 849 896
0.6 21 17 15 8 6 5 351 383 487 973 961 1043
0.7 26 26 11 11 229 229 592 592
3-1-4 0.3 18 14 15 6 3 3 334 353 565 929 930 887
0.6 21 21 11 11 380 380 961 961
0.7 21 21 11 11 380 380 961 961
3-3-2 0.3 19 15 7 3 343 351 666 1075
0.6 24 24 14 14 342 342 705 705
0.7 24 24 14 14 342 342 705 705
# 3 
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Table 4-12: Problem # 3 in 3 stages in Simultaneous methods (MS=0.5 and MC=0.5) 
Stages Machines
Average 
Flow Time Makespan
4-1-3 16 563 866
5-1-2 16 706 896
2-2-4 16 629 857
4-3-1 16 688 878
2-4-2 15 483 1023
3-4-1 16 520 951
MS-0.5,MC-0.5
 
 
Table 4-13 : Problem # 3 in 3 stages in Simultaneous methods (MS=1 and MC=0) 
Stages Machines
Average 
Flow Time Makespan
1-5-2 15 638 1479
1-2-5 15 563 1477
1-6-1 15 575 1372
4-3-1 16 948 1503
3-1-4 15 533 892
6-1-1 15 506 992
1-3-4 15 762 1175
5-1-2 15 487 1043
MS-1,MC-0
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Figure 4-11: Variation of Machines Vs Average Flow Time - 3 stages 
The minicell designs with minimum machine requirements and minimum average flow 
times and designs minimizing both parameters (Pareto Front) can be observed from 
Figure 4-11. It is seen that designs with sequential decrement in the distribution of 
machines with more machines in the initial stages like 3-3-2 yielded better results with 
regards to average flow time and machine capacity. Also minicell designs with more 
machines in the initial stage like 5-1-2 produced low average flow times. As seen from 
the above graph, minicell designs in the Pareto front are produced by the hierarchical 
method. In this problem, too the hierarchical method gave low average flow time values 
in comparison with the simultaneous method. 
The 18 product variants problem with 8 machines is tested with 2 and 6 stage minicell 
designs in order to study the impact of machine division. Since there are 8 machines in 
total, the maximum number of stages in which the machines can be divided is 8. The 
results obtained with 2 stage and 6 stage minicell designs are shown Table 4-14. The 
variation of machines Vs average flow time for 18 product variants problem with 2 stage 
and 6 stage minicell designs is shown in Figure 4-12. 
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Table 4-14: Problem # 3 in a) 2 stages, b) 6 stages in Hierarchical method 
a) 2 stages 
ALC SLC ALC SLC ALC SLC ALC SLC
6-2 0.3 19 15 5 2 325 384 758 985
0.6 23 19 8 6 323 334 747 920
0.7 25 25 9 9 228 228 594 594
4-4 0.3 16 14 4 2 381 388 945 941
0.6 20 18 8 7 340 405 1059 1079
0.7 24 24 10 10 337 337 826 826
3-5 0.3 20 15 6 2 382 569 1710 905
0.6 24 24 11 11 380 380 968 968
0.7 27 24 12 11 372 380 968 968
1-7 0.3 18 15 3 2 358 415 1024 1029
0.6 23 21 6 5 380 384 1001 1024
0.7 26 26 7 7 358 358 1095 1095
Machines Minicells
Average 
Flowtime Makespan
Makespan
Stage 
Division
Th
re
sh
ol
d Hierarchical Hierarchical Hierarchical Hierarchical
# 2 stages Machines Minicells  Average Flowtime
 
b) 6 Stages 
ALC SLC ALC SLC ALC SLC ALC SLC
1-1-1-1-2-2 0.3 16 15 8 8 365 407 966 880
0.6 16 16 10 10 356 356 751 751
0.7 16 16 10 10 356 356 751 751
1-2-2-1-1-1 0.3 17 15 8 6 399 407 1083 1097
0.6 19 19 10 10 366 366 1033 1033
0.7 19 19 10 10 366 366 1033 1033
3-1-1-1-1-1 0.3 17 15 8 6 401 411 1073 1128
0.6 20 20 11 11 365 365 1007 1007
0.7 20 20 11 11 365 365 1007 1007
Average Makespan
Stage 
Division
Th
re
sh
ol
d
Hierarchical Hierarchical Hierarchical Hierarchical
# 6 Stages Machines Minicells
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a) Variation of Machines Vs Average Flow Time - 2 stages 
 
 
 
 
 
b) Variation of Machines Vs Average Flow Time – 6 stages 
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        b) Variation of Machines Vs Average Flow Time - 6 stages 
Figure 4-12 : Variation of Machines Vs Average Flow Time a) 2 stages and b) 6 
stages 
As seen earlier, results of 2 stage and 6 stage minicell designs show that an increase in 
threshold values increases machine capacity. ALC needs more machines and generates 
low average flow times. As observed earlier, minimum average flow time produced with 
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two stage designs for 18 products is less than the minimum average flow time generated 
with three stage designs. From Figure 4-12 (a), it is noted that more machines in initial 
(6-2) or final stages (1-7) generates minimum average flow time designs using optimum 
number of machines in 2 stages. For 6 stage designs, more machines in the final stage (1-
1-1-1-2-2) produced designs in Pareto front. Minimum average flow time generated with 
six stages is observed to be more than the minimum average flow time obtained in 2 and 
3 stages. This is because increase in number of stages, requires the parts to be routed to 
different stages, which increase their waiting time and hence increases the average flow 
time. 
In order to validate all the observations from the three problems, experimentation is 
continued with a small problem of size 40 i.e. using 8 products and 5 machines. Details 
of this problem are given in 4.2.4. 
4.2.4 Problem No. 4= 8 product variants 
To justify various observations from the 27, 18 and 12 product variants problems at 
different stages minicell designs are examined for 8 products problem. In this problem 
also initially 5 machines are divided into 3 stages and cut-offs are identified using GA. 
Later 8 products problem is tested in 2 and 4 stages. Product structure and option-
machine matrix of 8 products problem is given below. The results from the 
experimentation are given in the Appendix I.        
 
 
 
 
 
 
12 11 21 22 31 32 
   F1   F2   F3 
Product 
 
Figure 4-13 : 8 Products structure 
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Table 4-15: Option-machine matrix of 8 products problem 
Options\Machines M1 M2 M3 M4 M5
11 1.02 0 0.57 0.9 0
12 0 0.2 0 0.75 0
21 0 0 0.19 0 1.2
22 0.18 0 0 1.42 0
31 0 0 0 0.09 0
32 0.28 0 0.86 2.8 1  
 
As can be observed machine capacity increase with increase in threshold values, ALC 
generating minimum average flow times and SLC producing less number of minicells 
with low machine usage were holding good in 8 product variants problem, too. Also, at 
high threshold value of 0.7, ALC and SLC generated same number of minicells and 
machines and average flow times. The results and variation of machines vs. average flow 
time graphs for 3, 2 and 4 stages are given below. 
 
Table 4-16: Problem # 4 in a) 3 stages, b) 2 stages and c) 4 stages in Hierarchical 
method 
a) 3 stages 
ALC SLC ALC SLC ALC SLC ALC SLC
2-2-1 0.3 6 5 5 4 73 74 170 170
0.6 7 7 6 6 58 58 126 126
0.7 7 7 6 6 58 58 126 126
1-1-3 0.3 6 5 5 4 3 3 56 74 96 106 170 164
0.6 8 6 5 4 59 56 126 106
0.7 10 10 6 6 56 56 127 127
1-3-1 0.3 6 5 5 4 3 3 59 71 96 127 143 164
0.6 8 8 6 6 58 58 128 128
0.7 8 8 6 6 58 58 128 128
3-1-1 5 3 98 150
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b) 2 stages 
ALC SLC ALC SLC ALC SLC ALC SLC
4-1 0.3 6 5 3 2 65 68 158 166
0.6 8 8 5 5 64 64 128 128
0.7 10 10 6 6 64 64 128 128
1-4 0.3 6 5 3 2 55 73 127 168
0.6 9 7 5 4 54 54 106 106
0.7 11 11 6 6 50 50 93 93
3-2 0.3 7 5 5 3 73 72 168 159
0.6 9 9 7 7 62 62 125 125
0.7 9 9 7 7 62 62 125 125
 Average Flowtime Makespan
Stage 
Division
Th
re
sh
ol
d Hierarchical Hierarchical Hierarchical Hierarchical
# 2 stages Machines Minicells
 
 
c) 4 stages 
ALC SLC ALC SLC ALC SLC ALC SLC
1-1-1-2 0.3 6 5 5 4 73 72 170 160
0.6 7 7 6 6 64 64 135 135
0.7 7 7 6 6 64 64 135 135
2-1-1-1 0.3 5 5 5 5 74 74 170 170
0.6 5 5 5 5 74 74 170 170
0.7 5 5 5 5 74 74 170 170
1-2-1-1 0.3 5 5 5 5 73 73 169 169
0.6 5 5 5 5 73 73 169 169
0.7 5 5 5 5 73 73 169 169
Makespan
Hierarchical Hierarchical Hierarchical
# 4 stages
Stage 
Division
Th
re
sh
ol
d Hierarchical
Machines Minicells  Average Flowtime
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c) Variation of Machines Vs Average Flow Time- 4 stages 
Figure 4-14: Variation of Machines Vs Average Flow Time - a) 3 stages, b) 2 stages 
and c) 4 stages 
 
From three stage designs, it is seen that hierarchical method produces low average flow 
times. In two and three stages, minicell designs with more machines in the initial or final 
stages lie in the Pareto front. In four stage designs, it is seen that minicell designs with 
more machines in the final stage produce better results with respect to average flow time 
and machine capacity. Again, minimum average flow time is generated in two stages 
followed by three and four stages. For average flow time minimization objective alone, 
designs with more machines in the final stage gave better results in all three stages. 
 
The overall observations from all the above problems are used in developing rules for 
extracting minicell designs for a given problem. This is explained in the following 
section.  
4.3 Final Observations 
In the present research, minicell designs are developed for three criteria i.e. the objective 
of minicell design could be either to minimize average flow time or minimize machine 
capacity or minimization of both average flow time and machine requirements. In order 
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to study the performance of minicell designs several experiments are conducted varying 
the problem size from 189 to 40 by changing the number of product variants and 
machines. A summary of the tested problem results is discussed in this section. 
Using the inferences from 27, 18, 12 and 8 product variants problems, rules are extracted 
to facilitate designing the best minicell configuration for each objective.  
4.3.1 Average Flow Time Minimization 
 
From the tested problems, minicell designs which generate minimum average flow times 
are identified. A summary of the results of all the tested problems which generate 
minimum average flow time with the corresponding machine requirements are given in  . 
These designs are identified by considering the points on the Pareto Front which lie on 
the bottom of Y-axis. 
 
Table 4-17 : Summary of Minicell Designs for Average Flow time minimization 
a) 27 products 
Stages Division Average flow time Machines
3 5-1-1 86.3 22
3 3-2-2 88.219 12  
b) 18 products 
Stages Division Average flow timeMachines
2 6-2 228.208 25
2 4-4 336.517 24
3 5-1-2 228.83 26
3 3-3-2 341.57 24
6 1-1-1-1-2-2 355.686 16
6 3-1-1-1-1-1 364.642 20  
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c) 12 products 
Stages Division Average flow timeMachines
1 10 177.353 25
2 5-5 174.057 24
2 3-7 196.678 20
3 4-5-1 178.708 19
3 4-5-1 180.372 21
3 6-1-3 186.03 23
4 1-1-2-6 190.255 21
4 4-1-1-4 193.85 22
5 1-1-1-1-6 188.785 19
6 1-2-2-3-1-1 195.344 12
8 1-1-1-1-1-1-1-3 205.419 16  
d) 8 products 
Stages Division Average flow timeMachines
2 1-4 50.295 11
2 1-4 54.32 7
3 1-1-3 55.933 10
3 1-1-3 56.336 6
4 1-1-1-2 63.905 7  
 In the 27 product variants problem, minicell designs having more machines in the initial 
stage or even distribution of machines generate minimum average flow time. While in 18 
product variants problem, 1, 2 and 3 stages, which are considered as designs with low 
number of stages for this problem using 8 machines, minicell designs with more 
machines in the beginning or middle stages gave better results. For higher number of 
stages, i.e. 6 stages in this case, more machines in the initial or final stages produced 
good minicell designs.  
For 12 product variants problem, 2, 3 and 4 are considered as designs with low number of 
stages with 10 machines with these stages, minicell designs with more machines in the 
beginning or final stages gave good results. For 6 and 8 stage designs, more machines in 
the middle and final stages produced low average flow times. For a small problem like 8 
product variants, for designs with low number of stages, having more machines in the end 
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produced minimum average flow times. Most of these designs are developed by ALC, as 
ALC produces more minicells and more machines and consequently reduces the average 
flow time. Hence the rules developed for extracting minicell designs with minimum 
average flow time objective are: 
 If number of products is less than 10 and high or low number of stages is required 
then minicell designs with more machines in the final stage yield good results. 
 If number of products is more than 10 and fewer stages are desired then minicell 
designs with more machines in the initial or middle stages produce low average 
flow times.  
 If number of products is more than 10 and more stages are desired then minicell 
designs with more machines in the middle or final stages produce low average 
flow times.  
4.3.2 Machine Capacity Minimization 
Minicell designs which need minimum number of machines and corresponding average 
flow times are selected for minimization of machine capacity objective. These designs lie 
on the Pareto front towards the left side of the X-axis.  A summary of these designs is 
given below: 
Table 4-18: Summary of Minicell designs for Machine Capacity minimization 
a) 27 products 
Stages Division Machines Average flow time
3 5-1-1 7 130.91
3 1-1-5 7 133.727
3 1-3-3 7 133.437  
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b) 18 products 
Stages Division Machines Average flow time
2 4-4 14 387.619
2 6-2 15 384.18
3 3-1-4 14 353.248
3 3-3-2 15 351.35
6 1-2-2-1-1-1 15 406.895
6 1-1-1-1-2-2 15 407.243  
c) 12 products 
Stages Division Machines Average flow time
1 10 11 199.615
2 5-5 4 255.635
2 1-9 11 211.403
3 3-6-1 11 215.985
3 1-4-5 11 215.113
3 4-2-4 11 255.135
4 4-1-1-4 11 217.156
4 3-2-3-2 11 220.631
5 1-2-4-2-1 11 219.489
6 1-2-2-3-1-1 11 219.631
8 1-1-1-1-1-1-1-3 11 219.102  
                                                         d) 8 products 
Stages Division Machines Average flow time
2 4-1 5 67.63
2 1-4 5 72.733
3 1-3-1 5 70.695
3 2-2-1 5 73.856
4 1-1-1-2 5 72.231
5 1-2-1-1 5 73.263  
 From the above tables, it is seen that most of the designs have same machine 
requirements but generate different average flow times. Most of the above designs are 
obtained by the SLC method. As discussed in section 4.2, SLC combines most of the 
options into one minicell and hence requires less number of machines. From the results 
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tables, it is seen that most of the minicell designs with minimum machine capacity have 
more stages with more machines distributed in the middle or final stages. Hence the rule 
for obtaining the minimum machine requirement minicell designs is: 
 Irrespective of the number of product variants, having more machines in the 
middle or final stages produces designs with low machine requirements. 
4.3.3 Average Flow time and Machine Capacity Minimization 
The designs which need minimum number of machines and produce minimum average 
flow times are the designs which lie towards the middle of the Pareto Front. These 
designs lie in the middle of the graph between the extremes of average flow time and 
number of machines. Summary of all the designs that meet this criteria are shown below. 
Table 4-19 : Summary of Minicell Designs for Average Flow time and Machine 
Capacity minimization 
a) 27 products 
Stages Division Average flow time Machines
3 3-2-2 103.404 11
3 3-2-2 88.219 12
3 3-1-3 107.229 11
3 3-1-3 106.241 12  
b) 18 products 
Stages Division Average flow time Machines
2 6-2 325.466 19
2 4-4 339.503 20
2 1-7 358.247 18
3 3-3-2 343.342 19
3 3-1-4 333.95 18
6 1-1-1-1-2-2 355.686 16
6 1-1-1-1-2-2 365.287 16  
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c) 12 products 
Stages Division Average flow time Machines
1 10 199.615 11
2 3-7 191.87 13
2 8-2 212.535 13
2 8-2 188.575 16
3 6-2-2 196.365 12
3 5-3-2 203.121 13
3 6-2-2 190.207 14
4 3-2-3-2 197.542 12
5 5-2-1-1-1 204.429 14
6 1-2-2-3-1-1 195.344 12
8 1-1-1-1-1-1-1-3 210.663 12  
                                                           d)  8 products 
Stages Division Average flow time Machines
2 4-1 65.03
2 1-4 55.287 6
2 1-4 54.32
3 1-1-3 56.336 6
3 1-3-1 59.037 6
3 2-2-1 57.642 7
4 1-1-1-2 63.905 7
6
7
 
 In the 27 product variants problem, minicell designs with even distribution (3-2-2) and 
more machines in the initial or final stages produces good results. Whereas in the 18 
product variants case, with fewer stages, more machines in initial or final stages produce 
better minicell designs. For designs with more stages, more machines in the final stages 
produced minimum values for average flow time and machine capacity.  
For the 12 product variants problem, with 2, 3, 4 stages minicell designs with more 
machines in the initial or final stages produced better results with more stages case in 12 
products, designs with more machines in the middle or end stages gave good results. 
Minicell designs with fewer stages need more machines in the initial or final stages to 
produce better results for 8 products problem. While with more number of stages, 
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minicell designs with more machines in the middle or final stages perform better 
compared to other designs. The rules formed to extract minicell design with minimum 
average flow times and minimum machine capacities criteria are: 
 Irrespective of number of product variants if fewer stages are desired, minicell 
designs with more machines in initial or final stages should be selected. 
  Irrespective of number of product variants if more stages are desired, minicell 
designs with more machines in middle or final stages should be selected. 
In order to get a clear understanding of all the above rules for different sizes of problems, 
a decision tree is drawn. The decision tree can be seen in the next chapter. Apart from all 
the rules developed for each objective some basic observations which could be applied to 
any desired objective are: 
 ALC uses more minicells and more machines and hence produces low average 
flow times. 
 SLC produces less minicells and uses less machines and hence satisfies low 
machine requirement criteria. 
 Increase in threshold value increases the number of minicells and machine 
usage  
 At high threshold values, ALC and SLC generate same number of minicells 
and same average flow time and machine capacities. 
 Increase in threshold generally decreases average flow time. 
The results obtained from hierarchical and simultaneous approaches are compared in the 
following section. 
4.3.4 Comparison of Hierarchical and Simultaneous approaches 
The results procured from hierarchical method for each of the problems is compared with 
the results obtained from GA in the simultaneous method with machine distribution in 3 
stages. The GA program is tested for different combinations of minicell designs for 
various problem sizes. The problem size was varied by varying the number of machines 
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and product variants.  
Minicell designs generated in hierarchical approach in all the product variants with 3 
stages were compared with the simultaneous method. For comparison, minicell designs 
with the same machine assignment to stages that were generated using the simultaneous 
method were chosen. Because a large number of designs were generated using the 
hierarchical method with different threshold values, the design that most resembles the 
simultaneous minicell design, in terms of number of minicells and total machine 
requirement were selected.  
From the experimentation, it can be observed that, the first problem was tested with a 
large size and gradually the problem size was reduced. Initially it was assumed that with 
decrease in the problem size, GA based simultaneous approach would generate better 
results. Since the solution space of a small problem would be smaller than the large 
problem and hence GA would generate better results for small problems. But even with 
decrease in the problem size, for all the product variants tested (27, 18, 12 and 8 product 
variants), the minimum average flow times are generated for the best minicell designs 
found with the hierarchical approach. This is because the previous simultaneous method 
was developed using makespan minimization heuristic and its objective was to find best 
minicell designs using makespan and/or machine capacity or both measures. While in the 
present research, minicell designs are determined using average flow time and /or 
machine capacity requirements and uses minimization of flow time heuristic. 
Comparing the makespan values between hierarchical and simultaneous methods, in 27 
product variants problem, simultaneous method produced low makespan values than the 
hierarchical method. While in 18, 12 and 8 product variants problems, minimum 
makespan values are generated with hierarchical method, even though hierarchical 
approach used the flow time minimization heuristic to find the best minicell designs.  
After comparing minicell design results with both of the approaches, it seems that 
hierarchical approach gives better results in terms of average flow times. This is due to 
the approach of designing minicells first and then scheduling jobs in minicells. This 
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approach does not evaluate all the solutions in a solution space but tries to find a better 
solution within the tested region. Hence it could be said that designing minicells first and 
then scheduling demand of jobs in the minicells gives better results than doing designing 
and scheduling in minicells simultaneously. 
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5 CONCLUSIONS AND FUTURE WORK 
 
A minicell-based manufacturing system was identified to have potential to provide 
flexibility and meet delivery expectations of mass customization. The performance of 
minicell configurations was investigated in the previous research by considering 
designing and scheduling in minicells simultaneously. In the present research, an attempt 
was made to evaluate the effect of designing minicells first and then scheduling demand 
of product variants in minicells subsequently on the performance of minicells. Using the 
results obtained for minicell design with the hierarchical method, rules were extracted to 
guide the design of good minicell configurations without following the lenghtly process 
of using metaheurictics (earlier work by Badurdeen and others). The experimentaion and 
results of this hierarchical approach has been presented in the previous chapter. 
Conclusions of the present research and directions for future work are given in this 
section. 
5.1 Summary of Results 
Experiments were conducted on several problems by varying parameters like number of 
stages, number of machines assigned to a stage, number of product variants, clustering 
technique and threshold values. The results obtained from all these problems with the 
variance in parameters are discussed in chapter 4. From the results, it is observed that the 
hierarchical method produced lower average flow time values in comparison with the 
simultaneous method for minicell designs with same/ similar number of minicells and 
machine requirements. 
In the present research, best minicell designs are selected based on two performance 
measures, average flow time and machine capacity. In the first stage, minicell designs are 
selected based on the machine requirements criteria. The selected designs are then 
evaluated to calculate average flow times to produce given demand in scheduling stage. 
Finally, the results from design and scheduling stages are analyzed and best minicells are 
identified. In order to extract rules for developing good minicell designs, the results were 
all evaluated to identify similarities between different minicell designs that gave superior 
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performance with different problem sizes and with different criteria. This was done 
considering minimization of average flow time objective, minimization of machine 
capacity and minimization of both parameters are established possible designs. The data 
from different problems was analyzed and the behavior observed was used to develop a 
framework to guide minicell design, as shown in Figure 5-1. 
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Figure 5-1 : Rules Extracted for Minicell Configuration Design 
In the above figure, there could be three objectives to minicell design. The yellow colored 
sections indicate the path to achieve flow time minimization. Along green colored 
sections the steps to be followed in identifying minicell designs that optimize both flow 
time and machine capacity are given. Finally the blue colored section indicates steps that 
would lead to identify minicell designs that generate minimum machine capacity. The 
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number of product variants. Minicell designs in flow time and machine capacity 
minimization are chosen by following the rules in the green colored ovals. The rules to be 
followed for the selection of minicell designs in machine capacity minimization are given 
by the octagons. 
From Figure 5-1, it is seen that for flow time minimization objective, difference in the 
number of product variants, varies the rules for minicell designs formation. Whereas 
irrespective of the number of product variants, the rules for minicell designs remains 
same for minimization of flow time and machine capacity and minimization of machine 
requirements objectives.  
In comparison with the simultaneous method, the hierarchical approach produces lower 
average flow times for all problems. Also in 18, 12 and 8 product variants problems, the 
hierarchical method generated minimum makespan values albeit using flow time 
minimization as the objective, while in the 27 product variants problem, simultaneous 
method generated low makespan values when compared with hierarchical method. Hence 
it could be recommended that the simultaneous method be used to find minimum 
makespan values when the number of product variants in the problem product size is 
large. As seen from the above results, for flow time minimization, irrespective of the 
number of product variants in the problem, it is recommended to use hierarchical method. 
5.2 Future Work 
The software program developed for this research generates minicell designs in the 
design stage and schedules product variant demand in minicells subsequently. Both these 
tasks are done separately. Manual calculations are necessary to part-process data from the 
design stage to enter the processing times data for product variant demand in scheduling 
stage. Hence the software program can be further improved by combining both the 
designing and scheduling stages. This would eliminate the need for manual data 
processing and expedite the design and scheduling of minicells much more. 
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In this research, problems are tested by varying the number of machines and product 
variants. There are others parameters like number of customizable features, number of 
options available for each feature which can be varied and evaluate the performance of 
minicells, Also number of machines for each product variants problem can be varied and 
test the effect on minicell designs performance. In the present research, rules for minicell 
design for different product sizes have been established. These rules can be further 
checked with large sized problems and see if they are still applicable. 
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APPENDIX 
 
The screenshots of the example discussed in chapter 3 in designing and scheduling stages 
are given below. 
Minicell Design Stage 
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Scheduling Stage 
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Product Variants Demand for Tested problems 
The product variant demand used in the four tested problems for calculating machine 
requirements and average flow times are given below. 
a) 27 Product Variants    
In this problem, same demand values are used for machine capacity and average flow 
time calculations. The demand values are shown below. 
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Product
Variant Demand
1 8
2 3
3 3
4 2
5 4
6 3
7 7
8 8
9 7
10 5
11 2
12 2
13 10
14 4
15 1
16 10
17 8
18 9
19 10
20 2
21 5
22 3
23 4
24 2
25 6
26 6
27 4  
b) 12 Product Variants    
In this problem also, same demand values were used for machine capacity and average 
flow time calculations. The demand table can be seen below. 
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Product 
Variants Demand
1 8
2 5
3 5
4 12
5 4
6 13
7 5
8 2
9 8
10 10
11 14
12 5  
 
c) 18 Product Variants 
This problem was tested by assigning separate demand values for machine capacity and 
average flow time calculations. The demand table is given below. 
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Product
Varaints
Demand for 
Machine
Capacity
Demand for
Average Flow
Time
1 15 10
2 30 28
3 22 19
4 45 47
5 12 10
6 32 35
7 28 22
8 25 37
9 28 17
10 25 30
11 20 20
12 8 9
13 15 19
14 12 8
15 2 2
16 10 8
17 12 8
18 14 13  
d) 8 Product Variants 
This problem was also tested by varying the demand assignments to machine capacity 
and average flow time calculations. The demand tabled used in the calculations is given 
below. 
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Product
Variants
Demand for 
Machine 
Capacity
Demand for 
Average 
Flow time
1 12 13
2 3 3
3 6 7
4 2 2
5 10 11
6 8 10
7 8 6
8 6 7  
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