The flow of dense water along continental slopes is considered. There is a large literature on the topic based on observations and laboratory experiments. In addition, there are many analytical and numerical studies of dense water flows. In particular, there is a sequence of numerical investigations using the dynamics of overflow mixing and entrainment (DOME) setup. In these papers, the sensitivity of the solutions to numerical parameters such as grid size and numerical viscosity coefficients and to the choices of methods and models is investigated. In earlier DOME studies, three different bottom boundary conditions and a range of vertical grid sizes are applied. In other parts of the literature on numerical studies of oceanic gravity currents, there are statements that appear to contradict choices made on bottom boundary conditions in some of the DOME papers. In the present study, we therefore address the effects of the bottom boundary condition and vertical resolution in numerical investigations of dense water cascading on a slope. The main finding of the present paper is that it is feasible to capture the bottom Ekman layer dynamics adequately and cost efficiently by using a terrain-following model system using a quadratic drag law with a drag coefficient computed to give near-bottom velocity profiles in agreement with the logarithmic law of the wall. Many studies of dense water flows are performed with a quadratic bottom drag law and a constant drag coefficient. It is shown that when using this bottom boundary condition, Ekman drainage will not be adequately represented. In other studies of gravity flow, a no-slip bottom boundary condition is applied. With no-slip and a very fine resolution near the seabed, the solutions are essentially equal to the solutions obtained with a quadratic drag law and a drag coefficient computed to produce velocity profiles matching the logarithmic law of the wall. However, with coarser resolution near the seabed, there may be a substantial artificial blocking effect when using no-slip.
In a study for the Faroe Bank Channel (FBC), see Fer et al. (2010) , we find the statement: "A transverse circulation actively dilutes the bottom layer of the plume. Neither the bulk parameterizations, mainly devised for nonrotating, two-layer gravity current plume dynamics, nor the traditional turbulence closure models will be adequate in representing mixing of the dense overflow plume downstream of the FBC sill". Another statement pointing to the need for improved representation of overflows in climate models is found in Furevik et al. (2007) : "Shelf processes and down slope sinking of waters is generally poorly described in climate models, and there is therefore little knowledge on how this will change in a future climate. It may nevertheless happen to be of increasing importance in a future climate". Furthermore, in the introduction in Dickson et al. (2008) (Legg et al. 2009 ). However, major improvements are still required.
The present study is based on the setup from DOME (Dynamics of Overflow Mixing and Entrainment http://www.rsmas.miami.edu/personal/tamay/DOME/ dome.html) investigations, see Ezer and Mellor (2004) , Ozgȯkmen et al. (2004) , Ezer (2005) , Legg et al. (2006 Legg et al. ( , 2008 , Tseng and Dietrich (2006) , Wang et al. (2008) , Bates et al. (2012) , Reckinger et al. (2015) . In these studies, the sensitivity of the overflow dynamics to vertical grids, horizontal, and vertical resolution; viscosity; and the choice of numerical model and/or numerical methods is investigated. In Reckinger et al. (2015) , there are two tables that summarizes the models and the model choices applied in the DOME tests. In the numerical DOME studies, three choices of bottom boundary condition have been applied: (i) quadratic bottom drag with a drag coefficient that is a function of the distance of the bottom most velocity point to the bottom, (ii) no-slip, and (iii) quadratic bottom drag with a constant drag coefficient, see the Appendix for a more detailed overview. In addition, a range of vertical grids have been applied, but so far, it has not been shown in the DOME publications listed above that vertical velocity profiles consistent with Ekman drainage have been reproduced. In the present study, a σ -coordinate ocean model is applied to investigate the sensitivity of the numerical results to vertical resolution and to the bottom boundary condition. Is there a combination of bottom boundary condition and vertical grid that capture the Ekman veering correctly that is feasible to apply in global scale model studies?
In earlier DOME studies, overall entrainment into the plume has been investigated. In the present study, areal maps of entrainment or detrainment into/out of the plume are given. Furthermore, the sensitivity of the model results to the inflow rate and to the coastal wall is investigated.
Model and results

The numerical model and model setup
In this study, the σ -coordinate ocean model named the Bergen Ocean model (BOM) is applied (Berntsen 2000 (Berntsen , 2011 Berntsen et al. 2006 Berntsen et al. , 2008 Berntsen et al. , 2009 Berntsen et al. , 2015 Berntsen and Oey 2010; Keilegavlen and Berntsen 2009; Berntsen 2009, 2010) . A non-hydrostatic version of the BOM was recently applied to investigate dense water flows on laboratory scale (Berntsen et al. 2016 ). In the Berntsen et al. (2006) and Berntsen et al. (2016) investigations, measurements from laboratory experiments were used to validate that output from the BOM model could reproduce main features of gravity flows with and without rotation using high vertical resolution and a quadratic bottom drag law.
In the present ocean scale studies with coarse resolution, the non-hydrostatic processes will not be resolved and the hydrostatic version that was used in Seim et al. (2010) , is applied.
The simulations are based on the DOME experiment setup, and a horizontal view of the computational domain is given in Fig. 1a . The domain is 1100 × 700 km, the maximum depth is 3600 m, and a slope with slope steepness 0.01 connects the deep part to the coast where the depth becomes 600 m. From x = 0 km, there is a 100-km wide and 600-m deep channel through which dense water will enter the domain. The lateral boundaries to the east and to the west are open, and Neumann boundary conditions are applied to let the flow freely out of or into the computational domain. The lateral boundary to the south is closed. To investigate the sensitivity of the plume dynamics to the existence of the coastal wall at y = 0 km, some experiments are repeated for the case of a slope extending to the surface (except for the channel), see Fig. 1b .
The initial and ambient stratification, ρ(z), is assumed to be linear and is given by
where ρ b = 1022 kgm −3 , ρ ref = 1021 kgm −3 , the buoyancy frequency N = 2.3 × 10 −3 s −1 , the gravity g = 9.81 ms −2 , (a) (b) Fig. 1 Horizontal view of the DOME computational domain to the left, and the domain with a slope extending linearly to the surface to the right. The color-bars give depth in meters and z is the vertical distance from the deepest part (3600 m). Through the channel, there is an inflow of dense water, ρ inf low = ρ b , with flux Q = 5 Sv. A passive tracer, τ , is introduced as in Legg et al. (2006) and Reckinger et al. (2015) where τ is initially set to 0 and τ = 1 in the inflowing dense water. The Coriolis parameter f is 1 × 10 −4 s −1 . The maximum height above the bottom of the embayment of the dense water interface is 300 m on the left side, looking into the embayment. The interface is tilted to achieve geostrophic balance, see Legg et al. (2006) , and on the right side the interface is 5 m above the bottom. After the dense water enters the domain, the interface location is adjusted following the internal dynamics of the system.
In the present studies, the horizontal grid size is 10 km as in Ezer (2006) . In order to investigate the sensitivity of the model outputs to vertical resolution, a sequence of vertical σ -grids, see Fig. 2 , is produced. For some grids with non-equidistant sigma layer thickness, σ , the resolution is finest near the bottom (approximately over the Ekman layer), then there is a layer with intermediate resolution above (covering approximately the body of the plume), and σ is largest in the ambient above. The sigma layer thicknesses are smoothed in the transition zones. In addition, a range of smoothly graded vertical grids is produced using a modified version of the transformation given in Lynch et al. (1995) with high resolution near the bottom. Let the number of σ -layer interfaces be KB, = 1/(KB − 1), and let the thickness of the bottom most sigma layer be σ b . An algorithm for computing the σ -values at the σ -layer interfaces is then given by
With this procedure, σ (KB) = −1.0, σ (KB − 1) = −1.0 + σ b , σ (1) = 0.0, and σ (2) ∼ −2/(KB − 1) so that the thickness of the uppermost layer is approximately twice the thickness obtained with an equidistant distribution, see the two plots in Fig. 2 . For the grids produced with this algorithm, the σ -layer thickness of the bottommost σ -layer is 0.0001 or 0.00002 and the thicknesses increase gradually upwards.
In the studies of Reckinger et al. (2015) , the vertical resolution is in the range from 15 to 120 m, with 60 m as the choice for the base case. In Wobus et al. (2011) , the importance of resolving the bottom layer is emphasized.
The vertical grid size near the bottom at 1000 m depth is therefore less than 1 m for the highest resolution grids presented in Fig. 2 .
The horizontal diffusivity is set to 10 m 2 s −1 and the horizontal viscosity is set to 50 m 2 s −1 in the present set of experiments. The levels of viscosity and diffusivity are set to be large enough to obtain primary fields that are relatively smooth. The levels are on the other hand small enough to allow a flow of energy towards the smallest possible grid scale, 2 x. The derived fields associated with entrainment and also plume thickness, see discussion below, may accordingly become noisy. As in Ezer and Mellor (2004) and Ezer (2005) , the fraction between horizontal viscosity and horizontal diffusivity is kept at 5, and the values used are in the range tested in Ezer and Mellor (2004) . There will in addition be numerical diffusivity and numerical viscosity associated with the use of a superbee limiter TVD scheme for advection, see Yang and Przekwas (1992) . The model results depend on the choice of models/values for vertical viscosity, ν v , and vertical diffusivity, κ v . This sensitivity is investigated in earlier DOME papers, see for instance Ezer (2005) and Reckinger et al. (2015) . The Mellor-Yamada (M-Y) turbulence scheme (Mellor and Yamada 1982) is widely used in model studies with terrainfollowing models. It is based on estimating the vertical viscosity and diffusivity as functions of the Richardson gradient number, and by using this scheme, main features of dense water plumes may be reproduced (Ezer 2005) . In the present studies, the M-Y scheme is applied to compute ν v and κ v , with minimum values of both set to 2×10 −5 m 2 s −1 . The bottom Ekman layer thickness is given by √ 2ν v /f and maximum values of ν v in the core of the plume near the bottom produced with the M-Y scheme are in the range from 0.02 to 0.5 m 2 s −1 . The Ekman layer thickness can then be estimated to be in the range from 20 to 100 m, consistent with the range suggested in Kantha and Clayson (2000) .
To investigate the sensitivity of the plume dynamics to the bottom boundary condition, the experiments are performed with three choices of this condition.
Firstly, a quadratic drag law is applied
In Eq. 2, U b is the velocity vector in the lowermost grid cell, which is a half cell above the bottom in our staggered C-grid model. The drag coefficient C D is given by
and z b is the distance of the nearest grid point to the bottom. The von Karman constant κ = 0.4 and the bottom roughness parameter z 0 is set to 0.01 m which is a usual choice lacking further information about bottom roughness, see Blumberg and Mellor (1987) . A discussion of the sensitivity of the results to the choice of this parameter is given in Weatherly and Martin (1978) . The use of Eqs. 2 and 3 will give velocity profiles near the bottom that agree with the logarithmic law of the wall profile given a fine enough vertical resolution near the bottom (Blumberg and Mellor 1987) . The drag coefficient tends to infinity as z b tends to z 0 and approaches the background level (0.002 in this case) as z b increases, see Fig. 3 . The lower bound on C D is needed to ensure that there will be bottom drag even if the vertical resolution is very coarse and z b is above the bottom layer. A value around 0.002 is often applied, see for instance Table 1 in Reckinger et al. (2015) . The use of Eq. 3 with z b close to z 0 corresponds to applying a no-slip bottom boundary condition, and in Berntsen et al. (2016) it is shown that the exact solution for the bottom Ekman spiral (Cushman-Roisin 1994) given for the case with no-slip can be reproduced. For z b in the range from 1 to 75 m, typical for many such studies, C D is in the range from 0.007 to 0.002. Secondly, the experiments are repeated with the no-slip condition implemented as in the MITgcm, see mitgcm.org and Legg et al. (2006) ,
In a C-grid model, such as the BOM, the bottommost velocity point is a half cell above the bottom and noflow at the bottom cannot be directly enforced. By using Eq. 4, the velocity components above the bottom are still affected by the no-slip at the bottom condition. It may be added that when using models with velocity points at the bottom, the no-slip condition U = 0 can be implemented without tuning parameters. The importance of using a noslip bottom boundary condition was stressed in Wobus et al. (2011) , and this is part of the motivation for the tests with no-slip at the bottom. Thirdly, some experiments are performed with a quadratic drag law using a constant value of C D , rather than C D computed from Eq. 3. In Table 1 in Reckinger et al. (2015) there is a list of bottom drag coefficients and C D = 0.002 appear to be a commonly used value. This value is used also in the present studies with constant C D .
In the Appendix A, an overview of bottom boundary conditions and vertical grids used in earlier DOME studies is given.
The bottom tracer concentration τ bottom is computed as in Reckinger et al. (2015) τ bottom (x, y 
where z bot (x, y) is the z-coordinate of the bottom, and z plot is an averaging depth set to 60 m in the plots to be shown.
Following Reckinger et al. (2015) , the vertical extent of the plume up to the level where τ becomes less or equal to 0.01, H plume , is computed from
and called plume thickness. Entrainment is investigated in Legg et al. (2006) and Reckinger et al. (2015) by taking the transports over crosssections. Here we will try to investigate the areal distribution of entrainment and detrainment and the sensitivity of the distributions to the parameters involved. The vertical entrainment velocities W E are computed from
see Arneborg et al. (2007) and Berntsen et al. (2016) . In Eq. 7, the subscript "plume" is used to indicate average measures over the plume of the variables involved. The computation of W E (x, y) involves vertical integrals and the integrals are taken up to a specified threshold level for the tracer equal to 0.01 as in Eq. 6. It may be noted that entrainment will then depend on how much of the plume that is involved in the integration, and may vary with the choice of treshold level, see for instance the discussion in Ullgren et al. (2016) .
Results for the DOME case
As in Ezer (2005) , the integrated plume transports in the xdirection and in the y-direction are computed by defining the plume by water with tracer concentration greater than 0.01. The integrated transports in the along-slope and cross-slope directions for two choices of bottom boundary condition, quadratic drag and C D computed from Eq. 3 and no-slip, and a selection of vertical grids are given in Fig. 4 . The results produced with a quadratic drag law are in general consistent, and even with 50 equidistant σ -layers, the plume transports in x-and y-directions are in agreement with corresponding results produced with higher vertical resolution. Contrary to this, the results produced with a no-slip condition are very sensitive to the vertical grid. With 50 equidistant σ -layers, the plume front basically reaches only halfway towards the open boundary after 40 days. The no-slip results become more consistent with the drag law results as the vertical resolution is refined, and it is the thickness of the bottommost cell, σ b , that is the key factor. With a no-slip bottom boundary condition and a Lynch et al. (1995) σ -layer distribution with σ b = 0.00002, the transports both in x-and ydirections become consistent with corresponding drag law results.
One experiment is repeated with zero vertical viscosity following Ezer (2005) and Reckinger et al. (2015) . The Ekman transport is then calculated by subtracting the transports in the y-direction produced with zero vertical viscosity from corresponding results produced with vertical viscosity computed with the M-Y scheme, see In these experiments with the M-Y scheme and a no-slip bottom boundary condition, denser plume water advances over lighter ambient water and there will be a substantial production of turbulent kinetic energy and the values of The downward flow inside the plume is steady. However, there are fluctuations in the velocity field above the plume, see Fig. 6e , f. To investigate the nature of these fluctuations on top of the plume, time series of the across-slope velocity components at two stations for one high resolution experiment are given in Fig. 7 . As the plume front crosses the station at (x, y) = (−100km, −55km), the velocities are large, and in the period after the front has passed the station, there are oscillations with frequency slightly higher than the inertial frequency. These oscillations gradually die out. The inertial period is approximately 17.45 h, and as the plume front moves further away from the station, subinertial oscillations are noticed in the time series. At (x, y) = (−300km, −55km) further from the inlet, the oscillations above the plume are weaker.
From Fig. 6e , f it may be noticed that the oscillations on top of the plume are out of phase in solutions produced with various vertical grids, even if the amplitudes are of the same order of magnitude.
The bottom tracer concentrations and the plume thickness after 40 days are given in Fig. 8 . The bottom of the inlet embayment is flat and the maximum plume height is approximately 300 m, see the description of the inlet condition. As the dense water from the embayment enters the slope, the plume veers to the left looking towards the inlet due to geostrophic balance and the maximum plume height becomes 300 − 400 m in an area along the wall close to the inlet. To achieve geostrophical balance takes some time and dense water with high velocity in the down-slope direction out of the embayment feeds into a thicker plume downstream of the embayment at the edge towards the ambient water. The flow speed inside the main body of the plume is larger than the speed of the front of the plume towards the open boundary at x = −800 km. This creates a thicker plume head at the front which is near the open boundary after 40 days. This also explains that the plume body behind this head becomes thinner, see also the descriptions of gravity flows found in for instance (Simpson 1997) .
The lateral extent of the plume both in the along-slope and across-slope directions after 40 days are very similar to corresponding results given in Ezer and Mellor (2004) and Ezer (2005) . An explanation is that the model used in the present studies and in the Ezer and Mellor (2004) and Ezer (2005) studies, the Princeton Ocean Model (POM, Blumberg and Mellor (1987) ), are both σ -models and the results are produced with the same horizontal grid size using similar parameter choices. In the Reckinger et al. (2015) study, model results produced with the MPAS-Ocean model, using a range of model choices and horizontal and vertical grid sizes, were given. The lateral extent of the bottom tracer concentrations after 40 days using x = 10 km, were, however, similar to the lateral extent of the tracer concentrations produced with the present model, even though there were more indications of eddies in the Reckinger et al. (2015) results. The results presented in Legg et al. (2006) are produced with a selection of grids, and a no-slip bottom boundary condition. The mean pathways of the overflow water presented in Legg et al. (2006) are very sensitive to the grid size. With the findings of the present paper in mind, a partial explanation may be that when refining the vertical grid size, the Ekman veering is strongly affected which again affects the steering of the plume pathways.
In Eq. 7, there are three terms on the left-hand side. The second term represents divergence in the x-direction and the third term represents divergence in the y-direction. The values of these two terms are given in the upper panel of and W E become very similar, see the lower panel of Fig. 9 .
The numerical model fields in the body of the plume are smooth, see for instance Fig. 8a . However, the derived fields associated with entrainment and also plume thickness are noisy. In this study with x = 10 km we are far from resolving all relevant length scales as in direct numerical simulations, and with the present levels of viscosity and diffusivity, there is a flow of energy towards the smallest possible grid scale, 2 x, creating the noisy patterns in Fig. 9 , and also Fig. 8b .
Next, we focus on cross-slope fields, see Fig. 10 and notice that the vertical axis is distance from bottom (rather than the vertical coordinate z). The highest values of tracer concentrations and the largest changes of density from the initial values are found in the core of the plume (Fig. 10a,  b) . The cross-slope velocity components in the core of the plume are down-slope consistent with the values in Figs. 6e, f. Above the plume there are oscillations in the flow field, but no overall systematic flow on top of the plume towards the coast. The vertical viscosities are of the same order of magnitude as the viscosities reported in Fig. 3 of Ezer (2005) . The largest values are found in the plume near the top of it, even if a few patches of fluid with large viscosities also may be found in the ambient outside the plume, see Fig. 10d . The effect of the coastal wall may be noticed in Fig. 10b as a band of increased values of density near the coast.
The evidence from this exercise does not support the statements in Wobus et al. (2011) that a no-slip bottom Our results suggest that when applying C D computed from Eq. 3, which is also the standard procedure in the POM, the results with quadratic drag law becomes consistent with corresponding no-slip results. In (Reckinger et al. 2015) , the use of constant values of C D are indicated in their Table 1 . In order to study the effects on the model outputs to the use of a quadratic drag law and constant C D , some experiments are repeated with C D = 0.002 and the results are compared to results produced with C D produced from Eq. 3 in Fig. 11 . The along-slope transports are relatively robust to the number of vertical layers and to the drag law, see Fig. 11a . However, one may notice that away from the inlet, the transports decrease when increasing the number of σ -layers for the constant C D case. This tendency becomes more noticeable for the across-slope transports. When the vertical resolution increases and the bottom most velocity points move into the log-layer, the across-slope transports are reduced and the plume becomes more attached to the coast. From Fig. 11c , it may be noticed that in the experiment with 250 σ -layers and constant C D , the vertical tracer profile is very different from the corresponding profile obtained with the same vertical resolution and the Eq. 3 drag law. The vertical profiles of across-slope velocities given in Fig. 11d show that the Ekman veering that can be captured with the Eq. 3 drag law or no-slip bottom boundary condition, will not be captured with a constant C D drag. In (Reckinger et al. 2015) , the sensitivity of the model results to the vertical and horizontal resolution and to vertical viscosity was investigated. In this paper, we find (Fig. 9a) and divergence in the ydirection (Fig. 9b) are given in Fig. 9c and the entrainment velocities W E are given in Fig. 9d . All values are in m s −1 the statements: "Therefore, going to resolutions finer than dz = 60 m does not seem worthwhile for these types of overflows, because viscosity may be decreased to reduce mixing instead. This is particularly true for dx = 10 km, where final buoyancy is not changed by moving to vertical resolutions finer than dz = 60 m". With 20 equidistant σ -layers, the vertical resolution at 1200 m depth, which is the depth at (x, y) = (−100km, −55km), is 60 m. From the upper panel in Fig. 11 , one may conclude that the transports are of the correct magnitude when using 20 σ -layers. However, from the bottom panel, it is clear that the density structure near the bottom and not least the velocity profile is wrong. One may try to improve on this by going to higher vertical resolution, but the bottommost grid cell then moves further into the bottom layer and with constant drag coefficient the drag computed from Eq. 2 is reduced. This explains that the transports are reduced when adding more layers using constant C D , see upper panel of Fig. 11 
Results for the DOME case with reduced inflow rate
The dense inflow for the DOME case was chosen to have a maximum Froude number F r = U/ √ bh of 1 where U is a characteristic velocity, b the buoyancy anomaly, and h is dense layer thickness, see Legg et al. (2006) . There are dense water flows with F r close to one for instance in the Faroe Bank Channel (Duncan et al. 2003) . Other flows, such as the Wyville Thomson Ridge overflow and the Storfjorden overflow (Østerhus et al. 2008; Fer andÅdlandsvik (d) Fig. 10 Cross-slope fields after 40 days at x = −300 km of tracer concentration, ρ -ρ initial , the cross-slope velocity component, and vertical viscosity much less than unity. In order to explore the sensitivity of the numerical results to the inflow rate, experiments with an inflow rate of 0.5 Sv were conducted. The experiments were repeated with the same choices of bottom boundary condition and vertical grid as for the 5 Sv case to investigate the sensitivity of the model outputs to these choices in a lower Froude number regime. In these experiments, the maximum height of the inflow interface is set to 100 m. With substantially reduced inflow rate, the speed of advance of the plume front is reduced, and the numerical experiments are extended to 80 days.
When it comes to sensitivity of the numerical outputs to bottom boundary condition and vertical grid, the results from the reduced inflow case basically confirm the conclusions from the 5 Sv case, and only a subset of results are therefore included for this case. The plume transports in the x-direction, see Fig. 12 , are robust to the vertical grid when using a quadratic drag law with C D computed from Eq. 3. With no-slip, few vertical layers, and a thick bottom layer, the speed of advance of the plume front becomes substantially reduced, see Fig. 12b . With enough vertical layers and a very thin bottom layer, the no-slip results become consistent with the drag law results, see the no-slip result in Fig. 12b produced with 250 layers and a bottom layer thickness of 0.00002.
The down-slope velocity components are given in Fig. 13 . With reduced inflow, the plume becomes more attached to the coast and the observation station used for the 5 Sv case is moved 20 km up the slope to obtain fields from the core of the plume. The down-slope velocities are again consistent over the plume body for the results produced with a quadratic drag law and C D computed from Eq. 3. However, for this case with reduced inflow, the oscillations above the plume are relatively stronger, they are out of phase in the results produced with different grids, and they extend higher up in the water column. The vertical axis in Fig. 13 is accordingly extended to the surface.
When comparing time series of the across-slope velocity components for the 5 Sv case (Fig. 7) fields are more distinct when the plume front crosses the measurements stations in the more strongly forced case. The down-slope velocities near the bottom are weaker and appear in a thinner layer in the 0.5 Sv case. Signs of subinertial oscillations in the flow in the period after the plume front has passed the stations are found in the time series also for the 0.5 Sv case.
With reduced inflow rate, the inflowing water spend more time in the embayment and is more mixed with the ambient water before the plume enters the slope. The bottom tracer concentrations in the plume along the slope are hence lower in the 0.5 Sv case than in the 5 Sv experiments, compare Figs. 8a and 15a. When comparing the plume thicknesses for the two cases, see Figs. 8b and 15b, we find for both cases thicker plumes near the entrance area. Between the entrance area and the plume front, the plume is thinner over the body of the plume, and for both cases, thicker plume heads are found near the front on the down-slope side of the plume. The explanation is downward drainage of dense near bottom water from the core of the plume into this head, see also the discussion in Shapiro and Hill (2003) on the transition from a "head-up" to a "head-down" state. As for the 5 Sv case, there are patches of enhanced mixing over the body of the plume, see Fig. 16 , and also at the plume front.
The effects of the coastal wall are again seen in the crosssection perturbation density, see Fig. 17a , with elevated values of density well above the main body of the plume near the wall. Signs of oscillations or waves are seen in the cross-slope velocity field, see Fig. 17b , and it may be noticed that the length scale in the cross-slope direction is approximately 20 km or twice the horizontal grid size. 
Effects of the coastal wall
The standard DOME case has a vertical wall at y = 0 km that is 600-m deep. The plume tends to lean against this wall, especially near the entrance, and higher tracer concentrations and higher density levels may be caused by the wall. To further investigate the wall effects, the experiments with 5 and 0.5 Sv inflow rates are repeated with the wall moved to y = 50 km. The depth of the cell towards the coast then becomes 100 m. For both cases, a vertical grid with 250 σ -layers is used and a quadratic drag law using Eq. 3 to compute C D is applied. The results are compared to results from corresponding experiments with the coastal wall at y = 0 km. The plume transports in the x-direction are reduced when the slope is extended upwards and this effect is relatively stronger in the results from the experiment with reduced inflow rate, see Fig. 19a , b. The explanation is that by moving the wall upslope, the entrainment of water from the ambient into the plume near the mouth of the embayment is reduced. The downward plume transports are to a lesser degree affected even if they also are somewhat reduced in the results from the experiments with the wall at y = 50 km, see Fig. 19c, d .
The tracer concentrations near the inlet are higher in the experiment with the wall at y = 50 km, but away from the inlet area the bottom concentrations are less affected by moving the wall, see Figs. 8a 15a, 20a, b. From Figs. 8b and 20c , it may be noticed that for the 5 Sv case with the wall at y = 50 km, the body of the plume is not attached to the wall near the inlet, but away from the inlet area the plume body is less affected. For the 0.5 Sv case, see Figs. 15b and 20d, the effects of the wall on the plume body are more clear. The thickest part of the plume remains behind a less-defined plume head in the results from the experiment with the wall at y = 50 km, and this is connected to the reduced plume transports in the x-direction for this case, see Fig. 19b .
By comparing the cross-slope density fields in corresponding results produced with the wall at y = 0 km and y = 50 km one may notice elevated values of density up in the water column above the main body of the plume in the upper part of the slope also in the results produced with the wall at y = 50 km, compare Figs. 10b and 21a and Figs. 17a and 21b . With the wall moved to y = 50 km, the oscillations in the cross-slope velocity field above the upper part of the plume become stronger, see Figs. 10c and 21c and Figs. 17b and 21d . Especially for the weakly forced case the oscillations create more mixing and this affects the shape of the body of the plume as discussed above. 
Discussion
Dense water flows are important components of the global circulation system. It is well acknowledged that these flows are not adequately represented in large and global scale numerical models. In the present study based on the setup from the DOME case, the effects of the bottom boundary condition and vertical resolution near the bottom on the the numerical representations of dense water plumes and Ekman drainage are investigated.
By using a quadratic drag law with a drag coefficient computed to produce near bottom velocity profiles in agreement with the logarithmic law of the wall, see Blumberg and Mellor (1987) , or a no-slip condition, the Ekman drainage and the Ekman spiral may be well represented, and consistent solutions are obtained when refining the vertical grid. With a no-slip condition, a very fine resolution near the seabed is required. With a quadratic drag law designed to give velocities near the bottom with the logarithmic law of the wall profile, the Ekman transports and Ekman drainage are represented well with only a few grid cells, approximately 4 to 5, over the bottom Ekman layer.
With a quadratic drag law and a constant drag coefficient, one may obtain reasonable overall transports, but the Ekman drainage inside the plume will not be adequately represented. Furthermore, when using a constant drag coefficient, consistent solutions are not obtained when the vertical grid is refined and the Ekman drainage becomes weaker and weaker with higher resolution near the seabed. This is in agreement with corresponding statements found in Wobus et al. (2011) .
The DOME experiments are first performed with an inflow rate of 5 Sv and subsequently repeated with a reduced rate of 0.5 Sv. The main findings, as summarized above, regarding bottom boundary condition and vertical resolution are the same for both cases. In both sets of experiments there are oscillations in the flow field in and above the interface between the plume and the ambient. These wavelike oscillations are relatively stronger in the results for the more weakly forced case.
The standard DOME case includes an along-slope vertical wall at a depth of 600 m downstream of the inlet embayment. Near the inlet, the plume tends to lean against the wall and signs of enhanced mixing of the tracer field and the density field are found in the model outputs. In order to investigate the effects of the wall, some experiments are repeated with the wall moved upslope to a depth of 100 m. For this case, there is still a singularity in the bathymetry in the area where the plume water from the embayment enters the slope, and also in the results from the extended slope case enhanced values of tracer concentration and density are found in the upper part of the plume. This could be due to the singularity in the topography. Another explanation is that for the extended slope case, the oscillations above the plume become stronger which again could create more mixing.
To supplement earlier DOME studies, spatial patterns of entrainment and detrainment are investigated in the present study. Small patches, typically at the 2 x horizontal length scale, of entrainment and detrainment are found over the body of the plume. In the present studies with a fairly large horizontal resolution, x = 10 km, energy tends to pile up on the smallest possible length scale (2 x) and oscillations and wave-like patterns at this length scale are found above the plume. We interpret the elevated values of entrainment and detrainment to be associated with these oscillations. There is also a band of high entrainment along the lateral edges of the plume body.
In the present studies with a horizontal grid size of 10 km, eddies are not resolved. The horizontal grid size will be refined in future studies to allow the representation of eddies as in Legg et al. (2008) . However, before taking the step into the eddy-resolving regime we needed to clarify the issues related to bottom boundary condition and vertical resolution addressed in this study. With smaller values of x, we expect that energy flowing from larger towards smaller scales feed into eddies rather than the waves on top of the plume that are found in our studies with x = 10 km.
The main finding of the present paper is that it is feasible to capture the bottom Ekman layer dynamics adequately and cost efficiently by using a terrain-following model system, at least along the bottom, in combination with a quadratic drag law and a method for computing the drag coefficient that gives logarithmic velocity profiles. Our results support the statement from Laanaia et al. (2010) Killworth (2003) to be valid.
The present investigations are performed with a σ -coordinate model, and even if it feasible to resolve the BBL with σ -models, one should bear in mind that this conclusion may not carry over to z-coordinate models. When using zmodels, there may be a significant misrepresentation of the BBL in studies of density currents leaning on slopes, see Ezer and Mellor (2004) .
The slope in the DOME case is linear and flat. In reality there are canyons, ridges, seamounts and other topographic features that will affect the steering and mixing of dense water plumes, see Wåhlin (2002) , Darelius (2008) , and Ullgren et al. (2016) . To investigate the role of topographic perturbations, we plan to add for instance cross-slope canyons to the DOME slope in higher-resolution numerical studies and follow-up on earlier studies of topographic effects, see Jiang and Garwood (1998) .
The focus in the present paper is on sensitivity of the numerical results to the bottom boundary condition and the vertical grid size, rather than on finding the true solution for the given problem. Even so, measurements from laboratory experiments for the DOME case would have been very useful to support the numerical exercises. There are laboratory experiments for dense water flows on sloping bottom, see for instance (Cenedese et al. 2004) and Wobus et al. (2011) . Major features of the flow found in the laboratory are reproduced in the numerical DOME experiments. However, the parameter settings are not the same as in the DOME case, and the laboratory experiments therefore do not facilitate clean comparisons with numerical outputs for the DOME case, see also the discussion on this in Legg et al. (2008) . One may also try to relate model results for the DOME case to observations from known overflows such as the Denmark Strait overflow (Girton and Sanford 2003) . This is elaborated in Ezer (2005) and Legg et al. (2006) , but such comparisons are difficult because the numerical outputs from the DOME experiments are for an ideal case with a flat slope and can not be directly compared to measurements from a more complex real ocean.
In this Appendix, the details on bottom drag and vertical resolution used in former DOME experiments found in Tables 1 and 2 in Reckinger et al. (2015) are elaborated.
In Ezer and Mellor (2004) and Ezer (2005) the bottom drag law is not explicitly stated, but they use the Princeton Ocean Model (POM) (Blumberg and Mellor 1987) and POM applies Eq. 3 to compute C D . The number of σ -layers in the POM experiments was 50 (vertical resolution 12 − 72 m). In these papers, results from a z-level model with 88 layers and a vertical resolution of 25 m are also given.
The investigations inȮzgȯkmen et al. (2004) of bottom density currents are strictly not for the DOME case. They are performed with a spectral element method using a no-slip bottom boundary condition.
In Legg et al. (2006) , a z-coordinate model (MITgcm, see http://mitgcm.org/) and an isopycnal model (The Hallberg Isopycnal Model (HIM), see https://www.gfdl. noaa.gov/him-the-hallberg-isopycnal-model) are applied to the DOME case. They have used C D = 0.002 as referred to in Table 1 in Reckinger et al. (2015) . However, they have added an additional stress in the bottom grid cell to enforce a no-slip bottom boundary condition, see their Eq. 10. In the experiments with the MITgcm they have used a vertical resolution varying from 30 to 144 m depending on the horizontal grid size. In the experiments with the Hallberg Isopycnal Model 25 evenly spaced isopycnal layers are applied. Tseng and Dietrich (2006) applied the z-coordinate DieCast model, see http://efdl.as.ntu.edu.tw/research/ diecast/, and used a quadratic drag law with C D = 0.002. The vertical resolution was 30, 60, or 120 m in the investigations performed.
The DOME experiments from Legg et al. (2006) are followed up in Legg et al. (2008) . They again apply both the MITgcm and the HIM and explore the role of viscosity, vertical and horizontal, in experiments with a horizontal grid size of 2.5 km to allow the generation of eddies. The bottom boundary condition is no-slip with an added quadratic drag as in Legg et al. (2006) . In the MITgcm experiments the vertical resolution is 60 m and in the HIM experiments 25 evenly spaced isopycnal layers are applied. Wang et al. (2008) applied the FEOM (Finite Element Ocean circulation Model) to the DOME case. The FEOM allows hybrid vertical grids. For the σ -layer experiments, 36 evenly spaced layers are applied. In the z-coordinate experiments, the vertical resolution is 25, 50, or 100 m. They applied a quadratic drag law with C D = 0.002.
The Modular Ocean Model (MOM) is applied in Bates et al. (2012) . They applied Lagrangian "blobs" to improve the representation of dense water flows in a z-coordinate model. They used a quadratic drag law and varied the drag coefficient from 0.03 to 0.0003 and the height of the blob from 50 to 200 m in a series of experiments.
Finally, in Reckinger et al. (2015) they describe results from the DOME case when using the MPAS-ocean model. They use quadratic bottom drag with D = 0.002. The vertical resolutions applied are 15, 30, 60, and 120 m and they highlight 60 m as a "standard" value.
