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1. INTRODUCTION 
In Part I of this paper we give a generalization of Voronoi’s unit 
algorithm, the generalized Voronoi algorithm (GVA), and we prove that 
this algorithm computes the fundamental units of all algebraic number 
fields of unit rank 1. In this part of the paper we prove that the GVA also 
computes the fundamental units of all algebraic number fields of unit 
rank 2. We use the same notations as in Part I of this paper and assume 
that 
m=3 and (4 0, w} = { 1,2,3). 
2. THE MAIN THEOREMS 
We prove in this paper the following theorems: 
THEOREM 2.1. Zf y’ is any minimal point of R, if ( y’), is purely periodic 
and not degenerated in w-direction, then there is an element y” E (y’), which 
is different from j and which is associated to an element of the primitive 
period of (y’),. 
* This paper is a part of the dissertation of the author. 
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THEOREM 2.2. Let j be a minimal point of R, let ( j), be purely periodic 
and not degenerated in w-direction, let q, E E be a primitive unit of ( y’), and 
let y” # y’ be the first element of ( y’), which is associated to an element of 
the primitive period of ( j),, i.e. by the unit n2 E E, then {n,, n2} is a system 
of fundamental units of R, i.e., 
Note that by 1.553 a u-chain is not degenerated in at least two direc- 
tions. Thus Lemma 3.2 gives a method for computing a system of fun- 
damental units of R, since by 1.5.5.7 a purely periodic u-chain can be found. 
For the proof of these theorems we will not use Dirichlet’s theorem on 
the structure of the unit group E but we will regain this theorem in the case 
m = 3. 
3. THE PROOFS 
In this section we follow the ideas of Delone and Fadeev [3]. Without 
loss of generality we assume 
u= 1, v = 3, w  = 2. 
First we give some basic geometric definitions: 
DEFINITION 3.1. Let 9, y” E M. 
(1) We call $’ higher than 9, if y; < y, A y; > y,. We call 7 lower 
than?, ify;>y,A y;<y, 
(2) We call y” wider than 3, if y; < y, A y; > y2. We call y” narrower 
than~,ify’r>y,~y;<y2 
(3) We say that y“ overlaps 9 in i-direction, if y; > yk for k # i. 
Using these notations we can give some fundamental properties of the 
GVA in the case discussed here. 
LEMMA 3.2. Let 9, yj’ E M, i E ( 1, 2, 3 }. 
(1) If Q( 9) contains y”, then y’= y”. 
(2) If y’ overlaps 9 in i direction and if yj < (cp,(y’))r then y’=f. 
(3) Zf 9 overlaps q,(f) in i direction and zff overlaps q,(y) in i direc- 
tion, then one of the following alternatives holds: 
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Proof: ad (1): Clear by Definition 1.4.1. 
ad (2): By (1) it follows that ui > yi and because of the minimality of 
q,(j) with respect to < i +’ = y’ holds. 
ad (3): If (~p~(y’))~< (~p,(y))~, then it follows from (2) that cp,(y’)=y”. 
Now if (~i(~))i<((pi(y’)), then it follows by (2) that qo,(y”)=j. If finally 
(p,(g)), = (r~,($‘))~, then cp,(y’) = q,(y) because otherwise 
cPi(,Q<i cPiC.7) ” cPi(Y)<i CPA91 
would hold in contradiction to the definition of the i-neighbor. 
LEMMA 3.3. If 9, y” E A4, then the following equivalences hold: 
(1) y’ is higher than y” oy is lower than ~7 
(2) y’ is wider than ~7-f is narrower than ~7. 
Proof: Clear by Definition 3.1. 
LEMMA 3.4. (1) If~,~~“E,y;~y,, (g)l=:(ij)jENO,thenthereexists 
an index j, E NO with the following properties: 
Yl,joG Yi < Yl,j for allj>j, A 
(y” is higher than y;b v y” =Y;, v y” is lower than I’i,). 
(2) Zf$, y“ E M, y; 2 y,, ( yt)j =: (y;i)kt NO, then there exists an index 
k,, E NO with the following properties: 
Y3,ko d Yk < Y3,k for all k > k, A 
(y” is wider than Gko v g = Gko v y” is narrower than Gko). 
ProoJ ad (1): By 1.4.9 and 1.5.5.5 there is an index j, E N, with 
Yl,jo 6 Yi < Y1.j for allj>j,. (i) 
NOW assume that 3’ # GjO. Then one of the following inequalities holds: 
Y2,jO' Y; " Y3.jo' Y; (ii) 
because otherwise we have ,‘i, E Q(y”) and thus by 3.2.( 1) GjO = j. Similarly, 
Y2,jo < Yi v Y3,jo < YL49 (iii) 
because otherwise it follows by (1) and 3.2(2) that yjO = y”. The statements 
(i), (ii), and (iii) prove the lemma. 
ad (2): See (1). 
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DEFINITION 3.5. (1) If I;, y“ E M, then we call y higher/lower than the 
chain ( y’), , if there is an element Y, of (9) , such that $’ is higher/lower 
than Y,. 
If (9) 1 is purely periodic, we call y” higher/lower than .( y’), , if there is 
an element y’” of .( y’), such that y” is higher/lower than Y,. 
(2) If 9, y” E M, then we call $’ wider/narrower than the chain ( y)3, 
if there is an element y of ( ,C)3 such that y” is wider/narrower than Y,. 
LEMMA 3.6. (1) If 9, y” E M, y; > y,, then exactly one of the following 
statements holds: 
(i) f is higher than (j)l. 
(ii) y” is an element of (9) 1. 
(iii) y“ is lower than ( Wv’)l. 
(2) Zf$ y” E M, y; > y,, then exactly one of the following statements 
holds: 
(i) $’ is wider than (y’)3. 
(ii) y” is an element of ($)3. 
(iii) y” is narrower than ( JQ~. 
ProoJ: Lemma 3.4 shows that at least one of the statements must hold 
and by 1.4.9 it follows that no two of these statements can be true 
simultaneously. 
Next we prove analogous results for two-sided chains. 
LEMMA 3.7. Zf 9, y” EM, ( y’)l purely periodic, ,( y’), =: (,‘j)jE z with 
qO := y’, then there exists an index jO E h with the following properties: 
Yl,jo G Vi < Yl,j for all j > j, A 
(y” is higher than GjO v y” = GjO v y” is lower than I;,). 
Proof By 1.6.2.2 there is an index j, E H with Y~,~, < y; and thus the 
lemma is proved by applying Defintion 3.5( 1) to y“ and Gjl. 
LEMMA 3.8. Zf 9, f EM, (y), purely periodic, then exactly one of the 
following statements holds: 
(i) y” is higher than ;( JQ~. 
(ii) y” is an element of z(j)l. 
(iii) y” is nurrower than -(JQ~. 
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ProoJ The lemma follows from Lemma 3.7 and 1.4.9. 
In order to define an ordering “higher” and “lower” between the two- 
sided l-chains we need 
LEMMA 3.9. If $, y” E M, ( j) 1 and ( y”), purely periodic, then the 
following equivalence holds: 
higher than higher than 
y” is an element of .(y’>, 
1 
iff cpl(y”) is an element of z( 3) 1. 
lower than lower than / 
Proof: Let =(i), =: (gj),,, with iO:= 9. 
“a”: iffEz($)i, then by 1.6.3 also (pi(f)~=(jQ,. 
If ,C’ is higher than =( y’), , then by 1.6.3 and Lemma 3.8, y” $ =( y’) i. By 
Lemma 3.8 it is left to show that 
q,(y) is not lower than =(y’)i. (1) 
Now we assume: cpi( y”) is lower than =( y’)i. As we shall show 
immediately it follows from this assumption that there is an index ji E Z 
with the following properties: 
p’ overlaps jr,, in l-direction A 
(2) 
.9,, - 1 overlaps cp 1 (v” ) in 1 -direction 
and thus by Lemma 3.2(3) and 1.6.3 the chains z( y’)i and =( y”)i are iden- 
tical in contradiction to our assumption. 
Proof of (2). In fact by our assumption there is an element jjO which is 
lower than y” and thus ,‘, is not higher than cpi( y”) for all j < j,. Now let J’,, 
be the first element of .( y’) i, which is higher than cp,(y”), then obviously 
and 
.il >jo (3) 
j;,l- I overlaps cp I( y”) in 1 -direction. 
Further the following inequalities hold: 
YZ,jl< ((PI(Y“))2 GYh 
(4) 
i.e., 
y” overlaps Y;, 
Equations (3) and (4) prove (2). 
in l-direction; (5) 
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If y” is lower than .( y‘) i , we can use similar arguments as in (2). 
“-c” If (pl(~)~,(yl)l, then again by 1.63 y~.(j)i. 
Let q,(y) be higher than .(y’),. If y” is not higher than z(y’)l, then 
again by Lemma 3.8 either y“ E .( 3) 1 or y“ is lower than ,( y‘), and thus as 
we proved above either cpr(j’)~ z(y’)l or cpr(y”) is lower than .(y’),, but 
this is impossible by Lemma 3.8 and our assumption. 
If qr(y”) is lower than ;( y’) i we can use similar arguments as in (2). 
From this lemma, Lemma 10 follows by induction. 
LEMMA 3.10. Let 9, y” E M, (9) 1 and (7 ) 1 purely periodic. If one 
element of 
r(Y)l is 
then all the elements of 
DEFINITION 3.11. Let 9, j’ E M, (9) i and (f ) 1 purely periodic. We 
call 
if all the elements of .( y’)i are (r,$$t;j than .( JQ~ and we write 
.<y”), {:} .(y’),. 
By Lemmas 3.8 and 3.10 the following statement is obvious: 
LEMMA 3.12. Zff,J,eM, (9)I and ( y” ) , purely periodic, then exactly 
one of the following statements holds: 
0) r(Y)1 > ,(JQ~. 
(ii) z<f)l =z<+>l. 
(iii) .(Y”)l<.<~),. 
The ordering “ <” is a total ordering for the 2-sided l-chains, which is 
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compatible with the operation * of the unit group E on the system of 
minimal points N: 
LEMMA 3.13. I f  9, $‘, y’” E M, ( 9) , , ( y” ) 1 and ($” ) , purely periodic 
and E E E, then 
(1) z(y’>l < z(yt’)1==-z<y”), > z(y’),, 
(2) (,<.?)1<~(y"), A .(~),<,(y'"),)~,(y'),<.(y'"),. 
(3) ,(y’), < z(Y)1 * z<&*3>1 -=I z(&*f>l, 
(4) ;(y’), < r<E*J31* zw’*.J% < z(yT)l. 
Proof. Clear by definition of “ < “. 
The definition of the ordering < only makes sense, if there is more than 
one 2-sided chain in M. (Recall that in the case m = 2 the system M con- 
sists of only one 2-sided chain). This is shown by: 
LEMMA 3.14. Zf $E M, (9) , purely periodic, then there exists a unit 
E E E with 
Proof. Let q be a primitive unit of (9) i . By 1.5.5.3 the chain (9) i is 
not degenerated in 2- or in 3-direction. Without loss of generality we 
assume that ( y’), is not degenerated in 2-direction. Hence 
(rl), > 1 A (W*< 1 A (ll)3< 1. 
Now let E E E be a primitive unit of ( y’)3, then 
(6) 
(E), 6 1 A (&)* < 1 A (&)3 > 1. (71 
From (6) and (7) it follows that E cannot be a power of q. Thus by 1.6.2.4 
the unit E is not a unit of .( $)1 and hence E*$$ =( y’),, i.e., 
.(&*.?>I Z.(?;>,. 
After we have established several geometrical properties of 2-sided l- 
chains in M, we shall prove some technical lemmas which we shall need for 
the proof of Definition 3.1. 
LEMMA 3.15. If G,ZEM, (?),n(y’),=$Zl, and (G)i=:(9j)jENO) 
(Z), =: (ik)kt NO, then 
(1) for all jE N the following implication holds: Zf 3 is lower than y’, 
and if Z is not lower than J;, ~, , then qj is wider than (z+)~ and Y,,~<z,. 
(2) for all k E N the following implication holds: Zf y’ is wider than ir- 
and if9 is not wider than ~7~ _ 1, then ik is lower than (9) , and z3.k d y3. 
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Proof ad (1): Let jg N, i lower than gj, i not lower than Y;.- , . Then 
z3 < Y3JG Y3.j- I (i) 
and 
z2 g Y2.j- 1 d Y2,j for all j> j- 1. (ii) 
Thus yj is the first element of (y’)i which is higher than i. Further 
z1 > ~i,~-, because otherwise by (i), (ii) and Lemma 3.2(l) we have 
i= gj- i in contradiction to our assumption. Thus by Lemma 3.4( 1) there 
is an element Y;, E ( y‘), which is higher than i and with 
Yl,joGzl and j02.i 
and hence 
Yl,j6Yl,j~dzl. (iii) 
Further if follows from our assumption that ~7~4 (,Q3 and by Lemma 3.6(2) 
it is left to demonstrate that 
V; is not narrower than (Z),. (iv) 
But if J’j is narrower than (i)3, then by Lemma 3.4(2) and (i) there is an 
element 5’~ (i)3 with 
Z; < yl,j A Z; > Y2,j A Z; ,< Y3.j 
(VI 
and because z; < z2 < (ii) ,v,,, _ i it follows that 
jj _ i overlaps ?’ in l-direction, (vi) 
so that finally by (v), (vi), and Lemma 3.2(2), 
z”=y;pl 
in contradiction to the assumption that (J’), n (Z), = 0. 
ad (2): See (1). 
LEMMA 3.16. Zf p, 5~ M, ( y’) , purely periodic and not degenerated in 2- 
direction and if i is lower than = ( j) 1, then the chains .( $), and (2) 3 have 
at least one element in common. 
Sketch of proof: Under the assumption that (~7~ and :( $), have no 
element in common it is possible to construct an infinite series of different 
elements of ;( ~7)~ whose elements lie inside a bounded region of R3. But 
such a series cannot exist since by 1.3.2 the system M is a discrete set in R3. 
Thus the assumption is false and the lemma is proved. 
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Proof: Let -($)t=: ($j)jEz with Go:= .li The series (ijJi. wI,, which we 
are going to construct, will have the following properties: 
n 
~ENo, ji+~> ji, 
(8) 
Yl,, G zl A Y2, G Y2,jo A Y3.1, d Y3,jot 
(9) 
&i>,, J’,, overlaps Y in l-direction A 
i’ is lower than ( gj,) i . (10) 
By (8) it follows that the elements of the series are different one by one. 
Property (9) shows that the elements of the series are situated inside a 
bounded region of R3, Property (10) is only of technical importance. 
ASSUMPTION. (2)3 n =( .v’) 1 = 0. 
(i) We determine gjO. By assumption i is lower than ,( y’) 1 and thus 
by Lemma 3.7 there is an element 9Y E =( JQ, with 
Yl,j’<Zl A Y2,fcz2 A Y3,f>“3. (11) 
Now ,( y’) r is not degenerated in 2-direction and so by 1.6.2.3, 
lim Y2.j = Co. 
/-+a 
Thus there is an index j, < j’ with 
Yl,jo621 h Y,joaYZ * Y3,joB Y3. (12) 
From (11) and (12) it follows that G,;. complies with the requirements 
(8)-( 10) because. i is lower than .( y’), . 
(ii) For in fU,, we construct ,‘,,+, from ,‘,,. So let ji > j, and let V;, and 
q’ comply with the requirements @b(lO). Then by (10) z” is not lower than /. 
V;, but i’ is lower than (J;,,) i. Thus there is an index ji+ , E Z with 
ii+l > j, A i’ is lower than gjE + , 
A i’ is not lower than ,‘/+, _ , . (13) 
Consequently it follows from Lemma 3.15( 1) that 
yjt+, is wider than (?)3 A yi,,,+,d~~ <z,. 
Further if follows from (13) and (10) that 
(14) 
Y2,j8+l G Y2,jtd Y2,jo A 
Y3,j,+ I d Y3,j, G Y3.jo. 
(15) 
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By (13) and (15) it is clear that gj3,,+, complies with the requirements (8) 
and (9) and it is left to check (10) for J’j,,,. By (13) Y;;,, is not wider than z” 
and thus by (14) there is an element z”’ E (i’ ) 3 which is narrower than ,‘i,+ 1 
and whose predecessor is not narrower than gj,+,. Thus from Lemma 3.15 it 
follows that 
5” is lower than gji+, I A 
Hence we have proved that ,‘,+, also complies with the requirement (10). 
LEMMA 3.17. Let 9, 9, 2~ M, (9) ,, (y”) 1 purely periodic. Further let 
(93 =: Vk)kc NO’ let ik,, be a common element of (,Q3 and =(y’), and let 2% 
be a common element of (i)3 and .( y” ),, then the following implications 
hold: 
Proof ad (1): If z(y’)l is lower than z($‘)1, then by Lemma3.10 
ik, # ik;, A ik,, is not higher than ik- 0 
It follows that 
and thus 
Z2,kg 2 z2,k; ” Z3,k,, G z3,k;l 
k, < kb. 
ad(2): Let z(y),=: (f’)j,, and let kO < kb. Then there is an index 
j,, E Z with 
and thus 
z2,kb G Z2,ko = Y2,jo G Y2.j forallj<j, A 
Z3,kb ’ Z3,ko = Y3,jo 3 Y3.j for allj>j,. 
From these inequalities it follows that i?k; cannot be lower than .(y’)i and 
thus by Lemma 3.8 the lemma is proved. 
Proof of Theorem 2.1. By Lemma 3.14 there is a unit E E E with 
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Thus by Lemma 3.12 it follows that 
(1) If z(y’), < _(~*j)~, then especially .V is lower than =(s*$)i and 
thus by Lemma 3.16 the chains ( 9)3 and .( s*y’) 1 have a common element 
y”. Obviously y” is associated to an element of the primitive period of 
(s*j), and thus $’ is also associated to an element of the primitive period 
of (y’>l. 
(2) If ;(y’), >.(s*.v’)i, then by Lemma 3.13(4) =(g)i <.(Ec’*~), 
and we can apply (1). 
Proof of Theorem 2.2. Let ( j) 3 = : ( $)k E N0 and let E E E. First we prove 
that there exist exponents k, 1 f Z with 
&=q;q;. (16) 
Then we show that the exponents k and 1 are uniquely determined. 
(i) Existence. From the following statement, which we shall prove 
later, 
,i r(E*.!QI = ,<rl:*9> 1 (171 
it follows that 
(17’1 
i.e., E~F[ is a unit of .( y’) i and thus by 1.6.2.4 there is an exponent k E E 
with 
Proof of (17). Let yk, be associated to the element y” of the primitive 
period of (9) i, k, > 0 minimal, i.e., 
Yk, = v**y”. (18) 
Then by Lemma 3.17(2) 
z(Y)1 <z(r2*Y)1 (191 
because k, > 0 and 11~ cannot be a unit of .( $)r. It follows from 1.6.2.5 
that 
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and thus we have by Lemma 3.13(3) 
,A zoiY*J% < :o?:*y’h (21) 
and especially 
,$ .(y’>l< .~d*y’)l. (22) 
Hence by Lemma 3.16 for each 1 E N there is an element qk, E ( yt)3 which is 
also an element of z(q:*g)l. From (21) and Lemma 3.17(l) it follows that 
A k,<kl,i, (23) 
IcN 
Now there are the following possibilities: 
0) z<yt>l < Z(~*9)I 
(ii) z<Y’> 1 = z<~*9> 1 
(iii) z(y’), > =(E*JQ~. 
Case I. By Lemma 3.16 there is an element qk, E ( y’)j which is also an 
element of z(~*yt)l. By (23) there exists a number 1~ N with 
k,< k’ < k,, I. (24) 
Now it is true that 
,ol:*J%= z<E*JvI v Ar:*r’>l= z(E*J91 
Otherwise by 3.17.2 
&l:*v’>, < Z<E*9)I < ,w’*y’h 
and thus by 3.13.3 
.(y’>l< .(d*y’)l< z(GJ91. 
From this inequality it follows that the chains ( y’)j and .( ev;‘*y’) I have 
an element ykO in common with 
k,<k,, 
but that is a contradiction to the minimality of k,. 
Case II. In this case there is nothing to show. 
Case III. By Lemma 3.13(4) it is true that z(g)l < r(~P’*7)1 and we 
can apply the proof of Case I. 
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(ii) Uniqueness. It is enough to prove the uniqueness of the represen- 
tation of 1. So let 
1= q:q:, k, 1~ Z, w.1.o.g. 120. 
Then 
By (22) it follows that I= 0 and thus we have 1 = $, which is possible only 
for k = 0. 
4. NUMERICAL RESULTS 
Tables I-IV show numerical examples for the application of the GVA to 
cubic, quartic, quintic, and sextic fields. All examples were computed on 
the CYBER 76 of the University of Cologne. 
We calculated a system of fundamental units of the order Z[p] of the 
algebraic number field Q(p), where p is a route of the equation 
xn+ulxn-‘+ ... +a”~,x+a,=o. 
In the tables we use the following notations: 
D discriminant of the algebraic number field Q(p), 
e, 7..., en coefficients of the fundamental units in the integer basis 
l,..., p”- i, 
PL 
VP 
Reg 
* 
A 
period length, resp. number of steps for the second fun- 
damental unit, 
preperiod length, 
regulator, 
R is the Ring of integers of K, 
degeneration in 2-direction. 
Starting with the minimal point 1 we first calculated in l-direction and 
then in 3-direction. In case of degeneration in 2-direction, we computed the 
second fundamental unit calculating in 2-direction. The real roots of the 
generating polynomial were ordered according to their absolute value, the 
biggest one first, the complex roots were ordered according to the absolute 
value of their real part, the biggest one first. The coefficients of the 
generating polynomials are taken from [4]. 
TABLE I 
GVA for Totally Real Cubic Fields 
D aI a2 a3 e1 e2 e3 Reg PL VP 
* 49 1 
* 81 0 
* 148 0 
* 169 1 
* 229 0 
* 257 0 
* 316 1 
* 321 1 
* 361 1 
* 404 1 
* 469 1 
* 473 0 
* 564 1 
* 568 1 
* 621 0 
* 697 0 
* 733 1 
* 756 0 
* 761 1 
* 785 I 
* 788 1 
* 837 0 
* 892 1 
* 940 0 
* 985 1 
* 993 1 
-2 
-3 
-4 
-4 
-4 
-5 
-4 
-4 
-6 
-5 
-7 
-5 
-5 
-6 
-6 
-7 
-7 
-6 
-6 
-6 
-7 
-6 
-8 
-7 
-6 
-6 
-1 
1 
2 
1 
1 
3 
-2 
-1 
-7 
1 
4 
1 
-3 
2 
3 
5 
-8 
2 
1 
-5 
3 
1 
-10 
4 
-1 
-3 
2 0 
1 -1 
2 0 
2 -1 
-3 0 
3 -1 
3 -1 
2 -2 
-7 0 
0 2 
5 -1 
4 -1 
-5 1 
3 -1 
3 0 
1 -2 
5 0 
4 1 
6 -2 
-2 5 
11 -3 
5 -2 
2 -1 
-3 1 
-2 1 
5 2 
-5 1 
-7 4 
2 -1 
-8 -3 
2 -1 
3 1 
19 0 
-13 -6 
5 0 
-1 -3 
-11 2 
0 3 
1 2 
4 -1 
2 -1 
17 -5 
3 -6 
4 -6 
-27 0 
-11 -5 
-3 -1 
11 -2 
2 -1 
3 1 
-5 0 
-5 1 
-1 0.52545 
-1 
-1 0.84929 
-1 
1 1.66234 
-1 
-1 1.36505 
-1 
2 2.35545 
1 
-1 1.97459 
-1 
1 3.91346 
-1 
-1 2.56926 
-1 
-1 1.95216 
-1 
-1 3.75988 
2 
-2 3.85283 
-1 
0 2.84323 
1 
0 5.40275 
0 
1 6.08739 
2 
0 5.39970 
0 
0 2.71185 
0 
-3 5.30908 
4 
-1 5.69172 
-1 
2 3.52628 
1 
- 1 4.09827 
.- 1 
0 5.98655 
-3 
2 6.80137 
-3 
4 8.32320 
3 
1 8.90819 
-2 
0 3.42417 
0 
1 5.55464 
1 
1 
1 
1 
1 
1 
1 
2 
1 
1 
1 
2 
1 
1 
1 
1 
1 
2 
1 
2 
1 
1 
1 
3 
1 
3 
1 
4 
1 
2 
3 
1 
1 
2 
2 
1 
1 
1 
2 1 
3 
2 
2 
3 
1 
2 
3 
1 
2 
1 
1 
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TABLE II 
GVA for Quartic Fields with Two Real Conjugate Fields 
D aI a2 a3 4 @I ez e3 e4 Reg PL A 
* -275 
* -283 
* -331 
* -400 
* -448 
* -475 
* -491 
* - 507 
* - 563 
* - 643 
* -688 
* -731 
* -751 
* -715 
* -848 
* -976 
* - 1024 
* -1099 
* -1107 
* -1156 
* -1192 
* -1255 
I 0 
0 -2 
0 -2 
0 -1 
2 1 
1 -2 
1 -1 
1 -1 
1 -1 
1 0 
0 0 
0 -2 
1 -1 
1 0 
0 -1 
0 -3 
0 -2 
0 -4 
2 0 
1 -2 
1 2 
0 -1 
-2 -I 1 0 0 - 1 0.3692 1 
2 1 0 -1 1 
I 1 1 -1 -I 0 0.3782 1 
1 -1 -1 1 1 
3 -1 2 -1 1 1 0.4322 1 
2 -2 0 1 1 
0 -1 0 1 1 0 0.5107 1 x 
0 1 0 0 1 
2 1 2 1 2 1 0.5579 I x 
I 0 I 1 1 
2 -1 -2 2 -1 - 1 0.5770 1 
1 -1 2 1 1 
-3 -1 2 1 -1 - 1 0.6336 1 
2 -I -2 -1 1 
1 I 1 -1 1 1 0.6494 1 x 
1 -1 0 1 1 
1 -1 -1 1 -I - 1 0.7043 1 
-1 0 -2 -1 1 
2 1 1 0 1 1 0.7202 1 
2 0 0 1 1 
2 -1 I 0 1 1 0.9990 I 
1 I 0 1 1 
1 -I -1 I 1 0 0.8668 1 
0 I 0 0 1 
2 -I -2 1 -1 -1 1.0680 I 
2 0 2 1 1 
3 -1 2 1 0 0 2.6037 3 
-1 -1 0 -1 2 
2 1 I -I 0 1 0.9930 1 
2 0 -1 1 2 
2 -1 0 2 -1 - 1 0.9907 1 
0 I 0 0 1 
0 -1 I -I -1 0 1.3472 2 
0 1 0 0 1 
3 -1 0 3 -1 -1 1.0125 1 
0 1 0 0 1 
1 -1 -1 0 -2 -1 1.2881 1 
2 2 3 1 2 
1 1 1 -2 1 1 1.5351 1 x 
-2 2 0 -1 1 
-1 -1 2 -2 0 - 1 1.5690 3 
1 -2 -1 -1 1 
3 -1 2 -2 0 1 1.5823 1 
2 0 0 1 2 
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TABLE III 
GVA for Quintic Fields with Only One Real Conjugate Field 
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D aI a2 a3 4 
* 1609 0 -3 
* 1649 0 -3 
* 1177 0 -2 
* 2209 0 -1 
* 2297 0 1 
* 2617 0 -2 
* 2665 0 1 
* 2869 0 -2 
* 3017 0 -1 
* 3089 0 -1 
a5 el e2 e3 e4 es Reg PL A 
1 o-2 0 to 0.2684 1 
0 0 2 0 -1 1 
1 1 2 o-1 0 0.2736 1 
1 -1 -2 0 1 1 
1 o-1 0 0 0 0.2904 1 
1 -1 -1 0 1 1 
1 -2 2-l 0 1 0.3470 1 
-1 1 0 1 1 1 
1 o-1 0 0 -1 0.3574 1 
1 0 1 0 1 1 
1 -2 3 -2 0 1 0.3945 1 
-1 1 -1 -1 0 1 
1 -1 1 2 1 1 0.3997 1 
-3 1 3 1 2 1 
1 0 0 2 0 -1 0.4323 1 
o-1 0 10 
1 -1 -1 0 0 0 0.4371 1 
0 -1 0 0 0 1 
1 o-1 0 0 0 0.4866 1 
2 1 -1 -1 1 1 
5. PROGRAM DESCRIPTION 
( 1) Initialization: j = 0, y, = 1. 
(2) Calculate qj+ l:=cpI(Y;). 
(3) For i=O to j: 
(4) If9,+1 is associated to Gi, then put j. = i and go to 7). 
(5) Next i. 
(6) Put j=j+ 1 and go to 2). 
(7) The unit q1 by which GjO is associated to jj+ 1 is the (first) fundamen- 
tal unit of R. 
(8) If m = 2, then stop. 
(9) Put j, = j. 
(10) Put i, = ,‘,, and k = 0. 
(11) Put d=3. 
(12) If (9) 1 is degenerated in 2-direction, then put d = 2. 
(13) Calculate ik+ 1:= (~~(5~). 
(14) For i= j, to j,: 
(15) If&+l is associated to yj, then put j, = i and go to 18. 
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(16) Next i. 
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(17) Put k=k+l and go to 13). 
(18) The unit qz by which ik+, is associated to jj2 is the second fundamen- 
tal unit of R. 
(19) stop. 
TABLE IV 
GVA for Totally Complex Sextic Fields 
D al a2 a3 a4 a5 a6 e, e2 e3 e4 es e6 Reg PL A 
* - 9147 
* -10051 
* - 10571 
* -11691 
* - 12167 
* -14283 
* -14731 
* -16551 
* - 16807 
* - 18515 
* -19683 
* - 20621 
* -21168 
* -21296 
* -22291 
* - 22592 
* -22707 
* -22747 
* -23031 
0 1 1 -2 -1 l-2-l 4 3 1 2 0.6015 
-2-l 3 1 1 1 
1 2 2 2 2 1 -I -I -1 -2 0 - 1 0.2052 
O-l 0 0 0 0 
2 2 12 2 1 -2 -3 -1 -2 -3 -2 0.4264 
1 0 1 1 1 0 
l-l 0 0 -1 l-l 0 10 1 1 0.6914 
0 o-1 1 1 0 
3 5 5 5 3 11 12 2 1 0 0.2372 
2 3 3 4 3 1 
11210101100 0 0.8036 
010000 
1 0 -1-l 0 1 0 1 0 0 0 0 0.8333 
000110 
2 2 3 3 111 0 -1 0 -1 -1 0.9329 
110000 
11111100100 1 2.1018 
110000 
0 2 12 0 10 2 12 0 1 0.6576 
1 1 1 0 1 0 
0 0 I 0 0 1 0 0 1 0 -1 1 3.3972 
110000 
11221110010 0 0.3902 
0 1 1 0 1 1 
1 -2 -1 4-3 1 o-2 3 1 -2 -1 1.1190 
1 -4 3 3 -1 -1 
12 3 2 111 2 3 2 1 1 0.3713 
1 2 2 1 1 0 
10110101001 1 0.3737 
0 1 1 0 1 1 
O-l 0 2 2 1 0-2-I 1 1 -1 0.7521 
-1 -2 -1 2 0 -1 
14453124441 1 1.2560 
13 3 3 11 
10 2 l-l 1 1 0 -1 0 -1 -1 0.3889 
0 I 0 0 0 0 
0 1 1 1 2 1-l 0 0 -1 1 -1 1.1860 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 x 
1 
1 
I 
1 
1 
1 
1 
1 
1 
1 
1 
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