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Taking advantage of Nadarajah’s representation of modiﬁed Chebyshev polynomials by
means of the random variable that has the Student’s t distribution [S. Nadarajah, On
modiﬁed Chebyshev polynomials, J. Math. Anal. Appl. 334 (2007) 1492–1494] the scope
of this paper is the generation of the identities for the moments of linear rescaling random
variables that have the Student’s t distribution.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Nadarajah in paper [2] rendered some interesting relationships between the modiﬁed Chebyshev polynomials Ωn(x)
and Vn(x) (see [5]) and random variable Zn having the Student’s t distribution with 2n degrees of freedom:
Ωn(x) = E
[
x+
√
2i Zn√
n
]n
(1)
and
Vn(x) = E
[
x+
√
2i Zn√
n + 1
]n
. (2)
On the grounds of this dependence and some selected identities for the modiﬁed Chebyshev polynomials, the authors will
provide a series of new identities for moments of random variables that have the form aZn + b, where a,b ∈ C, n ∈ N.
These identities could be applied to generating the reduction formulae for certain random variables of the form
aZ2kn + b, k-variable,
or more general ones:
aZmkn + b, a,b,k-variables,
aZm + b, a,b,m-variables,
and to the discussion of characteristic function ϕ of random variables of the form aZn +b (we note that ϕ(k)(0) = ik E[(aZn +
b)k] for k < 2n).
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If Tn(x) denotes the Chebyshev polynomials of the ﬁrst kind [3,4], then Ωn(x) := 2Tn(x/2) [5]. It is also possible to
determine the polynomials Ωn(x) in the following manner:
Ω1(x) = x, Ω2(x) = x2 − 2,
Ωn+2(x) = xΩn+1(x) − Ωn(x), n ∈ N.
An explicit formula for polynomials Ωn(x) assumes the following form:
Ωn(x) =
n/2∑
k=0
(−1)k n
n − k
(
n − k
k
)
xn−2k. (3)
From (1) the following may be derived:
Ωn(x+ y) = E
[
y +
(
x+
√
2i Zn√
n
)]n
=
n∑
k=0
(
n
k
)
ykE
[
x+
√
2i Zn√
n
]n−k
.
At the same time, due to (3), for each r ∈ {0,1, . . . ,n}, we get:
Ωn(x+ y) = · · · +
( ∑
0kn/2
n−2kr
(−1)k n
n − k
(
n − k
k
)(
n − 2k
r
)
xn−2k−r
)
yr + · · · .
Hence, we obtain the following formula:
(
n
r
)
E
[
x+
√
2i Zn√
n
]r
=
∑
0kn/2
2kr
(−1)k n
n − k
(
n − k
k
)(
n − 2k
r − 2k
)
xr−2k, (4)
for every r = 1,2, . . . ,n.
Polynomials Vn(x) are deﬁned by the relation Vn(x) := Un(x/2) [5], where Un(x) denote the n-th Chebyshev polynomials
of the second kind [3,4]. Also, the following recurrence relation holds for polynomials Vn(x):
V1(x) = x, V2(x) = x2 − 1,
Vn+2(x) = xVn+1(x) − Vn(x), n ∈ N.
Moreover, we have the explicit formula for these polynomials:
Vn(x) =
n/2∑
k=0
(−1)k
(
n − k
k
)
xn−2k. (5)
Hence, just like in the case of polynomials Ωn(x) (the formula (1) should be replaced by (2)), we derive the equivalent of (4)
for moments of the random variables x+
√
2i Zn√
n+1 :(
n
r
)
E
[
x+
√
2i Zn√
n + 1
]r
=
∑
0kn/2
2kr
(−1)k
(
n − k
k
)(
n − 2k
r − 2k
)
xr−2k, (6)
for every r = 1,2, . . . ,n.
Remark 2.1. We note that odd moments of Zn are all equal to zero (see [1]),(
n
2k
)
E
[
Z2kn
]= nk2−k n
n − k
(
n − k
k
)
, (7)
for k = 1,2, . . . ,n − 1, and
E
[
Zrn
]= ∞, (8)
for r = 2n,2n + 1, . . . .
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Ω2n(0) = 2(−1)n, (9)
which, by (1) implies
E
[
Z2n2n
]= 2nn (10)
(this relation is compatible with (7)).
3. Discussion on certain identities for the modiﬁed Chebyshev polynomials
In this section we will demonstrate how from three selected identities ((11), (15) and (17), see [5] for more details) for
modiﬁed Chebyshev polynomials, it can be generate new identities for the moments of the random variables that have the
form aZn + b, where a,b ∈ C, n ∈ N.
First, from formulae:
Ωn
(
Ωm(x)
)= Ωm(Ωn(x))= Ωmn(x), (11)
and
Ωn
(
Θ + Θ−1)= Θn + Θ−n, Θ ∈ C \ {0},
the following one can be deduced:
E
[
Ωm(x) +
√
2i Zn√
n
]n
= E
[
Ωn(x) +
√
2i Zm√
m
]m
= E
[
x+
√
2i Zmn√
mn
]mn
. (12)
Hence, by (9) and (10), we get for m := 2m and x = 0:
E
[
2(−1)m +
√
2i Zn√
n
]n
= 2(−1)mn, (13)
E
[
Θm + Θ−m +
√
2i Zn√
n
]n
= E
[
Θn + Θ−n +
√
2i Zm√
m
]m
= E
[
Θ + Θ−1 +
√
2i Zmn√
mn
]mn
= Θmn + Θ−mn. (14)
Next, from the identity
Vm−1
(
Ωn(x)
)
Vn−1(x) = Vmn−1(x), (15)
we obtain
E
[
Ωn(x) +
√
2i Zm−1√
m
]m−1
E
[
x+
√
2i Zn−1√
n
]n−1
= E
[
x+
√
2i Zmn−1√
mn
]mn−1
. (16)
Hence, for x = 0 and m,n ∈ 2N − 1, we obtain
m
m(n−1)
2 n
n(m−1)
2 E
[
Zm−1m−1
]
E
[
Zn−1n−1
]= (−2) (m−1)(n−1)2 E[Zmn−1mn−1];
for x = Θ + Θ−1, Θ ∈ C \ {0}, we have:
E
[
Θn + Θ−n +
√
2i Zm−1√
m
]m−1
E
[
Θ + Θ−1 +
√
2i Zn−1√
n
]n−1
= E
[
Θ + Θ−1 +
√
2i Zmn−1√
mn
]mn−1
,
and, in the sequel, for x = −1 (Θ = eiπ ):
E
[
(−1)n +
√
2i Zm−1√
m
]m−1
E
[
−1+
√
2i Zn−1√
n
]n−1
= E
[
−1+
√
2i Zmn−1√
mn
]mn−1
;
for x = 2 (Θ = ei0):
E
[√
2+ i Zm−1√
m
]m−1
E
[√
2+ i Zn−1√
n
]n−1
= 2(m−1)(n−1)/2E
[√
2+ i Zmn−1√
mn
]mn−1
;
for x = 2cos π4 (Θ = eiπ/4) and n ∈ 2N − 1:
E
[
(−1)(n±1)/4 + i Zm−1√
m
]m−1
E
[
1+ i Zn−1√
n
]n−1
= 2(m−1)(n−1)/2E
[
1+ i Zmn−1√
mn
]mn−1
whenever n ± 1≡ 0 (mod 4) respectively;
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E
[√
2(−1)n/4 + i Zm−1√
m
]m−1
E
[
1+ i Zn−1√
n
]n−1
= 2(m−1)(n−1)/2E
[
1+ i Zmn−1√
mn
]mn−1
;
for x = 2cos π3 :
E
[
2cos
(
n
π
3
)
+
√
2i Zm−1√
m
]m−1
E
[
1+
√
2i Zn−1√
n
]n−1
= E
[
1+
√
2i Zmn−1√
mn
]mn−1
,
where
2 cos
(
n
π
3
)
=
⎧⎨
⎩
2(−1)n/3 if n ∈ 3N,
(−1)(n−1)/3 if n ∈ 3N − 2,
(−1)(n+1)/3 if n ∈ 3N − 1.
At last, from the identity
Ωn(x+ 2) = (−1)nΩ2n(i
√
x ), (17)
we get
E
[
x+ 2+
√
2i Zn√
n
]n
= (−1)nE
[
i
√
x+
√
2i Z2n√
2n
]2n
= E
[√
x+ Z2n√
n
]2n
, (18)
which implies the following special formulae:
for x = 0:
nn−k
(
n
k
)
E
[
2+
√
2i Zn√
n
]n−k
=
(
2n
2k
)
E
[
Z2(n−k)2n
]
or, equivalently,
(
2n
2k
)
E
[
Z2k2n
]= nk
(
n
k
)
E
[
2+
√
2i Zn√
n
]k
for every k = 1,2, . . . ,n;
for x = −2:
(i
√
2n )nE
[
Znn
]= E[i√2n + Z2n]2n,
i.e., by Remark 2.1 and (10):
E[i√2n + Z2n]n =
{
0 if n ∈ 2N − 1,
2(−1)n/2nn if n ∈ 2N;
for x = −2+ 2(−1)m and m ∈ 2N − 1, by (13) we get:
E
[
2− i Z2n√
n
]2n
= 2;
for x = −1+ i we obtain:
E
[
1+ eiπ/4 Zn√
n
]n
= E
[
eiπ/4 + e−iπ/8 Z2n√√
2n
]2n
.
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