A cavity ring-down spectrometer is built for trace gas detection using telecom distributed feedback (DFB) diode lasers. The longitudinal modes of the ring-down cavity are used as frequency markers without active-locking either the laser or the high-finesse cavity. A control scheme is applied to scan the DFB laser frequency, matching the cavity modes one by one in sequence and resulting in a correct index at each recorded spectral data point, which allows us to calibrate the spectrum with a relative frequency precision of 0.06 MHz. Besides the frequency precision of the spectrometer, a sensitivity (noise-equivalent absorption) of 4 × 10 −11 cm −1 Hz −1∕2 has also been demonstrated. A minimum detectable absorption coefficient of 5 × 10 −12 cm −1 has been obtained by averaging about 100 spectra recorded in 2 h. The quantitative accuracy is tested by measuring the CO 2 concentrations in N 2 samples prepared by the gravimetric method, and the relative deviation is less than 0.3%. The trace detection capability is demonstrated by detecting CO 2 of ppbv-level concentrations in a high-purity nitrogen gas sample. Simple structure, high sensitivity, and good accuracy make the instrument very suitable for quantitative trace gas analysis.
Introduction
Quantitative gas analysis by optical methods is widely applied in environmental monitoring [1, 2] , medical diagnosis [3] , industrial process control [4] , and security inspection [5] . In the last two decades, significant progress has been achieved using tunable lasers operating in the infrared (IR) [6] , including diode lasers [3, 7] , quantum cascade lasers [2, [8] [9] [10] , optical parametric oscillators [11, 12] , difference frequency generation systems [13] , and frequency combs [14] . Applications based on telecom distributed feedback (DFB) lasers (1.3-1.6 μm) are of particular interest because of their maturity, low cost, and convenient operation in both the lasers and detectors. The loss in molecular absorption due to shifting from strong fundamental bands in the mid-IR to weak overtones in the near-IR can be compensated for using cavity-enhanced techniques to increase the effective absorption path length [15] . Cavity ringdown spectroscopy (CRDS), as a method detecting the absorption spectrum, offers path lengths of hundreds of kilometers and a measurement of the absolute concentration of target species if the absorption cross section is known. As a result, trace gas detection with CRDS has attracted more and more interest in recent years [16] .
The sensitivity of a CRDS instrument is limited by the minimum detectable change in the cavity loss, usually expressed as the noise-equivalent absorption. In the pioneer implementations of CRDS using pulsed lasers [17] , due to simultaneous excitation of multiple longitudinal modes of the cavity, the sensitivity was limited to ∼10 −8 cm −1 Hz −1∕2 [18] . The sensitivity of CRDS based on continuous-wave (cw) lasers has been dramatically improved to ∼10 −10 cm −1 Hz −1∕2 in the last decade [19] [20] [21] [22] [23] [24] . Because of the narrow bandwidth nature of cw lasers, cw-CRDS also allows measurements with a resolution better than 0.001 cm −1 . In a cw-CRDS measurement for quantitative analysis, one needs to match the laser frequency (width <10 MHz) to a longitudinal mode (typical width of ∼1 kHz) of the high-finesse ring-down (RD) cavity, and also to determine either the scanning laser frequency or the resonant frequencies of the cavity modes. Note that the frequency precision, at least the relative one, is essential for quantitative measurements. For a Doppler-broadened line with a width of about 0.01 cm −1 , it is necessary to calibrate the spectrum to a precision of 0.0001 cm −1 to obtain a relative accuracy of 1% in the determined line intensity, since the observed line intensity is proportional to the product of the height and width of the line. One method is to sweep the cavity length repeatedly passing the resonance ("scanning cavity"), using a precise wavemeter or etalon to monitor the laser frequency. The method was first introduced by Romanini and his colleagues [25, 26] , and then became commonly applied in succeeding cw-CRDS studies, for example, in [16, 21, [27] [28] [29] [30] . Using a similar experimental configuration and a RD cavity with a finesse of 4 × 10 5 , Kassi and Campargue [23] recently obtained a sensitivity of 3 × 10 −11 cm −1 Hz −1∕2 . They demonstrated a minimum detectable absorption coefficient (MDAC) of 5 × 10 −13 cm −1 by averaging over 6000 spectra recorded in 5 days, which is the best reported sensitivity of CRDS based on DFB lasers. In their experiments, a high-precision wavemeter was used to monitor the frequency of the slowly scanning laser. As a result, the frequency accuracy was limited both by the linewidth (∼2 MHz) of the DFB laser and by the precision of the wavemeter (∼10 MHz). We have established more precise spectral scanning using sidebands produced by an electro-optic modulator and a frequency-locked laser as the carrier [31] . However, sophisticated locking control and considerably higher cost are obstacles for trace-detection applications.
Alternatively, one can also periodically scan the laser frequency to match the longitudinal modes of the RD cavity ("scanning laser"), and the frequencies of the cavity modes can be used as a ruler to calibrate the spectrum [32] [33] [34] . Since tens or hundreds of cavity modes are involved in a scan, it is necessary to distinguish the cavity mode on resonance at each data point, which means to correctly index the data points. Incorrect indices of the data points introduce significant errors in calibration. However, it is not a trivial task in practice. For example, temperature fluctuations and mechanical vibrations lead to drifts and jitters on the frequencies of the cavity modes [35] . Chandler and Strecker recently presented a "dual-cavity" method for high-resolution measurements using a pulsed laser [36] . Hodges and his coworkers have established a frequency-stabilized CRDS by locking the cavity length to a He-Ne laser and also locking the probing laser (a single-mode external cavity diode laser, ECDL) to a specific longitudinal mode of the RD cavity [37] . Sophisticated locking control has been applied to establish a stepwise scan over successive modes of the RD cavity [38] . Recently, they have achieved a sensitivity of 2 × 10 −12 cm −1 Hz −1∕2 using a narrow-linewidth (<100 Hz) ECDL laser, but the sensitivity degraded to 6 × 10 −10 cm −1 Hz −1∕2 when a DFB laser with a linewidth of 2 MHz was used [24] .
Here we present a CRDS instrument based on telecom DFB diode lasers using the "scanning laser" method. An automatic control scheme is applied to realize a strictly mode-by-mode scan over each of the cavity modes without active-locking either the laser or the cavity. It allows us to calibrate the spectrum recorded in each scan using the free spectral range (FSR) of the RD cavity. Despite the broad linewidth and tuning nonlinearity of the DFB diode laser, we obtain a satisfactory frequency precision, which was demonstrated from a quantitative measurement of the CO 2 spectrum at 1.6 μm. A sensitivity of 4 × 10 −11 cm −1 Hz −1∕2 has been achieved using a RD cavity with a finesse of 1.5 × 10 5 . Relatively simple structure, good quantitative capability, and very high sensitivity make the present instrument very suitable for trace gas detection applications. Since the linewidth of the RD cavity modes can be 1 kHz or less provided a RD cavity with improved thermal stability, it is possible to obtain spectra with kHz precision using MHz-linewidth lasers.
Experimental Setup
A diagram of the experimental setup is presented in Fig. 1(a) . The laser beam from a DFB diode laser is sent into an acousto-optic modulator (AOM), and the first-order beam is coupled to a RD cavity with a finesse of about 1.5 × 10 5 . A photodiode is used to detect the light emitted from the cavity. Once the detected signal reaches a preset threshold, a trigger signal is produced and the AOM is switched off for a few milliseconds. The RD signal is digitized and recorded by a fast digitizer (ADLink PCI-9846) installed in a personal computer. A fitting program based on the Levenberg-Marquardt algorithm is applied to fit the RD curve to an exponential decay function. The absorption coefficient α of the sample in the cavity can be determined from the decay time τ using the equation [18] 
where c is the speed of light, ν is the laser frequency, L is the length of the cavity, R is the reflectivity of the cavity mirror, and τ 0 is the decay time of an empty cavity. Note that a higher reflectivity and longer cavity length will give a larger τ 0 , which usually leads to a better sensitivity.
A. Spectral Scan: Matching the Cavity Modes One by One
The longitudinal modes of the RD cavity can be used as frequency markers to calibrate the spectrum provided that the cavity modes are sufficiently stable during a spectral scan. The frequency of a longitudinal mode of the cavity could be written as
where N is the index of the cavity modes and ν 0 is the frequency of the starting mode. The FSR value can be either calculated from the length of the RD cavity or derived from the recorded spectrum using the known frequencies of some molecular lines. Calibration using the cavity itself as a Fabry-Péret etalon has been applied in previous studies, for example, in Refs. [32, 34, 39, 40] , but in practice, it is not easy to assign a correct index to every selected cavity mode during a spectral scan. We attempted to scan the laser passing the cavity modes one by one, using a procedure similar to that given in Ref. [32] . The operating temperature of the laser diode was step-scanned by a controller ( Fig. 1 ) with a resolution of 1 mK, equivalent to a frequency resolution of about 12 MHz. A triangle wave was applied to the injecting current ( Fig. 1 ), modulating the laser frequency to match the corresponding cavity mode. The amplitude of the modulation is set to be well below the FSR value (typically 1/4 FSR), in order to pick only one cavity mode in a period. It was designed to record 20 RD data at each cavity mode. However, as shown in Fig. 2 (a), there were quite a few events of mismatching during the scan. A mismatching event leads to a data point with a wrong index (N number), and therefore errors in the calibration. If such data points with wrong indices are in the vicinity of a line, it results in a considerably large deviation in the "observed" line width. For example, the mismatching events shown in Fig. 2 (a) make the recorded line fictitiously wider than the true one, which is shown in Fig. 2 
(b).
Possible reasons for mismatching include frequency changes in the cavity modes, occasional resonances of the high-order spacial modes of the cavity, and jittering in the laser frequency. We put the RD cavity on a vibration-isolating plate and cover it with foam about 3 cm thick for thermoisolation, in order to reduce the temperature drift or mechanical vibrations. It may also help to reduce the influence from surrounding sound sources. The short-term temperature fluctuation of the cavity is reduced to about 0.01 K, and the resulting relative frequency change of the cavity modes should be on the order of 10 −8 or less during a scan (typically 1 min). We can observe a long-term temperature drift following with the environment, but it only changes the starting point of individual scans (to be discussed later). The highreflectivity (HR) mirrors are placed inside the sample cell and two antireflective windows are used to separate the sample gas and the ambient air. As a result, there is no pressure difference between both sides of the HR mirrors, which also reduces the elastic distortions due to changes of pressure either inside or outside the cell. We have also carefully aligned the laser beams and confirmed that the amplitudes of the resonances due to high-order spatial modes should be no more than a few percent of that of the zero-order mode and well below the threshold used to trigger the RD data acquisition.
A control program is applied to control the laser wavelength during the spectral scan (by controlling the injection current and operating temperature applied on the laser diode). The diagram given in Fig. 1(b) shows how it works when trying to record the RD data at the nth mode of the cavity. In general, it steps the laser wavelength within a preset region around the wavelength λ n . λ n is calculated with the "matching point" (laser diode temperature and current) of previous cavity mode λ n−1 , the FSR value of the cavity, and the producer-provided parameters of the laser diode. The width of the region is set to be ηΔ, where Δ is the difference in wavelength between two adjacent modes of the cavity and η is a control factor, which should be 0 < η < 0.5. Abnormal changes in the recorded matching points indicate the occurrence of mismatching events. Any scan with mismatching events will be abandoned. It is critical to choose a proper value of η: (1) It should be sufficiently large. Because the control of the laser wavelength through operating temperature and injection current is inaccurate, a very narrow searching region increases the possibility of losing matching between the laser frequency and the target cavity mode. (2) It should be small to avoid the occurrence of mismatching. In our case, using η of 0.2 together with a modulation of the laser frequency with an amplitude of 25% of the FSR, we can step-scan the laser frequency from one cavity mode to the next one with correct indices. In this case, only scans confirmed to be with no occurrence of mismatching will be recorded and all the obtained data points in a spectrum have correct indices of the cavity modes. A piece of the recorded spectrum (20 repeated RD data on each step) is shown in Fig. 2(b) .
B. Self-Calibration of the Spectrum
In order to verify the calibration and precision of the spectrometer, the CO 2 spectrum near 6391.7 cm
has been repeatedly measured for about 7 h and 320 spectra were recorded. The absorption lines within this region have been reported in Refs. [41, 42] and included in the HITRAN database [43] . A simulated spectrum is shown in Fig. 3 (upper panel) . By fitting the recorded spectrum using a multipeak fitting program, parameters of 10 lines shown in Fig. 3 were derived. Positions of the six strongest lines were used to calibrate the spectrum by a linear fit according to Eq. (2) using the frequencies given in HITRAN. The FSR and ν 0 values derived from each spectrum are presented in Fig. 4 (Fig. 3) , which represent 131 cavity modes within the scan range. Any occurrence of data with wrong indices (mismatching) will result with a relative deviation of 1/131 (≈0.8%) on the obtained FSR. As a comparison, the maximum relative deviation shown in Fig. 4(a) is only 0.2%. It indicates that the data points in the recorded spectrum precisely match each of the cavity modes. Therefore, the spectrum can be readily calibrated using the FSR of the cavity. However, slow frequency drift of the absolute frequencies of the cavity modes are inevitable in the measurements. This can be clearly seen from the variation of the ν 0 values shown in Fig. 4(b) . The frequency fluctuation may comes from the change of cavity length due to the drift of the environmental temperature. We can notice that the typical change between two succeeding scans is on the order of 0.01 GHz (3 × 10 −4 cm −1 ). Some sudden "hopping" of about 0.1 GHz can also been found in Fig. 4(b) . Since it coincides with the FSR value, the "hopping" is probably a result of a different cavity mode being selected when the scan started. Fluctuations of ν 0 lead to frequency shifts among the spectra recorded in different scans, on the order of 0.1 GHz (0.003 cm −1 ). Although the shift is well below the Doppler width of a molecular line in this spectral range (0.012 cm −1 for CO 2 ), it reduces the precision of the obtained spectrum. In the upper panel of Fig. 3 , two "averaged" experimental spectra are presented: (a) simply averaging the data according to the data index, and (b) averaged after each spectrum was calibrated separately. A simulated spectrum (c) is also given for comparison. The residuals between (b) and (c) indicate that the noise level of the averaged spectrum (b) is about 2 × 10 −11 cm −1 . However, the difference spectrum between (a) and (b) presented in the figure shows clear structures around the absorption lines. It indicates that the lines in spectrum (a) are broadened, because the difference in ν 0 among the recorded spectra has not been considered before averaging. Calibration taking into account the shift in each scan will avoid the loss in precision, but we need at least one line with good signal-to-noise ratio in the spectrum.
C. Sensitivity and the Detection Limit
The sensitivity of a CRDS instrument is primarily limited by the noise in measured cavity loss. In order to evaluate the noise level of the present apparatus, the decay time at a fixed wavelength has been continuously measured. The measured cavity loss (1∕cτ) and the corresponding Allan deviation are shown in Fig. 5 . The noise level is at 4 × 10 −11 cm −1 Hz −1∕2 , and it reaches a MDAC of 6 × 10 −12 cm −1 after an averaging time of about 60 s. Slow variation of the RD time prevents further improvements of the sensitivity by averaging more RD events. There have been discussions [20, 23, 30] on the possible reasons that may induce the drift, including mechanical deformation, temperature drift, high-order spatial mode excitation, external cavities coupled to the high-finesse cavity, and polarization dependence of the HR mirrors.
In practice, one needs to scan the laser to obtain a spectrum for quantitative measurements. Averaging the spectra obtained from repeated scans instead of accumulating RD events at fixed wavelengths can overcome the drifting baseline problem, but one must carefully align the cavity to avoid the etalon effects due to parasitic cavities beside the main high-finesse cavity. We evaluate the sensitivity of the present instrument by measuring the spectrum near 6218 cm −1 , where a CO 2 line is sitting in this region. The RD cavity has been continuously pumped by a dry scroll pump to mimic a gas sample containing trace CO 2 . The total pressure of the residual air in the RD cavity was about 1 Pa. The spectrum with a width of about 0.3 cm −1 was recorded once a minute. The recorded spectra were coadded and the averaged spectra with averaging numbers of N 1, 4, 16, 64, and 144 are shown in Fig. 6(a) . A weak absorption line becomes more visible when the averaging number increases. This is the P (12) . The integral of the absorption line shows that the partial pressure of CO 2 in the RD cell was 2 × 10 −3 Pa. The noiseequivalent MDAC, α min , can be derived from each spectrum with different averaging number N. The results are shown in Fig. 6(b) . The α min value decreases with increasing N, roughly proportional to N −1∕2 . A MDAC of 5 × 10 −12 cm −1 was achieved when about 100 spectra recorded in 2 h were included. As a comparison, Kassi and Campargue [23] obtained a MDAC of 5 × 10 −13 cm −1 by averaging 6220 spectra recorded in 4.5 days, which is the best reported sensitivity obtained with CRDS. Note that a RD cavity with a finesse of 4 × 10 5 was used in that work, about three times the one used in the present work.
The detection limit of a target molecule can be directly calculated from the MDAC α min using the equation
where I is the line intensity in cm −1 ∕molecule cm −2 , T is the temperature of the gas sample, N A is the Avogadro constant, R is the molar gas constant, and ϕ 0 (in cm) is the height of the normalized line profile. In the case of Gaussian line profile, ϕ 0 ω π p −1 , where ω is the Gaussian width (1∕e) The quantitative accuracy of the instrument has been further verified by measuring the CO 2 concentrations in different nitrogen gas samples. The samples with different concentrations of carbon dioxide in nitrogen were prepared in the National Institute of Metrology (NIM, China) using the standard gravimetric method (GM). The nitrogen gas sample was purchased from Air Products with a stated purity of 99.999%. The carbon dioxide gas sample was purchased from China LvLing Gas Company with a stated purity also of 99.999%. The applied balance capacity is 10 Kg with a resolution of 1 mg (Mettler Toledo ID7). Two samples were prepared by the GM method, one with CO 2 concentration of 998.8 1.0 μmol∕mol, and the other of 348.9 0.7 μmol∕mol. The CO 2 line at 6207.246 cm −1 was selected in the CRDS measurements. It is the P(24) line in the 3ν 1 ν 3 band of 12 C 16 O 2 , with a line intensity of 1.295 × 10 −23 cm −1 ∕molecule cm −2 at 296 K given in the HITRAN database [43] . The recorded spectrum was directly calibrated with the FSR of the RD cavity. The partial pressure of CO 2 in the RD cavity can be determined from the integral of the measured absorption coefficient:
The total sample pressure was measured by a capacitance gauge (MKS 627B, accuracy of 0.12%). Therefore, the relative concentration of CO 2 in the sample was derived. The CRDS-determined CO 2 concentrations in these two samples are 999 3 and 350 2 μmol∕mol, respectively. We also prepared a series of samples by mixing the GM samples and pure nitrogen gas, and measured the CO 2 concentrations with CRDS. The results are shown in Fig. 7 . The values from both methods are in good agreement with deviations below 3 μmol/mol. Because either the error in the frequency (ν, x axis) or the error in the cavity loss (1∕cτ, y axis) will lead to a deviation in the determined integrated line strength, the excellent agreement between the CRDS and GM results indicates that a satisfactory quantitative accuracy has been achieved by the present CRDS instrument. As a demonstration of the trace detection capability, the instrument was applied to determine trace CO 2 concentration in pure nitrogen. The nitrogen gas (Nanking Special Gas Inc.) continuously passed through the sample cell with a flow rate of about 100 mL/min. The N 2 pressure in the cell was maintained to be 170 Torr and the spectrum of CO 2 near 6218 cm −1 was recorded to determine the CO 2 concentration. Since the previous gas sample in the cell has a higher CO 2 concentration, the detected CO 2 concentration is decreasing when we flush the cell with nitrogen gas, and finally it reaches a steady value which is believed to be the CO 2 concentration in the nitrogen gas. Figure 8(a) shows the spectrum recorded in a single scan when we just started flushing the cell. Figure 8(c) gives the spectrum of the sample after flushing the cell, which is averaged from 204 scans accumulated in about 2 h. Figures 8(b) and 8(d) are the corresponding fitting residuals, with rootmean-square deviations of 1.6 × 10 Fig. 8(a) ], the CO 2 and H 2 O concentrations were 0.50 and 305 ppmv, respectively. After flushing [ Fig. 8(c) ], the CO 2 concentration decreased to 73 7 ppbv, while the H 2 O concentration decreased to 12 2 ppmv. The fitting residual shown in Fig. 8(d) corresponds to a CO 2 detection limit of 7 ppbv. As a comparison, in some recent studies, the reported detection limits of CO 2 are 40 ppbv by a laser absorption spectrometer based on a tunable quantum cascade laser operating at 4.3 μm [44] , and 9 ppbv by a chromatographic method [45] . The spectrometer presented here has a high sensitivity, is relatively simple, and does not require cryogenic cooling for either lasers or detectors.
Discussion
We have presented a cw cavity RD spectrometer employing the "scanning laser" method, in which the frequency of a relatively broad linewidth DFB diode laser is swept to match narrow longitudinal modes of a highfinesse RD cavity. A control scheme is applied to scan the diode laser frequency in a stepwise way, ensuring that the data are taken at the frequencies on resonance with the cavity modes in sequence; therefore, the recorded spectrum can be directly calibrated using the data indices and the FSR of the cavity. Using a fibered DFB laser at 1.6 μm and a RD cavity with a finesse of 1.5 × 10 5 , we obtained a sensitivity of 4 × 10 −11 cm −1 Hz −1∕2 . By measuring a piece of spectrum 0.5 cm −1 wide involving several CO 2 lines, we determined the FSR of the cavity with an accuracy of 0.06 MHz (relatively 0.05%), which allows analysis with satisfactory quantitative accuracy. As a demonstration, the instrument has been applied to determine CO 2 concentrations in nitrogen gases. A CO 2 detection limit of 1.5 × 10 −5 Pa has been achieved by averaging about 100 spectra obtained in 2 h. We have also applied the same setup for trace moisture detection using a DFB laser at 1.39 μm. A similar sensitivity has been obtained. By detecting the H 16 2 O line at 7168.437 cm −1 , which has a line intensity of 1.17 × 10 −20 cm −1 ∕molecule cm −2 , about 800 times stronger than the CO 2 line at 6218 cm −1 , we obtained a detection limit for water vapor of 2 × 10 −8 Pa, or a molecular density of 5 × 10 6 molecules∕cm 3 . Locking the RD cavity length to an external frequency standard can improve the frequency precision and reproducibility [37] , but the method applied in this work is comparably simpler, which could be more easily employed in most applications. It is also worth noting that the frequency precision is in principle only limited by the stability of the cavity mode. We can expect a much better frequency accuracy if using a RD cavity made of low-expansion material and implementing a better thermostabilized chamber. Such high-precision CRDS can be even realized with broad-linewidth lasers, only requiring that the laser linewidth is narrower than the FSR of the cavity. The present method may help to extend precision spectroscopy to those spectral regions lacking narrow-linewidth lasers. High-precision CRDS implementing a cavity with a long-term thermostability of better than 1 mK is under construction in our laboratory [46] , which can be potentially applied as a Doppler broadening thermometry (DBT) [47, 48] . Compared to the recent DBT study [49] using direct absorption spectroscopy, the superior sensitivity of CRDS will allow measurements with lower sample gas pressures, which may reduce the uncertainty in the line profile due to pressure-broadening effects [50] . Another potential application of such a CRDS instrument with better temperature stability is the precise determination of the concentration of multisubstituted isotopologues ("clumped-isotope") [51] , which attracts increasing interest in geosciences.
