When analyzing a nonblocking switching network, the typical problem is to find a route for a new request through the network without disturbing existing routes. By solving this problem, we can derive how many hardware components of a certain type (Banyan planes in a multi-log network, for instance) are needed for the network to be nonblocking. This scenario appears in virtually all combinations of switching environments: strictly, widesense or rearrangeably nonblocking, unicast or multicast switching, and circuit, multirate, or photonic switching.
1. Introduction
The crosstalk-free widesense nonblocking photonic switching problem
Researchers in recent years have spent a lot of effort on analyzing and designing photonic switching architectures at all levels of granularities: from space, wavelength, down to the optical-burst/packet level [8, 15, 17, 18, 20, 26, 28, 29] . Whichever the switching-granularity is, space-switching architectures often provide the design guidance. (For example, at the wavelength-level, wavelength converters are placed at appropriate places in a space-domain switch.) Moreover, multicasting is certainly a fundamental communication primitive. Consequently, designing cost-effective multicast-capable photonic switching networks (or optical cross-connects) in the space domain is a fundamental problem in optical switching.
The switching elements (SE) of a photonic switching network can naturally be constructed with perhaps the most widely studied and commercially available optical component: the directional couplers [14, 22, 27] (for the 2 × 2-SE case). However, directional couplers and many other optical SEs suffer from optical crosstalk between interfering channels, which is one of the major obstacles in designing cost-effective switches [1, 3, 24] . Although crosstalk is a complicated phenomenon to model, it has been shown that reducing the number of SEs shared between active routes in a switch will reduce crosstalk. In particular, if no two active routes share any common SE, then the design is said to be crosstalk-free [13, 25] .
There are three levels of nonblockingness of a switch: rearrangeably nonblocking (RNB), widesense nonblocking (WSNB), and strictly nonblocking (SNB). The reader is referred to [6] for their precise definitions. SNB switches in principle require minimal effort in routing a new request at the price of higher switch cost (in terms of the number of SEs). RNB switches have the lowest cost but require rearranging existing connections, complicating route establishment algorithms, and disrupting existing traffic flows. WSNB switches strike a balance between SNB and RNB switches, both in terms of cost-effectiveness and routing-establishment efficiency.
One of our main results is on the problem of designing cost-effective crosstalk-free WSNB multicast photonic switching networks.
The multi-log architecture and its analysis
The multi-log architecture is a good choice for designing photonic switching networks, because they have small depth (O(log N )), absolute signal loss uniformity, and good fault tolerance [5, 8, 10, 11, 13, 21, 25] . Henceforth, let log d (N, 0, m) denote a d-ary multi-log network with m vertically stacked inverse Banyan planes (denoted by BY −1 (n)), where
n is the number of inputs/outputs of the network. See Figure 1 for an illustration. Figure 2 gives an illustration of an inverse Banyan network, and Figure 3 depicts a particular multi-log network -the log 3 (27, 0, 2) network.
There have been many prior works analyzing the multi-log networks. For example, various necessary and/or sufficient conditions have been derived for the log d (N, 0, m) networks to be f -cast SNB [26] , multicast WSNB [2, 4] , f -cast RNB [7, 19] , unicast SNB under various crosstalk constraints [25, 26] . These are only a small sample of results on multi-log networks. The reader is referred to the above papers and references thereof. Most existing analytical approaches of the multi-log networks are similar: they are based on tedious counting arguments involving the blocking connections. The drawback of this line of argument is that the proofs are often long and their correctness are not easy to verify. We will show that the classic König-Egevarý theorem is a very good analytical tool for this problem.
The main idea can briefly be outlined as follows. We somehow "represent" the potential blocking connections as edges of a bipartite graph. The maximum number of blocking connections roughly corresponds to the size of a maximum matching in that bipartite graph. The size of any vertex cover, by the König-Egevarý theorem, is an upper bound on the maximum number of blocking connections. By specifying any small vertex cover and computing its size, we can derive the sufficient number of hardware components for the network to be nonblocking. We illustrate the technique by analyzing crosstalk-free and non-crosstalk-free widesense nonblocking multicast multi-log networks.
Main results and paper outline
We derive conditions for the d-ary multi-log network to be crosstalk-free multicast widesense nonblocking under the window algorithm [9, 23] for any given window size. Several by-products follow from our approach and results. Firstly, our results allow for computing the best window size minimizing the fabric cost, showing that the multi-log network is a good candidate for crosstalk-free multicast switching architectures. Secondly, the analytical approach also gives a much simpler proof of the known case when the network is not required to be crosstalk-free. Thirdly, we show that several known results (in [26] ) for the multi-log multicast networks under the so-called fanout constraints are simple corollaries of our results.
The rest of the paper is organized as follows. Section 2 presents basic notations, the window algorithm, and a simple algebraic view of log d (N, 0, m) networks, which are used throughout the paper. Section 3 derives conditions for log d (N, 0, m) to be crosstalk-free multicast WSNB, along with several consequences including computing the optimal window size. Section 4 concludes the paper with a few remarks regarding our proof technique and its application in deriving conditions where crosstalk-free is not required. 
Preliminaries
Also, label the d × d SEs in each of the n stages of BY −1 (n) with d-ary strings of length n − 1. An input x (respectively, output y) is connected to the SE labeled x 1..n−1 in the first stage (respectively, y 1..n−1 in the last stage).
For the sake of clarity, let us first consider a small example. Consider the unicast request (x, y) = (011, 101) when d = 2, n = 3. (See Figure 2 for an illustration.) The input x = 011 is connected to the SE labeled 01 in the first stage, which is connected to two SEs labeled 01 and 11 in the second stage, and so on. The unique path from x to y in the BY −1 (n)-plane can be explicitly written out:
We can see clearly the pattern: the prefixes of y 1..n−1 are "taking over" the prefixes of x 1..n−1 on the path from x to y. In general, the unique path R(x, y) in a BY −1 (n)-plane from an arbitrary input x to an arbitrary output y is exactly the following:
stage-n SE y 1 y 2 . . . y n−1 output y y 1 y 2 . . . y n−1 y n Now, consider two unicast requests (a, b) and (x, y). From the observation above, routes R(a, b) and R(x, y) share a common SE if and only if there is some j ∈ [n] such that b 1..j−1 = y 1..j−1 and a j..n−1 = x j..n−1 . In this case, the two routes intersect at a stage-j SE. (Note: two requests' routes may intersect at more than one SE.)
For any two d-ary strings u, v ∈ Z Moreover, the routes R(a, b) and R(x, y) intersect at exactly one SE if and only if
in which case the common SE is an SE at stage |PRE(b 1..n−1 , y 1..n−1 )|+1 of the BY −1 (n)-plane.
The Window Algorithm: the so-called window algorithm for routing multicast requests in a multi-log network was proposed in [23] and extended in [9] . In its present form, the window algorithm with window size d t can be described as follows. Given any integer t, 0 ≤ t ≤ n, divide the outputs into windows of size d t each. Each window consists of outputs sharing a prefix of length n − t, for a total of d n−t windows. Given a new multicast request (a, B), where a is an input and B is a subset of outputs, let B w be the set of outputs in B lying in the wth window. Route the sub-request (a, B i ) separately on the same BY −1 (n)-plane.
Remark 2.2. Note that the window algorithm does not really specify exactly which BY −1 (n)-plane(s) to route the sub-request(s) when there are more than one choice. This was the source of the confusion regarding whether the network is multicast SNB (wrongly claimed in the original paper [23] ) or it is multicast WSNB (correction made in [9] ). Thus, different strategies for picking available BY −1 (n)-planes will be different algorithms. This is the reason we only derive sufficient conditions for the window algorithm in this paper; because, in order to derive necessary conditions one needs a particular strategy for picking available BY −1 (n)-planes.
Main Results
The following theorem is the main result of the paper. Its consequences and the proof technique's implications are explored later in this section and in Section 4. 
Proof. Let (a, B) be an arbitrary multicast request to be routed using the window algorithm with window size d t . Since each part of a multicast request belonging to the same window can be routed independently from each other, we can assume that B = {b (1) , . . . , b (k) } where all the b (p) (p ∈ [k]) belong to the same window. Specifically, the b (p) share a common prefix of length n − t. For each i ∈ {0, . . . , n − 1}, let A i be the set of inputs x other than a, where x 1..n−1 shares a suffix of length exactly i with a 1..n−1 . Formally, define
For each j ∈ {0, . . . , n − 1}, let B j be the set of outputs other than those in B which share a prefix of length exactly j with some member of B, namely
When j ≥ n − t, B j belongs to the same window which B belongs.
Suppose the network log d (N, 0, m) already had some routes established. Consider a BY −1 (n) plane which blocks the new request (a, B). There must be one route R(x, y) on this plane for which R(x, y) and R(a, b (p) ) share an SE, for some p ∈ [k]. Note that R(x, y) could be part of a multicast request from input x, but we only need the branch (x, y) of this multicast request to block (a, B). Assemble one blocking branch (x, y) per blocking plane into a set S. Then, the number of blocking planes is |S|. This way, if (x, y) and (x, y ) are both in S then y and y must belong to different windows. We will refer to this property as the unique window property of the (x, y) ∈ S.
The strategy is to find and upperbound U for |S|, where U is independent of (a, B); then, U + 1 will be a sufficient number of planes for the network to be nonblocking. By proposition 2.1, each (x, y) ∈ S must belong to some A i × B j where i + j ≥ n − 1. Partition S into two parts:
To upperbound |S| = |S 1 | + |S 2 |, we bound |S 1 | and |S 2 | separately.
We first derive an upperbound for |S 1 |. As noted earlier, for each j ≤ n − t − 1 there are precisely d n−j−t − d n−1−j−t windows in B j , each of which contains d t outputs. Each output y in a window of B j can only be part of at most one (x, y) ∈ S 1 , because each output can only be requested once. This fact and the unique window property give the following bound:
Summing the above over j = 0, . . . , n − t − 1 we obtain
Next, we derive an upperbound for |S 2 |. By definition, for each (x, y) ∈ S 2 we have y ∈ B j where j ≥ n − t. As noted before, B j belongs to the same window as that of B for all such j. Construct a bipartite graph G = (L ∪ R, E) where L = n−1 i=0 X i is the set of inputs, R = n−1 j=n−t B j , and E is the union of all A i × B j for which j ≥ n − t and i + j ≥ n − 1. Then, S 2 forms a matching of G. The classic König-Egevarý theorem [12] says that the size of a maximum matching in a bipartite graph G is equal to the size ν(G) of a minimum vertex cover of G. Thus,
So, to upperbound |S 2 | we will find an upperbound for the minimum vertex cover of G.
Note that G and thus ν(G) depends on (a, B). We will need to find a bound independent of (a, B), which will be the worst-case bound.
Since the B j (j ≥ n − t) belong to the same window, we have |R| = d t − k. We can assume that k < d t , otherwise the graph G is empty and we reach the trivial case
Consider the following vertex sets of G, indexed by integers q from n − t to n.
Firstly, we claim that C q is a vertex cover of G for any q ∈ {n − t, . . . , n}. When q = n − t, C q is a vertex cover since C q = R and every edge is incident to some vertex in R. When n − t < q ≤ n − 1, if there is an edge (x, y) of G which is not covered by C q then (x, y) ∈ A i × B j where i ≤ n − q − 1 and j ≤ q − 1. However, in that case i + j ≤ (n − q − 1) + (q − 1) = n − 2, contradicting the definition of G. Lastly, when q = n, we have C q = n−1 i=0 A i = L and thus C q is certainly a vertex cover. We already know |C n−t | = d t − k. For n − t < q ≤ n, note that n−1 j=q B j is the number of outputs other than those in B sharing a prefix of length at least q with one of the
, the number of outputs sharing a prefix of length at least q with b (p) (other than b (p) itself) is at most d n−q − 1. Hence, by the union bound
Thus, for n − t < q ≤ n, we have
To this end, consider three cases as follows. The main idea is to choose the vertex cover C q0 with minimum size depending on the relationship between t and n. Case 1: 2t ≤ n. In this case, set q 0 = n − t. Then,
Case 2: 2t ≥ n + 1 and k ≥ d 2t−n−1 − d 2t−n−2 + 1. In this case, set q 0 = n − t. Then,
Case 3 2t ≥ n + 1 and k ≤ d 2t−n−1 − d 2t−n−2 . This means r ≤ 2t − n − 2. Case 3a If r = 2t − n − 2, then setting q 0 = t − 1 we get
, we obtain
The function
is non-decreasing in r when 0 ≤ r ≤ 2t − n − 3, hence
The upperbound of ν(G) in case 3b is smaller than those in cases 2 and 3a (which are equal). Hence, when 2t > n
Putting inequalities (3.1), (3.2), (3.3), and (3.4) together, we get
The theorem follows because one more BY −1 (n) plane is needed to route the new request (a, B).
We next illustrate the strength of Theorem 3.1 by deriving as a consequence several known results.
In [26] , necessary and sufficient conditions for log d (N, 0, m) to be SNB under fanout constraints were proved. If the input stage (the demux stage) does not have fanout capability, then every multicast request must be routed entirely through the same Banyan plane. This corresponds to the window size d n . It is crucial to notice that our analysis does not at all depend on how the requests were routed, as long as branches belonging to the same window are routed through the same plane. Hence, when the window size is d n we actually have a SNB condition under the constraint that the input stage does not have fanout capability. The following corollary matches the necessary and sufficient condition derived in [26] . We only need to "plug-in" the value t = n in Theorem 3.1. Next, when both stages have fanout capability, each unicast branch of a multicast request can be routed independently from each other. This corresponds exactly to the case when the window size is 1, i.e. t = 0. Similarly, our result gives a matching condition as the necessary and sufficient condition in [26] .
Noting |S| = |S 1 | + |S 2 | and combining (4.2) and (4.3) we have given another proof of the following known result, which was derived recently in [2] with a much longer argument. 
