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Abstract
The terrestrial biosphere can significantly affect the exchange of water and energy at the
biosphere-atmosphere interface.  Additionally, the land cover type can affect regional
atmospheric chemistry and climate via biogenic volatile organic carbon (VOC)
emissions and their formation of secondary organic aerosols.  The broad goal of this
study is to investigate the impact of land cover and vegetation changes on these specific
chemistry and climate effects.  The Common Land Model (CLM) is used to
parameterize the biosphere-atmosphere interface over the Shanghai region in China.
Phase I of this study, described in this report, generates input parameters for this model
based on a time series of actual and derived parameters.  Atmospheric forcing data are
generated on an hourly temporal resolution based on a 20-year series of monthly and
daily averages.  Surface data, including land cover/land use and soil information, are
generated for two scenarios: a) the current land cover and b) a “natural” land cover data
set, derived to represent the absence of anthropogenic influences. Phase II of this study
will evaluate the model sensitivity to these different input parameters.  The potential
impacts of land cover change on the regional atmospheric chemistry and climate using
these two scenarios will be addressed.
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Introduction
The interaction between the biosphere and atmosphere is an important interface in
climate models as it represents the lower boundary condition of the atmosphere
[Garratt, 1993].  The description of this boundary condition can significantly impact the
input and output of mass, momentum and energy into the atmosphere.  Land surface
parameterizations are usually included as a subroutine in large climate models to
describe this interface and have been subject to several generations of development over
the past few decades [Sellers, et al., 1997].  The biosphere-atmosphere interface is also
linked to atmospheric chemistry through the emissions of biogenic volatile organic
compounds (VOCs), which are released from various forms of vegetation into the
troposphere.  These biogenic VOCs can have a significant impact on regional
atmospheric chemistry by potentially amplifying the production of ground-level ozone,
even in urban areas if sufficient NOx is present [NRC, 1991; Chameides et al., 1988;
Fehsenfeld et al., 1992].  Additionally, these compounds can be oxidized by free
radicals in the atmosphere (e.g., the hydroxyl radical, the nitrate radical, or ozone) to
form secondary organic aerosol (SOA) [Hoffman et al., 1997; Griffin et al., 1999a,b].
The addition of these aerosols to the atmosphere can impact incident radiation, thereby
affecting the energy balance at the surface.
1. Processing of Meteorological and Surface Parameters for Input into
a Land Surface Parameterization
The broad focus of this study is to investigate the effects of biogenic VOC emissions
and subsequent aerosols on regional chemistry and climate.  The feedbacks between
2these systems will be evaluated by coupling a land surface parameterization to a
regional chemistry-climate model.  A new land surface parameterization, the Common
Land Model (CLM) [Dai et al., 2001, in press], will represent the biosphere-atmosphere
interface and will be coupled with the RegChemCM, a regional chemistry-climate
model developed as a combination of the Regional Climate Model (RegCM) [Giorgi et
al., 1993a,b] and the Regional Acid Deposition Model (RADM)[Chang et al., 1987].
The community-developed CLM is a compilation of several existing land surface
parameterizations and is believed to provide a significant improvement over existing
land surface parameterizations [Zeng et al., 2000, in press].  This investigation will
provide an unique ability to couple the emissions from vegetation with the regional
chemistry-climate model, allowing a direct evaluation of how biogenic VOC emissions
can impact both chemistry and climate.
Phase I includes the generation of the meteorological and surface input files required by
the CLM.  Phase II will evaluate the model’s sensitivity to different meteorological and
surface parameters.  These investigations will be run offline, or uncoupled, from the
regional chemistry-climate model.  Additionally, the meteorological file generated in
Phase I will be compared with simulated meteorological parameters from the RegCM.
Also, it will allow the investigation of different input parameters to determine when
finer spatial and/or temporal resolution may or may not be necessary.  Another aspect of
Phase II is to investigate the importance of subgrid land surface heterogeneity and its
significance in the estimation of biogenic VOCs and aerosols.  The CLM has the added
advantage of evaluating several types of land surface within a model grid cell.  This
approach, developed by Koster and Suarez [1992], uses a mosaic structure that allows
up to five “tiles” per model grid cell and conducts separate energy and water balances
on each “tile.”
The area of interest is a selected portion of the climate-chemistry model grid used in the
ChinaMAP project, a study focused on the impacts of anthropogenic pollution on crop
yields.  The area is centered over the city of Shanghai and includes surrounding regions,
specifically the wheat growing areas to the northwest and rice-growing regions to the
southeast.  The selected subset is twelve by twelve grid cells, covering an area of
approximately 518,400 square kilometers, with a spatial resolution of 60km.
32. Required Parameters
2.1 Meteorological Forcing Data
Eight meteorological parameters are required to define the atmospheric input conditions
for the CLM.  These parameters are 1) incoming shortwave radiation, 2) incoming
longwave radiation, 3) precipitation, 4) temperature, 5) the east-west wind component
(u-wind), 6) the north-south wind component (v-wind), 7) the surface pressure, and 8)
the specific humidity.
Typically, these parameters are generated at each time step by the coupled chemistry-
climate model.  The atmospheric parameters are used to force the land surface model,
and the resulting surface fluxes are used to force the atmosphere at the next time
interval. Twenty years (1960-1980) of meteorological data on an hourly temporal
resolution are generated for use the CLM, as spinup time is required for the conditions
to equilibrate. Analyses in Phase II will utilize the last two years of data.
2.2 Surface Data
Two different types of surface information are required for use within the CLM; land
cover/land use information and soil description.  The land cover/land use information
defines the type of vegetation (e.g., deciduous or evergreen) or land use (e.g., urban or
agricultural) and assigns associated ecological characteristics (e.g., leaf area index) and
radiative transfer properties (e.g. aerodynamic roughness length, albedo) to each land
cover/land use category.  The classification system implemented for the land cover/land
use categories is the International Geosphere Biosphere Programme (IGBP) system,
which consists of seventeen categories (see Table 1).  Additionally, the CLM has the
capability to divide individual grid cells into fractions, allowing land surface
heterogeneities to be included.  Other parameters related to the land cover/land use
information include fractional coverage of vegetation.
The soil description includes the soil color and the soil texture.  The soil color is used to
estimate the albedo, or reflectivity of radiation from the surface.  Albedos are assigned
to soil colors depending upon the moisture content of the soil and the wavelength of
radiation (greater or less than 0.7 µm).  The soil texture (or combination of percentages
4of sand, silt and clay) is used to determine the thermal and hydrologic soil properties,
which affect water transport.
3. Data Collection and Methodology
3.1 Meteorological Data
Four sources of raw data were utilized for the meteorological input data:
1. 180-station Daily Precipitation Data [Kaiser et al., 1993],
2. 65-station Monthly Meteorological Data [Shiyan et al., 1997],
3. 5-kilometer Monthly Temperature Average Data, IIASA [Prieler, 1999], and
4. Monthly diurnal temperature range averaged over 30 years [New et al., 1999].
Daily precipitation and monthly surface pressures were utilized from the 180-station
and 65-station databases, respectively.  The following 65-station parameters were used
to derive other required input parameters: relative humidity, mean wind speed,
dominant wind direction, and cloud cover.  Specific humidity is calculated from relative
humidity and pressure measurements.  The u- and v- wind components are calculated
from the mean wind speed and dominant wind direction.  Incoming short-and longwave
radiations are calculated based on a simple parameterization described below and 65-
station observational cloud cover and dewpoint temperature.  Temperature is calculated
from the monthly average temperature (the IIASA dataset) and the monthly average
diurnal temperature range.
Meteorological station data was assigned to each model grid cell based on proximity.
The proximity tool in ESRI’s ArcView software was used to determine the station with
the least distance to each model grid cell.  Two different proximity analyses were
performed for the 180-station precipitation data (see Figure 2) and the 65-station
meteorological data (see Figure 3).  After the proximity analysis was performed, the
station data parameter was assigned to the model grid cell.
3.1.1 Shortwave Radiation
Shortwave radiation was calculated based on a parameterization described in Iqbal
[1983] and Dingman [1994], due to the lack of sufficient solar radiation measurements
5in China at the appropriate spatial and temporal resolutions.  Because an hourly
temporal resolution was required, the available monthly averages were not sufficient to
accurately portray the diurnal variation in solar radiation.
Incident shortwave radiation comprises three components that are a function of the
radiation reaching the top of the atmosphere: diffuse, direct, and backscattered.  The
clear-sky radiation reaching the top of the atmosphere (rtoa) is calculated as a function of
the solar constant, the distance of the Earth from the Sun, and the latitudinal position on
the Earth’s surface:
θcosotoa ESr = (1)
The solar constant, S, is defined as the irradiance reaching the top of the atmosphere and
is approximately 1367 W m
-2
.  The eccentricity correction factor, Eo, corrects for the
variable distance between the Earth and the Sun and is a function of the Julian day of
the year.  The zenith angle, θ, describes the angle between the local vertical and the
angle of the sun’s incoming beam.  When the sun is directly overhead, the zenith angle
is zero.  The zenith angle is calculated as a function of the latitude and the declination
angle, or tilt, of the sun.
The direct component of radiation, rdir, estimates the amount of radiation reaching the
surface of the Earth after interaction with particles in the atmosphere.  It is the clear-sky
top of atmosphere radiation (W m
-2
) multiplied by the atmospheric transmissivity:
τtoadir rr = (2)
The atmospheric transmissivity, τ, represents the fraction of radiation passing to the
surface after absorption or scattering and is parameterized as:
dustsa γττ −= (3)
The first term, τsa, represents the fraction of radiation that is transmitted through the
atmosphere after scattering and absorption by water vapor and other atmospheric gases,
and the second term, γdust, represents the attenuation (or loss of energy) by interaction
with dust.  For the purposes of this study and the high uncertainty with this parameter, it
is assumed that γdust equals zero.  The parameter τsa is a function of the water vapor
6content of the atmosphere and the path length of the solar radiation, and is
parameterized as a modified form of Beer’s Law [Dingman, 1994]:
)exp( optsa Mba +=τ (4)
where a and b describe the effects of water vapor as a function of precipitable water and
Mopt is the optical path length.  These can be empirically described as:
pWa 0207.0124.0 −−= (5)
pWb 0248.00682.0 −−= (6)
The precipitable water content is defined as the depth of water (in cm) that would be
formed if all the water vapor were condensed to precipitation and is a function of the
dewpoint temperature (in degrees C) [Bolsenga, 1964]:
)0614.0exp(12.1 dp TW = (7)
The dewpoint temperature used for this calculation was based on a monthly average of
the 65-station dewpoint temperatures.  Monthly values were assumed to be constant
over the daily and hourly variations.  The dimensionless optical path length, Mopt, can
also be empirically described as a function of the solar zenith angle, θ [Kasten and
Young, 1989]:
6364.1))07995.96(50572.0(cos
1
−
−+
=
θθopt
M (8)
The diffuse component of radiation, rdif, is also a function of the incoming clear-sky top
of atmosphere radiation.  It has been estimated that approximately half of the scattered
direct beam reaches the surface of the Earth as diffuse radiation (rdif) [Dingman, 1994],
leading to the following parameterization:
toasdif rr γ5.0= (9)
where γs is a term that accounts for the amount of radiation scattered by atmospheric
gases and dust:
dustss γτγ +−= 1 (10)
7This term is derived from the definition of radiant energy balance, which states all
energy must be partitioned between the fraction of radiation attenuated (i.e., absorbed,
reflected and/or scattered (γs)), and the amount transmitted (τ), and these fractions must
add to unity [Campbell and Norman, 1998].  The transmittance term (τs) is calculated in
the same manner as the direct transmittance term (τsa, see equation 4), with variables a
and b defined as:
pWa 0084.00363.0 −−= (11)
pWb 0173.00572.0 −−= (12)
Precipitable water (Wp) and optical path length (Mopt) for the diffuse case are calculated
as in the direct case (equations 7 and 8).
The third component, the backscattered component, accounts for the reflection of
radiation from the surface of the Earth.  Approximately half of this reflected radiation is
re-scattered back towards the Earth’s surface.  The backscattered radiation is a function
of the global radiation (direct plus diffuse components), the surface albedo a, and the
attenuation term γs as in the diffuse case:
)(5.0 difdirsbs rrar += γ (13)
The total radiation received at the surface under clear-sky conditions is the sum of these
three components (direct, diffuse, and backscattered).  Under cloudy skies, the amount
of incoming shortwave radiation is reduced.  The parameterization of this process is
quite complicated and has been grossly simplified in this study to provide a simple
approximation of the impact of clouds.  An approximation by Crowley [1989] is used to
reduced the amount of radiation due to cloudiness:
))](1(68.0355.0[ bsdifdirsd rrrNr ++−+= (14)
where N represents the cloud cover (as a fraction of one).  Cloudiness data was derived
from monthly 65-station data, where stations were assigned to individual model grid
cells as described above and shown in Figure 3.
83.1.2 Longwave Radiation
Longwave radiation required an empirical solution due to the lack of direct
observations, therefore a method developed by Kimball et al. [1982] was adopted and
modified for the calculations.  Longwave radiation, or radiation with wavelengths
greater than approximately 4 µm, is emitted from atmospheric gases and clouds.  In this
study, it is calculated as a sum of two components: one longwave portion emitted from a
clear-sky atmosphere and the second portion emitted from clouds.
The clear-sky atmospheric longwave emissions are based on a modified version of the
Stefan-Boltzmann law:
4
aaatm Tl σε= (15)
where εa is the emissivity of the atmosphere, σ is the Stefan-Boltzmann constant (=5.67
x 10
-8
 W m
-2
 K
-4
), Ta is the atmospheric temperature (K).  The emissivity of the
atmosphere is based on the atmospheric vapor pressure (e, in kPa) and air temperature
(Ta, in K) at the surface level:
)/1500(exp1095.570.0 4 aa Te
−×+=ε (16)
Atmospheric vapor pressure (e) is calculated from the saturation vapor pressure
(Clausius-Clapyeron equation, see equation 30) and the relative humidity, derived from
the 65-station dataset.  Air temperatures are implemented from the IIASA database,
(Prieler, 1999).
The second component of the longwave downward radiation is produced by the clouds,
and it is assumed that this radiation emitted from this component is only transmitted
through the atmosphere in the 8-14 µm window [Idso, 1981].  The transmissivity in this
window, τ8, is represented as:
88 1 ετ −= (17)
where ε8 is the hemispherical emissivity of the atmosphere in the 8-14 µm window and
is calculated from the zenith emittance, as defined by Idso [1981]:
)4.04.1( 888 zz εεε −= (18)
9)/3000exp(1098.224.0 268 az Te
−×+=ε (19)
The fraction of the blackbody radiation emitted in the 8-14 µm window at a specific
cloud temperature, Tc, is determined by [Kimball et al., 1982]:
252
8 109140.0106240.06732.0 cc TTf
−− ×−×+−= (20)
The cloud temperature can be calculated as follows, assuming a temperature lapse rate
of 0.01 K m
-1
 (Loth et al., 1993]:
)(23.1 daac TTTT −−= (21)
where Td is the dewpoint temperature in degrees K.  The cloud component of the
longwave downward radiation can then be calculated as:
4
88 cccld TfNl σετ= (22)
where N is the fraction of cloud clover and σ is the Stefan-Boltzmann constant.  Cloud
cover fraction and dewpoint temperatures were based on monthly 65-station data
observations.  The total amount of longwave downward radiation is then equal to the
sum of the two components:
cldatmld llr += (23)
3.1.3 Precipitation
Precipitation data was derived from the 180-station TR055 data, which provides daily
precipitation data for 180 stations throughout China [Kaiser et al., 1993].  A total of
seventeen different stations were matched to the model grid cells for this analysis, as
shown in Figure 2.  Each model grid cell was assigned a precipitation station based on
the nearest station location, performed by the proximity analysis tool in ESRI’s
ArcView software.
Daily precipitation totals were available for each station over the entire twenty-year
time series (1960-1980).  Hourly data values were calculated using an assumption about
local precipitation events, as few studies have been performed on the diurnal variation
of precipitation in China.  Over the mainland areas, strong daytime heating often causes
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afternoon convective events [Zhang and Lin, 1992].  Based on these observations, the
daily precipitation totals were divided equally between four hours in the local afternoon.
Further sensitivity studies will be performed to evaluate the impact of different types of
precipitation events on the land surface processes.
3.1.4 Temperature
Temperature data was compiled from a monthly-averaged temperature database of
China prepared by IIASA [Prieler, 1999].  This dataset is a thirty-year time series
(1958-1988) of monthly temperature averages developed from 265 meteorological
station measurements, long-term averages of mean monthly temperature on a 5-km grid,
and a digital elevation model.
The temperature data was processed for this study’s region of interest using ArcView
and ArcInfo software.  Because the model grid cell resolution (60-km) is much coarser
than the temperature data, the 5-km temperature data was intersected with each model
grid cell. A mean temperature value for each 60-km model grid cell was estimated using
the ArcInfo GRID command, ZONALMEAN.  This calculates the mean temperature
value based on all 5-km grid cells with each 60-km model grid cell.
This provided an average monthly temperature value for each model grid cell.  It is
assumed that each daily temperature is equal to the monthly mean temperature.  To
include additional temporal resolution, a diurnal temperature range was employed to
show the fluctuation of temperature throughout the day.  A time series of monthly
diurnal temperature ranges was available from Climate Research Unit (CRU) 0.5 degree
gridded monthly climate data, provided by the Climate Impact LINK Project [New et
al., 1999].  An average monthly diurnal temperature range (based on the monthly
averages from years 1961-1990) was used to provide a daily temperature variation.  The
0.5-degree resolution diurnal temperature range was intersected with the model grid
cells, allowing the assignment of a diurnal temperature range to each model grid cell.
This range was then used to calculate an hourly variation in temperature centered on the
monthly average temperature for each model grid cell.  A sinusoidal function was
implemented to calculate the temperature, Tt, at each hour t:
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avet Tlocnt
dtr
T +




−= )(
24
2
sin
2
pi
(24)
where dtr is the diurnal temperature range, locn is the horizontal shift to allow for the
maximum temperature to occur at local noon (based on the longitude of the model grid
cell), and Tave is the monthly average temperature for the model grid cell.  The use of
this function allows a sinusoidal variation in temperature, with the maximum occurring
two hours after local noon, based on observational daily maximum temperatures in
China [Zhang and Lin, 1992].
3.1.5 u- and v-wind components
The u-wind component (or zonal east-west component) and the v-wind component (or
meridional north-south component) were developed from eleven stations in the 65-
station data set, as shown in Figure 3.  Similar to the precipitation stations, a proximity
analysis was performed to assign a meteorological station to each model grid cell.
The data set provided a monthly mean wind speed (m s
-1
) and a dominant wind
direction for the particular month.  The wind speed was recorded using an EL electric
wind direction and speed device and a Dines wind direction and speed recorder [Shiyan
et al., 1997].  The monthly dominant wind direction is the most frequent wind direction
observed during the month and is measured in sixteen directions.  If the magnitude, ws,
and the direction of the wind, drx, is known, the two components (zonal and meridional)
can be calculated:
)sin(drxwsu = (25)
)cos(drxwsv = (26)
The monthly measured wind speeds were used for daily and hourly wind speeds,
thereby assuming them to be constant throughout the month.
3.1.6 Surface Pressure
The surface pressure was derived from the 65-station database.  The monthly surface
pressure value, measured in millibars, was used for all daily and hourly values within
that month.  Fortin and Kew-pattern barometers and an aneroid barograph were utilized
for these measurements [Shiyan et al., 1997].
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3.1.7 Specific Humidity
The specific humidity, qm, is the relative concentration of water vapor.  It can also be
defined as the ratio of the mass of water vapor (mv) to the mass of total air, including mv
and the mass of dry air (md):
vd
v
m
mm
m
q
+
= (27)
By substituting the Ideal Gas Law, this quantity can also be expressed by the following
relationships, which relate the quantity as a function of pressure instead of mass, as
pressure is more easily measured in the atmosphere:
[ ]1−+= dvd
v
m
MWMWep
e
MW
MW
q (28)
where MWv is the molecular weight of water (=18 grams/mole), MWd is the molecular
weight of dry air (=29 grams/mole), p is the atmospheric pressure (mb), and e is the
vapor pressure (mb).  Generally, it can be assumed that the ambient pressure is much
larger than the vapor pressure, reducing the above equation to:
p
e
MW
MW
q
d
v
m = (29)
The quantity p is measured at the station location as described above and the vapor
pressure, e, can be calculated based on the saturation vapor pressure and the relative
humidity.  The saturation vapor pressure is a function of temperature only and can be
calculated from a form of the Clausius-Clapyeron equation:




+−
−
=
3.23715.273
15.273
3.17exp11.6
a
a
s
T
T
e (30)
where Ta is the ambient air temperature and es is in millibars.  The vapor pressure, e, can
be calculated from the saturation vapor pressure (es) and the relative humidity (RH) as
follows:
100
RH
ee s= (31)
Therefore, three observed meteorological parameters are required to perform the
specific humidity calculation: the atmospheric surface pressure, the relative humidity,
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and the air temperature. Surface pressure and relative humidity are available from the
65-station meteorological dataset as described above.  The relative humidity was
measured using a ventilated psychrometer and a hair hygrometer [Shiyan et al., 1997].
Monthly measurements of the pressure and relative humidity were used for the specific
humidity calculation; hourly values were assumed constant throughout the month.
Temperature values were taken from the IIASA dataset [Prieler, 1999].
3.2 Surface Data
3.2.1 IGBP Land Cover/Land Use Classification
Land cover/land use classification data in the seventeen IGBP categories (see Table 1)
were obtained from the EROS Data Center Distributed Active Archive Center (EDC
DAAC) at a 1-km resolution [EDC DAAC, 2000].  This data set was derived from the
Advanced Very High Resolution Radiometer (AVHRR) satellite from April 1992
through March 1993.  The land cover is predominantly determined from satellite-
derived normalized difference vegetation index (NDVI) composites supplemented by
ancillary data including digital elevation data, ecoregion interpretations, country or
regional-level vegetation and land cover maps [Brown et al., 1993; Loveland et al.,
1991].
The data utilized from the website was the Eurasia data set in the Lambert Equal Area
Azimuthal projection.  The projection of the data was changed to the Lambert
Conformal Conic projection to match the projection of the model grid domain.  After
the land cover data was in the proper projection, the ArcInfo GRID command
COMBINE was used to intersect the land cover data with the model grid cells.  This
provides a data file that lists the count of the number of raster cells (or pixels) of a land
cover category within each model grid cell.  The data was processed in a database
program to compute the area of each land cover category within each model grid cell.
This data was then processed into a properly formatted file to be read as input for the
CLM.  The land cover for the region of interest is shown in Figure 4.
3.2.2 Soil Data
Soils data were obtained from the IIASA soils database for China, Mongolia and Russia
[FAO and IIASA, 1999] and the T42 file used by the LSM [Bonan, 1996].  Soil texture
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data was also available from the T42 data file, but at a much coarser resolution than the
FAO soil database.  The FAO soils data for the region of interest is shown in Figure 5.
The soil texture, or relative percentages of sand, silts, and clay, is required to estimate
the infiltration of water into the soil in the land surface parameterization model.  These
parameters are particularly important in the water balance at the surface of the earth and
can significantly impact the flux of water to the atmosphere.  The soil texture was
derived from the FAO soil code classification, soil information in the FAO soil legends,
and the USDA Soil Taxonomy guide [FAO, 1978; USDA, 1998].  Typically, two
methods were used to assign the soil texture to a particular soil type.  The first method
used the soil profiles present in the FAO legends, which listed general soil types at
specified depths (e.g., loam, clayey loam, etc.).  A soil texture triangle was used to
assign component percentages based on these general soil types.  If no soil profile was
found for a particular FAO soil type, a mapping of the FAO soil categories to the USDA
soil categories was performed based on the USDA Soil Taxonomy orders.  A typic soil
profile for the USDA soil orders based on field samples can be found in the Soil
Taxonomy Guide [USDA, 1998], which provides typical soil properties, including
percentages of sand, silt and clay.  Table 2 lists the dominant FAO soil types present in
the domain, the method used to determine the texture, as well as the component
percentages for each category.
Several special cases arose when classifying the soil texture.  The first was of the
addition of a relatively new soil class in the FAO classification, the Leptosols (FAO
Codes 1101 and 1103).  Leptosols are defined as a weakly developed shallow soil, and
little specific testing information was available for this new category.  For this reason,
the second most dominant soil in the model domain was used to determine the texture.
This soil type was present in three different model grid cells, and the second most
dominant soil depended on the location of these grid cells.  Also, little specific
information was available for the Alisols categories (FAO codes 2700 and 2701).  The
alisols typically have a nitic soil horizon within the first 100cm, and are characterized
by being at least 30 percent clay, with a silt to clay ratio of less than 0.4.  A soil texture
of 50% clay, 15% silt, and 15% sand was assumed for this soil type.
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The FAO soil database was provided as a polygon coverage, then was converted to a
grid coverage and intersected with the model grid cells.  The most dominant soil type in
each grid cell was found using the Arc/Info GRID command ZONALMAJORITY.
This method provided the dominant soil category within each model grid cell.  This
dominant soil category was used with the above-described method to determine the soil
texture for each model grid cell.
The soil color was determined from the T42 Land Surface Model (LSM) dataset
[Bonan, 1996], which provides soil data on a resolution of 2.8125 degrees
latitude/longitude.  In the future, it would be preferable to derive a soil color database
developed on the finer resolution FAO soil data.  However, this is the most accurate soil
color data available at this time.  The T42 global file was gridded from an ASCII file,
then intersected with the model grid cell to determine the most dominant soil color
within each model grid cell.  This was also performed using the ZONALMAJORITY
command.
4. Future and Proposed Research
The input data sets developed during Phase I of the project will be utilized to perform
offline runs to investigate the impacts of biogenic emissions on regional chemistry and
climate.  As part of Phase II, several sensitivity tests will be performed to evaluate the
importance of different meteorological parameters.  The following sensitivity tests are
proposed:
a. Base case runs performed with meteorological data as described in Section 3.0
above.
b. Model runs with simulated RegCM meteorological data.
c. Experiments with precipitation.
• Use weekly averaged precipitation instead of daily precipitation.
• Experiment with different types of precipitation events (e.g., split all
precipitation equally between all hours, make precipitation only in
morning instead of afternoon).
d. Experiments with temperature (e.g., eliminate diurnal temperature range, using
monthly averaged temperature for all time steps).
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e. Correlate cloud cover fraction to precipitation events.
f. Experiments with cloud effects (e.g., changing parameters of cloudiness).
Additional sensitivity tests can be performed with the surface data, including:
a. Using a historical land cover/land use dataset.
b. Altering the soil texture.
c. Determining a finer resolution soil color data set.
These tests will provide a better understanding of the importance of the input
parameters for future studies with the land surface model.  Phase II of the study, which
involves coupling of the land model to the chemistry-climate model, will investigate the
overall objectives as described in the introduction and will address the impact of land
surface information and land cover changes on regional chemistry and climate.
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Table 1. International Geosphere-Biosphere Program Land Cover/Land Use
Classification.
IGBP Category Description
1 Evergreen Needleleaf Forest
2 Evergreen Broadleaf Forest
3 Deciduous Needleleaf Forest
4 Deciduous Broadleaf Forest
5 Mixed Forests
6 Closed Shrublands
7 Open Shrublands
8 Woody Savannas
9 Savannas
10 Grasslands
11 Permanent Wetlands
12 Croplands
13 Urban and Built-up
14 Cropland/Natural Vegetation Mosaic
15 Snow and Ice
16 Barren or Sparsely Vegetated
17 Water Bodies
Table 2. Determination of Soil Texture.
Note:  Only dominant FAO soil categories are listed.
FAO Soil Category FAO Code Method % Sand % Silt % Clay
Eutric Cambisols 503 Soil Taxonomy 5 40 55
Gleyic Cambisols 504 Soil Taxonomy 5 40 55
Eutric Fluvisols 602 FAO Index 20 40 40
Calceric Fluvisols 605 FAO Index 20 40 40
Mollic Fluvisols 606 Sim. to other Fluv. 20 40 40
Eutric Gleysols 702 FAO Index 70 15 15
Dystric Leptosols 1101 2=°=soil type
Rendzic Leptosols 1103 2=°=soil type
Haplic Solonchaks 1802 FAO Index 20 40 40
Haplic Luvisols 2401 Soil Taxonomy 28 12 60
Stagnic Luvisols 2407 Soil Taxonomy 28 12 60
Haplic Acrisols 2601 Soil Taxonomy 12 15 73
Alisols 2700 Soil Definition 50 15 35
Haplic Alisols 2701 Soil Definition 50 15 35
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Figure 1. Area of Interest.  Subgrid denotes model grid cells included in this study.
Figure 2. Precipitation station proximity analysis, based on 180-Station WMO dataset.
Projection:  Lambert Equal Area Azimuthal.
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Figure 3. Meteorological station proximity analysis, based on 65-Station CAS dataset Projection:
Geographic (distorted grid shape due to projection transformation).
Figure 4. IGBP Land Cover/Land Use 1-km AVHRR Data.
Projection:  Lambert Equal-Area Azimuthal.
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Figure 5. Soil data categorized by FAO Soil Code.
Projection:  Lambert Equal-Area Azimuthal.
