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QUANTITATIVE ESTIMATES IN STOCHASTIC HOMOGENIZATION
FOR CORRELATED COEFFICIENT FIELDS
ANTOINE GLORIA, STEFAN NEUKAMM, AND FELIX OTTO
Abstract: This paper is about the homogenization of linear elliptic operators in diver-
gence form with stationary random coefficients that have only slowly decaying correlations.
It deduces optimal estimates of the homogenization error from optimal growth estimates
of the (extended) corrector. In line with the heuristics, there are transitions at dimen-
sion d = 2, and for a correlation-decay exponent β = 2; we capture the correct power of
logarithms coming from these two sources of criticality.
The decay of correlations is sharply encoded in terms of a multiscale logarithmic Sobolev
inequality (LSI) for the ensemble under consideration — the results would fail if corre-
lation decay were encoded in terms of an α-mixing condition. Among other ensembles
popular in modelling of random media, this class includes coefficient fields that are local
transformations of stationary Gaussian fields.
The optimal growth of the corrector φ is derived from bounding the size of spatial averages
F =
´
g · ∇φ of its gradient. This in turn is done by a (deterministic) sensitivity estimate
of F , that is, by estimating the functional derivative ∂F
∂a
of F w. r. t. the coefficient field a.
Appealing to the LSI in form of concentration of measure yields a stochastic estimate on
F . The sensitivity argument relies on a large-scale Schauder theory for the heterogeneous
elliptic operator −∇ · a∇. The treatment allows for non-symmetric a and for systems like
linear elasticity.
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1. Introduction
Elliptic equations with random coefficients were first considered by Papanicolaou and
Varadhan [33] and by Kozlov [28] in the context of qualitative stochastic homogenization.
For quantitative results, new ideas and suitable quantitative assumptions on ergodicity
are needed. The only early result in that direction was the (suboptimal) estimate ob-
tained by Yurinskii [36] establishing algebraic decay of the homogenization error for d > 2
under a uniform mixing condition, based on Nash’s heat kernel estimates. Twenty years
later progress came from the mathematical physics community: Naddaf and Spencer [32],
followed by Conlon and Naddaf [9], quantified ergodicity in the form of a spectral gap es-
timate to obtain optimal bounds on fluctuations of the energy density of the corrector for
small ellipticity ratio (a perturbative result capitalizing on Meyer’s estimate), identifying
the central limit theorem scaling. This approach was then combined with more elliptic
regularity theory (de Giorgi’s theory and Caccioppoli estimates) by the first and third au-
thors to obtain optimal estimates on the corrector, the fluctuations of the energy density
of the corrector, and the approximation of homogenized coefficients in [22, 23, 25]. Using
more probabilistic arguments, Mourrat [31] obtained suboptimal estimates on the decay
of the associated semi-group (the environment as seen by the particle) in high dimensions
and made use of spectral theory to prove quantitative results (see also [18]). The combi-
nation of these three ingredients resulted in [19], where we proved optimal estimates in
any dimension for scalar equations under a quantified ergodicity assumption in the form
of a spectral gap estimate. In particular, we obtained the optimal decay of the semi-group
and optimal error estimates of the so-called representative volume element method. These
results lack generality in two respects: They only apply to ensembles of coefficient fields
with integrable correlation tails, and to scalar equations (as opposed to systems).
In the present contribution, we continue our program on random elliptic systems for
arbitrarily correlated coefficient fields that started with [21, 10, 11]. In line with our earlier
work we consider ensembles of coefficient fields that satisfy a functional inequality, albeit in
the significantly more flexible multiscale form introduced by Duerinckx and the first author
in [10, 11]. Quantifying ergodicity by this assumption has the advantage to ensure strong
concentration properties while allowing for poor decay of correlations. Such functional
inequalities are satisfied by the representative example of Gaussian coefficient fields that
display arbitrarily slow-decaying correlations. As in our previous works [22, 23, 25, 19], our
approach relies on (deterministic) sensitivity estimates, i. e. on estimating how sensitively
the corrector depends on the coefficient field. However, as we discuss in the next paragraph,
they now capitalize on a large-scale regularity theory of [21] for the random operator.
When it comes to this regularity theory, as in [24], we substitute (quenched) Green’s
function estimates by estimates on the dual equation. With this approach, we obtain
new estimates in quantitative stochastic homogenization, both for mildly and strongly
correlated coefficient fields. In particular, we identify the transition in the scaling laws
both in terms of dimension (d = 2 is critical) and in terms of decay of correlations (algebraic
decay with exponent β = 2 is critical). These estimates are optimal in terms of scaling
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and have good stochastic integrability (namely stretched exponential, yet still suboptimal,
moments). They serve as a basis to study fluctuations in such a setting, cf. [13, 14].
Let us comment on the large-scale regularity theory. Due to the crucial use of the deter-
ministic elliptic regularity by De Giorgi and Nash, the proofs of [19] and [25] are only valid
for scalar elliptic operators. In order to treat systems, and strongly correlated situations,
we replace the poor deterministic elliptic regularity by a strong generic large-scale regu-
larity theory, that holds for systems with random coefficients. This regularity theory in
the large was first introduced by Avellaneda & Lin [6] in the setting of periodic coefficient
fields, extended to the random case by Armstrong & Smart [5], and refined in [21]. We
refer the reader to the companion article [21] for a thorough discussion of the literature,
and in particular the works [30, 17] based on functional inequalities, and the work of [5, 4]
based on finite-range or α-mixing assumptions.
We stress that we do not consider random coefficient fields that satisfy “linear mixing
properties”, i.e. with a finite-range of dependence or satisfying α-mixing conditions. Be-
tween the first and last versions of this manuscript, the case of finite range of dependence
was successfully treated by Armstrong, Kuusi, and Mourrat [1, 2, 3], and independently by
the first and last authors [26]. Conversely, the methods used in [2] and [26] do not seem to
apply in a straightforward way to random coefficient fields that satisfy the “nonlinear mix-
ing conditions” considered here. Since multiscale functional inequalities are satisfied by
all the models of random media of [35] (the reference textbook on heterogeneous materials
in the applied sciences), the present approach is relevant when it comes to applications.
2. Main results and structure of the proofs
2.1. Assumptions and notation. We first state our assumptions on the coefficient fields,
and then recall the definition of the extended corrector.
Assumptions on the ensemble of coefficient fields. Our two assumptions on the
space of (admissible) Lebesgue measurable coefficient fields a(x) are pointwise boundedness
and uniform ellipticity. Without loss of generality, we may assume that the bound is unity:
|a(x)ξ| ≤ |ξ| for all ξ ∈ Rd and x ∈ Rd. (1)
We require uniform ellipticity only in the integrated form:ˆ
∇ζ · a∇ζ ≥ λ
ˆ
|∇ζ|2 for all smooth and compactly supported ζ, (2)
where throughout this paper
´
is a short-hand notation for
´
Rd
. We also use scalar
notation for convenience. However, we only use arguments that are available in the case
of systems, that is, when R-valued functions ζ are replaced by fields with values in some
finite dimensional Euclidean space H. Note that (2) covers the important case of linear
elasticity in a context in which convex duality (or pointwise ellipticity) is not available (as
crucially used in [2, 26]).
Next, we state the assumptions on the “ensemble” 〈·〉, a probability measure on the space
of (admissible) coefficient fields (endowed e.g. with the topology induced by H-convergence,
cf. [26, Lemma 18]), which will be assumed throughout the paper. Two of them are related
to the operation of the shift group Rd on the space of coefficient fields, which is defined as
follows: With any shift vector z ∈ Rd and any coefficient field a, we associate the shifted
field a(·+ z). The first assumption is stationarity, which means that for any shift z ∈ Rd
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the random coefficient fields a and a(·+ z) have the same (joint) distribution. The second
assumption is ergodicity, which means that any (integrable) random variable F (a) that is
shift invariant, that is, F (a(·+ z)) = F (a) for all shift vectors z ∈ Rd and 〈·〉-almost every
coefficient field a, is actually constant, that is F (a) = 〈F 〉 for 〈·〉-almost every coefficient
field a. Under assumptions (1), (2), stationarity, and ergodicity, homogenization holds
(for Dirichlet boundary data in the case of systems), and the homogenized coefficient also
satisfies ˆ
∇ζ · ahom∇ζ ≥ λ
ˆ
|∇ζ|2 for all smooth and compactly supported ζ
and |ahomξ| ≤ ( 1λ + 1)|ξ| for all ξ ∈ Rd. In particular, ahom is uniformly elliptic in the
scalar case:
ξ · ahomξ ≥ λ|ξ|2 for all ξ ∈ Rd,
and satisfies the Legendre-Hadamard condition in the case of systems.
While stationarity and ergodicity are sufficient for qualitative homogenization, for quan-
titative results, we need to quantify the ergodicity assumption. Following [11], we assume
quantitative ergodicity in the form of a multiscale logarithmic Sobolev inequality (LSI)
for the functional derivative.
Definition 1. [11, Definition 2.4] Let π : R+ → R+ be an integrable function, and 〈·〉 be
the ensemble associated with the random coefficients a.
We say that 〈·〉 satisfies a multiscale logarithmic Sobolev inequality with weight π if for all
random variables F , we have
Ent (F ) :=
〈
F 2 logF 2
〉− 〈F 2〉 〈log F 2〉
≤
〈ˆ ∞
1
ˆ
Rd
|∂fctx,ℓF |2dxℓ−dπ(ℓ)dℓ
〉
, (3)
where |∂fctx,ℓF | denotes the L1-norm on the ball Bℓ(x) of the functional derivative of F w.r.t.
a, i.e.
|∂fctx,ℓF (a)| = sup
{
lim sup
t↓0
1
t
(F (a+ tδa)− F (a))
∣∣∣
sup
Bℓ(x)
|δa| ≤ 1, δa = 0 outside Bℓ(x)
}
=
ˆ
Bℓ(x)
∣∣∣∂F
∂a
(a, y)
∣∣∣dy. (4)

In the rest of this article,
´
stands for
´
Rd
. For the relation to Malliavin calculus, we refer
the reader to [12, 15].
Remark 1 (Standard LSI). If
´∞
1 π(ℓ)ℓ
d dℓ < ∞, i. e. in particular if π(ℓ) is compactly
supported, then (4) implies that 〈·〉 satisfies the standard logarithmic Sobolev inequality
(standard LSI),
1
C
Ent (F ) ≤
〈
‖∂fctF‖21
〉
:=
ˆ 〈
|∂fctx,1F |2
〉
dx,
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for an appropriate constant C (only depending on the space dimension d and the weight
π). In that situation some of the proofs in this paper simplify significantly, which is the
reason why we address this case separately in some of the upcoming arguments. 
Let us give an example of a field a that satisfies (3). Apply a nonlinear Lipschitz transform
to a stationary Gaussian vector field with covariance function c(x, y) satisfying |c(x, y)| ≤
γ(|x− y|) where γ is non-increasing and decays at least algebraically at infinity. Then, by
[11, Theorem 3.1], the ensemble 〈·〉 is stationary and satisfies the multiscale LSI (3) with
weight
π(ℓ) ∼ −γ′(ℓ).
Extended corrector. We recall the definition of the extended corrector (φi, σi), cf. [21,
Lemma 1].
Definition 2. Let 〈·〉 be stationary and ergodic. There exist two random tensor fields
{φi}i=1,··· ,d and {σijk}i,j,k=1,··· ,d with the following properties: The gradient fields ∇φi and
∇σijk are stationary, by which we understand ∇φi(a;x + z) = ∇φi(a(· + z);x) for any
shift vector z ∈ Rd (and likewise for ∇σijk), and have finite second moments and vanishing
expectations:
〈|∇φi|2〉 ≤ 1
λ2
,
∑
j,k=1,··· ,d
〈|∇σijk|2〉 ≤ 4d( 1
λ2
+ 1), 〈∇φi〉 = 〈∇σijk〉 = 0.
Moreover, the field σ is skew-symmetric in its last indices, that is,
σijk = −σikj.
For 〈·〉-a.e. a the equations
−∇ · a(∇φi + ei) = 0, (5)
∇ · σi = qi, (6)
−△σijk = ∂jqik − ∂kqij (7)
weakly hold in Rd with {qij}i,j=1,··· ,d given by
qi = a(∇φi + ei)− ahomei, ahomei := 〈a(∇φi + ei)〉 , (8)
and where the divergence of a tensor field is defined as (∇·σi)j := ∂kσijk (with the Einstein
summation convention on repeated indices), and the correctors are sublinear at infinity in
the sense of
lim
R↑∞
 
BR
|(φi, σijk)|2
R2
= 0.

Note that the extended corrector is unique up to an additive (random) constant.
2.2. Main results: Quantitative estimates. We establish three types of quantitative
results:
• First, we show that spatial averages of the gradient of the extended corrector
converge to zero at the same rate as the average of the coefficients converges to its
expectation, which illustrates that the decorrelation properties of the coefficient
field are inherited by the corrector gradient, cf. Theorem 1;
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• Second, we prove stretched exponential moment bounds on the growth of the (non-
stationary) corrector of Definition 2. Under a sharp condition on the dimension
d and the decay of the weight π, this implies existence, uniqueness, and stretched
exponential moment bounds for stationary correctors, cf. Theorem 2;
• Third, we establish a quantitative two-scale expansion in the spirit of [20], for
which the scaling of the error now depends on π and d, cf. Theorem 3.
These results extend our previous results in [25] in various respects: They apply to systems
with correlated coefficients, and yield stretched exponential stochastic integrability (we
however do not focus here on the optimal stochastic integrability).
We start with the optimal decay of spatial averages of the gradient of the extended cor-
rector.
Theorem 1. Assume that 〈·〉 is stationary and satisfies the multiscale logarithmic Sobolev
inequality (3) for π(ℓ) = (ℓ+1)−β−1 and β > 0. Then, for all r ≥ 2 and all deterministic
gradient fields g with
|g(x)| ≤ 1
(|x|+ r)d , |∇g(x)| ≤
1
(|x|+ r)d+1 ,
such that for all p ≥ 1 and some C1 <∞〈∣∣∣ ˆ (∇φ · g,∇σ · g)∣∣∣p〉 1p ≤ C1〈( ˆ
B
|∇(φ, σ)|2) p2〉 1p , (9)
there exists a random variable Cg,r such that
|
ˆ
(∇φ · g,∇σ · g)| ≤ Cg,rπ−
1
2∗ (r), (10)
where the scaling factor π∗ is given by
π∗(r) :=

rβ β < d,
rd log−1 r β = d,
rd β > d,
and Cg,r satisfies (uniformly with respect to r and g)〈
exp(
1
C
Cαg,r)
〉
≤ 2 (11)
for some constant C = C(d, λ,C1) and the exponent α =
4d(β∧d)
d(β∧d)+(β∧d)2+2d2 . 
Remark 2. Note that Theorem 1 also holds without assumption (9), albeit for a smaller
exponent α > 0.
The scaling factor π
− 1
2∗ (r) is natural: It is the expected scaling for averages |
ffl
Br
(a(x +
y)− 〈a〉) dy| of the coefficient field a, which coincides with the CLT scaling for β > d (in
which case, the covariance function of a is integrable and the standard LSI holds). For
β ≤ d, although this scaling is generically optimal (cf. [14, Section 5]), there might exist
Gaussian statistics for which (10) is not optimal (this is related to the Hermite rank of
∇(φ, σ), which can be made as high as desired in the very peculiar case of dimension d = 1,
cf. [27, 29] inspired by [34]). The stochastic integrability in (11), however, is not optimal,
and is rather expected to hold for α = 2 (cf. [16] for β ≪ 1, and [26] under the assumption
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of finite range of dependence), whereas (11) yields α = 1 for β ≥ d, and deteriorates as β
gets smaller. This result is the first step for the full quantitative CLT obtained in [13, 14].
We then turn to the growth of the extended corrector.
Theorem 2. Assume that 〈·〉 is stationary and satisfies the multiscale logarithmic Sobolev
inequality (3) for π(ℓ) = (ℓ + 1)−β−1 and β > 0. Then, there exists an almost surely
finite (non-stationary) random field x 7→ Cx such that the extended corrector (φ, σ) of
Definition 2 satisfies for all x ∈ Rd(  
B(x)
|(φ, σ)|2
) 1
2 ≤
∣∣∣  
B
(φ, σ)
∣∣∣ + Cxµ∗(|x|), (12)
where B(x) denotes the unit ball centered at x (and B = B(0)),
µ∗(r) :=

(r + 1)1−
β
2 for β < 2,
log
1
2 (r + 2) for β = 2, d > 2 or β > 2, d = 2,
log(r + 2) for β = d = 2,
1 for β > 2, d > 2,
(13)
and Cx has the following stochastic integrability (uniformly with respect to x ∈ Rd)〈
exp(
1
C
Cαx )
〉
≤ 2 (14)
for some constant C = C(d, λ) and the exponent α = 2(β∧d)2(d−1)+β∧d .
In particular, for β > 2 and d > 2, this implies the existence and uniqueness of a stationary
extended corrector (φ, σ) with vanishing expectation and finite second moment that solves
(5)–(7), and which satisfies the following version of (12): There exists a random variable
C with the stochastic integrability (11) such that( 
B
|(φ, σ)|2
) 1
2 ≤ C.

For β ≤ d, the scalings in (12) & (13) are new (besides the range β ≪ 1 in [16]). Note
that the definition (13) of µ∗ involves two critical behaviors: a critical behavior for β = 2
due to the randomness, and a critical behavior for d = 2 similar to that of the Gaussian
free field structure (and due to the deterministic behavior of the Helmholtz projection).
As the formal expansion in small ellipticity contrast in Appendix A suggests, these two
critical behaviors are unavoidable.
Remark 3. The random constant C in Theorem 2 can be chosen so that it satisfies
Cx ≤ C(d) infy∈B(x) C˜y for all x ∈ Rd, a universal constant C(d) depending only on the
dimension, and another random field C˜ that satisfies the same moment bounds as C (with
a different constant). Indeed, one can take C˜ to be the random field C associated with the
rescaled field a(2·). This is used in [13]. 
Our last result is a quantitative two-scale expansion.
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Theorem 3. Assume that 〈·〉 is stationary and satisfies the multiscale logarithmic Sobolev
inequality (3) for π(ℓ) = (ℓ + 1)−β−1 and β > 0. Let φ denote the unique corrector of
Definition 2 satisfying
ffl
B
φ = 0. Let g ∈ L2(Rd)d, and for all ε > 0 let uε and uhom be
the Lax-Milgram solutions (in H˙1(Rd) = {v ∈ H1loc(Rd) |∇v ∈ L2(Rd)}/R) of
−∇ · a( ·
ε
)∇uε = ∇ · g, −∇ · ahom∇uhom = ∇ · g. (15)
Consider the two-scale expansion error zε := uε − (uhom,ε + εφi( ·ε)∂iuhom,ε), where uhom,ε
is a simple moving average of uhom at scale ε, i. e. uhom,ε(x) =
ffl
Bε(x)
uhom. Then(ˆ
|∇zε|2
) 1
2
≤ Cε,g εµ∗(1ε )
( ˆ
µ2∗|∇g|2
) 1
2
, (16)
where µ∗ is defined in Theorem 2 and Cε,g (cf. (110) in the proof) denotes a random
variable that has the stochastic integrability (14) (uniformly in ε and g). 
Remark 4. Let us comment on the scalings of the estimate (16): The error zε satisfies
the equation
−∇ · a( ·
ε
)∇zε = ∇ ·
(
(g − gε) + ε(aφi − σi)( ·ε)∇∂iuhom,ε
)
(where gε is the simple moving average of g at scale ε) and the scalings come from the
control of |(φ, σ)(x
ε
)| by µ∗(xε ) . µ∗(1ε )µ∗(x) using Theorem 2. 
This result follows from the following more general quantitative two-scale expansion in
Lp(Rd) for all 1 < p <∞.
Proposition 1. In the setting of Theorem 3, let r∗ be the minimal radius (i. e. the
stationary random field recalled in Lemma 1 below), and set B∗,ε(x) := Bεr∗(xε )
(x). Then,
for all ε > 0 and 1 < p <∞ we have(ˆ ( 
B∗,ε(x)
|∇zε|2
) p
2
dx
) 1
p
. ε
(ˆ (  
B∗,ε(x)
|∇g|2
) p
2
dx
) 1
p
+ εµ∗(1ε )
(ˆ (  
B∗,ε(x)
C2y
ε
µ2∗|∇2uhom|2(y)dy
) p
2
dx
) 1
p
, (17)
where the multiplicative constant in (17) depends on λ, d, and p. In the range p ≥ 2, (17)
reduces to (ˆ ( 
B∗,ε(x)
|∇zε|2
) p
2
) 1
p
≤ Cε,g,p εµ∗(1ε )
( ˆ
µp∗|∇g|p
) 1
p
, (18)
where Cε,g,p (cf. (110) in the proof) denotes a random variable that has the stochastic
integrability (14) (uniformly in ε and g when p is fixed). 
Theorem 3 and Proposition 1 extend our previous result [20], which establishes a restricted
version of the estimate of the two-scale expansion error for scalar discrete elliptic equations
on the torus for β > d and p = 2. See also [8] for a similar result for scalar (possibly non-
symmetric) discrete elliptic equations on Zd for β > d and d ≥ 3. We have chosen to
display the result using local moving averages of uhom (also called Steklov averaging in
this context) in order to treat the case of systems under minimal regularity assumptions
on g. This is however not needed in the following cases:
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• For scalar equations by the De Giorgi-Nash-Moser theory (which allows to upgrade
bounds on local averages of the corrector to pointwise bounds);
• For systems with smooth coefficients by the classical Schauder theory;
• For general systems by Sobolev embedding at the price of giving up a bit on the
norms of g in the RHS;
• For general systems and general g if one only considers the L2-norm in space and
probability.
Remark 5. As will be clear in the proof, one can also consider large-scale weighted Lp-
estimates of ∇zε. 
Before we turn to the proofs of these results, let us stress the fact that the approach
we develop here is not limited to the case of multiscale functional inequalities with the
functional derivative as considered in (4). For ensembles satisfying multiscale functional
inequalities with the oscillation, cf. [11] (like random inclusions with random radii and
random tessellations of Poisson points or the random parking measure), similar results
hold — with however weaker stochastic integrability. More precisely, we have:
Theorem 4. Assume that 〈·〉 is stationary and satisfies a multiscale logarithmic-Sobolev
inequality with the oscillation: For all random variables F we have
Ent (F ) ≤
〈ˆ ∞
1
‖∂oscF‖2ℓ π(ℓ) dℓ
〉
, ‖∂oscF‖2ℓ := ℓ−d
ˆ (
∂oscℓ,x F
)2
dx,
for some weight π(ℓ) ∼ exp(− 1
C
ℓβ), with
∂oscℓ,x F (a) := sup{F (a′)− F (a′′) | a′ = a′′ = a on Rd \Bℓ(x)}.
Then, with the notation π∗(r) = rd and µ∗(x) = log(|x| + 2) for d = 2 and µ∗(x) = 1 for
d > 2, Theorems 1, 2, and 3 hold for random variables {Ci}i=1,2,3 (possibly depending on
ε, r, g, and x) satisfying the following stochastic integrability: There is a positive constant
C = C(d, λ) (independent of ε, r, g, and x) such that for α1 =
2β(β∧d)
2β(β∧d)+d(β+β∧d) and
α2 = α3 =
2β(β∧d)
2β(β∧d)+d(β∧d)+2β(d−1) , we have for all r ≥ 1, ε > 0, x ∈ Rd, and suitable g,〈
exp(
1
C
Cαii )
〉
≤ 2. (19)
When π has compact support, α1 =
2
3 and α2 = α3 =
d
2d−1 . 
Remark 6. Poisson random inclusions of fixed size satisfy the assumptions of Theo-
rem 4 with a compactly supported weight, while random Poisson tessellations (Voronoi or
Delaunay) satisfy the assumptions of Theorem 4 for β = d. Similar results hold if the
multiscale LSI is replaced by a multiscale spectral gap or covariance inequality, as in [21],
and therefore cover all the examples considered in [35], cf. [11, 10]. Poisson random in-
clusions of fixed size are also treated in [26] and [2], in which case (19) is proved to hold
for all α < 2. The advantage of the present approach (although it does not yield opti-
mal stochastic integrability) is that it applies to both Poisson-based models (representative
of α-mixing statistics) and Gaussian-based models (representative of “nonlinear mixing
statistics”). 
10 A. GLORIA, S. NEUKAMM, AND F. OTTO
2.3. Structure of the proofs and auxiliary results. We combine the large-scale regu-
larity developed in [21] with the sensitivity calculus provided by the functional inequality.
In the following lemma we recall the large scale regularity results we shall use, namely the
mean-value property, and large-scale C1,0 and Caldero´n-Zygmund estimates.
Lemma 1. Assume that 〈·〉 is stationary and satisfies the multiscale logarithmic Sobolev
inequality (3) for π(ℓ) = (ℓ+1)−β−1 and β > 0, and let π∗ be as in Theorem 1. There exists
a stationary, 18-Lipschitz continuous random field r∗ ≥ 1 (the minimal radius), satisfying
for some constant C, 〈
exp
( 1
C
π∗(r∗)
)〉
≤ 2, (20)
such that the following properties hold 〈·〉-a.s.,
(a) Mean-value property: For any a-harmonic function u in BR (that is, −∇ · a∇u = 0
in BR), we have for all radii r∗(0) ≤ r ≤ R, 
Br
|∇u|2 .
 
BR
|∇u|2. (21)
(b) Large-scale C1,0-estimate: For any function u and vector fields g, h in BR related via
−∇ · a(∇u+ h) = ∇ · g, we have for all r∗(0) ≤ r ≤ R 
Br
|∇u+ h|2 .
 
BR
|∇u+ h|2 +R2 sup
BR
(|∇g|2 + |∇h|2). (22)
(c) Large-scale Caldero´n-Zygmund estimates: Set B∗(x) := Br∗(x)(x). For all 1 < p <∞,
for any (sufficiently fast) decaying scalar field u and vector field g related in Rd by
−∇ · a∇u = ∇ · g,
we have ˆ ( 
B∗(x)
|∇u|2
) p
2
dx .p
ˆ ( 
B∗(x)
|g|2
) p
2
dx. (23)

The minimal radius r∗ quantifies the sublinearity of the extended corrector at infinity.
Throughout the paper we write r∗ for r∗(0) when no confusion occurs.
Remark 7. Since transposition is a local operation that does not change the statistical
properties of coefficient fields, the large-scale regularity theory of Lemma 1 also holds for
the adjoint operator −∇ · a∗∇. 
The second main ingredient is a sensitivity calculus. In line with Definition 1, given a
weight π(ℓ) = ℓ−β−1 with β > 0, we define the carre´-du-champ of the functional derivative
of a random field F by
|||∂fctF |||2π :=
ˆ ∞
1
‖∂fctF‖2ℓπ(ℓ)dℓ, (24)
where
‖∂fctF‖2ℓ := ℓ−d
ˆ
|∂fctx,ℓF |2dx. (25)
Note that (24) is simply the RHS of (3). The following sensitivity estimate is the main
ingredient to the proof of Theorem 1.
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Proposition 2 (Sensitivity estimate). Assume that 〈·〉 is stationary and satisfies the
multiscale logarithmic Sobolev inequality (3) for π(ℓ) = (ℓ + 1)−β−1 and β > 0. Let ∇φ
and q = a(∇φ+e)−ahome denote the gradient and the flux of the corrector of Definition 2
in some unit direction e, and r∗ ≥ 1 be the minimal radius of Lemma 1. Then 〈·〉-a.s. and
for all r ≥ 2 the following holds:
(a) Let g1 denote an averaging field g1 satisfying
|g1(x)| ≤ 1
(|x|+ r)d , |∇g1(x)| ≤
1
(|x|+ r)d+1 ,
and such that the random variable
F1(a) :=
ˆ (∇φ(a, x) · g1(x), q(a, x) · g1(x)) dx
has finite second moment. Then the carre´-du-champ of F1 satisfies
|||∂fctF1|||2π .
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+
1
π∗(r)
)
, (26)
where π∗ is defined as in Theorem 1.
(b) Let g2 denote an averaging field satisfying
supp (g2) ⊂ Br, |g2(x)| ≤ 1
(|x|+ 1)d−1 , |∇g2(x)| ≤
1
(|x|+ 1)d ,
and define for α > 0
µα,d(r) :=

(r + 1)1−
α
2 α < 2, d ≥ 2,
log
1
2 (r + 2) α = 2, d > 2, or α > 2, d = 2,
log(r + 2) α = 2 = d,
1 α > 2, d > 2
(27)
(this is a more explicit version of µ∗, cf. (13)). Then the carre´-du-champ of the
random variable
F2(a) :=
ˆ (∇φ(a, x) · g2(x), q(a, x) · g2(x)) dx (28)
satisfies
|||∂fctF2|||2π . rd−2∗ (0)µ2d,d(r∗(0))
(r∗(0)
r
∨ 1
)d
×
( ˆ
rd∗(x)
r2
(|x| + r)2(|x|+ 1)2(d−1) dx+ µ
2
β,d(r)
)
.
(29)

Remark 8. In the proofs of the main theorems we apply the sensitivity estimate to averages
of σ of the form F3 :=
´ ∇σijk · g where g is assumed to be a gradient field, i.e., g = ∇θ
for some potential θ. The latter property allows us to reformulate the average of ∇σ as
an average of q. Indeed, by appealing to (7) we have
F3 =
ˆ
∇σijk · g =
ˆ
q · Sg with the skew-symmetric matrix S = ej ⊗ ek − ek ⊗ ej.
The averaging field Sg (which is typically not a gradient field) inherits the decay properties
of g, and thus the estimates of Proposition 2 apply verbatim to the random variable F3. 
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Remark 9. By the hole-filling argument, (26) and (29) can be slightly improved to
|||∂fctF1|||2π .
(r∗(0)
r
∨ 1
)d( ˆ rd(1−ǫ)∗ (x) log2( |x|r + 2)
(|x|+ r)2d dx+
1
π∗(r)
)
,
and
|||∂fctF2|||2π . rd−2∗ (0)µd,d(r∗(0))
(r∗(0)
r
∨ 1
)d
×
(ˆ
r
d(1−ǫ)
∗ (x)
r2
(|x|+ r)2(|x|+ 1)2(d−1) dx+ µ
2
β,d(r)
)
,
where ǫ = ǫ(d, λ) > 0 is the hole-filling exponent. This unimportant detail will only be
used to avoid an arbitrarily small loss of stochastic integrability in critical cases, so that
we can keep statements neat. 
The main progress over the sensitivity estimates of [22, 19, 24] are the following three
lemmas — the only (specific) PDE ingredients of this work. The first, simpler, Lemma 2
provides the main estimate for g1; the second more subtle Lemma 4 (based on Lemma 3)
provides the main estimate for g2. Both solely rely on large-scale Schauder theory, which
is valid from scales r∗ onwards. For both lemmas, we consider square integrable vector
fields ∇v and g related by either
∇ · (a∇v + g) = 0 or ∇ · a(∇v + g) = 0. (30)
(The square-integrability is an assumption in Lemma 3 below in the case γ < d2 .)
Lemma 2. Suppose
|g(x)| ≤ 1
(|x|+ r)d , |∇g(x)| ≤
1
(|x|+ r)d+1 for all x ∈ R
d. (31)
Then for all x ∈ Rd
(  
B∗(x)
|∇v|2) 12 . (r∗(0)
r
∨ 1) d2 log(
|x|
r
+ 2)
(|x| + r)d . (32)

Lemma 3. Suppose that for some exponent γ ∈ (0, d) we have
|g(x)| ≤ 1
(|x|+ 1)γ , |∇g(x)| ≤
1
(|x|+ 1)γ+1 for all x ∈ R
d. (33)
Then for all x ∈ Rd
( 
B∗(x)
|∇v|2) 12 .

1 for γ < d2
log(r∗(0) + 2) for γ = d2
r
γ− d
2∗ (0) + 1 for γ > d2
× 1(|x|+ 1)γ . (34)

Lemma 4. Suppose that in addition of the assumptions of Lemma 3, for some r ≥ 1
supp (g) ⊂ Br. (35)
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Then for all x ∈ Rd \Br
(  
B∗(x)
|∇v|2) 12 .

1 for γ < d2
log(r∗(0) + 2) for γ = d2
r
γ− d
2∗ (0) + 1 for γ > d2
× (r∗(0)r ∨ 1) d2 r
d−γ
|x|d . (36)

Let us first comment on Lemma 2. The logarithm in (32) is unavoidable even in the case
of a = Id (and thus r∗ ≡ 0), as we presently argue: In this homogeneous case, we may
w. l. o. g. assume that r = 1 and take g = g˜e1 with the scalar g˜ =
1
|x|d ∧ 1, so that (31)
is satisfied up to a constant. For g of this form we have v = ∂1v˜ where −△v˜ = g˜. Since
with g˜ also v˜ is a function of ρ := |x| only, the two are related by 1
ρd−1
d
dρ
ρd−1 dv˜
dρ
= g˜, which
is in view of dv˜
dρ
(0) = 0 is explicitly solved by dv˜
dρ
=
1
d
+log ρ
ρd−1
for ρ ≥ 1, so that indeed ∇v
= dv˜
dρ
e1 = −(d− 1) log ρρd +O( 1ρd ). We shall comment on the appearance of r∗ in the context
of Lemma 3.
Let us now comment on Lemma 3. In the constant-coefficient case, this lemma contains
the (scale-free) statement(
|g| ≤ 1|x|γ and |∇g| ≤
1
|x|γ+1
)
=⇒ |∇v| . 1|x|γ . (37)
In the variable-coefficient case, the radius r∗ intervenes in two ways: As to be expected
and as for Lemma 2, the LHS of the conclusion of (37) is replaced by its L2-average on
(local) scale r∗. However, since because of its power-law estimate, g potentially contains
all scales, r∗ enters in a more subtle way, producing the prefactor on the RHS of (34). The
cross-over at γ = d2 is exactly when the bound (33) on g is borderline non-L
2-integrable
(although g is assumed to be square-integrable).
We finally comment on Lemma 4: It upgrades Lemma 3 under the assumption of bounded
support of the RHS g. As to be expected for a RHS in divergence form, ∇v decays like the
gradient of a dipole, i. e. like 1|x|d . The prefactor r
d−γ (times the term in the parentheses)
is such that it crosses over to (34) for |x| ∼ r. The additional prefactor ( r∗(0)
r
∨ 1) d2 is as
in (32) and only is active in the (ungeneric) case that r∗(0) is larger than the localizing
scale r.
Loosely speaking, these lemmas replace De Giorgi’s C0,ε-theory used in our earlier works.
The price to pay is the appearance of the minimal radius r∗ on the RHS. Combined with
moment bounds on r∗, Proposition 2 yields Theorem 1. As an alternative approach we
could appeal to large-scale weighted Caldero´n-Zygmund estimates instead of the large-
scale Schauder estimates, which is a more flexible tool (for it does not require the RHS to
be smooth) — see the corresponding arguments in [13].
3. Proofs of the quantitative homogenization results
3.1. Proof of Lemma 2: Pointwise decay of the Helmholtz projection I. We split
the proof into two steps. In the first step we assume that g is supported in Br. We relax
this condition in the second step.
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Step 1. We claim that if we combine (31) with the additional condition supp (g) ⊂ Br,
which implies
supp (g) ⊂ Br, sup |g| ≤ 1
rd
, sup |∇g| ≤ 1
rd+1
, (38)
then we may avoid the logarithm in (32):(  
B∗(x)
|∇v|2
) 1
2
. (
r∗(0)
r
∨ 1) d2 1
(|x|+ r)d for all x ∈ R
d. (39)
Here comes the argument: By measuring lengths (including r∗) in units of r, and g in
units of 1
rd
, we may assume r = 1 – which is done for convenience. The first ingredient for
(39) is an immediate consequence of the plain energy estimate for (30) based on the first
two items of (38): ˆ
|∇v|2 . 1. (40)
The second ingredient is still a consequence of just the first two items of (38) in conjunction
with the mean-value property (21): 
B∗(x)
|∇v|2 . (r∗(0) ∨ 1)d 1|x|2d provided 2(r∗(x) ∨ 1) ≤ |x|; (41)
we will give the argument in Substep 1.1 below. The last ingredient is a consequence of
the last item of (38) in conjunction with estimate (22): 
B∗(x)
|∇v|2 .
 
BR(x)
|∇v|2 +R2 for r∗(x) ≤ R; (42)
we again postpone the argument to Substep 1.2.
Equipped with these three estimates, we now derive (39). We distinguish the far-field
case |x| ≥ 2 and the near-field case |x| < 2. In the far-field case of |x| ≥ 2, we further
distinguish the (generic) case of 2r∗(x) ≤ |x|, in which case we are done by (41), and the
(ungeneric) case of 2r∗(x) > |x|, which by the Lipschitz continuity of r∗ with constant < 14
implies
r∗(0) ∼ r∗(x) & |x|. (43)
In this case, we directly obtain from (40)
 
B∗(x)
|∇v|2 . 1
rd∗(x)
(43)
. rd∗(0)
1
|x|2d .
In the near-field case of |x| < 2, we likewise distinguish the (generic) case of r∗(x) ≤ 2, for
which we are done by (42) with R = 2 (into which we insert (40)), and the (ungeneric)
case of r∗(x) > 2, for which we have 
B∗(x)
|∇v|2
(40)
.
1
rd∗(x)
. 1.
Substep 1.1. Argument for (41). We first give a duality argument forˆ
Bc
R
|∇v|2 .
(r∗(0) ∨ 1
R
)d
, for R ≥ 1; (44)
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where BcR is the complement of BR. For simplicity, we focus on the first alternative
in (30): For an arbitrary but momentarily fixed square-integrable vector field h that is
supported in {|x| > R} we consider the Lax-Milgram solution ∇w of ∇ · (a∗∇w+ h) = 0;
it follows from the (weak) definition of the two solutions that
´
h ·∇v = ´ g ·∇w. In view
of the first two items in (38) this yields | ´ h · ∇v| . ( ´
B1
|∇w|2) 12 . By the mean-value
property (21) applied to w, which is a∗-harmonic in BR, and noting that in view of (40)
we may w. l. o. g. assume in (44) that r∗(0) ∨ 1 ≤ R, this yields∣∣∣ ˆ h · ∇v∣∣∣ . ((r∗(0) ∨ 1
R
)d
ˆ
BR
|∇w|2
) 1
2
,
so that (44) follows via the plain energy estimate for w in form of
´ |∇w|2 . ´ |h|2 from
the arbitrariness of h.
We now upgrade (44) to (41) by another application of the mean-value property (21):
Setting R := 12 |x| ≥ r∗(x)∨1 we have that in view of the first item in (38), v is a-harmonic
in BR(x) ⊂ BcR, so that 
B∗(x)
|∇v|2 .
 
BR(x)
|∇v|2 . 1
Rd
ˆ
Bc
R
|∇v|2.
Now (41) follows from inserting (44) into this (and recalling R = 12 |x|).
Substep 1.2. Argument for (42). This is an immediate consequence of (22) and the estimate
sup
r∗(x)≤ρ≤R
(
R
ρ
)2 inf
c
 
Bρ(x)
|g − c|2 ≤ R2 sup |∇g|2
(38)
≤ R2.
Step 2. Conclusion, i. e. proof of (32). Again, measuring lengths in units of r, and g in
units of 1
rd
, we may assume r = 1. Using a Lipschitz partition of unity subordinate to
dyadic annuli, we may write g =
∑
ρ≥1 dyadic gρ, where gρ satisfies (38) (for “r = ρ”, up
to a multiplicative constant . 1). Hence if ∇vρ denotes the corresponding Lax-Milgram
solution, cf. (30), we have (39). Since by uniqueness ∇v = ∑
ρ≥1 dyadic∇vρ, we obtain
from the triangle inequality(  
B∗(x)
|∇v|2
) 1
2
.
∑
ρ≥1 dyadic
(
r∗(0)
ρ
∨ 1) d2 1
(|x|+ ρ)d
≤ (r∗(0) ∨ 1)
d
2
∑
ρ≥1 dyadic
1
(|x|+ ρ)d
≤ (r∗(0) ∨ 1)
d
2
( 1
(|x| + 1)d
∑
1≤ρ<|x| dyadic
1 +
∑
ρ≥|x|∨1 dyadic
1
ρd
)
.
Since the first RHS sum contains . log(|x| + 2) summands and the second (geometric)
sum is . 1
(|x|+1)d , this implies (32) (with r = 1). 
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3.2. Proof of Lemma 3: Pointwise decay of the Helmholtz projection II. We
may assume w. l. o. g. that r∗(0) ≥ 2.
Step 1. We first establish (34) in the “generic case” of
r∗(0) ≤ |x|. (45)
We proceed as in Step 2 of the proof of Lemma 2: With the same partition of unity we
have g =
∑
r≥1 dyadic gr, where gr satisfies (38) up to a multiplicative constant . r
d−γ .
Hence if ∇vr denotes the corresponding Lax-Milgram solution, we obtain by homogeneity
from (39) that (  
B∗(x)
|∇vr|2
) 1
2
. (
r∗(0)
r
∨ 1) d2 r
d−γ
(|x|+ r)d . (46)
In view of (45) we distinguish three ranges of the dyadic length scale r. In the first range
of 1 ≤ r < r∗(0) we estimate the RHS of (46) by ( r∗(0)r )
d
2
rd−γ
(|x|+1)d
(45)
≤ rγ−
d
2∗ (0)r
d
2
−γ 1
(|x|+1)γ ,
so that we obtain for this contribution the desired
∑
1≤r<r∗(0) dyadic
( 
B∗(x)
|∇vr|2
) 1
2
.

1 for γ < d2
log r∗(0) for γ = d2
r
γ− d
2∗ (0) for γ > d2
 1(|x|+ 1)γ .
In the second range of r∗(0) ≤ r < |x|, we estimate the RHS of (46) by rd−γ(|x|+1)d , so that
because of d− γ > 0 we obtain for this contribution∑
r∗(0)≤r<|x| dyadic
( 
B∗(x)
|∇vr|2
) 1
2
. |x|d−γ 1
(|x|+ 1)d ≤
1
(|x|+ 1)γ ,
which is dominated by the RHS of (34). In the third and last range of r ≥ |x| ∨ 1, the
RHS of (46) is estimated by 1
rγ
so that because of γ > 0 we obtain also for this contribution∑
r≥|x|∨1 dyadic
(  
B∗(x)
|∇vr|2
) 1
2
.
1
(|x|+ 1)γ .
Step 2. We now establish (34) in the “ungeneric case” of
r∗(0) ≥ |x| and thus because of r∗(0) ≥ 2 also r∗(0) & |x|+ 1, (47)
which by the Lipschitz continuity of r∗ implies
r∗(x) ∼ r∗(0). (48)
In this case, we carry out the dyadic decomposition of g of Step 1 only from r ≥ r∗(0)
onwards, so that in addition we will have to deal with the “near-field” remainder gnear.
As in Step 1, the far-field contribution is estimated on the basis of (46):∑
r≥r∗(0) dyadic
( 
B∗(x)
|∇vr|2
) 1
2
.
1
rγ∗ (0)
(47)
.
1
(|x|+ 1)γ ,
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as desired. We now turn to the near-field part gnear of the RHS, which satisfies the same
bounds (33) as g and is supported in B2r∗(0). Thus, in particular
(ˆ
|gnear|2
) 1
2
.

r
d
2
−γ
∗ (0) for γ < d2
log
1
2 r∗(0) for γ = d2
1 for γ > d2
 .
Let ∇vnear denote the corresponding Lax-Milgram solution, cf. (30). In view of (48), we
have
( ffl
B∗(x)
|∇vnear|2
) 1
2 . 1
r
d
2
∗ (0)
(
´ |∇vnear|2) 12 , so that we obtain from the plain energy
estimate
(  
B∗(x)
|∇vnear|2
) 1
2
.

r−γ∗ (0) for γ < d2
r
− d
2∗ (0) log r
1
2∗ (0) for γ = d2
r
− d
2∗ (0) for γ > d2
 ,
which in turn is dominated by the RHS of (34) in view of (47). 
3.3. Proof of Lemma 4: Pointwise decay of the Helmholtz projection III. We
split the proof into six steps.
Step 1. Extension.
We claim that there exist ∇v¯ and g¯ related by (30) such that
supp (∇v¯ −∇v) ⊂ B2r, supp (g¯) ⊂ B4r,
ˆ
|g¯|2 .
ˆ
B4r\Br
|∇v|2. (49)
For the convenience of the reader, we give a (slightly shorter) proof of this tool introduced
in [7, Lemma 5]; w. l. o. g. we may assume r = 1 and focus on the first alternative in (30).
Letting η (momentarily) denoting a (smooth) cut-off for B1 in B2 we set
v¯ = (1− η)(v − c) where c :=
 
B2\B1
v,
so that by ∇v¯ = (1− η)∇v −∇η(v − c) we obtain the first item of (49). Furthermore, by
Poincare´’s estimate in B2 \B1 we haveˆ
B4
|∇v¯|2 .
ˆ
B4\B1
|∇v|2. (50)
We now let η denote a cut-off for B2 in B4 and solve the following Neumann problem for
the Poisson equation on B4 for ∇w:ˆ
B4
∇ζ · ∇w = −
ˆ
∇(ηζ) · a∇v¯ for all smooth ζ. (51)
It is solvable since the RHS vanishes for ζ = 1 by the already established first item of (49):
−
ˆ
∇η · a∇v¯ (35)= −
ˆ
∇η · (a∇v + g) (30)= 0. (52)
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Moreover, the linear form on ζ’s defined by the RHS of (51) is seen to be bounded on
H˙1(B4). Indeed, for c =
ffl
B4
ζ by Poincare´’s estimate (on B4):∣∣∣ˆ ∇(ηζ) · a∇v¯∣∣∣ (52)= ∣∣∣ˆ ∇(η(ζ − c)) · a∇v¯∣∣∣
.
(ˆ
B4
(|∇ζ|2 + (ζ − c)2)
ˆ
B4
|∇v¯|2
) 1
2
(50)
.
(ˆ
B4
|∇ζ|2
ˆ
B4\B1
|∇v|2
) 1
2
.
Hence denoting by g¯ the trivial extension of ∇w from B4 to the whole space, we obtain
by choosing ζ = w in (51) ˆ
|g¯|2 =
ˆ
B4
|∇w|2 .
ˆ
B4\B1
|∇v|2.
Now on the one hand, we have by (51) and the definition of g¯ˆ
(∇(ηζ) · a∇v¯ +∇ζ · g¯) = 0.
On the other hand, like for (52), we have for any smooth and compactly supported ζ,
−
ˆ
∇(ζ(1− η)) · a∇v¯ (35)= −
ˆ
∇(ζ(1− η)) · (a∇v + g) (30)= 0.
The combination of the last two distributional identities yields the desired∇·(a∇v¯+g¯) = 0.
Step 2. Dipole decay.
We claim that provided R ≥ 4r ≥ r∗(0) we haveˆ
Bc
R
|∇v|2 . ( r
R
)d
ˆ
B4r\Br
|∇v|2. (53)
Here comes the argument: W. l. o. g. we focus on the first alternative in (30) and may
assume r = 1. We proceed by duality as in Substep 1.1 in the proof of Lemma 2: Given
a square integrable vector field h supported in BcR we denote by ∇w the Lax-Milgram
solution of ∇ · (a∗∇w + h) = 0. Appealing to the Lax-Milgram solution (∇v¯, g¯) of (30)
constructed in Step 1 we have
´
h · ∇v¯ = ´ g¯ · ∇w. By the support properties, cf. (49),
this turns into
´
h · ∇v = ´
B4r
g¯ · ∇w, so that by the estimate in (49) we obtain | ´ h · ∇v|
. (
´
B4r\Br |∇v|2
´
B4r
|∇w|2) 12 . We combine this with the mean-value property (21) applied
to w (which is a∗-harmonic in BR) in form of
´
B4r
|∇w|2 . ( r
R
)d
´
BR
|∇w|2 followed by
the plain energy estimate on w to obtain∣∣∣ ˆ h · ∇v∣∣∣ . ( ˆ
B4r\Br
|∇v|2( r
R
)d
ˆ
|h|2
) 1
2
,
which yields (53) by choosing h = 1Bc
R
∇v.
Step 3. Provided r∗(0) ≤ 2r we claim the auxiliary statement 
B4r\Br
|∇v|2 .
 
B4r\Br
 
B∗(x)
|∇v|2dx. (54)
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This statement is a minor modification of [15, Lemma 6.5], we give the proof for the
reader’s convenience. Writing f := |∇v|2 ≥ 0 and R := 4r we have to showˆ
BR\Br
f .
ˆ
BR\Br
 
B∗(x)
fdx,
which by exchanging the order of integration on the RHS reduces to
1r<|y|<R .
ˆ
BR\Br
1
rd∗(x)
1|x−y|<r∗(x)dx.
By the 12 -Lipschitz continuity of r∗, |y − x| < r∗(x) implies r∗(x) ≤ 2r∗(y) so that it is
enough to show
1r<|y|<R .
1
rd∗(y)
ˆ
BR\Br
1|x−y|<r∗(x)dx.
Likewise, |x − y| < r∗(y)2 ≤ r∗(y) implies r∗(y) ≤ 2r∗(x) and thus |y − x| < r∗(x) so that
it is enough to show
1r<|y|<R .
1
r∗(y)
ˆ
BR\Br
1|x−y|< 1
2
r∗(y)
dx.
This is true since the assumption r∗(0) ≤ 2r = 12R and the 12 -Lipschitz continuity of r∗
ensure that r∗(y) ≤ R for y ∈ BR.
Step 4. Proof of (36) in the generic case of
R :=
1
2
|x| ≥ 4r ≥ 2r∗(0). (55)
(Note that in view of Lemma 3, we may w. l. o. g. sharpen the restriction |x| > r to the
above |x| > 8r.) Since r∗ is 14 -Lipschitz (55) implies in particular r∗(x) ≤ R and thus
B∗(x) ⊂ BR(x) ⊂ BcR so that we have by the mean-value property (21) followed by (53)
(which we may apply by (55)):( 
B∗(x)
|∇v|2
) 1
2
.
( 1
Rd
(
r
R
)d
ˆ
B4r\Br
|∇v|2
) 1
2
(55)∼ r
d
|x|d
( 
B4r\Br
|∇v|2
) 1
2
. (56)
We conclude (36) by appealing to (54) from Step 3, which we combine with (34) of
Lemma 3.
Step 5. Proof of (36) in the ungeneric case of
1
2
|x| ≥ 2r∗(0) ≥ 4r. (57)
In this case the argument from Step 4, however with r∗(0)2 playing the role of r, leads to
(56) and we obtain(  
B∗(x)
|∇v|2
) 1
2
.
rd∗(0)
|x|d
( 
B2r∗(0)\B r∗(0)
2
|∇v|2
) 1
2
.
r
d
2∗ (0)
|x|d
(ˆ
|∇v|2
) 1
2
.
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We combine this with the plain energy estimate:
(ˆ
|∇v|2
) 1
2
(30)
.
(ˆ
|g|2
) 1
2
(33)
.

r
d
2
−γ for γ < d2
log
1
2 (r + 2) for γ = d2
1 for γ > d2
 (58)
to ( 
B∗(x)
|∇v|2
) 1
2
.
rd−γ
|x|d (
rd∗(0)
r
)
d
2

1 for γ < d2
log
1
2 (r + 2) for γ = d2
rγ−
d
2 for γ > d2
 .
This yields (36) in the regime r ≤ r∗(0), cf. (57).
Step 6. Proof of (36) in the “very ungeneric” case of
2r∗(0) ≥ 1
2
|x| ≥ 4r. (59)
By the Lipschitz continuity of r∗, this implies r∗(x) ∼ r∗(0), so that we have
( 
B∗(x)
|∇v|2
) 1
2
.
1
r
d
2∗ (0)
(ˆ
|∇v|2
) 1
2
(58)
.
1
r
d
2∗ (0)

r
d
2
−γ for γ < d2
log
1
2 (r + 2) for γ = d2
1 for γ > d2
 .
This yields (36) in the regime (59); indeed, we have
for γ <
d
2
:
1
r
d
2∗ (0)
r
d
2
−γ . (
r∗(0)
r
)
d
2
rd−γ
|x|d ,
for γ >
d
2
:
1
r
d
2∗ (0)
. r
γ− d
2∗ (0)(
r∗(0)
r
)
d
2
rd−γ
|x|d ,
for γ =
d
2
:
1
r
d
2∗ (0)
log
1
2 (r + 2) . log(r∗(0) + 2)(
r∗(0)
r
)
d
2
rd−γ
|x|d .

3.4. Proof of Proposition 2: Sensitivity estimate. We follow the basic strategy of
obtaining sensitivity estimates without explicit Green’s function estimates as in [24, Step 4,
Proof of Lemma 3]. The new additional ingredient are the PDE estimates of Lemmas 2, 3,
and 4. We split the proof into six steps. In the first step we give a duality argument.
In Step 2, we reformulate the carre´-du-champ using either globally and locally Cauchy-
Schwarz’ inequality. In Step 3, we control the carre´-du-champ for the averaging function
g1, and prove the corresponding sensitivity estimate in Step 4. We finally quickly treat
the case of g2 in Steps 5 & 6.
Step 1. Duality argument.
We set
F :=
( ˆ
∇φ · g,
ˆ
q · g
)
,
and claim that for all ℓ we have 〈·〉-a.s.
‖∂fctF‖2ℓ . ℓd
ˆ (  
Bℓ(x)
(|∇v|+ |g|)|∇φ + e|
)2
dx, (60)
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where v = (v˜, v¯) denotes the unique Lax-Milgram solutions of
∇ · (a∗∇v˜ + g) = 0, (61)
∇ · a∗(∇v¯ + g) = 0. (62)
To be able to define the functional derivative, we need to consider a subset of Ω of full
measure that is stable by compactly supported perturbations on which ∇φ is well-defined.
Denote by Ω′ ⊂ Ω the set of all coefficient fields a ∈ Ω such that (5)–(7) admits a
sublinear solution (which is then unique up to an additive spatial constant), which one
might construct by considering the stationary extension of the random variable ∇φ(0).
If a, a˜ ∈ Ω′ are such that a − a˜ is compactly supported, the sublinearity at infinity of
φ(a) and φ(a˜) ensures that ∇(φ(a) − φ(a˜)) ∈ L2(Rd) as a consequence of the relation
−∇ · a∇(φ(a)− φ(a˜)) = ∇ · (a− a˜)(∇φ(a˜) + e). We might now consistently and uniquely
extend ∇φ on the set Ω′′ := {a′′ ∈ Ω | a′′ = a′ + δa, a′ ∈ Ω′, δa compactly supported} by
setting ∇φ(a′′) := ∇φ(a′)+∇ψ(a′, δa), where ψ(a′, δa) is the unique Lax-Milgram solution
of −∇ · (a′ + δa)∇ψ(a′, δa) = ∇ · δa(∇φ(a′) + e).
Let a ∈ Ω′′ be fixed from now on. The functional derivative of F can be characterized as
follows: For any Lebesgue measurable, compactly supported, and bounded δa : Rd → Rd×d
we have ˆ
∂F
∂a
(a, y) : δa(y) dy =
(ˆ
∇δφ · g,
ˆ
δq · g
)
, (63)
where we denote by ∇δφ the unique Lax-Milgram solution of
−∇ · a∇δφ = ∇ · δa(∇φ+ e), (64)
and δq = δa(∇φ+ e)+ a∇δφ. We rewrite the RHS of (63) by appealing to (61). We start
with the RHS term that involves δφ. By definition (61) of v˜, followed by (64),ˆ
∇δφ · g = −
ˆ
∇v˜ · a∇δφ =
ˆ
∇v˜ · δa(∇φ+ e).
For the flux we first note that by (62) and (64),ˆ
a∇δφ · g =
ˆ
∇δφ · a∗g (62)= −
ˆ
∇δφ · a∗∇v¯
(64)
=
ˆ
∇v¯ · δa(∇φ + e).
We thus have ˆ
δq · g =
ˆ
(g +∇v¯) · (δa)(∇φ + e).
In conclusion, we have shown that for any bounded, compactly supported δa, we haveˆ
∂F
∂a
(a, x) : δa(x) dx =
(ˆ
∇v˜ · δa(∇φ + e),
ˆ (
g +∇v¯) · δa(∇φ+ e)).
Hence, by duality for any bounded D ⊂ Rd we haveˆ
D
|∂F
∂a
| ≤
ˆ
D
(|∇v|+ |g|)|∇φ + e|,
and the claim follows by the definition (25) of ‖ · ‖ℓ.
Step 2. L2 − L2 and L∞ − L1-estimates.
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We first claim that for all ℓ we have
‖∂fctF‖2ℓ .
ˆ
(r∗(x) ∨ ℓ)d
 
B∗(x)
(|∇v|+ |g|)2dx. (65)
In addition, in the generic case of r∗(0) ≤ ℓ, this can be refined as
‖∂fctF‖2ℓ .
ˆ
|x|≥ℓ
(r∗(x)∨ ℓ)d
 
B∗(x)
(|∇v|+ |g|)2dx+
( ˆ
|x|<7ℓ
( 
B∗(x)
(|∇v|+ |g|)2
) 1
2
dx
)2
.
(66)
We first recall the following result of [21, Proof of Corollary 4, Step 5] based on the
1
8 -Lipschitz continuity of r∗: For all non-negative h,ˆ
h(x)dx ∼
ˆ  
B∗(x)
h(y)dydx. (67)
We start with the proof of (65), and use Cauchy-Schwarz’ inequality on (60) to the effect
of
‖∂fctF‖2ℓ . ℓd
ˆ (  
Bℓ(x)
|∇φ+ e|2
 
Bℓ(x)
(|∇v|+ |g|)2
)
dx. (68)
By the mean-value property for the corrector gradient and the 18 -Lipschitz continuity of
r∗, we control the first factor of the integrand by
 
Bℓ(x)
|∇φ+ e|2 .
(r∗(x)
ℓ
∨ 1
)d
.
( infBℓ(x) r∗ + 18ℓ
ℓ
∨ 1
)d
.
( infBℓ(x) r∗
ℓ
∨ 1
)d
,
so that, in combination with (67), (68) turns into
‖∂fctF‖2ℓ . ℓd
ˆ  
Bℓ(x)
(r∗
ℓ
∨ 1
)d
(|∇v|+ |g|)2dx
=
ˆ
(r∗ ∨ ℓ)d(|∇v|+ |g|)2
(67)
.
ˆ  
B∗(x)
(r∗ ∨ ℓ)d(|∇v|+ |g|)2dx.
The estimate (65) now follows by the Lipschitz property of r∗ in form of supB∗(x) r∗ . r∗(x).
(If for r∗(x) ≥ ℓ, before using the mean-value property one appeals to the hole-filling
estimate in form of
ffl
Bℓ(x)
|∇φ + e|2 .
(
r∗(x)
ℓ
)d(1−ε) ffl
Br∗(x)(x)
|∇φ + e|2, one may upgrade
(65) to
‖∂fctF‖2ℓ .
ˆ
(r∗ ∨ ℓ)d(1−ε)ℓdε
 
B∗(x)
(|∇v|+ |g|)2dx,
which is the additional ingredient needed to obtain the estimates of Remark 9 — we leave
the details to the reader).
Next, we derive (66) from (68) in the generic case r∗(0) ≤ ℓ. We split the integral in (68)
into the far-field contribution |x| ≥ 4ℓ and the near-field contribution |x| < 4ℓ. For the
far-field contribution, we use Cauchy-Schwarz’ inequality and the mean-value property as
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above, followed by (67), in form ofˆ
|x|≥4ℓ
 
Bℓ(x)
|∇φ+ e|2
 
Bℓ(x)
(|∇v|+ |g|)2dx
.
ˆ
|x|≥4ℓ
 
Bℓ(x)
(r∗
ℓ
∨ 1
)d
(|∇v|+ |g|)2dx
≤
ˆ
|x|≥3ℓ
(r∗
ℓ
∨ 1
)d
(|∇v|+ |g|)2dx
(67)
.
ˆ  
B∗(x)
(r∗(y)
ℓ
∨ 1
)d
(|∇v|+ |g|)21|y|≥3ℓdydx.
By the 18 -Lipschitz continuity of r∗ and the assumption r∗(0) ≤ ℓ, for |x| < ℓ one has
r∗(x) ≤ r∗(0)+ 18 |x| < 2ℓ, and therefore the property |x| < ℓ =⇒ B∗(x) ⊂ B3ℓ(0). Hence
the above inequality reduces to
ℓd
ˆ
|x|≥4ℓ
(  
Bℓ(x)
(|∇v|+ |g|)|∇φ+ e|
)2
dx
.
ˆ
|x|≥ℓ
(r∗(x) ∨ ℓ)d
 
B∗(x)
(|∇v|+ |g|)2dx.
(69)
We finally treat the near-field contribution |x| < 4ℓ, and start with the trivial estimate
ℓd
ˆ
|x|<4ℓ
(  
Bℓ(x)
(|∇v|+ |g|)|∇φ+ e|
)2
dx . ℓ2d
( 
|x|<5ℓ
(|∇v|+ |g|)|∇φ+ e|
)2
.
With (67) we obtainˆ
|x|<5ℓ
(|∇v|+ |g|)|∇φ+ e| .
ˆ  
B∗(x)
(|∇v|+ |g|)|∇φ+ e|1|y|<5ℓdydx.
From the Lipschitz-continuity of r∗ and the assumption r∗(0) ≤ ℓ in form of r∗(x) ≤
1
8 |x|+ ℓ, we infer that |x| > 7ℓ =⇒ B∗(x) ∩B5ℓ(0) = Ø, and thereforeˆ
|x|<5ℓ
(|∇v|+ |g|)|∇φ+ e| .
ˆ
|x|<7ℓ
 
B∗(x)
(|∇v|+ |g|)|∇φ+ e|dx.
Using now Cauchy-Schwarz’ inequality and the mean-value property
ffl
B∗(x)
|∇φ+ e|2 . 1,
we obtain
ℓd
ˆ
|x|<4ℓ
( 
Bℓ(x)
(|∇v|+ |g|)|∇φ+ e|
)2
dx .
(ˆ
|x|<7ℓ
(  
B∗(x)
(|∇v|+ |g|)2
) 1
2
)2
,
and (66) follows in combination with (69).
Step 3. Estimates of the carre´-du-champ for g1.
We claim that for all ℓ and r we have
‖∂fctF1‖2ℓ .
(r∗(0)
r
∨ 1
)d(ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+
( ℓ
r
)d)
, (70)
whereas in the regime ℓ ≥ r we have
‖∂fctF1‖2ℓ .
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+ log
4(2 +
ℓ
r
)
)
. (71)
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(Note that for the standard LSI, only (70) is needed.) We start with the proof of (70) and
then turn to the proof of (71). We first note that the PDE estimate (32) also holds with
∇v replaced by g1 as a direct computation shows. By (32) and r∗ ∨ ℓ ≤ r∗+ ℓ, (65) yields
‖∂fctF1‖2ℓ .
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+ ℓ
d
ˆ
log2( |x|
r
+ 2)
(|x|+ r)2d dx
)
,
from which (70) follows.
For the proof of (71) we distinguish between the generic case r∗(0) ≤ ℓ and the ungeneric
case r∗(0) > ℓ. In the generic case r∗(0) ≤ ℓ, we appeal to (66) and (32), again yielding
‖∂fctF1‖2ℓ .
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+ ℓ
d
ˆ
|x|≥ℓ
log2( |x|
r
+ 2)
(|x|+ r)2d dx
+
(ˆ
|x|<7ℓ
log( |x|
r
+ 2)
(|x|+ r)d dx
)2)
.
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+ log
4(2 +
ℓ
r
)
)
.
In the ungeneric case of r∗(0) > ℓ, we use the 18 -Lipschitz regularity of r∗ in form of
r∗(x) ∨ ℓ . r∗(x) for all |x| ≤ ℓ, so that the combination of (65) and the PDE ingredient
(32) now takes the form
‖∂fctF1‖2ℓ .
(r∗(0)
r
∨ 1
)d(ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+ ℓ
d
ˆ
|x|≥ℓ
log2( |x|
r
+ 2)
(|x|+ r)2d
)
,
from which (71) follows.
Step 4. Proof of (26).
Recall that
|||∂fctF1|||2π =
ˆ ∞
1
‖∂fctF1‖2ℓπ(ℓ)dℓ
with π(ℓ) = ℓ−β−1 for some β > 0 (for the standard LSI, it is enough to consider π
supported in [1, 2]). Using (70) for ℓ ≤ r and (71) for ℓ > r, we obtain
|||∂fctF1|||2π
.
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+ r
−d
ˆ r
1
ℓd−β−1dℓ+
ˆ ∞
r
log4(
ℓ
r
+ 2)ℓ−β−1dℓ
)
.
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log2( |x|r + 2)
(|x|+ r)2d dx+
1
π∗(r)
)
,
as desired.
Step 5. Estimate of the carre´-du-champ for g2 and proof of (29).
We introduce the shorthand notation
ϕr(x) :=
r2
(|x|+ r)2(|x|+ 1)2(d−1) , C∗ := r
d−2
∗ (0)µ
2
d,d(r∗(0))
(r∗(0)
r
∨ 1
)d
, (72)
and claim that for all ℓ ≥ 1,
‖∂fctF2‖2ℓ . C∗
( ˆ
rd∗(x)ϕr(x) dx+ ℓ
dµd,d(r)
)
. (73)
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Estimate (73) is sufficient for proving (29) in the case of the standard LSI (for which we
may assume that 1 ≤ ℓ ≤ 2). However, the scaling in ℓ is not sufficient to treat the case
of the general multiscale LSI. For the latter we shall use for all ℓ ≥ 1 the refined estimate:
‖∂fctF2‖2ℓ . C∗
(ˆ
rd∗(x)ϕr(x) dx +
{
ℓ ≤ r : ℓ2µd,d( rℓ )
ℓ ≥ r : r2 log2( ℓ
r
+ 2)
})
. (74)
Indeed, we then getˆ ∞
1
‖∂fctF2‖2ℓ ℓ−1−β dℓ
. C∗
(ˆ
rd∗(x)ϕr(x) dx+
ˆ r
1
µd,d(
r
ℓ
)ℓ2−1−β dℓ+ r2
ˆ ∞
r
log2(
ℓ
r
+ 2)ℓ−1−β dℓ
)
. C∗
(ˆ
rd∗(x)ϕr(x) dx+ µ
2
β,d(r)
)
,
and thus (29) by the definition (24) of the carre´-du-champ.
For the proof of (73) and (74) we note that the two PDE estimates (34) and (36) applied
with g = g2 and γ = d− 1 combine to 
B∗(x)
(|∇v| + |g2|)2 . C∗ϕr(x) for all x ∈ Rd. (75)
In view of ˆ
ϕr ∼ µd,d(r), (76)
(cf. (27)) and (72), the simpler estimate (73) now follows by combining (65) with (75):
‖∂fctF2‖2ℓ
(65)
.
ˆ
rd∗(x)
 
B∗(x)
(|∇v|+ |g2|)2 dx+ ℓd
ˆ  
B∗(x)
(|∇v|+ |g2|)2 dx
(75)
. C∗
( ˆ
rd∗(x)ϕr(x) dx+ ℓ
dµd,d(r)
)
.
Next, we prove (74) and first consider the regime ℓ ≤ r. In the generic case r∗(0) ≤ ℓ
the L1 −L∞-estimate (66) of Step 2 is available, which in combination with (75) and the
definition of ϕr yields
‖∂fctF2‖2ℓ . C∗
( ˆ
|x|≥ℓ
(rd∗(x) + ℓ
d)ϕr(x)dx +
( ˆ
|x|≤7ℓ
ϕ
1
2
r (x) dx
)2)
. [RHS of (74)].
In the ungeneric case ℓ ≤ r∗(0) the Lipschitz-continuity of r∗ implies that
|x| ≤ ℓ ⇒ r∗(x) ≥ r∗(0)− 1
8
ℓ & ℓ ⇒ r∗(x) ∨ ℓ . r∗(x). (77)
Thus, (65) combined with (75) yields as well
‖∂fctF2‖2ℓ
(77)
.
ˆ
Bℓ
rd∗(x)
 
B∗(x)
(|∇v|+ |g2|)2 dx+
ˆ
|x|≥ℓ
(rd∗(x) + ℓ
d)
 
B∗(x)
(|∇v|+ |g2|)2 dx
(75)
. C∗
(ˆ
rd∗(x)ϕr(x) dx + ℓ
d
ˆ
|x|≥ℓ
ϕr(x) dx
)
. [RHS of (74)].
(78)
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We finally prove (74) in the regime ℓ ≥ r. In the generic case ℓ ≥ r∗(0) we proceed as
before and combine (66), (75), and the definition of ϕr to the effect of
‖∂fctF2‖2ℓ . C∗
(ˆ
|x|≥ℓ
(rd∗(x) + ℓ
d)ϕr(x)dx+
( ˆ
|x|≤7ℓ
ϕ
1
2
r (x) dx
)2)
. C∗
(ˆ
rd∗(x)ϕr(x) dx+ r
2 log2(
ℓ
r
+ 2)
)
. [RHS of (74)].
In the ungeneric case ℓ ≤ r∗(0), we then proceed as for (78). 
3.5. Proof of Theorem 1: Averages of the corrector gradient. We first treat the
case β 6= d.
We define the random variable
Cg,r := π
1
2∗ (r)
ˆ
(∇φ(y) · g(y),∇σ(y) · g(y)) dy.
Note that there exists a universal C ′ <∞ such that for any non-negative random variable
Z we have the equivalence
〈exp(Z)〉 ≤ 2 ⇐⇒ ∀q ≥ 1, 〈Zq〉 1q ≤ qC ′. (79)
We split the proof into two steps. In the first step we use nonlinear concentration of
measures to control high moments of Cg,r, which we then combine with the control of the
tail provided by the stretched exponential moment bound on r∗.
Step 1. Concentration of measures.
For the minimal radius r∗, from (79) and the bound exp( 1C π∗(r∗)) ≤ 2, we have for all
q ≥ 1 〈
rdq∗
〉 1
q
. q
d
β∧d . (80)
By [10, Proposition 3.1], the multiscale logarithmic-Sobolev inequality with the functional
derivative yields, cf. Definition 1, for any random variable Y and all q ≥ 1,〈Y2q〉 12q . √q 〈|||∂fctY|||2qπ 〉 12q .
Hence, by Proposition 2 (a) (in connection with Remark 8) we can apply this result to
Cg,r and get
〈C2qg,r〉 12q . √q
〈(r∗(0)
r
∨ 1
)qd(ˆ
rd∗(x)
π∗(r) log2(
|x|
r
+ 2)
(|x|+ r)2d dx+ 1
)q〉 12q
.
By an application of the triangle inequality, Jensen’s inequality (using that
´ log2( |x|
r
+2)
(|x|+r)2d dx .
r−d), and in view of (80) we get〈C2qg,r〉 12q . √q(1 + r− d2π 12∗ (r)〈rdq∗ 〉 12q + r−dπ 12∗ (r)〈r2qd∗ 〉 12q )
.
√
q
(
1 + r−
d−β∧d
2 q
d
2(β∧d) + r−d+
β∧d
2 q
d
β∧d
)
. (81)
Step 2. Control of the tail.
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By assumption (9) and the mean-value property, cf. (21), we have for all q ≥ 1 and all
r ≥ 1 〈∣∣∣ˆ (∇φ · g,∇σ · g)∣∣∣2q〉 12q . 〈rdq∗ 〉 12q ,
so that by (80) 〈C2qg,r〉 12q . r β∧d2 q d2(β∧d) , (82)
where the multiplicative constants do not depend on q. The cross-over between the third
RHS term of (81) and (82) takes place at r = rq := q
β∧d+d
2(β∧d)d . Using (81) for r ≥ rq and
(82) for r ≤ rq, we then obtain for all r ≥ 1 and q ≥ 1〈C2qg,r〉 12q . q d2(β∧d)+β∧d+d4d = q 2d2+(β∧d)d+(β∧d)24βd , (83)
from which the claimed stretched exponential bound follows using (79).
In the case β = d, for which π∗ displays a logarithmic correction, we may use additional
deterministic regularity to avoid a loss in the exponent: By the hole-filling argument
(cf. [21, Proof of Lemma 3, Step 5]), there exists 0 < ǫ = ǫ(λ, d) ≤ 1 such that〈( ˆ
B
|(∇φ,∇σ)|2
)p〉 12p
.
〈
r
d(1−ε)p
∗
〉 1
2p
so that for β = d, (82) takes the form〈C2qg,r〉 12q . √qr d2 .
Likewise, by Remark 9, (81) takes the form〈C2qg,r〉 12q . √q(1 +√q + r− d2 q).
This yields the claimed stretched exponential bound as above.
3.6. Proof of Theorem 2: Growth of the extended corrector. In this proof C (with
various subscripts) denotes a generic random variable or field (that may change from line to
line but which uniformly satisfies the stretched exponential moment bound (14)). Likewise,
we write C for a generic (deterministic) constant that might change from line to line, but
can be chosen depending only on d, λ, and β. It suffices to consider a single component of
the extended corrector, say φi and σijk (with i, j, k fixed). To ease the reading we simply
write (φ, σ) instead of (φi, σijk).
Step 1. Structure of the proof.
Let x ∈ Rd and set r := |x|+ 1. The starting point of our argument for (12) is Poincare´’s
inequality(  
B(x)
|(φ, σ)|2
) 1
2 ≤
∣∣∣  
B(x)
(φ, σ)
∣∣∣ + ( 
B(x)
|(φ, σ) −
 
B(x)
(φ, σ)|2
) 1
2
.
∣∣∣  
B(x)
(φ, σ)
∣∣∣ + ( 
B(x)
|(∇φ,∇σ)|2
) 1
2
. (84)
28 A. GLORIA, S. NEUKAMM, AND F. OTTO
We estimate the first RHS term starting with the triangle inequality∣∣∣  
B(x)
(φ, σ) −
 
B
(φ, σ)
∣∣∣ ≤ ∣∣∣  
Br(x)
(φ, σ)−
 
Br
(φ, σ)
∣∣∣
+
∣∣∣ 
B(x)
(φ, σ) −
 
Br(x)
(φ, σ)
∣∣∣ + ∣∣∣ 
B
(φ, σ) −
 
Br
(φ, σ)
∣∣∣, (85)
where we recall that B and Br are centered at the origin. With the notation
F1 :=
 
Br(x)
(φ, σ)−
 
Br
(φ, σ),
F2(x) :=
 
B(x)
(φ, σ) −
 
Br(x)
(φ, σ),
we may rewrite the RHS of (85) as |F1| + |F2(x)| + |F2(0)|. In view of (84) and since
1 + π
− 1
2∗ (r)r + µβ,d . µ∗(r) it suffices to establish the following estimates 
B(x)
|∇(φ, σ)|2 ≤ C rd∗(x), (86)
|F1| ≤ Cr,xπ−
1
2∗ (r)r, (87)
|F2(x)| + |F2(0)| ≤ (Cr(a(·+ x)) + Cr)µβ,d(r), (88)
where we recall that Cr,x and Cr denote random variables with the stochastic integrability
(11) and (14), respectively. The first estimate (86) is a direct consequence of the mean-
value property of Lemma 1. The second and third estimates are established in the following
steps.
Step 2. Proof of (87).
As we shall presently argue, F1 can be represented in two ways, either using the funda-
mental theorem of calculus in form of
F1 = r
ˆ 1
0
 
Br
∇(φ, σ)(tx+ y) · x|x| dy dt, (89)
or using a PDE argument in form of
F1 =
ˆ
(∇φ · g1,∇σ · g1), (90)
where g1 is a C
1,1 gradient field that satisfies
|g1(y)| ≤ C(d)r(|y|+ r)−d, |∇g1(y)| ≤ C(d)r(|y|+ r)−d−1. (91)
With the latter representation of F1 and in view of Remark 8, we are in the position to
apply the sensitivity estimate (26) to 1
r
F1, and the conclusion follows exactly as in the
proof of Theorem 1 provided we show that the formulation (89) implies the assumption (9).
Indeed, by the triangle and Cauchy-Schwarz’ inequalities,
1
r
|F1| ≤
ˆ 1
0
 
Br
|∇(φ, σ)|(tx + y)dydt ≤ Cd
ˆ 1
0
 
Br+1
(  
B(y)
|∇(φ, σ)|2(tx+ ·)
) 1
2
dydt,
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so that by Jensen’s inequality and stationarity, we have for all p ≥ 1〈∣∣∣1
r
F1
∣∣∣p〉 1p ≤ Cd ˆ 1
0
 
Br+1
〈( 
B(y)
|∇(φ, σ)|2(tx+ ·)
) p
2
〉 1
p
dydt
= Cd
〈(  
B
|∇(φ, σ)|2
) p
2
〉 1
p
.
The proof of (89) is elementary, and we only focus on (90). To that end let ∇h denote
the unique decaying solution of
−△h = 1|B|1B , (92)
and define g1(y) = r
1−d
(
∇h(y−x
r
)−∇h(y
r
)
)
. Since the RHS of (92) is radially symmetric,
h is a function of ρ := |x| only, and since for radial functions △ = ρ1−d∂ρ(ρd−1∂ρ), we
conclude that
∂ρ(ρ
d−1∂ρh)(ρ) =
ρd−1
|B| ×
{
1 for ρ ≤ 1,
0 for 1 < ρ.
Integrating this identity once from 0 to ρ yields
∂ρh(ρ) =
ρ
d|B| ×
{
1 for ρ ≤ 1,
1
ρd
for 1 < ρ.
Since ∇h(y) = ∂ρh(ρ)yρ and ∇2h(y) = (△h − dρ∂ρh)yρ ⊗ yρ + 1ρ∂ρhId, we conclude that for
all y ∈ Rd
|∇h(y)| ≤ C(d)(|y|+ 1)−d+1 and |∇2h(y)| ≤ C(d)(|y| + 1)−d. (93)
Likewise, for all |y| > 1, we obtain
|∇3h(y)| ≤ C(d)(|y| + 1)−d−1. (94)
From (93) we deduce that for all x, y ∈ Rd,
|∇h(y − x)−∇h(y)| + |∇2h(y − x)−∇2h(y)| . 1, (95)
whereas for |x| ≤ 1 and |y| ≫ 1 we obtain the improvement
|∇h(y − x)−∇h(y)| ≤
ˆ 1
0
|∇2h(y − tx)||x|dt
(93)
. (|y|+ 1)−d, (96)
|∇2h(y − x)−∇2h(y)| ≤
ˆ 1
0
|∇3h(y − tx)||x|dt
(94)
. (|y|+ 1)−d−1. (97)
By definition of g1, (95), (96), and (97) yield (91) by scaling. It remains to note that by
construction, g1 is a gradient field that satisfies
−∇ · g1 = 1|Br|(1Br(x) − 1Br ),
so that (90) follows by integration by parts (which is admissible in view of the dipole decay
of g1, cf. (96), and of the sublinear growth of (φ, σ), cf. Definition 2).
Step 3. Proof of (88)
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It suffices to establish the estimate for F2 := F2(0), since the estimate for F2(x) then follows
by stationarity of (∇φ,∇σ). As we shall argue in Step 4 below, F2 can be represented in
the form of
F2 =
ˆ
(∇φ · g2,∇σ · g2), (98)
where g2 : R
d → Rd is a C1,1 gradient field that satisfies
supp (g2) ⊂ Br, |g2(y)| ≤ C(d)(1 + |y|)1−d, |∇g2(y)| ≤ C(d)(1 + |y|)−d. (99)
With this representation of F2 and in view of Remark 8, we are in the position to apply the
sensitivity estimate (29). In the rest of this proof we ignore logarithmic corrections at the
level of the stochastic integrability (these can indeed be avoided by using the hole-filling
argument as in the proof of Theorem 1 — we leave the details to the reader). Arguing as
in the proof of Theorem 1 we shall show that the random variable
Cr := 1
µβ,d(r)
ˆ
(∇φ · g2,∇σ · g2)
satisfies the claimed stochastic integrability. For the argument we recall the notation C∗
and ϕr, see (72), and note that ˆ
ϕr(y)
µd,d(r)
dy ∼ 1.
On the one hand, as in Step 1 of the proof of Theorem 1, by the multiscale logarithmic
Sobolev inequality, the sensitivity estimate (29), the triangle inequality, Jensen’s inequality
for f 7→ ´ f(y) ϕr(y)
µd,d(r)
dy, Ho¨lder’s inequality, and the inequality µ2β,d ≥ µd,d for all β > 0
and d, we deduce that for all q, r ≥ 1,
1√
q
〈|Cr|2q〉 12q . 〈( |||∂fctF2|||π
µβ,d(r)
)2q〉 12q
.
〈( C∗
µ2β,d(r)
(ˆ
rd∗(y)ϕr(y) dy + µ
2
β,d(r)
))q〉 12q
.
〈(
C∗
ˆ
rd∗(y)
ϕr(y)
µd,d(r)
dy
)q〉 12q
.
〈
Cq∗
ˆ
rdq∗ (y)
ϕr(y)
µd,d(r)
dy
〉 1
2q
(72)
.
( ˆ 〈
r
q(d−2)
∗ (0)µ
2q
d,d(r∗(0))r
dq
∗ (y)
〉 ϕr(y)
µd,d(r)
dy
) 1
2q
+r−
d
2
(ˆ 〈
r
q(2d−2)
∗ (0)µ
2q
d,d(r∗(0))r
dq
∗ (y)
〉 ϕr(y)
µd,d(r)
dy
) 1
2q
.
〈(
rd−1∗
)2q
µ2qd,d(r∗)
〉
1
2q + r−
d
2
〈(
r
3
2
d−1
∗
)2q
µ2qd,d(r∗)
〉
1
2q .
The stochastic integrability of r∗, cf. (80) and recalling that we ignore logarithms there,
thus yields 〈|Cr|2q〉 12q . q 12+ d−1β∧d (1 + r− d2 q d2(β∧d) ). (100)
On the other hand, by the properties of g2 (in particular
´
1
r
|g2| dy . 1), the mean-value
property for∇(φ, σ), Jensen’s inequality, stationarity of r∗, and the stochastic integrability
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of r∗, we have for all q, r ≥ 1〈C2qr 〉 12q = rµβ,d(r)
〈( ˆ
r
d
2∗ (y)
1
r
|g2(y)| dy
)2q〉 12q
.
r
µβ,d(r)
ˆ 〈
rdq∗ (y)
〉 1
2q 1
r
|g2(y)| dy
.
r
µβ,d(r)
〈
rdq∗
〉 1
2q
.
r
µβ,d(r)
q
1
2
d
β∧d . (101)
By using (100) for q ≤ rβ∧d and (101) for q ≥ rβ∧d, we deduce that〈C2qr 〉 12q . q 12+ d−1β∧d .
Thus, Cr satisfies the claimed stretched exponential moment bound.
Step 4. Proof of (98) and (99).
Let ∇h denote the Lax-Milgram solution of
−△h = 1|B|1B −
1
|Br|1Br . (102)
As in Step 2, h is a function of ρ := |y| only, and
∂ρ(ρ
d−1∂ρh)(ρ) =
ρd−1
|Br| ×

1− rd for ρ ≤ 1,
1 for 1 < ρ ≤ r,
0 for r < ρ.
Integrating this identity once from 0 to ρ yields
∂ρh(ρ) =
ρ
d|Br| ×

1− rd for ρ ≤ 1,
1− ( r
ρ
)d for 1 < ρ ≤ r,
0 for r < ρ,
and we conclude that
supp (∇h) ⊂ Br and |∇h(y)| ≤ C(d)(|y|+ 1)1−d (103)
and
|∇2h(y)| ≤

1
|B|(
1
rd
+ 1) for |y| ≤ 1,
C(d)(|y|+ 1)−d for 1 < |y| ≤ r,
0 for r < |y|,
≤ C(d)(|y|+ 1)−d. (104)
With g2 = ∇h, (99) is a consequence of (103) and (104), and (98) follows by an integration
by parts, which is admissible for the same reason as in Step 2 above.
Step 5. Existence of stationary correctors for β > 2 and d > 2.
Provided one can define stationary correctors (φ, σ) with finite second moments, the ex-
ponential moment bounds are proven as above. Let us quickly argue for uniqueness. Let
(φ, σ) and (φ˜, σ˜) be two stationary extended correctors with vanishing expectation. Since
the gradients of correctors are uniquely defined, C = (φ, σ)−(φ˜, σ˜) is a random vector. By
construction this random vector is shif-invariant, and therefore deterministic by ergodicity.
Hence C =
〈
(φ, σ)− (φ˜, σ˜)
〉
= 0, and uniqueness is proved. It remains to prove existence.
We only address the case of φ since the proof for σ is similar. We shall construct φ as
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the weak limit as T ↑ ∞ of the stationary approximate corrector φT defined as the unique
solution of
1
T
φT −∇ · a(∇φT + e) = 0 in Rd
in the class {χ ∈ H1loc(Rd) | supx∈Rd
ffl
B(x) χ
2 + |∇χ|2 < ∞}, see e.g. [25, Lemma 2.2].
To this aim, we only have to prove that the second moment
〈
φ2T
〉
remains bounded with
respect to T , and argue by weak compactness in the probability space. Let φ denote the
unique non-stationary corrector that satisfies
ffl
B
φ = 0 almost surely. The uniform bound
on
〈
φ2T
〉
shall follow from the bound supx∈Rd
〈ffl
B(x) φ
2
〉
< ∞ established above, cf. (12).
Indeed, substracting the equation for φT and φ yields
1
T
(φT − φ)−∇ · a∇(φT − φ) = − 1
T
φ in Rd. (105)
For all z ∈ Rd, set ηz,T : x 7→ exp(−c |x−z|√
T
) (where c > 0 will be fixed later), which satisfies
|∇ηz,T |2 = c2 1T η2z,T . On the one hand, testing (105) with η2z,T (φT − φ) ∈ H1(Rd) yields
the energy estimate (for c > 0 small enough)
1
T
ˆ
η2z,T (φT − φ)2 +
ˆ
η2z,T |∇(φT − φ)|2 .
1
T
ˆ
η2z,Tφ
2,
so that by taking the expectation,〈ˆ
η2z,T (φT − φ)2
〉
.
〈ˆ
η2z,Tφ
2
〉
. (106)
On the other hand, by the triangle inequality and stationarity of φT , we have
√
T
d 〈
φ2T
〉
.
ˆ
η2z,T
〈
φ2T
〉
=
〈ˆ
η2z,Tφ
2
T
〉
.
〈ˆ
η2z,Tφ
2
〉
+
〈ˆ
η2z,T (φT − φ)2
〉
.
Combined with (106), this yields the desired estimate:
√
T
d 〈
φ2T
〉
.
〈ˆ
η2z,Tφ
2
〉
. sup
x∈Rd
〈 
B(x)
φ2
〉 ˆ
sup
B(y)
η2z,Tdy .
√
T
d
.

3.7. Proof of Theorem 3 and Proposition 1: Quantitative two-scale expansion.
By scaling it is enough to prove the claim for ε = 1 (and we drop the subscript ε = 1
except for local averages (·)1). We split the proof into two steps. In the first step we
derive a representation formula for z := u− (uhom,1 + φi∂iuhom,1) based on the extended
corrector, and then apply the large-scale Lp-estimates in the second step.
Step 1. Proof of the representation formula
−∇ · a∇z = ∇ · (g − g1 + (aφi − σi)∇∂iuhom,1). (107)
By definition,
a∇z = a∇u− ∂iuhom,1a(∇φi + ei)− aφi∇∂iuhom,1,
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so that by (15), the property (6) of ∇ · σi, and the equation (5) for φi,
−∇ · a∇z
= ∇ · g +∇ · (aφi∇∂iuhom,1) +∇ · ahom∇uhom,1 +∇ ·
(
(a(∇φi + ei)− ahomei)∂iuhom,1
)
= ∇ · (g − g1) +∇ · (aφi∇∂iuhom,1) +∇∂iuhom,1 · (∇ · σi).
It remains to note that, by the skew-symmetry of σi,
∇∂iuhom,1 · (∇ · σi) = −∇ · (σi∇∂iuhom,1).
This yields (107).
Step 2. Proof of (18) and (16).
The large-scale Caldero´n-Zygmund estimates (23) applied to (107) yield for all 1 < p <∞ˆ (  
B∗(x)
|∇z|2
) p
2
dx .
ˆ (  
B∗(x)
|g − g1|2
) p
2
dx+
ˆ ( 
B∗(x)
|(φ, σ)|2|∇2uhom,1|2
) p
2
dx.
For the first RHS integrand we appeal to the Poincare´ inequality with mean-value zero on
unit balls, which yields (since r∗(x) ≥ 1) 
B∗(x)
|g − g1|2 .
 
B2∗(x)
|∇g|2,
where B2∗(x) := B2r∗(x)(x). For the second RHS term, we take advantage of the average
on uhom in the form |∇2uhom,1|2(y) ≤
ffl
B(y) |∇2uhom|2, so that 
B∗(x)
|(φ, σ)|2|∇2uhom,1|2 .
 
B2∗(x)
(  
B(y)
|(φ, σ)|2
)
|∇2uhom|2dy.
We may then appeal to Theorem 2 and obtain
ˆ ( 
B∗(x)
|∇z|2
) p
2
dx .
ˆ (  
B2∗(x)
|∇g|2
) p
2
dx+
ˆ ( 
B2∗(x)
C2µ2∗|∇2uhom|2
) p
2
dx
.
ˆ (  
B∗(x)
|∇g|2
) p
2
dx+
ˆ (  
B∗(x)
C2µ2∗|∇2uhom|2
) p
2
dx, (108)
where we used the notation µ∗ for µ∗(| · |), and used the Lipschitz continuity of r∗ to
cover B2∗(x) by a fixed number of B∗(y)’s. For general 1 < p < ∞, this yields (17) after
rescaling.
Next we show that (108) yields for all 2 ≤ p <∞,ˆ (  
B∗(x)
|∇z|2
) p
2
dx .
ˆ
|∇g|p +
ˆ
Cpµp∗|∇2uhom|p. (109)
By real interpolation, it is enough to prove (109) for p = 2 and for all p ≥ 4. For p = 2,
this coincides with (108) using property (67), and we thus focus on p ≥ 4. Denoting by
M the maximal function, we may reformulate (108) asˆ (  
B∗(x)
|∇z|2
) p
2
dx .
ˆ
M(|∇g|2) p2 +
ˆ
M(C2µ2∗|∇2uhom|2)
p
2 ,
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so that we obtain (109) by the boundedness of the maximal function w. r. t. Lq(Rd) for
1 < q <∞. After rescaling, this yieldsˆ ( 
B∗,ε(x)
|∇zε|2
) p
2
dx . εp
ˆ
|∇g|p + εpµp∗(1ε )
ˆ
Cp·
ε
µp∗|∇2uhom|p.
Set
Cε,g,p :=
(´ |∇g|p + ´ Cp·
ε
µp∗|∇2uhom|p´
(1 + µp∗)|∇g|p
) 1
p
. (110)
Then, for all q ≥ p, by Jensen’s inequality in probability,〈Cqε,g,p〉1q ≤ (´ |∇g|p + ´ 〈Cq〉 pq µp∗|∇2uhom|p´ (1 + µp∗)|∇g|p
) 1
p
.
By standard weighted Caldero´n-Zygmund estimates for the (constant-coefficient) homog-
enized operator −∇ · ahom∇ (which we may apply since p(1− 2∧β2 ) < p < d(p− 1) for all
p ≥ 2 and d ≥ 2), this yields
〈Cqε,g,p〉 1q . 〈Cq〉 1q (´ |∇g|p + ´ µp∗|∇g|p´ (1 + µp∗)|∇g|p
) 1
p
≤ 〈Cq〉 1q ,
as claimed.
3.8. Proof of Theorem 4: Extension to other multiscale functional inequalities.
We only prove the results corresponding to Theorem 1 since the adaptations of the other
results are similar. We split the proof into two steps. In the first step, we show that the
arguments developed in the proof of Proposition 2 part (a) carry over to the case of the
oscillation. In the second step, we turn to the concentration argument, based on [10].
Step 1. Sensitivity estimate.
In this step we argue that (70) also holds for the oscillation: For all ℓ ≥ 1
‖∂oscF‖2ℓ .
(r∗(0)
r
∨ 1
)d( ˆ rd∗(x) log( |x|r + 2)
(|x|+ r)2d dx+
( ℓ
r
)d)
. (111)
To this aim, we only need to argue that (60) also holds for the oscillation:
‖∂oscF‖2ℓ . ℓd
ˆ (  
Bℓ(x)
(|∇v|+ |g|)|∇φ + e|
)2
dx, (112)
where v = (v˜, v¯) denotes the unique Lax-Milgram solutions of (61) and (62). We presently
argue in favor of (112), and only treat ∇φ (the argument for the flux is similar and left
to the reader). Let a and a′ be two admissible coefficient fields, and for all x ∈ Rd, ℓ ≥ 1
set δx,ℓa := (a
′ − a)1Bℓ(x) (the indicator function of Bℓ(x)), ax,ℓ := a+ δx,ℓa, and denote
by φ the corrector associated with a, by φx,ℓ the corrector associated with ax,ℓ, and set
δx,ℓφ := φx,ℓ − φ. By definition of the oscillation, we have
‖∂oscF‖2ℓ ≤ 4ℓ−d
ˆ
sup
a′
|F1(ax,ℓ)− F1(a)|2dx,
where
F (ax,ℓ)− F (a) =
ˆ
∇δx,ℓφ · g.
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We start by writing down the equation satisfied by δx,ℓφ, which is a variant of (64):
−∇ · a∇δx,ℓφ = ∇ · δx,ℓa(∇φx,ℓ + e). (113)
By definition (61) of v˜ and a duality argument based on (113), we get
‖∂oscF‖2ℓ ≤ 4ℓ−d
ˆ
sup
a′
(ˆ
Bℓ(x)
|∇v||∇φx,ℓ + e|
)2
. (114)
It remains to note that
sup
a′
ˆ
Bℓ(x)
|∇φx,ℓ + e|2 .
ˆ
Bℓ(x)
|∇φ+ e|2,
which follows from the triangle inequality and the energy estimateˆ
|∇δx,ℓφ|2 .
∣∣∣ ˆ ∇δx,ℓφ · δx,ℓa(∇φ+ e)∣∣∣ . (ˆ |∇δx,ℓφ|2) 12( ˆ
Bℓ(x)
|∇φ+ e|2
) 1
2
associated with the following equivalent form of (113)
−∇ · ax,ℓ∇δx,ℓφ = −∇ · δx,ℓa(∇φ+ e).
We thus conclude that (112) holds.
Step 2. Concentration of measures.
The starting point is [10, Proposition 3.1(ii)] which yields for all q ≥ 1,〈
F 2q
〉 1
2q . q
〈ˆ ∞
1
‖∂oscF‖2qℓ π(ℓ)dℓ
〉 1
2q
.
By (111) and the definition of π, this turns into〈
(r
d
2F )2q
〉 1
2q
. q
(ˆ ∞
1
ℓdq exp(− 1
C
ℓβ)dℓ
) 1
2q
〈
(1 +
r∗
r
)dqrdq∗
〉 1
2q
.
An elementary calculation yields( ˆ ∞
0
ℓdq exp(− 1
C
ℓβ)dℓ
) 1
q
=
(ˆ ∞
0
t
dq+1−β
β exp(− 1
C
t)dt
) 1
q
. q
d
β ,
where the multiplicative constant does not depend on q, whereas [21, Theorem 4] yields
under the assumptions of Theorem 4〈
exp(
1
C
rd∧β∗ )
〉
< 2,
which implies by (79) 〈
(1 +
r∗
r
)dqrdq∗
〉 1
2q
. q
d
2(β∧d) (1 + r−
d
2 q
d
2(β∧d) ).
For all q ≤ rβ∧d these estimates combine to〈
|r d2F |q
〉 1
q
. q
1+ d
2β
+ d
2(β∧d) ,
whereas the mean-value property in the form 〈|F |q〉 1q . 〈r
qd
2∗ 〉
1
q
. q
d
2(β∧d) yields in the
remaining range q ≥ rβ∧d〈
|r d2F |q
〉 1
q
. q
d
2(β∧d) r
d
2 . q
d
β∧d ≤ q1+ d2β+ d2(β∧d) .
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This implies the desired stochastic integrability (19) by (79).
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Appendix A. Origin of the criticalities
Estimate (13) in Theorem 2 displays two critical behaviors: a criticality due to randomness
at decay β = 2 in all dimensions, and a criticality in dimension d = 2 for β ≥ 2 due to the
Helmholtz projection. As usual in homogenization, the case of small ellipticity ratio, which
amounts to replacing −∇ · a∇ by −△ (see below), allows to use explicit calculations. The
aim of this appendix is to show that the two criticalities mentioned above are unavoidable
and that scaling in Theorem 2 is optimal. For this purpose, we consider the following
setting: Let {ω(x)}x∈Rd denote a scalar, stationary, centered Gaussian random field with
a covariance function
c(x) := cov [ω(x);ω(0)] = 〈ω(x)ω(0)〉 . (115)
We consider the linearized corrector equation −△φ = ∇ · ω(x)e1, which is the limit of
the corrector equation for vanishing ellipticity ratio: it is the linearization of the standard
corrector equation −∇ · ah(∇φ+ e1) = 0 with ah(x) = (1 + hω(x))Id at h = 0.
Lemma 5 (Opimality of the scaling). Let 0 < β ≤ 2. Then there exists a Gaussian,
stationary, centered random field whose covariance function satisfies
|c(x)| ≤ |x|−β for |x| ≥ 1,
such that for R≫ 1 solutions φ with sublinear growth of the linearized corrector equation
−△φ = ∇ · ω(x)e1 (116)
satisfy
 
R<|x|<2R
〈|φ(x)− φ(0)|2〉 dx &

R2−β β < 2,
log2R β = 2 = d,
logR β = 2 < d.
Proof. We distinguish two cases: β < 2 ∧ d and β = 2.
Step 1. The case β < 2 ∧ d.
In that case we set
c(x) := |x|−β.
The Fourier transform of c is again a power law:
ĉ(k) = a|k|β−d, (117)
where a denotes a positive constant only depending on d and β (hence it is the covariance
of a stationary Gaussian field). Consider the linearized corrector. Let Φ denote the
fundamental solution of the Laplacian and set hx(y) :=
(
∂1Φ(x− y)− ∂1Φ(0− y)
)
. Then
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by representing φ(x)−φ(0) with help of the fundamental solution, and taking the Fourier
transform, we get
 
R<|x|<2R
〈
(φ(x)− φ(0))2〉 dx
=
 
R<|x|<2R
ˆ ˆ
hx(y)hx(y
′)
〈
ω(y)ω(y′)
〉
dy′ dy dx
=
 
R<|x|<2R
ˆ
hx(y)(c ∗ hx)(y) dy dx
=
 
R<|x|<2R
ˆ
|e−ix·k − 1|2 k
2
1
|k|4 cˆ(k) dk,
where we used that hˆx(k) = (e
−ix·k − 1) k1|k|2 . Note that the oscillatory integral satisfies for
some constant C > 0 (only depending d):
|k| ≥ C 1
R
⇒
 
R<|x|<2R
|e−ix·k − 1|2 dx ≥ 1
C
.
We thus conclude that (using the non-negativity of the integrand and (117))
 
R<|x|<2R
〈
(φ(x)− φ(0))2〉 dx ≥ a
C
ˆ
|k|≥C
R
k21
|k|4 |k|
β−d dk & R2−β.
Step 2. The case β = 2.
In that case we set
c(x) = (1 + |x|2)−1.
Let Φ1 denote the fundamental solution for the operator (1 −△). Then, in the sense of
distributions we have Fc = Φ1. Since Φ1 is positive, c is the covariance of a Gaussian
random field. By repeating the argument of Step 1 we arrive at the lower-bound estimate
 
R<|x|<2R
〈
(φ(x)− φ(0))2〉 dx ≥ 1
C
ˆ
1≥|k|≥C
R
k21
|k|4Φ1(k) dk.
In the case d = 2 the singularity of Φ1 at 0 is logarithmic, i.e., Φ1(k) & log(
1
|k|) for
0 < |k| ≤ 1, and thus for R≫ 1:
 
R<|x|<2R
〈
(φ(x)− φ(0))2〉 dx & logR ˆ
1≥|k|≥C
R
k21
|k|4 dk & log
2R.
In the case d > 2 we have Φ(k) & |k|2−d for 0 < |k| ≤ 1, and thus for R≫ 1:
 
R<|x|<2R
〈
(φ(x)− φ(0))2〉 dx & ˆ
1≥|k|≥C
R
k21
|k|4 |k|
2−d dk &
ˆ
1≥|k|≥C
R
|k|−d dk & logR.

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