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Motivic Donaldson-Thomas (DT) invariant is a categorification of the classical
DT invariant which contains more information of the local structure of a moduli
space. In this thesis, we give three (partial) studies on the motivic DT invariants
for various moduli spaces associated to the local projective plane (ωP2). In the
first project, we give a construction of an orientation data for the stack of coherent
sheaves on ωP2 . In the second project, we construct a d-critical locus structure
on Hilbn(ωP2), which is useful for recovering the computation of the motivic DT
invariant associated to Hilbn(ωP2). Finally, we give some explicit computations
on the motivic DT invariants associated to the stack of quiver representations, for
a quiver related to ωP2 .
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1.1 Motivation of the Thesis
This thesis consists of three (partial) studies of motivic DT invariants on local P2,
which is the total space of the canonical bundle on P2. In this thesis, we denote
it by ωP2 .
Donaldson-Thomas (DT) theory is an enumerative theory which arises from
Gauge theory. It is a holomorphic analogue of Chern-Simons gauge theory [28].
On the other hand, to study the enumeration of curves using intersection theory
on a moduli space, the moduli space under consideration needs to be compact.
DT theory provides one way to compactify the moduli space of curves. Instead
of just considering curves, the DT moduli space parametrizes all subschemes
supported on dimension 1. Except for pure curves, this moduli space includes
for example curves with embedded points and curves with free points. Using the
construction in [4], [28] defined numerical invariants associated to this theory,
called DT invariants.
For this thesis, we are interested in a categorification of the DT invariants,
i.e. the motivic DT invariants. The motivic DT invariants give more refined
information compared to the numerical invariants, just like a topological space
or its cohomology has more information than an Euler characteristic.
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DT theory for Calabi Yau (CY) threefold is especially important and had been
worked out in [28]. A CY 3-fold is a smooth 3-dimensional projective variety
such that KX = OX and H1(X, OX) = 0, and it is a very important subject in
Physics. The basic assumption is that the space-time is a 10 dimensional manifold
which is locally is a product M3,1 × V. Here the M3,1 is the usual space time of
special relativity, and V is a compact 6-dimensional Riemannian manifold [10].
An important class of examples is when V is a CY 3-fold. Although the CY 3-
fold of interest should be compact, in this thesis we study a local CY surface ωP2 .
First note that ωP2 is indeed CY. Consider the exact sequence of differentials:
0→ I/I2 → Ωω
P2
|P2 → ΩP2 → 0 (1.1)
where I is the ideal of P2 in ωP2 . Since I/I
2 ' OP2(3), taking determinant we
see that Kω
P2
|P2 is trivial. Hence KωP2 is trivial. It has been shown that the DT
invariant for local P2 equals to the corresponding invariants of any compact CY
containing a P2 [10]. So this space is interesting enough for us to explore the
theory.
We begin by give a brief introduction to DT invariants and motivic DT invari-
ants.
1.2 Donaldson-Thomas Invariants
Let X be a smooth Calabi Yau 3-fold. Donaldson-Thomas (DT) theory on X is an
enumerative theory, which roughly speaking counts curves on X.
We first recall the usual stability condition for moduli of sheaves. Let Coh(X)
be the category of coherent sheaves on X.
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Definition 1.1. ([17]) Fix a polarization on X. Let F ∈ Coh(X), and P(F) be its
Hilbert polynomial. Let l(F) be the leading coefficient of P(F). Define the reduced





Definition 1.2. ([17]) A sheaf F ∈ Coh(X) is Gieseker (semi)stable if F is pure and for
any subsheaf E ( F, we have
p(E)(≤) < p(F).
The Donaldson-Thomas moduli space parametrizes Gieseker stable objects in
Coh(X) with Chern character (ch0, ch1, ch2, ch3) = (1, 0,−β,−n) and trivial de-
terminant [28]. Here β is an effective curve class, and n ∈ Z. We denote this
space by YDT. It turns out that YDT is a fine moduli space. Furthermore let F be
a torsion free sheaf, then the map F → F∨∨ is injective. Since F∨∨ is reflexive and
rank 1, it is locally free. Also by the assumption on F, F∨∨ has trivial determi-
nant. Hence F∨∨ ' OX via the trivialization of det(F). This implies that F is an
ideal sheaf, and we further have YDT is isomorphic to the Hilbert scheme of one
dimensional subschemes on X with Chern character (0, 0, β, n).
The notation of a perfect obstruction theory was introduced in [4]. Recall the
definition here:
Definition 1.3. Let M be a Deligne-Mumford stack. A perfect obstruction theory is a
perfect two term complex
E = E−1 → E0 ∈ Db(Qcoh(X))
with a morphism to the the cotangent complex LX such that the morphism induces an
isomorphism on h0 and a surjection on h−1.
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If the moduli space carries a perfect obstruction theory, then the construction in
[4] defines a virtual fundamental class associated to the moduli problem. The ba-
sic idea is that the virtual fundamental class corresponds to the locus in the mod-
uli space where the obstruction class of the moduli problem vanishes. Although
YDT ' Hilbβ,n(X) may not carry a perfect obstruction theory as the solution of
the moduli problem of subschemes, it does carry a perfect obstruction theory as
the solution of the moduli problem of ideal sheaves. Thus following [4], there
exists a virtual fundamental class [YDT]vir ∈ A0(YDT). The Donaldson-Thomas





It turns out that the DT invariant has a very rich structure behind it, and leads
to a categorification of this numerical invariant. It begins by realizing the DT
invariant as a weighted Euler characteristic of the moduli space [3]:
DT(β, n) = ∑ nχ(ν−1(n)), (1.2)
where n ∈ Z, and ν is a constructible function on YDT called Behrend’s function.
This important result relies on the fact that the perfect obstruction theory E on
YDT is symmetric, i.e. there is an isomorphism θ : E→ E∨[1] such that θ∨[1] = θ.
For any moduli problem with a symmetric obstruction theory, one can define an
invariant using equation (1.2), which is also called a DT invariant.
The function ν already contains more information than the numerical DT in-
variant. Furthermore, if a moduli space Y with symmetric obstruction theory can
be globally realized as a degeneracy locus, i.e. Y = {d f = 0}, where f : U → C
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is a regular function on a smooth scheme U, it is shown that [26]:
ν(p) = (−1)dim(U)(1− χ(Fp)),
where Fp is the Milnor fiber of f at p ∈ Y. The Milnor fiber at each point
records even more information about the local structure of the moduli space.
One attempt [19] [9] to categorify a DT invariant, is to associate to each point in
the moduli space its Milnor fiber, or the motivic incarnation of it, and this leads
to the definition of Motivic Donaldson-Thomas invariants.
1.3 Motivic Donaldson-Thomas Invariants
In this section, we will give a brief introduction to motivic Donaldson-Thomas
(DT) invariants following the definition given by Bussi, Joyce and Meinhardt [9].
We first define the monodromic Grothendieck group, where the motivic invariant
associated to a moduli space lives. Then we give the definition of the motivic DT
invariant, which includes two parts: motivic vanishing cycles and orientation
data.
Let X be a scheme of finite type over C. Let K0(X) be the Grothendieck group
of X-schemes. In particular, it is the abelian group generated by X-schemes S →
X, with relations:
(i) [S→ X] = [T → X] if S ' T as X-schemes.
(ii) [S→ X] = [T → X] + [(T \ S)→ X] if T is a closed X subscheme of S.
Given a morphism g : X → Y, one can define pushforward g∗ : K0(X) →
K0(Y) by composing the map S → X with g. One can also define the pullback
g∗ : K0(Y) → K0(X) by g∗([T → Y]) = [X ×Y T → X]. We will use [T → Y]|X to
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denote its pullback to K0(X) if it is more convenient. For the rest of the section,
we omit the map to X in the notation.
Let µn be the group of nth roots of unity, and the map µnd → µn is defined by
x → xd. Take the inverse limit of this inverse system and denote lim←− µn by µ̂.
Definition 1.4. ([9]) The monodromic Grothendieck group Kµ̂0 (X) is an abelian group
generated by elements [S, σ̂], where S is a separated X-scheme of finite type, and σ̂ :
µ̂× S→ S a µ̂ action with the relations:
(i) [S, σ̂] ' [T, τ̂], if S ' T as X schemes, and the isomorphism is µ̂ equivariant,
(ii) [S, σ̂] ' [T, σ̂|T] + [S \ T, σ̂|S\T,], if T ⊂ S is a closed σ̂ invariant X subscheme,
(iii) [S×An, σ̂× τ̂1] ' [S×An, σ̂× τ̂2] for any linear µ̂ actions τ̂1, τ̂2 on An.
There is an obvious commutative ring structure on Kµ̂0 (X) defined by [S, σ̂] ·
[T, τ̂] = [S×X T, σ̂× τ̂]. Denote the element [A1 × X → X, ι̂] by L, where ι̂ is the
trivial action, then define Mµ̂X = K
µ̂
0 (X)[L
−1]. One can analogously define the
pushforward and pullback functors as for the Grothendieck group.
There is a less obvious product on theMµ̂X [21] [13], denoted by :
Definition 1.5. ([9], Definition 2.3) Let [S, σ̂], [T, τ̂] be generators of Mµ̂X. Let n be
large enough such that the σ̂ and τ̂ action factor through µn action. Let Jn be the Fermat
curve
Jn = {(t, u) ∈ (A1 \ 0)2 : tn + un = 1}.
Define Jn(S, T) = (Jn × (S×X T))/(µn × µn), where the µn × µn action is defined by
(α, α′) · ((t, u)(s, t)) = ((α · t, α′ · u)(σn(α) · s, τn(α′) · t)). Then define a µn action νn
on Jn × (S×X T)) to be induced by α · ((t, u), s, t) = ((α · t, α · u), s, t). Finally define
[S, σ̂] [T, τ̂] = (L− 1) · [S×X T/µn, ι̂]− [Jn(S, T), ν̂],
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where ι̂ is the trivial action, and ν̂ is the µ̂ action induced by the action of νn.
Note that using this product, we have
([X, ι̂]− [X× µ2, ρ̂]) ([X, ι̂]− [X× µ2, ρ̂]) = L.
where ρ̂ is induced by the action of µ2 permuting the two copies of X. Define
L1/2 := [X, ι̂]− [X× µ2, ρ̂].
Since L−1 ∈ Mµ̂X, L−1/2 also lies inM
µ̂
X.
To define the motivic Donaldson-Thomas invariant, we first assume that the
moduli space can be globally realized as a degeneracy locus, i.e. Y = {d f = 0}
where f : U → C a regular function on a smooth scheme U.
Let U and f as above, let U0 = f−1(0). We choose a resolution (V, π) of f
such that V is smooth, π : V → U is a proper morphism, π|V\π−1(U0) is an
isomorphism and π−1(U0) only has normal crossing divisors.
Let Di, i ∈ J be the irreducible components of π−1(U0). Let ni be the multi-
plicity of Di for f ◦ π on V. For I ⊂ J, define D◦I = (
⋂
i∈I Di) \ (
⋃
j∈J\I Dj). Let aI
be the gcd of ni for i ∈ I.
Let V′ be an analytic open subset of V such that it only intersects Di for i ∈ I.
Let yi be a local parameter for Di ∩ V′. Then f ◦ π is of the form uxaI on V′,
where x = ∏ yai/aIi and u is a unit. Then we form the étale cover Ṽ
′ of D◦I ∩ V′
as follows:
Ṽ′ = {(w, v) ∈ A1 ×V′|waI = u(v)}.
The Ṽ′’s naturally patch together and form an etale cover D̃◦I of D
◦
I . There is a
µaI action on D
◦
I induced by its action on the parameter w. Denote the induced
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µ̂ action by ρ̂I .
Definition 1.6. ([9, 12, 13, 14]) Define the motivic nearby cycle to be
MFU, f = ∑
∅ 6=I⊆J




Definition 1.7. ([1, 9]) Define the (relative) motivic vanishing cycle to be




This definition is slightly different from the definition in [9] by a constant term
L−dimU/2. This is to make Definition 1.7 consistent with the definition of motivic
vanishing cycle in [1]. We will add the term back when we define the motivic DT
invariant, see the following paragraph and Theorem 1.1.
Note that the resolution (V, π) can be chosen so that π|π−1(U0\{d f=0}) is an
isomorphism, so MFU, f |U0\{d f=0} = [U0, ι̂]|U0\{d f=0}. This implies that MF
φ
U, f
actually lives inMµ̂{d f=0} =M
µ̂
Y. Then in the case Y = {d f = 0}, the motivic DT
invariant of Y is defined to be L−dimU/2 MFφU, f .
However it rarely happens that the moduli space can be globally realized as
a degeneracy locus. But in some cases we are interested in, e.g. a moduli space
of sheaves or a moduli space of quiver representations, the moduli space can be
locally covered by degeneracy loci [5]. The precise notion for this is a d-critical
locus structure [18]. Roughly speaking, a d-critical locus is a space which can
locally be covered by degeneracy loci Rj’s for Rj = {d f j = 0} ⊂ Uj, together with
a section s recording some gluing information of the f j’s.
We first recall a sheaf of vector spaces defined in [18]. Let Y be a C scheme
locally of finite type. Then there exists a sheaf SY of C algebras, uniquely char-
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acterized by two properties. We only list the first property here, since this is the
one we will explicitly use in the thesis.
Suppose R ⊂ Y is a Zariski open subset of Y, U is a smooth C scheme, and
i : R ↪→ U a closed embedding. Then we have an exact sequence of sheaves of
vector spaces on R:
0→ IR,U → i−1(OU)→ OY|R → 0.
Here IR,U is the sheaf of ideals in i−1(OU) of germs on i(R) in U that vanishes
on i(R).









where ιR,U is a morphism of sheaf of algebras, and d is the differential map.
It is shown in [18] that the sheaf SY has a canonical decomposition
SY ' CY ⊕ S0Y.
Here S0Y is defined to be the kernel of the composition
SY → OY → OYred .
Definition 1.8. ([18] Definition 2.5) An algebraic d-critical locus over C is a pair (Y, s),
where X is a C scheme and s ∈ H0(S0Y). In addition, the pair must satisfy the condition
that for every point x ∈ Y, there is a Zariski open neighborhood R which is a degeneracy
locus, i.e. i(R) = {d f = 0} ⊂ U for f : U → C. Furthermore, ιR,U(s|R) =
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i−1( f ) + I2R,U.
The charts (R, U, f , i)’s are called critical charts of (Y, s).
We should mention that there is also a stack version of the whole construction
[5], which will also be used in the thesis. We omit the detailed definition here.
Assume that the moduli space Y has a d-critical locus structure with criti-
cal charts (Rj, Uj, f j, ij)’s. Recall that on each Rj, one can define the motivic
Donaldson-Thomas invariant by the motivic vanishing cycle MFφUj, f j . If the lo-
cally defined vanishing cycles agree on intersections of the Rj’s, then gluing
them together will define a global motivic invariant. However this is not true
in general, see [9] Example 3.4. To define a global motivic invariant, one needs
a fixing term on each Rj, to be explained below. After fixing the vanishing cycle
by this term, the locally defined motivic DT invariants are compatible over the
intersections, and hence can be glued to give a global invariant. This is the role
of orientation data.
Recall the definition of the virtual canonical bundle for a d-critical locus in [18].
Let (Y, s) be a d-critical locus. Then there exists a line bundle KY,s on Yred which
is uniquely defined by two properties [18]. In particular, it has the property that
if (R, U, f , i) is a critical chart on (Y, s), there is a natural isomorphism
ιR,U, f ,i : KY,s|Rred → i∗(K⊗2U )|Rred ,
where KU is the usual canonical bundle of U.
Definition 1.9. ([9] Definition 5.5) An orientation data is a choice of square root line
bundle K1/2Y,s for KY,s on Y
red.
Given an orientation data, the line bundle K1/2Y,s |R ⊗ (KU|R)−1 is a 2-torsion el-
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ement in the group of invertible sheaves. Hence it is characterized by a principal
Z2 bundle. Denote this bundle by QR,U, f ,i. Define a motive associated to QR,U, f ,i
by
Υ(QR,U, f ,i) = L−1/2  ([Y, ι̂]− [QR,U, f ,i, ρ̂]) ∈ M
µ̂
Y,
where the ρ̂ action is induced by the µ2 action on QR,U, f ,i.
With a fixing term from a choice of orientation data, the following theorem
guarantees the existence of a global motivic invariant.
Theorem 1.1. ([9] Theorem 5.10) Let (Y, s) be a finite type algebraic d-critical locus
with a choice of orientation K1/2Y,s . There exists a unique motive MFY,s ∈ M
µ̂
Y with the
property that if (R, U, f , i) is a critical chart on (Y, s), then
MFY,s|R = i∗(L−dimU/2 MF
φ
U, f ) Υ(QR,U, f ,i) ∈ M
µ̂
R.
Here the ring (Mµ̂Y,) is the quotient of the ring (M
µ̂
Y,) by the ideal gen-
erated by elements φ∗(Υ(P⊗Z2 Q)− Υ(P) Υ(Q)), for all C scheme morphisms
φ : Z → Y and P, Q principal Z2 bundles on Z.
Finally we recall a result which helps compute motivic DT invariants.
Proposition 1.1. ([1] Proposition 1.11) Let f : U → C be a regular function on a smooth
variety Y. Assume that there is a connected complex torus T acting on U such that f is
equivariant with respect to a primitive character. Suppose that there exists C∗ ⊂ T such
that the induced action of C∗ on U is circle compact. Then the absolute motivic vanishing
cycle [MFφU, f ]vir lies in the subring MC ⊂ M
µ̂
C
and it can be expressed as the motivic
difference:
[MFφU, f ]vir = [ f
−1(1)]− [ f−1(0)] ∈ MC.
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Here the absolute motivic vanishing cycle is the pushforward of MFφU, f to a
point. It is a class inMµ̂
C
.
1.4 Outline of the Thesis
Chapter 2 of the thesis is devoted to studies of orientation data. The existence of
orientation data had been studied in some cases. In [11], it has been shown that
there exists a canonical orientation data on the stack of quiver representations,
for a quiver with potential. In [29], it is shown that the virtual canonical bundle
is trivial for the stack of zero dimensional sheaves on a Calabi-Yau 3-fold. In
[22], it is remarked that there is a canonical splitting of the cotangent complex
for stable sheaves on local surfaces. In section 2.1, we give a construction of
orientation data on the stack of coherent sheaves on ωP2 by gluing the canonical
orientation data on the stacks of quiver representations [11], see Theorem 2.2. We
also compare this orientation data to the one derived from [22], see Theorem 2.3.
One of the first computations of motivic DT invariants is on the motivic in-
variant of Hilbn(X) for X a smooth quasi-projective 3-fold [1]. The computation
is not from the definition in [9], but is based on some assumptions. In particu-
lar, the contribution of the motivic weights from orientation data is omitted, and
it is assumed that Hilbn(X) has a d-critical locus structure with critical charts
induced by Hilbn(C3)’s. In section 2.2, we show that the trivial square root of
the virtual canonical bundle [29] does define an orientation data for the stack of
zero dimensional sheaves on a Calabi-Yau 3-fold. Under an assumption about
the d-critical locus structure, we show that the orientation data used in the com-
putation of [1] for the target space ωP2 can be derived from this trivial square
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root.
In Chapter 3, we show that there is a cover of Hilbn(ωP2) consisting of Hilb
n(C3)’s
which defines a d-critical locus structure on ωP2 , see Theorem 3.1. Assuming that
this d-critical locus structure is the canonical one in [6], the existence of this d-
critical locus structure together with section 2.2 proves all the assumptions in the
computation of [1] for the target space ωP2 , see Theorem 3.2.
Finally, we would like to compute the motivic DT invariant for Gieseker stable
objects in the category of coherent sheaves with compact support on ωP2 . We
would like to approach the problem by first using Kontsevich-Soibelman’s wall
crossing formula to relate the motivic DT invariants of these geometric objects to
the motivic invariants associated to the moduli space of quiver representations,
and then use Proposition 1.1 to explicitly compute the motivic invariant associ-
ated to the latter space. In Chapter 4, we give a partial result on computing the
universal generating series of the motivic invariants associate to this latter space
for the quiver (2.9). We will leave the computation of the motivic invariants of
the geometric objects as a future exploration.
1.5 Notations and Conventions
All the schemes in this thesis are separated and of finite type over C. All modules
are assumed to be right modules by default. We use Q to denote a quiver, with
vertex set Q0 and edge set Q1. Denote the path algebra by CQ1. Denote the local
projective plane by ωP2 . For a scheme X, we denote the stack of coherent sheaves
on X by CohX.
The Theorems, Lemmas and Propositions are labeled consistently, e.g. Theo-
13




In this section we will use the notion of a stack of objects. We first give a brief
introduction here. First equip the category of schemes with a Grothendieck topol-
ogy (e.g. the étale topology).
A stack is a category fibered in groupoids over the category of schemes, such
that the objects glue like sheaves. The precise definition is as follows [2]:
Definition 2.1. Let X be a category fibered in groupoids over the category of schemes.
Then X is a stack if it satisfies the following two axioms: (i) Let T be a K scheme, x and
y be objects in X over T. Let S be a scheme with a morphism f : S→ T. If {Sα → S} is
a covering family in the category of schemes over T, where the covering family is defined






(ii) if {Tα → T} is a covering family, then given any collection of objects tα over Tα and
isomorphisms φαβ : tα|Tα×TTβ → tβ|Tα×TTβ satisfying the cocycle condition, there is an
object x over T, an isomorphism λα : x|Tα → tα, such that the isomorphisms satisfy the
natural compatibility condition on Tα ×T Tβ.
For the rest of the section, we fix the Grothendieck topology to be the étale
topology. Let X be a Calabi-Yau 3-fold. One can define the stack of coherent
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sheaves on X as follows. The objects over a scheme T are flat families of coherent
sheaves on X over T. Consider a morphism f : S→ T, FS an object over S and FT
an object over T. Then a morphism from FS to FT is defined to be an isomorphism
g : FT|S → FS. It can be shown that this stack is an algebraic Artin stack [20].
Similarly, one can define the stack of extensions Stext. An object in Stext over a
scheme T is an exact sequence
0→ ET → FT → GT → 0
such that ET, FT and GT are flat families of coherent sheaves on X over T. For a
morphism f : S → T, a morphism between an object on S and an object on T is
defined to be
0 ET|S FT|S GT|S 0
0 ES FS GS 0,
gE gF gG
where gE, gF and gG are isomorphisms and all diagrams commute.
Let Q be a quiver. A potential W on a quiver Q is a finite linear combination
of cyclic paths in Q. The Jacobi algebra A is the quotient of the path algebra CQ1
modulo the two sided ideal generated by the formal derivative of the potential
W. We assume that A is Calabi-Yau [16]. Consider a category C. In our situation,
C is either the category of right A modules, or the category of coherent sheaves
on X. Let St be the stack of objects in C, and let M be the universal object on
St× X. Then we have:
Theorem 2.1. ([5]) There exist a canonical d-critical stack structure (St, s) on St such
16
that the virtual canonical bundle is given by
KSt,s ' det(RHomSt(M, M)).
Let Stext be the stack parametrizing short exact sequences of objects in C, and
0 → M1 → M2 → M3 → 0 be the universal short exact sequence. Then we
have three maps pi : Stext → St induced by Mi. Now we give the definition of
Orientation Data in these two special cases.
Definition 2.2. [19, 9, 5] An orientation data for (St, s) is a line bundle L on St, such
that
i. L2 ' det(RHomC(M, M)),
ii. p∗2 L ' p∗1 L⊗ p∗3 L⊗ det(RHomStext(M1, M3)).
As discussed in the introduction, condition (i) is enough to define a global
motivic DT invariant. Condition (ii) is called the cocycle condition. It is due
to Kontsevich-Soibelman. Note that the square of (ii) holds identically [19]. To
compute the motivic DT invariants, we would like to use the machinery of wall-
crossing formulas by Joyce or Kontsevich-Soilbelman, which requires the map
from the motivic Hall algebra to the monodromic Grothendieck ring to be an al-
gebra homomorphism. The cocycle condition, which is a compatibility condition
for objects built up from extensions, guarantees this fact.
Note that this definition is slightly different from the definition in [9]. In [9],
orientation data is defined on the reduced structure of the algebraic d-critical
locus.
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2.1 Orientation Data for the Stack of Coherent Sheaves
on ωP2
In this section we give a construction of the orientation data on the stack of
coherent sheaves on ωP2 . This is based on the canonical orientation data on the
stack of quiver representations for a quiver with potential [11]. We begin by
reviewing this canonical orientation data in section 2.1.1. We will use the quiver
(2.9) as an example to illustrate the definitions if necessary.
2.1.1 The canonical orientation data on a quiver heart
This section is a summary of a very small part of [11].
Let ModA be the stack of finite-dimensional right A modules. Then the uni-
versal module M on ModA is a OModA − A bimodule, i.e. a right OModA ⊗k A
module, where OModA ⊗k A is a sheaf of rings on ModA. We have an isomor-






RHomOModA⊗A(M, OModA ⊗ A).
(2.1)
Since M is flat over ModA, from (2.1) we know that RHomModA⊗A(M, M) can be
computed using a relative free bimodule resolution of OModA ⊗ A. Since A is the
Jacobi algebra of a quiver algebra with potential, A has the following bimodule
resolution [16]:
0→ (A⊗R A)∗
δ3−→ A⊗R E∗ ⊗R A
δ2−→ A⊗R E⊗R A
δ1−→ A⊗R A
δ0−→ A→ 0, (2.2)
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where R ' ⊕iCei, and E ' CQ1. Here the ()∗ is the bimodule dual defined by
Hom(_, A⊗R A). In particular, if we take the bimodule structure of A⊗R A to
be the outer bimodule structure, i.e. a(b′ ⊗ b′′)c = (ab′)⊗ (b′′c), then (A⊗R A)∗
is isomorphic as a bimodule to A ⊗R A with the inner bimodule structure, i.e.
a(b′ ⊗ b′′)c = (b′c)⊗ (ab′′), for any b′, b′′, a, c ∈ A.
Each direct summand of (A ⊗R A)∗ is generated by ei ⊗ ei as an A ⊗R A bi-
module via the inner bimodule structure. For the quiver (2.9) below, each direct
summand of A⊗R E∗⊗R A is generated by 1⊗ a∗i ⊗ 1, 1⊗ b∗j ⊗ 1, 1⊗ c∗k ⊗ 1 as an
A⊗R A bimodule via the inner bimodule structure. This is equivalent to being
generated by e0⊗ e1, e1⊗ e2, e2⊗ e0 as an A⊗R A bimodule via the outer bimod-
ule structure. Each direct summand of A⊗R E⊗R A is generated by 1⊗ ai ⊗ 1,
1⊗ bj ⊗ 1, 1⊗ ck ⊗ 1. This is equivalent to being generated by e1 ⊗ e0, e2 ⊗ e1,
e0 ⊗ e2 as an A ⊗R A bimodule via the outer bimodule structure. Each direct
summand of A ⊗R A is generated by ei ⊗R ei as an A ⊗R A bimodule via the
outer bimodule structure.
The definition of δi is standard, and can be find e.g. in [25], we will write out
the explicit form for the quiver (2.9), since this is the case we will use. The map δ3
is defined by δ3(e0⊗R e0) = ∑k e0⊗ c∗k ⊗ cke2−∑i e1ai ⊗ a∗i ⊗ e0, and similarly for
e1 ⊗R e1, and e2 ⊗R e2. Or equivalently, δ3(e0 ⊗R e0) = ∑k cke2 ⊗ c∗k ⊗ e0 −∑i e0 ⊗
a∗i ⊗ e1ai via the outer bimodule structure.
δ2 is defined by δ2(a∗1) = c3⊗ b2⊗ e1 + e0⊗ c3⊗ b2− c2⊗ b3⊗ e1− e0⊗ c2⊗ b3,
and similarly for a2, a3, bj, ck.
δ1 is defined by δ1(ai) = ai ⊗ e0 − e1 ⊗ ai, and similarly for bj, ck.
Finally δ0 is defined by multiplication on A.
Note that (OModA ⊗ A) ⊗OModA⊗R (OModA ⊗ A) has an A bimodule structure
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induced by the map A→ OModA ⊗ A. Applying _⊗Aop⊗R A (OModA ⊗ A⊗OModA⊗R
OModA ⊗ A) to (2.2), we get a bimodule resolution for OModA ⊗ A (we omit
OModA ⊗ R in the notation):
((OModA ⊗ A)⊗ (OModA ⊗ A))
∗ → (OModA ⊗ A)⊗ E
∗ ⊗ (OModA ⊗ A)→
(OModA ⊗ A)⊗ E⊗ (OModA ⊗ A)→ (OModA ⊗ A)⊗ (OModA ⊗ A).
(2.3)
Consider the term RHomOModA⊗A(M, OModA ⊗ A). Recall that Mei’s are vector
bundles on ModA. Denote (Mei)∗’s to be the dual vector bundles. Define M∗ to
be the left A module with ⊕i(Mei)∗ as the underlying vector bundle, where the
edges of A act on it on the left via the dual action of their action on M.
Lemma 2.1. There is an isomorphism of A−OModA bimodules:
RHomOModA⊗A(M, OModA ⊗ A) ' M
∗[−3].
Proof. We show the statement by constructing a canonical isomorphism on an
affine cover qSi → ModAn . Let S = Spec(B) be an affine scheme. Let M be a
family of A modules flat over B.
Similar to (2.3), we have a bimodule resolution for B⊗ A (we wrote B for OS,
and RB for B⊗ R):
((B⊗ A)⊗RB (B⊗ A))
∗ → (B⊗ A)⊗RB E
∗ ⊗RB (B⊗ A)→
(B⊗ A)⊗RB E⊗RB (B⊗ A)→ (B⊗ A)⊗RB (B⊗ A)→ B⊗ A.
(2.4)
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Applying M⊗B⊗A _ to this resolution, we have
(B⊗ A)⊗RB M
α3−→ (B⊗ A)⊗RB E
∗ ⊗RB M





Since (2.4) is an exact sequence of flat B⊗ A modules, we see that (2.5) is exact
for finitely generated modules M. Since M is flat over S, (2.5) gives a projective
resolution of M as a right B⊗ A module. We can compute RHomB⊗A(M, B⊗ A)
by the resolution (2.5). RHomB⊗A(M, B⊗ A) is quasi-isomorphic to a complex
of left A modules:
M∗ ⊗RB (B⊗ A)
α∨1−→ M∗ ⊗RB E
∗ ⊗RB (B⊗ A)







Note that if we apply _⊗B⊗Aop M∗ to the bimodule resolution of B ⊗ A, we
obtain a bimodule resolution for M∗:
M∗ ⊗RB (B⊗ A)
β1−→ M∗ ⊗RB E
∗ ⊗RB (B⊗ A)




By a direct comparison of the maps, we have that α∨1 = −β1, α∨2 = β2 and α∨3 =
−β3. This implies that (2.6) is a resolution for M∗. Hence RHomB⊗A(M, B⊗ A) '
M∗[−3]. Since the isomorphism is canonical, the statement is also true for the
universal family over OModA ⊗ A.












Let H be the bifunctor from










Since in the sequence (2.7) the module in degree i is dual to the module in degree
3− i, we have
det(RHomOModA⊗A(M, M)) ' det(H(M, M))
2.
Since H(M, _) and H(_, M) are triangulated functors between triangulated cat-
egories, the line bundle det(H(M, M)) satisfies the compatibility condition (ii) in
Definition 2.2, hence defines an orientation data on ModA. Denote this orienta-
tion data by LA.
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2.1.2 Gluing LA to obtain an orientation data La for Cohω
P2
To construct an orientation data for Cohω
P2
using the material in the previous
subsection, we first need to relate coherent sheaves on ωP2 to modules of a quiver
algebra.
Denote π : ωP2 → P2 be the projection. Then there is a derived equivalence
[7]:
RHom(π∗(OP2 ⊕OP2(1)⊕OP2(2)), _) : Db(Y)→ Db(Mod− A), (2.8)
where A ' End(π∗(OP2 ⊕OP2(1) ⊕OP2(2))), and Mod − A is the category of
right A modules. The noncommutative algebra A can be described as the Jacobi






The potential is given by W = c3b2a1 − c2b3a1 + c1b3a2 − c3b1a2 + c2b1a3 − c1b2a3.
Indeed, this derived equivalence gives infinitely many derived equivalences.
Let





Then we have the derived equivalence [7]:
RHom(Tn, _) : Db(Y)→ Db(Mod− An),
where the inverse map is given by _⊗LAn Tn.
We have a family version of the above derived equivalence(s). Let S = Spec(B)
be an affine scheme of finite type. Omiting n in the notation for simplicity, we
have the following relation between the functors RHomS(T, _) and _⊗LB⊗A T:
Lemma 2.2. Let M be a B⊗ A module which is flat over S. Then RHomS(T, _⊗LB⊗A
T) ' id canonically when applied to M. Let F be a coherent sheaf with compact support
on S×Y which is flat over S, then RHomS(T, _)⊗LB⊗A T ' id canonically when applied
to F.
Proof. Consider the first claim. Since M is flat over S, by resolution (2.5), M⊗LB⊗A
T is bounded below. Hence the functor RHomS(T, _⊗LB⊗A T) is defined. The
functors RHomS(T, _⊗LB⊗A T) and id agree canonically when applied to free B⊗
A modules and modules of the form P⊗ A, where P is a direct summand of free
copies of B. As a result, these two functors agree for any finitely generated B⊗ A
module M which is flat over S.
On the other hand, let F be a family of coherent sheaves on ωP2 with compact
support which is flat over S. Then π∗F is a flat family of coherent sheaves on P2.
The argument then follows from the well known result that Db(P2) is generated
by O, O(1) and O(2). Denote by π1 : S × P2 × P2 → S × P2, and π2 : S ×
P2 ×P2 → S×P2 the projections to the first and second factors of P2 ×P2. Let
πi
P2
: S×P2 → P2 be the corresponding projections to P2, and πiS : S×P2 → S
the corresponding projection to S. By Beilinson’s resolution of the diagonal, we
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see that π∗F is generated by


























Since π∗F is flat over S, Γ(π2S∗(π∗F(−i)) is a projective B module. Since Ωi(i)
is quasi-isomorphic to a finite complex of O, O(1), O(2), we have Φi, and hence
π∗F is generated by objects π1∗P2O(i)⊗OS×P2 π
1∗
S Q̃, for Q a projective B module. By
the exact sequence (2.22), we have F is generated by objects π1∗ω
P2
(π∗O(i))⊗OS×Y
π1∗S Q̃. Since Q is a direct summand of free copies of B, RHomS(T, _)⊗LB⊗A T ' id
canonically when applied to π1∗Y (π
∗O(i)) ⊗OS×ω
P2
π1∗S Q̃, hence the conclusion
follows.
Let F ∈ Coh(ωP2). Then F(n) has no higher cohomology for n large enough.
This implies that RHom(T, F(n + 2)) ∈ Mod− A for n large enough. This also
works for families. To simplify notation we abuse notation to denote π∗ω
P2
(π∗O(i))
by π∗O(i), and π∗ω
P2
Tn by Tn. Let F be a flat family of coherent sheaves on ωP2
with compact support over a base scheme S, where S is of finite type. Then for
25
n large enough, RiπS∗(F⊗ π∗O(n)) = 0 for i > 0. By the definition of T−n, this
implies that:
Lemma 2.3. RHomS(T−n−2, F) is a flat family of A−n−2 modules over S.
In particular we can cover the stack of coherent sheaves by the stacks of right
An modules, and further transfer the canonical orientation data for the stack of
quiver representations to these substacks of Cohω
P2
. The following theorem con-




Theorem 2.2. LAn ’s are compatible and glue to be a line bundle on ∪ModAn . In partic-
ular, this gives an orientation data on Cohω
P2
.
Proof. Consider the hearts Mod− A0 and Mod− A1.
Let S = Spec(B) be an affine scheme of finite type. Let M be a flat family of
right A0 modules over S of finite length. Then F := M ⊗B⊗A0 π∗T0 is a family
of objects in Db(ωP2) over S. M can also be viewed as a family of objects in
Db(Mod− A1), assuming M is also a family of A1 modules. Note that A0 and A1
has C = End(π∗(O(1)⊕O(2))) as a subalgebra, and the restrictions of the two
module structures of M to C agree.
We denote M by M0 as a B⊗ A0 module, and V0⊕V1⊕V2 as a B⊗ R0 module.
Similarly we denote M by M1 as a B⊗ A1 module, and W0⊕W1⊕W2 as a B⊗ R1
module. We have that
V0 ' RHomS(O, F), (2.10)
V1 ' RHomS(π∗O(1), F) 'W0,
V2 ' RHomS(π∗O(2), F) 'W1,
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W2 ' RHomS(π∗O(3), F). (2.11)
We have the exact sequence
0→ π∗O(−3) f1−→ π∗O(−2)3 f2−→ π∗O(−1)3 f3−→ O→ 0, (2.12)


















This gives two exact triangles
π∗O(−3)→ π∗O(−2)3 → Q→ π∗O(−3)[1] (2.13)
and
Q→ π∗O(−1)3 → O→ Q[1]. (2.14)
Apply _⊗L F to (2.13) and (2.14). Since every term in the above triangles are
locally free, we get exact triangles
F(−3)→ F(−2)3 → Q⊗ F → F(−3)[1]
27
and
Q⊗ F → F(−1)3 → F → Q⊗ F[1].
Apply RHomS(O, _) to the above two exact triangles. Since RHomS(π∗T0, F) is a
family of A0 modules, and RHomS(π∗T1, F) is a family of A1 modules, we have
RiHomS(O, F(−k)) = 0 for all i 6= 0, k = 0, 1, 2, 3. By the long exact sequences,
the only non zero cohomology of Q⊗ F is R0HomS(O, Q⊗ F). Thus we get an
exact sequence of vector bundles over S:
0→ RHomS(O, F(−3))→ RHomS(O, F(−2))3 → RHomS(O, F(−1))3 →
RHomS(O, F)→ 0.
This is equivalent to
0→W2 →W31 →W30 → V0 → 0. (2.15)
Now we compute
det(H(M, M)) ' det(M⊗RB E⊗RB M
∗)∗ ⊗ det(M⊗RB M
∗)
both as A0 module, and as A1 module.
det(H(M1, M1)) '(det(W1)d0 ⊗ det(W∗0 )d1)3
⊗ (det(W2)d1 ⊗ det(W∗1 )d2)3
⊗ (det(W0)d2 ⊗ det(W∗2 )d0)3.
While as A0 module, we have the canonical isomorphism induced by equations
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2.10-2.11 and 2.15:
det(H(M0, M0)) '(det(W0)3d0−3d1+d2 ⊗ ((det(W0)3 ⊗ det(W∗1 )3 ⊗ det(W2))∗)d0)3
⊗ (det(W1)d0 ⊗ det(W∗0 )d1)3
⊗ ((det(W0)3 ⊗ det(W∗1 )3 ⊗ det(W2))d1 ⊗ (det(W∗1 )3d0−3d1+d2)3
'(det(W0)−3d1+d2 ⊗ det(W1)3d0 ⊗ det(W∗2 )d0)3
⊗ (det(W1)d0 ⊗ det(W∗0 )d1)3
⊗ (det(W0)3d1 ⊗ det(W2)d1 ⊗ (det(W∗1 )3d0+d2)3
'(det(W0)d2 ⊗ det(W∗2 )d0)3 ⊗ (det(W0)−3d1 ⊗ det(W1)3d0)3
⊗ (det(W1)d0 ⊗ det(W∗0 )d1)3
⊗ (det(W2)d1 ⊗ det(W∗1 )d2)3 ⊗ (det(W0)3d1 ⊗ det(W1)−3d0)3.
Hence we have a canonical isomorphism
det(H(M1, M1)) ' det(H(M0, M0)).
In general, assume that M is a family of right A0 modules, which is also a
family of right Am modules. Since M is a family of right Am modules, let F :=
M⊗B⊗Am π∗Tm. As in (2.13) and (2.14), we have exact triangles
F(−m− 2)→ F(−m− 1)3 → Q⊗ F → F(−m− 2)[1] (2.16)
and
Q⊗ F → F(−m)3 → F(−m + 1)→ Q⊗ F[1]. (2.17)
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By (2.16), we know that RiHom(O, Q⊗ F) = 0 for i > 0, so by (2.17), we have
RiHom(O, F(−m + 1)) = 0 (2.18)
for i > 0. This implies that RiHom(Tk, F) = 0 for all k < m, i > 0. Similarly since
M is a family of right A0 modules, by (2.14) we know that RiHom(O, Q⊗ F) = 0
for i < 0, so by (2.13) we know that RiHom(O, F(−3)) = 0 for i < 0. This implies
that RiHom(Tk, F) = 0 for all k > 0, i < 0. Combining the above observation,
M is also a family of right Ak modules, for 0 < k < m. We have canonical
isomorphisms
det(H(Mm, Mm)) ' det(H(Mm−1, Mm−1)) ' ... ' det(H(M0, M0)).
The above isomorphisms are canonical, hence the LAn ’s glue to be a line bundle
La on ∪ModAn .
Leting Cohn := Cohω
P2
∩ModA−n , CohωP2 = lim−→(Coh
n). On Cohn, we have
det(RHomModA−n (M(−n), M(−n)))|Cohn ' det(RHomCohωP2 (E, E))|Cohn . (2.19)
It is enough to show there is such a canonical isomorphism over an affine
scheme S = Spec(B). Let F be a coherent sheaf on S× ωP2 which is flat over S,
such that RHomS(T−n, F) is a flat family of A−n modules over S.
Since RHomS(T−n, F) is a finitely generated B ⊗ A−n module flat over B, it
has a projective resolution given by (2.5). Denote it by N•. This implies that F '
RHomS(T−n, F)⊗LOS⊗A−n T
−n has a resolution consisting of copies of Vi⊗ROS T
−n,
Vi ⊗ROS E⊗ROS T
−n or their duals. Denote it by L•. Then we have the following
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isomorphisms:
RHomS(F, F) ' RHomS(L•, F), (2.20)
RHomOS⊗A−n(RHomS(T




Since RHomS(Li, F) has no higher cohomology, the complexes of the RHS of
(2.20) and (2.21) are canonically isomorphic. Hence we have a canonical isomor-
phism:
RHomS(F, F) ' RHomOS⊗A−n(RHomS(T
−n, F), RHomS(T−n, F)).
Hence (2.19) follows.
If E is both an A−n module and an A−m module under the corresponding
derived equivalence, then by repeatedly applying relation (2.12) and the similar
argument for gluing LAn ’s, det(RHomModA−n (M(−n), M(−n))) glue to be a line




















satisfies the compatibility condition (ii) in Definition 2.2 on p−113 (Coh
n). Further-





2.1.3 Comparison to the orientation data from geometry
There is another orientation data from geometry. The idea is related to Remark
5.5 in [22], and the general statement is explained to the author by Yukinobu
Toda.
To simplify notation, we will write the arguments for a single sheaf. It works
exactly the same way if we replace F by a family of sheaves over Spec(B). Since
the isomorphisms are canonical, the conclusion holds for the universal family on
the stack of coherent sheaves on ωP2 .




f2−→ F → 0. (2.22)
Denote the action of OP2(3) on π∗F by g : OP2(3)⊗ π∗F → π∗F. Let the map s
be the multiplication by the canonical section of π∗O(−3). Then f1 is explicitly
given by π∗g− s⊗ id. f2 is the canonical adjoint map. Then we have the following
exact triangle:
RHom(F, F)→ RHom(π∗π∗F, F)→ RHom(π∗π∗F(3), F)→ RHom(F, F)[1].
This implies that
det(RHom(F, F)) ' det(RHom(π∗F, π∗F))⊗ det(RHom(π∗F(3), π∗F))∗
' (det(RHom(π∗F, π∗F))2,
where the second isomorphism is by Serre duality on P2. This gives a canonical
square root det(RHom(π∗F, π∗F)) for det(RHom(F, F)). If we denote the stack of
coherent sheaves on ωP2 with compact support by CohωP2 , the above argument
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gives a canonical square root of det(RHomCohω
P2
(E, E)), where E is the universal
sheaf on Cohω
P2
. Denote this line bundle by Lg.
One may wonder about the relation between the orientation data obtained
from the quiver hearts and the one from geometry. It turns out that they are
isomorphic to each other.






n), it is enough to show there is a canonical iso-











We write (2.2) [16] in the following explicit form:
0→ (A⊗R A)∗
δ3−→
⊕i A⊗ a∗i ⊗ A
⊕j A⊗ b∗j ⊗ A
⊕k A⊗ c∗k ⊗ A
δ2−→
⊕i A⊗ ai ⊗ A
⊕j A⊗ bj ⊗ A
⊕k A⊗ ck ⊗ A
δ1−→ A⊗R A
δ0−→ A→ 0.
The resolution for A0
P2
can be identified with part of the resolution for A. We
omit 0 in the notation:
0
η3−→ ⊕k AP2 ⊗R c∗k ⊗R AP2
η2−→
⊕i AP2 ⊗ ai ⊗ AP2
⊕j AP2 ⊗ bj ⊗ AP2
η1−→ AP2 ⊗R AP2
η0−→ AP2 → 0.
Note that here c∗k is just a notation for the generator e2⊗ e0 as an A⊗ A bimodule
with the outer bimodule structure. Let F be a flat family of coherent sheaves
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on ωP2 with compact support over an affine scheme S = Spec(B), and assume
that RHomS(π∗T0, F) is a B⊗ A0 module. Denote it by M. As a B⊗ R module,
denote M by V0 ⊕V1 ⊕V2. Then
RHomS(F, F) ' RHomB⊗A0(M, M)
' ⊕iV∗i ⊗Vi →
⊕iV∗1 ⊗ a∗i ⊗V0
⊕jV∗2 ⊗ b∗j ⊗V1
⊕kV∗0 ⊗ c∗k ⊗V2
→
⊕iV1 ⊗ ai ⊗V∗0
⊕jV2 ⊗ bj ⊗V∗1
⊕kV0 ⊗ ck ⊗V∗2
→ ⊕iVi ⊗V∗i .
Then π∗M := RHomS(π∗P2 T
0
P2
, (idS × π)∗F) is a B⊗ A0P2 module, via the inclu-
sion of A0
P2
in A0. As a B⊗ R module, π∗M ' V0 ⊕V1 ⊕V2. Then
RHomS(π∗F, π∗F) ' RHomB⊗A0
P2
(π∗M, π∗M)
' 0→ ⊕kV∗0 ⊗ c∗k ⊗V2 →
⊕iV1 ⊗ ai ⊗V∗0
⊕jV2 ⊗ bj ⊗V∗1
→ ⊕iVi ⊗V∗i .
Since det(⊕kV∗0 ⊗ c∗k ⊗V2) ' det(⊕kV0 ⊗ ck ⊗V∗2 )∗, we have
det(RHomS(π∗F, π∗F)) ' La|S.
Since the isomorphism is canonical, we have
det(RHomCoh0(π∗F, π∗F)) ' La|Coh0 .




2.2 Orientation Data for the stack of Degree Zero
Sheaves on a Calabi-Yau 3-fold
Let X be a smooth CY 3-fold. Denote the moduli stack of length n sheaves on
X by X(n). Denote the moduli stack of extensions {0 → M1 → M2 → M3 → 0}
with M2 an object in X(n) by Y(n). Let Y
(n)
i,j be the connected component of Y
(n)
such that M1 is an object in X(i) and M2 is an object in X(j). Denote the map
from Y(n)i,j to X
(i) by p1, from Y
(n)
i,j to X
(n) by p2, from Y
(n)
i,j to X
(j) by p3. Let
CohX be the moduli stack of coherent sheaves on X. We denote the line bundle
det(RHomX(n)(Mn, Mn)) by Dn. The goal of this subsection is to find a set of
{
√
Dn} on X(n) that satisfy condition (ii) in Definition 2.2.
First we consider X(1). Since length 1 sheaves on X are just the skyscraper
sheaves with C∗ acting on it by scaling, we have X(1) ' [X/C∗]. There is a
natural map f : X → [X/C∗], which corresponds to the object O∆ on X × X.
Then we have
f ∗D1 ' det(RHomX(O∆, O∆)).
By Serre duality, we have
R0HomX(O∆, O∆) = OX = R3HomX(O∆, O∆),




f ∗D1 ' K2X ' OX.
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Since the map f is smooth, in particular f is faithfully flat, the set of possible
√
D1 is equivalent to the set of square roots of OX through faithfully flat descent
along f .
For the general n points case, we will use a GIT quotient and Kempf’s descent
lemma, both of which assume the group G to be reductive. This assumption is
needed because the representation category of a reductive group is semisimple,
hence there is a Reynold operator R : V → VG for a G representation V. Since
the group algebra of a finite group is also semisimple, these results carry over to
an action of a finite group.
Definition 2.3. ([24]) Let G be an affine algebraic group over k acting on a k-scheme Y
. A morphism φ : Y → M is called a good quotient if
(1) φ is affine and G-equivariant,
(2) φ is surjective, U ⊂ Y is open if and only if φ−1(U) ⊂ M is open,
(3) the natural homomorphism OM → (φ∗OM)G is an isomorphism,
(4) if W is an invariant closed subset of Y, then φ(W) is a closed subset of Y; if W1
and W2 are disjoint invariant closed subsets of X, then φ(W1) ∩ φ(W2) = ∅.
Let Y a quasiprojective variety. Let Sn act on Y × ... × Y by permuting the
factors. Fix a projective embedding for Y ↪→ Pn. Since the action of Sn on
Y× ...×Y can be viewed as permuting the coordinates of different Pn’s, we get a
linearization for the line bundle corresponding to the Segre embedding. Thus the
categorical quotient SymnY can be constructed via GIT, hence a universal good
quotient.
Theorem 2.4. (Kempf’s descent lemma, [15]) Suppose Y is a quasiprojective scheme over
an algebraically closed field k of characteristic zero, and that G is a reductive algebraic
group over k that acts on Y with a fixed choice of linearization H. Let E be a G-vector
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bundle on Yss. Let Y  G be the good quotient formed by GIT. Then E descends to Y  G
if and only if for every closed point y of Yss such that the orbit G · y is closed in Yss, the
stabilizer of y in G acts trivially on the fiber Ey of E at y.
It is shown in [5] that there is a canonical d-critical locus structure on qX(n).
The following proposition is from [29].
Proposition 2.1. ([29], Proposition 3.1) For any CY 3-fold X, the virtual canonical line
bundle KX(n),s is trivial. i.e. KX(n),s ' OX(n) .
Let gn : X(n) → Symn(X) be the map to the coarse moduli space, and let
pn : Xn → Symn(X) be the natural projection. Using Kempf’s descent lemma,
we show that any square root of OX induces an orientation on ä X(n). This
affirmation answers a question of Pandharipande. In particular, the set of trivial
square roots {OX(n) ' g∗n((pn∗(OX  ...OX))Sn)} gives a choice of orientation
data on qX(n).
Lemma 2.4. Let L be a square root of OX. Then any line bundle on X(n) of the form
g∗n((pn∗(L ... L))Sn) defines an orientation on ä X(n).





does not depend on L, so we omit L in the notation and just write
√
Dn. Since
L2 ' OX, (
√
Dn)2 ' OX(n) . We only need to show the line bundles
√
Dn satisfy








where Ei is the universal sheaf on X(ni). We abuse notation and denote Y
(n)
i,j by
Y(n). We have a map Y(n)
φ−→ (X(i) × X(j))×SymnX X(n) induced by p1, p2 and p3.
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Then by base change we have
det(RHomY(n)(φ
∗En, φ∗En)) ' φ∗det(RHomX(i)×X(j)×SymnXX(n)(En, En)),
det(RHomY(n)(φ
∗Ei, φ∗Ej)) ' φ∗det(RHomX(i)×X(j)×SymnXX(n)(Ei, Ej)).






Dj satisfy the cocycle condition after
pullback to X(i) × X(j) ×SymnX X(n).
We first show that det(RHom(Ei, Ej)) is trivial. Note that ExtkX(i)×X(j)(E1, E3)
is only supported on the locus where Supp(E1) ∩ Supp(E3) 6= ∅. We have the
map ρ : X(i) × X(j) → Symi(X) × Symj(X), which maps a length i sheaf to its
support. Symi(X) × Symj(X) can be stratified by pairs of partitions of i and j.
We fix a partition (σ, τ), and consider the corresponding stratum Symiσ(X) ×
Symiτ(X). Then the subscheme Z ⊂ Symiσ(X)× Sym
j
τ(X) : {(p, q) ∈ Symi(X)×
Symj(X)|Supp(p) ∩ Supp(q) 6= ∅} has support of codimension ≥ 3. If X ' C3,




has the same dimension. In general, locally





has the same dimension. This implies that the support of
RHomX(i)×X(j)(E1, E3) has codimension ≥ 3. Hence its first Chern class is trivial,
and det(RHomX(i)×X(j)(E1, E3)) is a trivial line bundle.







after pullback to X(i) × X(j) ×SymnX X(n).
We have the following commutative diagram:
38






r∗(pn∗(L ... L)Sn) ' (pi∗(L ... L))Si ⊗ (pj∗(L ... L))Sj .
Now consider the fiber diagram
X(i) × X(j) ×SymnX X(n) SymiX× SymjX×SymnX X(n) X(n)







f ∗g ◦ f ∗r
√
Dn ' f ∗g ◦ f ∗r ◦ g∗n(pn∗(L ... L)Sn)
' (g′′n)∗ ◦ (gi × gj)∗ ◦ r∗(pn∗(L ... L)Sn)






Hence the conclusion follows.
Lemma 2.5. Let f : (A, mA)→ (B, mB) be an étale morphism between local rings such
that A/mA ' B/mB. Let M be a A module of length n. Then there is a unique B
module N of length n, such that AN ' M.
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Proof. Since M is an A module of length n and A → B is étale, M ⊗A B is a B
module of length n. This shows that such N exists. Now assume that we have a
B module N such that AN ' M. We have a surjective morphism:
φ : AN ⊗A B→ N.
Since A and B have the same residue field, AN ⊗ B is also of length n, hence φ is
an isomorphism. Hence N ' M⊗A B.
In particular, Lemma 2.4 implies that the trivial bundle Oä X(n) defines an ori-
entation data on ä X(n). As an application, we show that Oä X(n) induces the
orientation data used in the computation of motivic DT invariants in [1].
Let Hilbn(X) be the Hilbert scheme of subschemes on X with Hilbert poly-
nomial p = n. Since we will not use the definition of Hilbn(X) directly in this
subsection, we delay the definition of the Hilbert scheme to the beginning of
Chapter 3.
We have a map:
h : Hilbn(X)→ X(n).
We have h∗KX(n) ' det(RHomM(F, F)), which is the trivial bundle on Hilbn(X).
Recall that the virtual canonical bundle for the canonical d-critical locus structure
on Hilbn(X) is given by
KHilbn(X),s ' det(RHomHilbn(X)(I, I)),





where P = Proj(OP2 ⊕ KP2) and j is the open immersion from Hilbn(ωP2) to
Hilbn(P).
From the universal exact sequence over Hilbn(X),
0→ I → OHilbn(X)×X → F → 0, (2.23)
we have
det(RHomHilbn(X)(I, I))⊗ det(RHomHilbn(X)(I, F))
' det(RHomHilbn(X)(I, OHilbn(X)×X))
' det(RHomHilbn(X)(F, OHilbn(X)×X))∨,
det(RHomHilbn(X)(I, F))⊗ det(RHomHilbn(X)(F, F))
' det(RHomHilbn(X)(OHilbn(X)×X, F)).
(2.24)
By Serre duality, the right hand side of the two equations are dual to each
other, hence
det(RHomHilbn(X)(I, I))
' (det(RHomHilbn(X)(I, F))∨)2 ⊗ det(RHomHilbn(X)(F, F))∨.
(2.25)
Since pushforward takes exact sequences of flasque sheaves to exact sequences,
we have the Grothendieck spectral sequence
Riπ1∗RjHom(OHilbn(X)×X, _)⇒ Ri+j(π1∗ ◦ Hom)(OHilbn(X)×X, _).
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By this spectral sequence, we have
det(RHomHilbn(X)(OHilbn(X)×X, F)) ' det(π1∗F).
Then by equation (2.24), we have
det(RHomHilbn(X)(I, F))∨ ' det(RHomHilbn(X)(F, F))⊗ (det(π1∗F)∨).
So equation (2.25) becomes
det(RHomHilbn(X)(I, I)) ' det(RHomHilbn(X)(F, F))⊗ (det(π1∗F)∨)2. (2.26)
Comparing with Theorem 2.2, and we abuse notation to denote the canonical
sections for both the canonical d-critical loci Hilbn(X) and X(n) by s, equation
(2.26) says that
KHilbn(X),s ' h∗(KX(n),s)⊗ (det(π1∗F)
∨)2.
It is obvious that every choice of square root of KX(n),s induces a square root of
KHilbn(X),s. In particular the trivial square root induces det(π1∗F)∨ as a square
root of KHilbn(X),s. In [1], it is assumed that the Hilbn(C3)’s induce a d-critical
locus structure on Hilbn(X). Assuming that this d-critical locus structure is iso-
morphic to the canonical d-critical locus structure in [6], we claim that this square
root is the orientation data used in the computation of [1].
In [1], the authors assumed that (Hilbn(C3j ), NHilb
n(C3j ), ij, f j)’s are critical
charts for Hilbn(X), where NHilbn(C3) stands for the noncommutative Hilbert
scheme of n points on C3. The detailed definition of NHilbn(C3) is given in
the beginning of Chapter 3. Here we only need to use the well known fact that
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with V∞ of dimension one and V0 of dimension n. Here the quiver stability
condition is equivalent to the condition that for any v ∈ V∞, a(v) generates V0
under the action of x, y and z.
Using Theorem 1.1, we need to show that
det(π1∗F)∨|Hilbn(C3) ' KNHilbn(C3)|Hilbn(C3), (2.27)
where KNHilbn(C3) is the usual canonical bundle on NHilb
n(C3).
If we denote the universal bundle on NHilbn(C3) also by V0 and V∞, we have
the cotangent bundle of NHilbn(C3) given by:






Degree Zero Motivic Donaldson-Thomas
Invariants for ωP2
As mentioned in the introduction, the computation of the motivic DT invariant
of Hilbn(X) is based on an assumption that Hilbn(X) has a d-critical locus struc-
ture with critical charts induced by Hilbn(C3)’s. In this section, we prove this
assumption for X = ωP2 .
We first recall the definition of the Hilbert scheme of a projective scheme X.
Definition 3.1. Let HPX : (Scheme)
o → (Sets) be the functor such that for any C
scheme S
HPX(S)={family of subschemes of X which is flat over S and the fiber at each point has
Hilbert polynomial P}.
Due to a result by Grothendieck, this functor is representable and the scheme
representing HPX is called the Hilbert scheme of subschemes with Hilbert polyno-
mial P on X. The usual notation for it is HilbP(X). We are interested in the case
when P = n, where n ∈N. Since dimensional zero subschemes of X which lie in
an open subset of X are projective, we can study Hilbn(X) with the assumption
that X is quasi-projective, and this is what we will assume for the rest of this
section.
The general construction of Hilbert scheme uses the existence of Grassman-
nians and flattening stratifications. However when P = n, where n ∈ N and
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X = C3, there is another way to construct the Hilbert scheme, as used in [1]. We
briefly recall the construction here.
A subscheme of C3 with Hilbert polynomial P = n can be realized as the
following data: a n dimensional vector space Vn with a fixed basis, three pairwise
commuting n× n matrices X, Y, Z representing the action of linear functions x,
y, z ∈ C[x, y, z], and a vector in Vn such that it generates Vn under the actions of
X, Y and Z.
Consider the space of a triple of n×n matrices and a vector in Vn: Hom(Vn, Vn)3×
Vn. This space admits a GLn action via its action on Vn. If we regard this
space as a quasiprojective variety, then the character χ : GLn → C∗ defined
by χ(g) = det(g) defines a linearization of the trivial bundle. Let U be the stable
locus of the linearization. It turns out that U consists of the points (X, Y, Z, v)
where the span of v under the action of X, Y, Z is the whole of Vn. We form the
GIT quotient
NHilbn(C3) := Hom(Vn, Vn)3 ×Vn  GLn = U/GLn
with respect to this linearization. Let f : N → C be a function on N defined by
f (X, Y, Z, v) = tr([X, Y]Z). The condition of {d f = 0} is equivalent to the con-
dition that X, Y and Z commute pairwise. Then it is clear that R = {d f = 0} is
Hilbn(X). As the construction suggests, we call NHilbn(C3) the noncommutative
Hilbert scheme.
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3.1 D-critical Locus Structure on Hilbn(ωP2)
Let ` be a line in P2. We denote π−1(P2 \ `) ' C3 by C`. Then Hilbn(ωP2) can
be covered by {Hilbn(C`)}`⊂P2 .
We first consider the three copies of C3 ⊂ ωP2 induced by the standard affine
cover of P2, denote them by C0, C1, C2.




x , t0), the coordinates on C1
by (x1, z1, t1) = (− xy ,
z





Then the change of coordinates are given by:
x1 = −y−10 , z1 = y
−1
0 z0, t1 = t0y
3
0. (3.1)
x2 = −z−10 , y2 = z
−1
0 y0, t2 = t0z
3
0.
x2 = z−11 x1, y2 = z
−1
1 , t2 = t1z
3
1.
The sign is introduced here to make sure the change of coordinates preserves the
Calabi-Yau form.
Let Rnj = Hilb
n(Cj), and let Nnj be the corresponding noncommutative Hilbert





We omit n in the notation and consider when j = 0, 1.
We use My0 , Mz0 and Mt0 to denote the n× n tuples of indeterminants, which
are the coordinates of the matrices representing the action of y0, z0 and t0, and
use A0 to denote the ring k[My0(k, l), Mz0(k, l), Mt0(k, l), v1...vn]. Then U0 =
(Spec(A0))ss is an open subset of Spec(A0). Let A′0 = A0(det(My0 )) be a localization
of A0 such that M−1y0 ∈ A
′
0. We denote U0 ∩ SpecA′0 by U′0. Similarly we use A1 to
denote the ring k[Mx1(k, l), Mz1(k, l), Mt1(k, l), w1...wn]. Then U1 = (Spec(A1))
ss
46
is an open subset of Spec(A1). Let A′1 = A1(det(My0 )) be a localization of A1 such
that M−1x1 ∈ A
′
1. We denote U1 ∩ SpecA′1 by U′1.
Then there is an isomorphism
φ : A′0 ' A′1 (3.2)
via the change of coordinates (3.1). This induces the isomorphism of open sub-
sets:
U′0 ∩ φ−1(U′1) ' φ(U0) ∩U′1.
Recall that in Joyce’s notation, IRj,Nj = ker(i
]




j (ONj)→ OHilbn(ωP2 )|Rj .
Namely, IRj,Nj is the sheaf of ideals in i
−1
j (ONj) of functions on Nj near ij(Rj) that
vanishes on ij(Rj). Note that U′0 and U
′
1 are invariant under the GLn action, and
we have U′0/GLn and U
′
1/GLn are open neighborhoods of R0 ∩ R1, where the
intersection is taken inside Hilbn(ωP2). Hence U
′
0 ∩ φ−1(U′1) is an open neigh-
borhood of R0 ∩ R1 via the open immersion of R0 ∩ R1 → R0, and φ(U0) ∩U′1 is








R1,N1 |R0∩R1 . (3.3)
We abuse notation to write x, y, z, t for Mx, My, Mz, Mt. Consider the po-
tentials W0 = tr(y0[z0, t0]) on U0 and W1 = tr(x1[z1, t1]) on U1. Since trace is
invariant under the GLn action, each Wj descends to a function on Nj. We abuse
notation and denote Wj as a function both on Uj and on Nj. Denote the image of





by i−1j (Wj) + I
2
Rj,Nj
. Then we have:
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Lemma 3.1. i−10 (W0) + I
2
R0,N0 |R0∩R1 = i
−1
1 (W1) + I
2
R1,N1
|R0∩R1 via the isomorphism
(3.3).
Proof. We show this identity by showing these two local sections agree locally.
Under the isomorphism (3.2), we have







0]) = tr(−y0z0t0 + y−10 t0y
2
0z0).
Let q = (y0(q), z0(q), t0(q), vq) be a point in U0 such that y0(q) = Id. Then it is
obvious that W1(q) = W0(q). We say a point p = (y0(p), z0(p), t0(p), vp) lies in
the convergence radius of ∑k(Id− y0(p))k at q if
|y0(p)− y0(q)| = |y0(p)− Id| < 1,
where | · | is the operator norm with respect to some norms of the domain and
codomain. We say p lies in the convergence radius at q for short. Let p be such
a point and write y0(p) = Id− e0(p). Under this criterion, the Neumann series
∑k e0(p)k converges and (y0(p))−1 = ∑k e0(p)k. We omit p in the notation for the
convenience of reading. If we evaluate W0 and W1 at p, we have
W0 = tr((1− e0)z0t0 − (1− e0)t0z0),
W1 = tr(−(1− e0)z0t0 + (1 + e0 + (e0)2 + ...)t0(1− e0)2z0).
We denote the terms involving the nth power of e0 in W1 −W0 by dn. Then for
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n ≥ 2, dn is as follows:
dn = tr((e0)nt0z0 − 2(e0)n−1t0e0z0 + (e0)n−2t0(e0)2z0).
By the cyclic property of trace, we have that
dn = tr(−(e0)n−2(e0t0 − t0e0)(e0z0 − z0e0)).
Define
fn = tr(−en−20 (e0t0 − t0e0)(e0z0 − z0e0)) ∈ A
′
0.
Then the image of ∑n≥2 fn in i
−1
0 (ON0) lies in I
2
R0,N0 . Hence




1 (W1) + I
2
R1,N1
evaluated at every point in the convergence radius at q.
The above computation generalizes to the case when the point p lies in the
convergence radius at any q such that y0(q) is a diagonal matrix. Let m0 be a
diagonal matrix, we write y0(p) = m0 − e0(p). Then we have
W0 = tr((m0 − e0)z0t0 − (m0 − e0)t0z0),
W1 = tr(−(m−10 (1 + m
−1
0 e0 + (m
−1
0 e0)
2 + ...))2z0(m0 − e0)3t0




Hence, if we denote m−10 e0 by e
′
0, we have
W0 = tr(m0(1− e′0)(z0t0 − t0z0)),
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+(1− e′0)2t0(1 + e′0 + e
′2
0 + ...)z0)).
Then by the same argument as above, we have




1 (W1) + I
2
R1,N1
at any point in the convergence radius at m0.
If we can show for any invertible matrix y0, up to a GLn action lies in the
convergence radius at a diagonal matrix m0, we can conclude that i−10 (W0) +
I2R0,N0 = i
−1
1 (W1) + I
2
R1,N1
at every point in R0 ∩ R1 and hence is true on R0 ∩ R1.
Let T be a linear operator. If we pick the norm of the domain of T to be the l2
norm, and the norm of the codomain to be the l∞ norm, then the operator norm
of T is given by the maximal l2 norm of a row. For any invertible matrix y0, there
is a G ∈ GLn such that G−1y0G has all elements in the diagonal not equal to zero.
For such a matrix G−1y0G, we can always find a diagonal matrix m0 such that
|m−10 (m0 − G
−1y0G)| = |Id−m−10 G
−1y0G| < 1.
Hence G−1y0G lies in the convergence radius at m0, and the conclusion follows.
Similarly, we have the equality of local sections for the other charts. Consider
the case j = 1, 2, and W1 = tr(x1[z1, t1]) and W2 = tr(x2[t2, y2]). Then we have





2 (W2) + I
2
R2,N2 |R1∩R2 .
Proof. The argument is exactly the same as Lemma 3.1, except for the computa-
tion of the difference between W1(p) and W2(p). We omit p in the notation. We
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have
W1 = tr(x(1− e)t− xt(1− e)),
W2 = tr((1− e)xt− (1− e)2x(1 + e + e2 + ...)t),
and for n ≥ 2
dn = tr(−en−2(e2tx− 2etex + te2x))
= tr(−en−2(et− te)(ex− xe)).
Then consider the case when j = 0, 2, and W0 = tr(y0[z0, t0]) and W2 =
tr(x2[t2, y2]). We have
Lemma 3.3. i−12 (W2) + I
2
R2,N2 |R2∩R0 = i
−1
0 (W0) + I
2
R0,N0 |R2∩R0 .
Proof. Again, the argument is exactly the same as in Lemma 3.1, except for the
computation of the difference between W0(p) and W2(p). Again we omit p in the
notation. We have
W0 = tr(y(1− e)t− yt(1− e)),
W2 = tr(−(1 + e + e2 + ...)t(1− e)2y + (1− e)yt),
and for n ≥ 2
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dn = tr(−en−2(e2ty− 2etey + te2y))
= tr(−en−2(et− te)(ey− ye)).
Finally we consider the general C`’s. We denote the equation of ` by ax + by +
cz = 0. WLOG, assume that a 6= 0, b 6= 0. Then denote the coordinate on C` by





The relations with the coordinates in C0 are given by
y` =
y0









t0(a + by0 + cz0)3.
The relations with the coordinates in C1 are given by
y` =
1









t1(−ax1 + b + cz1)3.
and the relations with the coordinates in C2 are given by
y` =
y2










t2(−ax2 + by2 + c)3.
Note that dy` ∧ dz` ∧ dt` = dy0 ∧ dz0 ∧ dt0 = dx1 ∧ dz1 ∧ dt1 = dx2 ∧ dt2 ∧ dy2 on
the intersections, hence the change of coordinates preserves the Calabi-Yau form.
Define the potential on N` by
W` = tr(y`[z`, t`]).





0 (W0) + I
2
R0,N0 |R`∩R0 .
Proof. Again, the argument is exactly the same as Lemma 3.1, except for the
computation of the difference between W0(p) and W`(p). Denote a + by0 + cz0
by u0, and write u0 = 1− e0. We omit p and the subscript 0 in the notation. Then
we have




(−e− cz + 1− a)(zt− tz),




(−e− cz + 1− a)((1 + e + e2 + ...)zt(1− e)2−
t(1− e)2z(1 + e + e2 + ...))).
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We organize the terms of W` −W0 by the powers of e in
(1 + e + e2 + ...)zt(1− e)2 − t(1− e)2z(1 + e + e2 + ...),













(−en−2(e2tz− 2etez + te2z)) + 1
ab
(en−1)(e2tz− 2etez + te2z))
= tr(−1− a
ab
en−2(et− te)(ez− ze) + 1
ab
en−1(et− te)(ez− ze)).









Proof. Denote−ax1 + b+ cz1 by u1, write u1 = 1− e1. We omit p and the subscript
1 in the notation. We have
W1 = tr(xzt− xtz)
= −1
a
tr(−e− cz + 1− b)(zt− tz),
W` = tr(y`z`t` − y`t`z`)
= (1/a)tr((1 + e + e2 + ...)2zt(1− e)3 − (1 + e + e2 + ...)t(1− e)2z).
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Then for n ≥ 2,
dn = (1/a)tr(−entz + 2en−1tez− en−2te2z)
= (1/a)tr(en−2(−e2tz + 2etez− te2z))
= (1/a)tr(en−2(et− te)(ez− ze)).





2 (W2) + I
2
R2,N2 |R`∩R2 .
Proof. Denote −ax2 + by2 + c by u2, write u2 = 1− e2. We omit p and the sub-
script 2 in the notation. We have
W1 = tr(xty− xyt)
= −1
a
tr(−e− by + 1− c)(ty− yt),
W` = tr(y`z`t` − y`t`z`)
= (1/a)tr((1− e)2y(1 + e + e2 + ...)t− (1− e)yt).
Then for n ≥ 2,
dn = (1/a)tr(yent− 2eyen−1t + e2yen−2t)
= (1/a)tr(en−2(e2ty− 2etey + te2y))
= (1/a)tr(−en−2(et− te)(ey− ye)).
By a change of coordinate, the comparison between other pairs of potentials
all reduce to similar computations in the above three lemmas, hence we have
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Theorem 3.1. The charts (Hilbn(C`), N`, i`, W`)’s define an algebraic d-critical locus
structure on Hilbn(ωP2), where the section s is obtained by gluing the W`’s.
3.2 Recovery of the Computation of the Motivic DT
invariants for Hilbn(ωP2)





where α is a partition of n, and Hilbnα(X) is the locally closed subscheme of
Hilbn(X) parametrizing length n subschemes whose multiplicity at the support
is given by α.
Since Hilbn(C3) can globally be defined as a degeneracy locus, one can define
its (relative) motivic class in Mµ̂Hilbn(C3), see section 1.2. Denote its absolute mo-
tivic class by [Hilbnα(C3)]. Let Hilbnα(C3)0 be the punctual Hilbert scheme, i.e. the
subscheme of Hilbn(C3) parametrizes length n subschemes of C3 supported at
one point.
Recall the following proposition and definition in [1]:
Proposition 3.1. ([1] Proposition 2.6) (1) The absolute motivic class [Hilbnα(C3)] and




(2) On the closed stratum,
[Hilbn(n)(C
3)] = L3 · [Hilbn(C3)0] ∈ MC.
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(C3)αi \ ∆] ·∏
i
[Hilbi(C3)αi0 ]).
Definition 3.2. ([1] definition 3.1) We define motivic classes [Hilbnα(X)] ∈ MC and
[Hilbn(X)] ∈ MC as follows.
(1) on the deepest stratum,
[Hilbn(n)] = [X] · [Hilb
n(C3)0].
(2) More generally, on all strata,
[Hilbnα(X)] = πGα([∏
i







By the discussion at the end of section 2.2, we can choose det(π1∗F)∨ as a
square root of KHilbn(ω
P2 ),s
. This is from the trivial orientation on the stack of
zero dimensional sheaves on ωP2 . Note that KHilbn(ω
P2 ),s
is associated to the
canonical d-critical locus structure on Hilbn(ωP2) [6]. To recover the result in [1],
we need to add the assumption that the d-critical locus structure on Hilbn(ωP2)
defined in Theorem 3.1 is isomorphic to the canonical d-critical locus structure
in [6]. Let [Hilbn(ωP2)] be defined as in Definition 3.2, then we have





defines the unique motive as in Theorem 1.1.
Proof. By Theorem 3.1, we know that Hilbn(ωP2) has a d-critical loci structure
with critical charts (Hilbn(C`), N`, i`, f`)’s. From the discussion at the end of
section 2.2 we see that there is no contribution of the factor Υ(QR,U, f ,i). Hence
the conclusion follows from Definition 3.2 and Proposition 3.1.
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Chapter 4
Computation of Motivic Invariants for a
Moduli Stack of Quiver Representations
In this section we do some explicit computations of motivic DT invariants. Mo-
tivic DT invariants are difficult to compute in general, but Proposition 1.1 makes
the computation of motivic DT invariants easier in some cases. In particular, the
condition of the proposition applies to the moduli space of quiver representa-
tions for a quiver equipped with a potential [23]. Let (Q, W) be a quiver with
potential and α ∈NQ0 be a dimension vector. Define





Definition 4.1. Let I be a subset of Q1. Define a grading gI on Q1 by gI(a) = 1 if
a ∈ I, and gI(a) = 0 if a /∈ I. Then I is called a cut of (Q, W) if W is homogeneous of
degree 1.
Let JW be the Jacobi algebra of (Q, W). Let fα : R(Q, α) → C be a Gα equivari-
ant regular function defined by taking the trace of the potential W. It is shown in
[27] that a point in crit( fα) corresponds to a JW module. If the quiver Q admits
a cut I, then there is a C∗ action on R(Q, α) that satisfies the condition in the
Proposition 1.1. Hence one can use Proposition 1.1 to explicitly compute the mo-
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tivic DT invariant associated to the moduli space of JW modules, or equivalently
the moduli space of quiver representations of the quiver (Q, W) [23].
The above application of Proposition 1.1 also makes the computation of the
motivic invariants associated to geometric objects possible if one can relate the
moduli space of geometric objects to the moduli space of quiver representations
[23]. In [23], the motivic DT/PT invariants of local P1 had been worked out. In
particular, there is a derived equivalence from the derived category of local P1
to the derived category of the conifold quiver. Under this derived equivalence,
DT/PT objects are exactly ζDT/ζPT-stable quiver representations, where ζDT/ζPT
are some stability conditions of quiver representations [25]. Then the motivic
DT/PT invariants are computed using the above application of Proposition 1.1.
For the case of ωP2 , the situation is more complicated. In particular, the stable
objects on the geometric side, e.g, DT/PT objects or Gieseker stable objects in
the category of sheaves with compact support, do not correspond to some stable
quiver representations under the derived equivalence (2.8) exactly. The relation
between the geometric side and the quiver side is more complicated. We will
need to apply Joyce’s or Kontsevich-Soilbelman’s wall crossing formula to obtain
the difference between the motivic DT invariants of the geometric objects and the
motivic DT invariants of quiver representations. Then it is still possible to obtain
the motivic DT invariants of the geometric objects by the method in [23].
For any of the above applications for the geometric objects, it is necessary for
us to compute the universal generating series of the motivic invariants of the
stack of quiver representations for the quiver in (2.9). We give a partial result on
the computation of this universal generating series. The method we used here
follows from [23].
Since we will be working over the ringMC, we first recall two useful properties
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ofMC:
Proposition 4.1. (e.g. [8], lemma 2.5) If f : X → Y is a Zariski locally trivial fibration
with the same fiber F, then
[X] = [Y] · [F] ∈ MC.
Proposition 4.2. (e.g. [1], 1.1) If f : X → Y is a bijective morphism, then
[X] = [Y] ∈ MC.
Now let (Q, W) be the quiver in (2.9), let Q0 and Q1 be its vertex set and edge
set. Then I = {a3, b3, c3} is a cut for (Q, W). Let QI be a quiver with the vertex
set Q0, and the edge set Q1 \ I, and JW,I the quotient of its path algebra by the
ideal (∂IW) = (∂W/∂a, a ∈ I).
Definition 4.2. ([23], Definition 1.13) Define the universal generating series of motivic
Donaldson-Thomas invariant of (Q, W) by
AU = ∑
α∈NQ0





We have the following Proposition from [23]:
Proposition 4.3. ([23], Proposition 1.14) If (Q, W) admits a cut, then
AU = ∑
α∈NQ0
(−L 12 )χ(α,α))+2dI(α) [R(JW,I , α)]
[Gα]
yα,
where dI(α) = ∑(a:i→j)∈I αiαj.
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= (−L 12 )α20+α21+α22−α0α1−α1α2−α2α0 [R(JW,I , α)]
[Gα]
.
Concretely, the moduli spaces of JW,I−modules are given as spaces of six ma-
trices:
R(JW,I , α) ={(A1, A2, B1, B2, C1, C2) ∈ Hom(V0, V1)×2 × Hom(V1, V2)×2
× Hom(V2, V0)×2|B2A1 = B1A2, C2B1 = C1B2, A2C1 = A1C2}.
Lemma 4.1. Let A1: V0 → V1, B1: V1 → V2 and C1 : V2 → V0 be homomorphisms
between vector spaces. Consider the homomorphism
φ = A1 ⊕ B1 ⊕ C1 : V0 ⊕V1 ⊕V2 → V0 ⊕V1 ⊕V2.
Let V I and VN respectively be the invertible and nilpotent parts under the action of φ
both considered as subspaces of V. Then Vi ' Vi ∩V I ⊕Vi ∩VN.
Proof. Let k be an integer which is 0 mod 3. Then φk|Vi is an endomorphism of
Vi. Let V Ii and V
N
i respectively be the invertible and nilpotent parts under the
action of φk|Vi both considered as subspaces of Vi. Since φk(V Ii ) = V Ii , and V I is
the maximal subspace such that φ acts isomorphically, then V Ii ⊆ Vi ∩V I . On the
other hand, φk(Vi ∩ V I) = Vi ∩ V I , V Ii is the maximum subspace of Vi on which
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φk act isomorphically, hence Vi ∩V I ⊆ V Ii . So we have V Ii = Vi ∩V I .
Take n large enough, so that (φk)n(VNi ) = 0. Hence V
N
i ⊆ Vi ∩ VN. On
the other hand, (φk|Vi)n(Vi ∩ VN) = 0, hence Vi ∩ VN ⊆ VNi . Hence we have
VNi = Vi ∩VN. As a result, Vi ' Vi ∩V I ⊕Vi ∩VN.
By the decomposition in Lemma 4.1, we have decompositions
A1 = AI1 ⊕ AN1 ∈ Hom(V I0 , V I1 )⊕ Hom(VN0 , VN1 ),
B1 = BI1 ⊕ BN1 ∈ Hom(V I1 , V I2 )⊕ Hom(VN1 , VN2 ),





1 are invertible, we have
dim(V I0 ) = dim(V
I



















































1, and right multiply by





















m = 0. Then we
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Repeat this process for m = m− 1, finally we have C22 = 0. Similarly, A22 = B22 =




2 = 0. So A2, B2, C2 has a similar
block decomposition with respect to the splitting V = V I ⊕VN.
Define RIa = {(A1, A2, B1, B2, C1, C2) ∈ R(JW,I , (a, a, a))|A1⊕ B1⊕C1 is invertible},
RNα = {(A1, A2, B1, B2, C1, C2) ∈ R(JW,I , α)|A1 ⊕ B1 ⊕ C1 is nilpotent }.
Over the stratum of R(JW,I , α) where dim(V I) = 3a, we have a Zariski locally
trivial fibre bundle
{(A1, A2, B1, B2, C1, C2) ∈ R(JW,I , α)|dim(V I) = 3a}

M(a, α)
where M(a, α) is the space of direct sum decompositions V0 ' V I0 ⊕ VN0 , V1 '
V I1 ⊕VN1 , V2 ' V I2 ⊕VN2 , and the fiber is given by RIa × RNα−a.
If we stratify R(JW,I , α) by dim(V I), then by Proposition 4.1 we have the fol-
lowing relation inMC:



















N(y0, y1, y2) = ∑
α∈NQ
[RNα ]
[GLα0 ][GLα1 ][GLα2 ]






AU = I(y0y1) · N(y0, y1).
It remains to compute I(y) and N(y0, y1, y2).
First consider I(y). Recall the definition of RIa:
RIa ={(A1, A2, B1, B2, C1, C2) ∈ Iso(V I0 , V I1 )× Hom(V I0 , V I1 )× Iso(V I1 , V I2 )
× Hom(V I1 , V I2 )× Iso(V I2 , V I0 )× Hom(V I2 , V I0 )|B2A1 = B1A2, C2B1 = C1B2,
A2C1 = A1C2}.
Let
CIa ={(M1, M2, M3, M4) ∈ Iso(V I0 , V I1 )× Hom(V I0 , V I1 )× Iso(V I1 , V I2 )
× Iso(V I2 , V I0 )|M1M4M3M2 = M2M4M3M1}.
Let β : RIa → CIa be β(A1, A2, B1, B2, C1, C2) = (A1, A2, B1, C1). Then β is a bijective






SIa ={(N1, N2, N3) ∈ Iso(V I0 , V I1 )× Hom(V I0 , V I1 )
× Iso(V I1 , V I0 )|N2N3N1 = N1N3N2}
and γ : CIa → SIa given by γ(M1, M2, M3, M4) = (M1, M2, M4M3). If we denote
the projection from CIa to its ith factor to be pi, then the map γ × p3 : CIa →
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