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Introduction ature abounds with examples of plants and animals adapting to
N their environments. An animal changes color to hide. A plant develops extensively deep roots because of strong winds or little moisture. Engineers can use nature's philosophy of adaptation in order to design better products. Computer algorithms that model survival of the fittest are very attractive, because they are simple to program, and not hidden in arcane mathematical jargon. Turning these algorithms loose on a wide variety of optimization problems leads to some stunning results. This paper shows how to apply evolution and natural selection, in the form of genetic algorithms, to optimize radiation patterns.
Optimizing antennas to closely approximate desired far-field responses, or optimizing absorbing material to control scattering, are topics of considerable interest in electromagnetics. Traditional optimization techniques search for the best solutions, using gradients and/or random guesses. Gradient methods quickly converge to a minimum, once an algorithm is close to that minimum. They have the disadvantages of getting stuck in local minima, requiring gradient calculations, working on only continuous parameters, and being limited to optimizing a few parameters. Random-search methods don't require gradient calculations, but tend to be slow, and susceptible to getting stuck in local minima.
Electromagnetic-optimization problems often involve many parameters, and these parameters may be discrete. An example is optimizing the low sidelobes of a large array antenna, when the amplitude and phase have quantized values. Although there are not an infinite number of possibilities in the search space, the number of possibilities is so large that an exhaustive search is impractical. Two relatively new "global" optimization procedures that can handle a large number of discrete parameters are simulated annealing and genetic algorithms. Simulated annealing models the annealing (slow cooling) process of metals in a liquid state to metals in a solid state [l, 21, while genetic algorithms model evolution and genetic recombination in nature [3] . Both optimization techniques model natural processes and tend to be slow, but sure, at finding a good solution. Which technique is best? Davis' book gives case studies to compare the two techniques [4] . Both algorithms are easy to program, and quickly give gratifying results in a short period of time.
These algorithms appeal to our intuitive side, and they resist the mathematical rigor of traditional optimization methods. Some examples of using simulated annealing for optimizing electromagnetics problems appear in [SI and [6] . This author is hooked on genetic algorithms, because of my initial experience in using the algorithms. I started from scratch, and had a working geneticalgorithm antenna-array-optimization MTLAB p r o m written within one hour of reading a Scientific American article [3] .
Genetic algorithms are beginning to show some appeal in optimizing radiation patterns. Michielssen, et. al used a genetic algorithm to synthesize a multilayer radar-absorbing coating that maximizes absorption of an electromagnetic wave over a desired range of frequencies and incident angles [7] . The optimization parameters were absorber thickness, permittivity, and permeability. Genetic algorithms were also applied to the problem of thinning linear and planar arrays, to obtain the lowest maximum-relativesidelobe level, over a specified bandwidth and scan angle [SI. Genetic algorithms work well to design antennas, but are slow on serial computers, and are not well suited for real-time applications, such as adaptive nulling. This paper is a tutorial on how to apply genetic algorithms to optimize radiation patterns.
Step-by-step procedures are given, with associated MATLAB [9] , code to offer the reader an opportunity to try genetic algorithms. Some simple examples for optimizing array-antenna patterns, and backscattering patterns fiom strips, are presented. Finally, some practical hints and suggestions are given, in the final section.
. A genetic algorithm
This section begins with a quick overview of genetic algorithms, and then provides a step-by-step implementation. Much more detail on genetic algorithms is found in [lo]. In the following sections, specific electromagnetics examples are presented. Hopefblly, the reader can quickly use this information to implement a working genetic algorithm. MATLAB code resembles a pseudo-code, and should be understandable even to those not familiar with this software package.
Genes are the basic building blocks of genetic algorithms. A gene is a binary encoding of a parameter. A chromosome in a computer algorithm is an array of genes. Each chromosome has an associated cost function, assigning a relative merit to that chromosome. The algorithm begins with a large list of random chromosomes. Cost functions are evaluated for each chromosome. The chromosomes are ranked from the most-fit to the least-fit. according to their respective cost functions. Unacceptable chromosomes are discarded, leaving a superior species-subset of the original list. Genes that survive become parents, by swapping some of their genetic material to produce two new offspring. The parents reproduce enough to offset the discarded chromosomes. Thus, the total number of chromosomes remains constant &er each iteration. Mutations cause small random changes in a chromosome. Cost functions are evaluated for the offspring and the mutated chromosome, and the process is repeated. The algorithm stops after a set number of iterations, or when an acceptable solution is obtained. 
The implementation of genetic algorithms described here only works with the binary encoding of the parameters, and not the parameters themselves. Whenever the cost function is evaluated, the chromosome must first be decoded. An example of a bmaryencoded chromosome that has Npr parameters, each encoded with Npbil = 10 bits, is Substituting this binary representation into Equation (3) yields an array of quantized versions of the parameters. This chromosome has a total of Ngbil = Npbil x Npr bits. M e r devising a scheme to encode and decode the parameters, a list of random chromosomes is generated. Each chromosome has an associated cost, calculated from the cost function in Equation (2) . An example of an arbitrary list of Ndm = 8 random chromosomes, with their associated costs, appears in Table 1 . The next step in the algorithm ranks the chromosomes from best to worst. Assuming a low cost is good, the ranking is shown in Table 2 . Table 2 ). Another possibility is to require the cost to meet a specified level. As an example, if the cost must be less than 5.0, then chromosomes 1.2,3,6,7, and 8 are kept, while chromosomes 4 and 5 are discarded (column 5 in Table 2 ). For this example, we'll keep 50%.
The next step, after ranking and discarding the chromosomes, is to pair the remaining Ndlm / 2 chromosomes for mating. Any two chromosomes can mate. Some possible approaches are to pair the chromosomes from top to bottom of the list, pair them randomly, or pair them 1 with Ndlm i 2 , 2 with Ndm / 2 -1, etc.
Once paired, new offspring are formed from the pair-swapping genetic material. As an example, chromosome 6 is paired with 2, and 3 is paired with 1, from Table 2 . Now, a random crossover point is selected. The binary digits to the right of the crossover point are swapped to form the offspring. If this random crossover point is between bits 5 and 6, the new chromosomes are formed from At this point, random mutations alter a small percentage of the bits in the list of chromosomes, by changing a "1" to a "0" or visa versa. A bit is randomly selected for mutation fiom the Ndm x Nsbi, total number of bits in all the chromosomes. Increasing the number of mutations increases the algorithm's freedom to search outside the current region of parameter space. This freedom becomes more important as the algorithm begins to focus on a particular solution. Typically, on the order of 1% of the bits mutate per iteration. Mutations do not occur on the final iteration. M e r the mutations take place, the costs associated with the offspring and mutated chromosomes are calculated, and the process is repeated. The number of generations that evolve depends on whether an acceptable solution is reached, or a set number of iterations is exceeded. M e r a while, all of the chromosomes and associated costs become the same, except for those that are mutated. At this point, the algorithm should be stopped.
The MATLAB code that implements a very simple genetic algorithm appears in Figure 2 . M e r the first "for" statement, a hnction call must be inserted by the user, to calculate the cost of the chromosomes. Since the chromosomes are encoded in binary, the hnction must translate the binary chromosomes into continuous parameters, before calculating the cost of the chromosomes. The number of Chromosomes, number of bits per chromosome, and number of iterations are set at the beginning of the program. This M I Z A B routine is "bare-bones," and the reader is welcome to embellish and experiment with it. If you are unfamiliar with M Z A B , the code is generic enough to translate into another language.
Three optimization examples are given in the next three sections. The first example shows how to optimize a thinned conducting grid of strips, to obtain the lowest relative-sidelobe level in the backscattering radar-cross section (RCS). It is simple, because the parameters naturally have a binary representation. The next example shows how to optimize a nonuniformly spaced array for the lowest possible sidelobe level in the array factor. Continuous spacing parameters are encoded into a chromosome. The final and most complex example shows how to optimize the resistivity and size of loads placed on strips, to produce the lowest possible sidelobe level in the backscattering RCS. Both the resistivities and sizes of the loads must be encoded and optimized. This last two examples are also optimized with a quasi-Newton algorithm, for comparison. 
Optimizing RCS backscattering from thinned grids of strips
The first example finds the lowest-possible relative backscattering-sidelobe level from a grid of strips, by removing selected strips from a periodic grid with 2M perfectly conducting strips. We begin with a finite periodic array of perfectly conducting strips, as shown in Figure 3 . The strips are infinitely long in the z-
given by 4. Since the width and spacing of the strips are constants, the set of parameters indicates whether a strip is present in the grid or not. Figure 4 shows the correspondence between a chromosome and a grid. Only M bits need to be in a chromosome, because the grid is assumed to be symmetric about its center. A "1" indicates that a particular strip is there, and a "0" indicates that particular strip is gone. Thus, a fully populated grid has a chromosome with Nd,m = M 1 s. This example presents the simplest-possible encoding of a parameter: one bit. A similar approach has been used to find optimum-thinning configurations for linear-and planar-array antennas [8] .
Assume the incident plane wave has an electric field polarized in the z-direction, and has a magnetic field n o d i to one. The cost function is the maximum relativesidelobe level of Equation (5). This value is found by comparing an array containing 0(4), starting at 4 = 900. with an array containing o(+) sorted from the maximum value to the minimum value. The first place where the two arrays are not similar is assumed to be the highest relative-sidelobe level. This value is the cost that is to be minimized. Figure 6 shows the backscattering pattern of the optimized grid. Note that the peak RCS is also reduced, because 40% of the strips were rboved from the grid. answer seems pretty good. Running the algorithm several different times did not produce a better result. Increasing the number of mutations and number of chromosomes didn't improve the solution, either. As a result, I am confident this solution is good. Another possible check of the solution would be to optimize the problem using simulated annealing, and compare the results. Figure 7 charts the performance of the algorithm in terms of best cost and average cost versus iteration. The algorithm quickly found the optimum solution in the second iteration. Average cost of the 80 chromosomes generally decreases with each iteration. Sometimes the average cost increases, due to poor offspring and mutations.
Optimizing sidelobe levels of nonuniformly spaced arrays
A slightly more difficult example is to find the element spacings, of a nonuniformly spaced array, that yield the lowestpossible maximum-relative-sidelobe level. Figure 8 This optimization problem has Nel parameters that must be encoded into a chromosome.
The genetic algorithm optimized a 48-element array, with sinp element patterns and three-bit spacing accuracy [12] . Each chromosome has 3 bits/parameter x 24 parameters = 72 bits. An exhaustive search for this chromosome definition requires evaluating 2n possible combinations. The minimum spacing is assumed to be do = 2 / 4 . This parameter is physically limited by the size of the antenna elements and mutual coupling. The maximum spacing is S 2 4 . In this problem, A = 0.52 . Figure 9 shows the far-field pat- tern of a 48-element array, with sin g, element patterns and uniform spacings of R 1 2 . The first sidelobe is -13 dB below the peak of the main beam. Figure 10 shows The resulting far-field pattern has a maximum-relativesidelobe level of -27.2 dB. Increasing the number of bits representing the spacing resulted in a negligible improvement after optimization, so quantization noise doesn't seem to be limiting the solution in this case. A possible extension to this problem is to represent do in the chromosome as another three-bit parameter.
This same problem was optimized with a quasi-Newton algorithm, in the MTLAB Optimization Toolbox. The optimized far-field pattern appears in Figure 11 . Its maximum-relative-sidelobe level is -21.2 dB, or 6 dB higher than the genetic-algorithm result. The quasi-Newton algorithm out-performed genetic algorithms for arrays with 8 elements or less. As the number of parameters increases, the quasi-Newton method is more likely to get stuck in local minima. v,, = 0.16,0.31,0.78,1.41,1.88,3.13,4.53,4.22   w,, = 131,1.56,1.94,0.88,0.81,0.69,1.00,0.632 These values result in a maximum relative-backscattering-sidelobe level of -33.98 dB. Figure 14 shows the optimized-backscattering pattern.
The resistive loads were also optimized, using a quasiNewton method that updates the Hessian matrix, using the BFGS formula. A true gradient search was not used, because the derivative of Equation (8) is difficult to calculate. The quasi-Newton algorithm performed better than genetic algorithms for ten or less loads. Using the quasi-Newton method in the previous example resulted in a maximum-relative-sidelobe level of -36.86 dB. When 15 loads were optimized, genetic algorithms were clearly superior.
Lessons learned
The person programming genetic algorithms has many variables to control and trade-offs to consider. For instance:
Number of bits that represent a parameter. More bits give greater accuracy but slow convergence. Some guidance may be obtained from formulas developed to relate statistical errors to sidelobe levels or null depths. For instance, the rms sidelobe level of an array with quantized phase shifiers is given by [15]
where B is the number of bits in the phase shifter or in the chromo- know when your program is swapping data with the hard drive, because the iterations take a long, long time.
Generating the random list. The type of probability distribution and weighting of the parameters has a significant impact on the convergence time. I often use a normal distribution to generate the bits in the chromosomes. The center of an array will be more dense than the edges, for low sidelobes in the radiation pattern. Thus, the probability of an element or a strip being present goes down, moving from the center of the array to the edges. Using a priori information helps the algorithm converge faster. Natural selection. Several methods are available for deciding which chromosomes to discard. In the examples presented here, I discarded chromosomes that produced cost functions with costs that are less than -13 dB relative-sidelobe level. I figured I could get this sidelobe level With a uniform array of antenna elements or strips. At first, most chromosomes are discarded, so many new random chromosomes must be generated at each iteration. However, I found that the algorithm converged much faster when the survival requirement was set at -13 dB, instead ofjust discarding 50% of the chromosomes. This approach more than compensated for the time taken to generate the additional random chromosomes.
Pairing the chromosomes for mating. Chromosomes may be paired from the top to the bottom of the list, randomly, best-withworst, etc. I have tried many ways, and have found that pairing from the top to the bottom of the ranked list seemed to work best.
Number of mutations. Mutations guard against the algorithm getting stuck in a local minimum, but slow convergence. Generally, I mutate about 1% of the chromosomes each iteration. I usually cheat, by not letting the best chromosome in each iteration mutate. I've run several cases where the best chromosome mutated, and the algorithm either failed to find it again, or took a long time to find it again.
Algorithm convergence. Determining a stopping point for the algorithm is difficult. Eventually, the natural selection and mating processes will cause all of the chromosomes to be the same, except for the mutated chromosomes. I let the algorithm run for 20 to 50 iterations. Sometimes it converges to a good solution very quickly. Other times it takes a long time. You will find that the algorithm doesn't always converge on the same solution on separate runs. There is no guarantee that the "global" optimum will be found. If the algorithm is having problems converging then 1) increase the number of mutations, 2) increase the number of chromosomes, or 3) add some constraints that you know about from the physics of the problem. Trying another optimization algorithm may be a good idea too.
Conclusions
Genetic algorithms are very usehl for many electromagnetics-optimization problems. These algorithms tend to be slow (as in nature), but very powerful. They can optimize problems with many parameters, and don't require any gradient calculations. Another advantage is that they inherently optimize discrete parameters (unlike gradient-based algorithms that inherently optimize continuous parameters). Many practical problems have a large, but finite, number of possible parameter settings. Exhaustive and random searches are too time consuming for these problems. Gradientbased algorithms require the calculation of derivatives, and get stuck in local minima. Two of the examples presented were compared to results from a quasi-Newton algorithm. In general, the quasi-Newton algorithm out-performed genetic algorithms for a small number of parameters. Few local minima and no quantization noise favor the quasi-Newton algorithm. As the number of parameters increases, genetic algorithms are the best approach.
The examples presented here demonstrate how to optimize antenna-and backscattering-sidelobe levels, using a genetic algorithm. Only a small fraction of the total number of possible combinations are checked to arrive at the optimal solution. Sometimes, parameters are inherently discrete, as in the thinned-grid example, while at other times, continuous parameters am quantized, as in the two final examples. Quantization noise must be considered when optimizing continuous parameters.
Hopefully, enough information is provided in this article to allow the reader to start exploring optimization with genetic algorithms. Figures 1 and 2 Transactions. Congratulations (and sympathy), George! He will take office July 1. An announcement appears in this issue. Note that submissions should continue to be sent to Ron Marhefka, our current Editor, until after the week of June 18 (Symposium week). Thereafter, they should be sent to George.
Report on those meetings! There are several reports on meetings in this issue. Everyone can't go to every meeting. By sharing what happens at the meetings, we expand our ability to benefit from them. In several cases, the organizers of the meetings were kind enough to do what I asked, namely, to have the chairs of the sessions prepare a one-paragraph summary of the most notable results and discussion in each session. It was then easy to prepare a report for the Magazine, and the views of a number of the participants could be included. If you're organizing a meeting, please try to do this.
Onward to Newport Beach! Spring is almost here, Summer is coming, and people are beginning to think they might have a little time for which they can plan something to do, instead of just reacting to the crisis of the moment. Fear not: it's probably an illusion. However, do try to make some time for sharing and interacting with your colleagues. If you can go, Newport Beach really is going to be h n , in so many ways. Regardless, I hope you have the chance to share your work and your pleasure with others-and that we have an opportunity to see each other some time this year. ! @
