Let B m be the unit ball in the m-dimensional complex plane C m with the weighted measure
give the complete orthogonal direct sum decomposition
A n A n where A 0 and A 0 are the Bergman and anti-Bergman spaces, respectively. Using the Jacobi polynomials, they obtain an orthonormal basis for every subspace and discuss the boundedness, compactness, and S p -criteria for three kinds of Toeplitz and Hankel type operators. The full story is based on the orthogonal decomposition for L 2 D dµ α z . The same decomposition for L 2 D dµ α z is obtained by the wavelet transforms (see [3] ). The purpose of this article is to study the decomposition of L 2 B m dµ α z and give an orthonormal basis for each component via simplex polynomials on the simplex m . Since the S p -theory of Hankel and Toeplitz type operators has many applications in different areas, such as functional model, rational approximation, best approximation by analytic functions, stationary Gaussian processes, and others, many authors have exploited the properties of these kinds of operators (see [1, 4, [8] [9] [10] [11] [12] ). In this paper we will define the Hankel-and Toeplitz-type operators on the unit ball. Moreover, we can calculate the "matrix coefficient" for these kinds of operators under a given orthonormal basis. However, the estimates of S p norms become more complicated. Therefore, we shall study some special kinds of Hankeland Toeplitz-type operators and obtain some results for them.
Let B m be the unit ball in C m ; i.e.,
Let dµ α z = α + 1 α + 2 · · · α + m /π m 1 − z 2 α dm z be the weighted measure, where dm z is the Lebesgue measure and α > −1. L 2 B m dµ α z denotes the space of measurable functions f for which the norm is given by
Let Z + = 0 1 2 be the set of nonnegative integers. For
In the next section we will construct an orthonormal basis for every subspace A σ n ; i.e.,
Thus we obtain the following orthogonal decomposition: 
ORTHONORMAL BASIS
We first recall the definition of Jacobi polynomials,
where α β > −1. They are the orthogonal polynomials on the interval −1 1 with respect to the measure 1 − x α 1 + x β dx. The triangle polynomials defined on
By recursion, the k-variable analogues of the triangle polynomials can be defined as follows.
From [7] we know that R
x k of degree n 1 . The further details for the above polynomials can be found in [5, 6] . 
is the Kronecker symbol and In the following, for simplicity, we will investigate the properties of Hankel and Toeplitz type operators on
is just the triangle polynomial on the triangular region 2 in [7] (up to a constant). Then
In particular, when m = 1, the orthonormal basis in Theorem 1 coincides with that in [3, 10] .
HANKEL-TYPE OPERATORS
In order to discuss the properties of Hankel-type operators on L 2 B 2 , dµ α z , we need some integration formulas of Jacobi polynomials and the estimates for the -function. We now list them as the following two lemmas (see [10] ). Lemma 1. Let α β γ > −1 n ≥ m, and γ − β ∈ Z + ; then we have
Let f x g x be two positive functions defined on interval I. If there exist positive constants C 1 and C 2 , such that C 1 f x ≤ g x ≤ C 2 f x for any x ∈ I, then we say that f x and g x are comparable, and we write f x g x . From [10] we have Lemma 2.
(1) Let α > 0, x ≥ max 1 α . Then
Let H 1 and H 2 denote Hilbert spaces and T a compact linear operator mapping H 1 into H 2 . Then the singular numbers of T are defined by s n T = inf T − K rank K ≤ n . For 0 < p < +∞, let S p H 1 H 2 denote the Schatten-von Neumann ideal of the operators from H 1 to H 2 ; sometimes we adopt the shorter notation S p . We say that an operator T belongs to S p if the sequence of singular numbers s n T n≥0 belongs to l p . The operators of the class S 2 are called Hilbert-Schmidt and those of S 1 are called nuclear or trace class (see [8, 9] ). S ∞ is the set of all bounded operators. For further information on S p see [1, 4] . The concept of an analytic Besov space B p in the unit disk D is familiar to us (see [1, 4, 13] ). Now we give the definition of an analytic Besov space in B m . For 0 < p ≤ +∞ and −∞ < s < +∞, let l be a nonnegative integer with l > s. The Besov space of holomorphic functions is defined by 
The Hankel-type operators with the symbol b are defined as
We shall consider the following special Hankel-type operators:
(1) h
For simplicity, we write them as
Letting v ∈ Z + 2 , we define the shift operator T v by T v z u = z u+v . Thus
the generalized Hankel-type operator, where P 
Proof. In order to prove Theorem 2, we need to compute the matrix coefficient for the operator h
. Write e j 1 j 2 n k z for e α + + j 1 j 2 n k z . If q 1 = i 1 + j 1 , n ≥ l, and l + I ≥ n , then by applying Lemma 1 we have
If q 1 = i 1 + j 1 , or n < l, or l + I < n , then
By Lemma 2, we obtain
On the other hand, we can estimate the value of D I J . Let B p q be the Beta function, whose definition is given by
where p q are positive real numbers. From the definition of the Beta function, we can find that it is a monotone decreasing function; i.e., if p < p , q < q , then B p q > B p q . Since
we have
From Lemma 3.4 in [10] (see [10, p . 56]), we can see that the proof of Theorem 3 is complete. Theorem 4 can be proved by a similar discussion; here we omit it. We now begin to prove Theorem 4.
If q 1 = i 1 + j 1 , J + n + 1 ≥ n, and I + n + 1 ≥ n , then we have
=¯b I + J A n n B 1 J n n B 2 I n n C I J n n D I J where
and
Using Lemma 2 we can obtain
Similarly, D I J ≤ 1. Thus we complete the proof of Theorem 4.
TOEPLITZ-TYPE OPERATORS
For an analytic function b z in L 2 B 2 dµ α z , the Toeplitz-type operators are defined by Proof. Obviously, if q 1 = j 1 − i 1 , or n < n , or J − I < n − n , then we can calculate =¯b J − I A n n B 1 n n J B 2 n n I C n n J I D I J
