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Abstract: Objective: To explore multi-label classification methods for the identification of health state in traditional 
Chinese medicine. Methods: Multi-label classification methods LIFT, ML-kNN, RankSVM and single-label classification 
methods SVM and kNN are utilized to conduct machine learning and test in 1146 clinical data. Results: The order of all the 
methods with respect to average precision is LIFT[(84.90±1.28)%], ML-kNN[(68.95±2.61)%], RankSVM[(67.10±6.11)%], 
SVM[(65.47±1.33)%], kNN[(34.08±2.28)%] among which LIFT has the best performance while kNN is the worst; LIFT and 
Rank SVM perform better than SVM, and ML-kNN is superior to kNN. Conclusion: The performance of multi-label classification 
methods is better than that of single-label classification methods. It proves that multi-label classification methods are helpful 
to solve the identification problem of health state in traditional Chinese medicine. In addition, LIFT algorithm has the best 
performance among several multi-tag classification algorithms.
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属性的多标记学习（multi-label learning with label-
specific features，LIFT）、多标记K最近邻（multi-
label learning k nearest neighbor，ML-kNN）、排序支
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表4 几种分类算法的实验结果（x-±s）
评价指标 LIFT RankSVM ML-kNN SVM kNN
汉明损失 0.047±0.002 0.074±0.013 0.078±0.004 0.050±0.004 0.093±0.008
排序损失 0.031±0.004 0.117±0.018 0.073±0.007 0.288±0.011 0.695±0.029
覆盖率 6.646±0.747 14.227±1.814 9.842±0.715 20.124±1.341 30.455±1.287






















































四肢凉 身痛 背痛 口臭 舌边红 …… 湿 热 暑 气滞 寒 气虚 ……
0 0 0 0 0 0 0 0 1 0 0
1 0 1 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 1
0 0 0 1 0 0 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0













4 . 2  结 果 2  表 4 中显 示 的 是 5 种 分 类 算 法
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