In this paper, a geometric condition on domains will be given which guarantees the boundary differentiability of solutions of elliptic equations, that is, the solutions are differentiable at any boundary point. We will show that this geometric condition is optimal.
Introduction
In this paper, we will study the boundary differentiability of solutions of the following equations:
∂x i ∂x j = f (x) in Ω; u = 0 on ∂Ω, where Ω ⊂ R n (n > 1) is a bounded domain; the matrix (a ij (x)) n×n ∈ C(Ω)
is symmetric and satisfies the uniformly elliptic condition with some constant 0 < λ ≤ 1, i.e., for any x ∈ Ω, λI n ≤ (a ij (x)) n×n ≤ 1 λ I n in the sense of nonnegative definiteness and f ∈ C(Ω). For convenience, solutions in this paper will always indicate viscosity solutions.
It is well known that the geometric properties of domains have significant influence on the boundary regularity of solutions. There are many remarkable results in this respect. First, Dirichlet problem asked what conditions on domains guarantee that the solutions of Laplace's equations are continuous at boundary. This problem was completely solved by Wiener [14] in 1924 where the conception "Wiener Criterion" was introduced to describe such sufficient and necessary geometric properties of domains' boundaries. Besides, if Ω satisfies a uniform exterior cone condition, the solutions of (1.1) are Hölder continuous at the boundary (see Corollary 9.29 [2] ). Also, Trudinger obtained the Lipschitz continuity at the boundary under the hypothesis that Ω satisfies a uniform exterior sphere condition (see [12] and [13] ).
With regarding to the differentiability at boundary, Krylov got the C 1,α boundary regularity when ∂Ω belongs to C 1,α (see [4] and [5] ). Lieberman in [8] gave a more general result (Theorem 5.5) which contains above results in [5] . Furthermore, some results concerning Dini continuity can be found in [1] , [3] , [9] and [11] .
Almost all the previous results state that if the data are sufficiently smooth, then the solutions are C 1,α or C 1,Dini . Li and Wang in [6] removed the smoothness assumptions on the boundary and obtained that the solu-tions of (1.1) are differentiable at boundary when Ω is convex. Later, the same authors got the boundary differentiability concerning the inhomogeneous boundary data condition (see [7] ). It is natural to ask whether convexity is the optimal geometric condition to guarantee the boundary differentiability. Actually, it is not and we will show that the boundary differentiability of solutions holds for a more general class of domains, which we call γ−convex domains. From Counterexample 4.1 and 4.3 in [6] and Theorem 1.11 in [10] , we see that our result is optimal , i.e., the condition on the domain can not be weakened(cf. Remark 1.4).
First, we define the concept γ−convexity.
Definition 1.1 (γ-convexity). Suppose that Ω ⊂ R
n is a domain with continuous boundary. We call it γ−convex if the following holds:
There exist a constant R 0 (> 0) and a function γ : R + → R + , which is nondecreasing and satisfies Hence, results in [6] and [7] are special cases of our results.
(ii) From (1.2), we see that γ(r) r → 0 as r → 0. It follows that γ(|x|) (as a function in R n ) is differentiable at 0 with γ ′ (0) = 0. These properties will be used later.
(iii) If x 0 = 0 and η = (0, 0, ..., 0, 1), then
x n ≥ −γ(|x|), ∀ x ∈Ω ∩ B R 0 .
It follows that there exists r 0 > 0 (depending only on γ) such that
Therefore,
This means that there exists a differentiable hypersurface who touches ∂Ω at 0 by below locally. This is the geometric explanation of γ−convexity.
Now we state our main result:
Suppose that Ω is γ−convex and u is the solution of (1.1).
Then u is differentiable at any boundary point. That is, for any x 0 ∈ ∂Ω, there exists a vector a such that u(x) = u(x 0 )+a·(x−x 0 )+o(|x−x 0 |), ∀x ∈Ω.
Remark 1.4. Theorem 1.3 is optimal in the following two senses:
(1) γ−convexity can only guarantee the boundary differentiability and no more regularity can be expected. Li and Wang gave two counterexamples in [6] to show that the gradients of the solutions are not continuous.
(2) It is worth noting that to guarantee the boundary differentiability, the γ−convexity condition can not be weakened. Actually, Safonov proved the following result (see Theorem 1.11 [10] ):
If there exist a unit vector η ∈ R n and a function γ : R + → R + , which is nondecreasing and satisfies
Taking f ≡ 1 in (1.1), then the classical solution u of (1.1) satisfies the hypothesis above. Hence, u can not be differentiable at x 0 . Therefore, we see that the γ−convexity condition, thus (1.2) can not be released. From this point of view, our result is optimal.
This paper is organized as follows: The geometric properties of γ−convex domains will be studied in Section 2 where the main property is that blowing up at any boundary point of a γ−convex domain, we will obtain a cone. This is the same as convex domains. In Section 3, we will prove Theorem 1.3 by an iteration method, where the Harnack inequality and Aleksandrov-BakelmanPucci maximum principle are the main tools. We use the following notations in this paper, many of which are standard. Notation 1.5. 1. For any x ∈ R n , we may write x = (x ′ , x n ), where
: the standard basis of R n .
R
6.Ā : the closure of A, ∀ A ⊂ R n .
7. dist(A, B) := inf{|x − y||x ∈ A, y ∈ B}.
8. B(x 0 , r) := {x ∈ R n | |x − x 0 | < r} and B r := B(0, r).
10. a + := max{0, a} and a − := − min{0, a}.
12. Q r := Q[r, r].
14. Ω r := Ω[r, r].
Geometric properties of γ−convex domains
In this section, we study the blow-up sets at boundary points of γ−convex domains. It is well known that for a convex domain, the blow-up set at any boundary point is a cone. For a γ−convex domain, we will show the same conclusion.
Definition 2.1. Let Ω ⊂ R n be a domain and x 0 ∈ ∂Ω. The blow-up set at x 0 is defined by
Definition 2.2. We call C ⊂ R n a cone if it satisfies:
The following lemma gives the relation between the boundary points of the blow-up set and that of the γ−convex domain.
Lemma 2.3. Suppose that Ω is γ−convex and x 0 ∈ ∂Ω. Then for anỹ x 0 ∈ ∂C x 0 there exist a sequence {t m } monotone decreasing to 0, a sequence {z m } ⊂ ∂Ω, a unit vector sequence {η m } ⊂ R n and a unit vector ξ with η m → ξ in R n such that:
where γ and R 0 are the function and the constant in Definition 1.1.
Proof.1. Without loss of generality, we assume that x 0 = 0.
2. Supposex 0 ∈ C 0 . Sincex 0 ∈ ∂C 0 , there existsỹ ∈ C 0 such that |x 0 −ỹ| < 1. By Definition 2.1, there exists a sequence {t m } ∞ m=1 monotone decreasing to 0 such that t mx0 ∈ Ω c and there exists tỹ > 0 such that tỹ ∈ Ω, ∀ 0 < t < tỹ. Without loss of generality, we assume that t 1 < tỹ.
Thus, t mỹ ∈ Ω for any m ≥ 1. Then, for any m ≥ 1, there exists z m ∈ ∂Ω which lies in the line segment from t mx0 to t mỹ . Hence,
That is, (i) holds.
For any m ≥ 1, since Ω is γ−convex, there exists a unit vector η m ∈ R n such that
That is, (ii) holds.
Since {η m } is bounded in R n , there exists a subsequence of {η m }, which we also denote by {η m }, and a unit vector ξ ∈ R n such that
By Definition 2.1, for anyx ∈ C 0 , there exists tx > 0 such that tx ∈ Ω, ∀ 0 < t < tx. Without loss of generality, we assume that t 1 < tx. Thus, t mx ∈ Ω for any m ≥ 1. Hence,
for m large enough.
Then, we have that
where
. Hence,
Let m → ∞, combining with Remark 1.2(ii), we obtain that
That is, (iv) holds.
3. Supposex 0 ∈ C 0 . Then there existsỹ ∈ C 0 such that |x 0 −ỹ| < 1.
Interchangingx 0 andỹ in step 2, we can obtain {t m }, {z m }, ξ and {η m } such that (i), (ii) and (iii) hold similarly.
The following theorem is the main result of this section which is a direct consequence of Lemma 2.3.
Proof. Without loss of generality, we assume that x 0 = 0. Let γ and R 0 be the function and constant in Definition 1.1. By Definition 2.1, it is easy to see that
Therefore, to show that C 0 is a cone, we only need to prove the convexity of C 0 , which is equivalent to
Let ξ be given by Lemma 2.3. By Lemma 2.3(iii), (2.1) holds clearly.
Definition 2.5. Let Ω be γ−convex. For any x 0 ∈ ∂Ω, ifC x 0 ∩(−C x 0 ) = R n−1 , we call it a corner point. Otherwise, we call it a flat point.
Before the end of this section, we prove the following two lemmas which
give the geometric properties of the boundary with respect to corner points and flat points. These properties will be used to prove the boundary differentiability in the next section.
Lemma 2.6. Let x 0 ∈ ∂Ω be a corner point and η be the unit vector given in Definition 1.1. Then
Proof. 1. Without loss of generality, we assume that x 0 = 0 and η = (0, 0, ..., 0, 1). Thus C 0 R n + . Let γ and R 0 be the function and constant in Definition 1.1. Instead of proving (2.2), we only need to prove the following:
2. Now, we choose the vector y we need. Since C 0 R n + , there exists x 0 ∈ ∂C 0 withx 0n > 0 (we writex 0 = (x 01 ,x 02 , ...,x 0n )). Let {t m }, {z m }, η m and ξ be given by Lemma 2.3 (with x 0 = 0). Let
where λ 1 > 0 is chosen such that |ξ 1 | = 1. From 0 ∈ C 0 and Lemma 2.3(iii),
we have ξ ·x 0 = 0. Thus, combining withx 0n > 0 and |ξ| = 1, we have ξ n < 1. Hence, ξ n < ξ 1 n < 1. Then, it is easy to see that ξ 1 ·x 0 > 0. Without loss of generality, we may assume that ξ 1 ·x 0 > 2 (otherwise, we may consider
). Combining with Lemma 2.3(i), we have that
3. Suppose (2.3) not hold. That is, there exists a sequence {t m } monotone decreasing to 0 such thatt m y ∈ Ω. From (2.4) and (2.5), we have that
Hence,
On the other hand, since |z m | → 0, we may assume that the n th exponent of
Finally,
Divide by |t m y − z m | in above equation and let m → ∞. Consequently, from Lemma 2.3(ii) and (iii), the left side ≥ 0 but the right side < 0. We obtain a contradiction. Thus, (2.3) holds.
Lemma 2.7. If x 0 ∈ ∂Ω is a flat point, then ∂Ω is differentiable at x 0 .
Proof. 1. Without loss of generality, we assume that
and {x|x ′ = 0, 0 < x n ≤ 1} ⊂ Ω where η is the unit vector in Definition 1.1.
Hence, C 0 ≡ R n + . Let γ and R 0 be the function and constant in Definition 1.1.
2. Since (0, ..., 0, 1) ∈ Ω, there existsR > 0 such that
Since γ(r) r → 0 as r → 0, there exists R > 0 such that
are the standard basis in R n−1 . Let
3. Suppose that ∂Ω is not differentiable at 0. That is,
We may assume that ǫ 0 < 1 and that there existR < R 0 4
and y ∈ ∂Ω such that y n = ǫ 0R and |y ′ | =R. By a translation on the coordinate system, we assume that y = (0, 0, ..., 0, ǫ 0R ). From step 2, we have that
Since y ∈ ∂Ω, there exists a unit vectorη = (η 1 ,η 2 , ...,η n ) such that
Combining with y i + ∈ Ω ∩ B(y, R 0 ), we have that
Hence,η
Similarly, since y i − ∈ Ω ∩ B(y, R 0 ), we have that
Since x 1 ∈ Ω ∩ B(y, R 0 ), we have that
Since x 2 ∈ Ω ∩ B(y, R 0 ), we have that
Hence, we obtain a contradiction with |η| = 1. Therefore, ∂Ω is differentiable at 0.
Differentiability at the boundary
In this section we will prove Theorem 1.3. Our proof will be divided into two parts according to the two kinds of boundary points: corner points and flat points (cf. Definition 2.5). In order to prove the theorem concisely, we make the following normalizations without loss of generality.
Normalization 3.1.
(1) We assume that 0 ∈ ∂Ω and we only prove that u is differentiable at 0.
(2) By the linearity of the equation, we assume that u, f ≥ 0 in Ω and
(3) We assume that η = (0, ..., 0, 1) and R 0 = 2 in Definition 1.1.
(4) We may write γ(r) = rσ(r) and assume that
where C depending only on n and λ is small enough (in fact, we may
). We assume that r 1 = 1. Hence, we have that
(6) By (1.4) in Remark 1.2, we assume that
Combining with (5), we have that
In the following lemma, we construct two barrier functions which will be used later repeatedly.
and γ(2Mδ) < δ. Then there exist two twice differentiable functions Ψ M δ,δ and
and
respectively.
Proof. Choose ǫ > 0 small enough such that
Define Ψ M δ,δ and Ψ M δ,δ as follows:
.
Since the proofs of (3.2) and (3.3) are similar, we only prove (3.2) . By the definition of Ψ M δ,δ , (3.2(1)) and (3.2(4)) hold clearly.
From (3.1), we have that
Hence, (3.2(2)) holds.
If |x ′ | = Mδ, there exists an index i such that
) and (3.5), we have that
That is, (3.2(3)) holds.
Finally, from (3.4), we have that
That is, (3.2(5)) holds.
Differentiability at corner points
In this subsection, we prove Theorem 1.3 with respect to corner points.
By Lemma 2.6, there exist h 0 > 0 and r 0 > 0 such that
Without loss of generality, we assume that h 0 = 1. Then combining with Normalization 3.1, Theorem 1.3 is a direct consequence of the following:
Theorem 3.3. There exist positive constants C, α and Λ depending only on n, λ, r 0 and σ such that
for any x ∈ Ω r and r ≤ 1 Λ
In this subsection, unless otherwise stated, C,C, C 1 , C 2 , etc., denote constants depending only on n, λ, r 0 and σ. Now, we use an iteration method to prove Theorem 3.3 where the AleksandrovBakelman-Pucci maximum principle and the Harnack inequality are the main tools.
Lemma 3.4 (Key iteration).
There exist positive constants δ(< 1), µ(< 1), M, A 1 and A 2 depending only on n, λ and r 0 such that if
for some nonnegative constants K and B, then
Proof. 1. Claim: There exist positive constants M, δ 1 and C 1 depending only on n and λ such that
In fact, we separate ∂Ω[ On the first part, since Ψ ≥ 1, we have v ≤ 0. On the second part, since Ψ ≥ 0, u = 0 and x n ≥ −γ(1), we have v ≤ Kγ(1). Thus, we have proved the claim. Then it is easy to verify that
According to the Aleksandrov-Bakelman-Pucci maximum principle [2] , we have that
From (3.2(4)) and the definition of v, we have that
where d is a constant depending only on n and λ and is determined by the following way. Since Ω is γ−convex, Ω satisfies the uniform exterior cone condition. Therefore, u is Hölder continuous onΩ. Then by Corollary 9.28
in [2] , we have that
for any x ∈ Γ 0 and y ∈Γ 0 ∩ ∂Ω, whereC and µ 0 are positive constants depending only on n and λ. Let d be small enough such thatC(
Then combining with (3.9), we have that
First, we assume that Γ 1 = ∅. Thus, Γ 0 ∩ Γ 1 = ∅ and thereby
Since v ≥ 0 in Ω δ 1 , we apply the Harnack inequality to v on Γ 1 and have
Clearly, if Γ 1 = ∅, we also have inf Γ v(x) ≥ a.
LetΨ =Ψ M 1 δ,δ and w = aΨ − v. We claim that
In , we have
Thus, we have proved the claim. Then it is easy to verify that
According to the Aleksandrov-Bakelman-Pucci maximum principle, we have that
From (3.3 (4)) and the definition of v, we have that
, and A 2 = 2M + 1. Then (3.8) holds.
Lemma 3.5. For m = 0, 1, 2, ..., let
where K 0 = 0 and B 0 = 1. Then Proof. Since Ω is γ−convex, we have that for any x 0 ∈ ∂Ω, there exists a unit vector η ∈ R n such that
Letη = η, we have that
HenceΩ is γ−convex with the functionγ and the constantR.
2. We use induction method to prove the lemma. From Lemma 3.4 and 0 ≤ u ≤ 1 we see that (3.11) holds for m = 0. Suppose that (3.11) holds for From the induction assumptions and the definition ofũ, we have that
Then, by Lemma 3.4, we have that
By variables changing, combining withγ(1) =
, we have that (3.11) hold for m = l + 1.
Before proving Theorem 3.3, we first give the following two important facts which will be used both in the proof of corner points and in the proof of flat points:
Since f ∈ C(Ω), we obtain that
Proof of Theorem 3.3. Let {B m } ∞ m=0 and {K m } ∞ m=0 be defined as in Lemma 3.5. For simplicity, we denote ||f || L n (Ωr) by f r and σ(r) by σ r . For m = 2, 3, ..., we have that
From (3.12), it is easy to verify that
Thus, by a simple calculation, we see that
Then from Lemma 3.5, we have that
we have that
Differentiability at flat points
In this subsection, we prove Theorem 1.3 with respect to flat points. We denote ∂Ω nearby 0 by
where ν : R n−1 → R. From Lemma 2.7, we know that ν is differentiable.
Combining with η = (0, ..., 0, 1), we have that ∇ν(0) = 0. Hence, 
where C is the same constant in (5).
Under above assumptions, we observe that [6] imply that there should be no convergence rate, otherwise the gradient of u will be continuous.
Lemma 3.8 (Key iteration).
There exist positive constants δ(< 1), µ(< 1), M, A 1 and A 2 depending only on n and λ such that if
for some nonnegative constants b, B, k and K, then there exist nonnegative constants k and K such that
where either
Remark 3.9. From the geometric point of view, (3.14) means that the graph of u lies between two hyperplanes, and (3.16) and (3.17
, which means that the two hyperplanes approach to each other as the scale decreases.
In fact, we separate ∂Ω[
On the first part, since Ψ ≥ 1, we have v ≤ 0. On the second part, since Ψ ≥ 0, u = 0 and x n ≥ −γ(1), we have v ≤ Kγ(1). Thus, we have proved the claim. Then it is easy to verify that
According to the Aleksandrov-Bakelman-Pucci maximum principle [2] , there exists a positive constant C 1 depending only on n and λ such that
From (3.2 (4)) and the definition of v, we have that
Therefore, we have proved the right side of (3.18).
On the other hand, let w(
In fact, we separate ∂Ω[ On the first part, since Ψ ≥ 1, we have w ≤ 0. On the second part, since Ψ ≥ 0, u = 0 and x n ≤ D(1), we have w ≤ kD(1). Thus, we have proved the claim. Then it is easy to verify that (recall
Similarly, from (3.2 (4)) and the definition of w, we have that
Hence, the left side of (3.18) holds. Therefore, we have proved Claim 1.
Let
. In the following, we will prove the lemma according to
(K + k)δ, corresponding to which (3.16) and (3.17) hold respectively.
Since v ≥ 0 in Ω δ 1 , by the Harnack inequality [2] , we have that
where C 2 (> 3+C 1 ) is a constant depending only on n, λ, δ 1 and δ. Therefore,
In 
Since γ(2M 1 δ) < δ , C 2 > 1 and |x n | ≤ D(1) < δ, we have that
Then combining with (3.18) and u ≥ 0 we obtain that (3.15) and (3.16) hold.
The proof is similar to Case 1. Let
Since v ≥ 0 in Ω δ 1 , by the Harnack inequality, we have that
LetΨ =Ψ M 1 δ,δ and w = aΨ − v. We claim that we have that
Combining with (3.18), (3.19) and u ≥ 0, we have that (3.15) and (3.17)
hold.
As the proof of Lemma 3.5, by 0 ≤ u ≤ 1 and Lemma 3.8, we have 
and either
be defined as in Lemma 3.10. For simplicity, we denote ||f || L n (Ωr) by f r , D(r)
by D r and σ(r) by σ r . We prove the theorem by the following several claims.
Proof. By induction, we have that
, we have that
From (3.12), it is to see that 
(for an integer m large enough), we have that
Then {b m } is bounded since 0 < δ < 1. Since
and {b m } is bounded, we conclude that
Therefore, it follows that
Proof. From K m ≥ k m and (3.20), we have that 
. It follows that
For D δ i and σ δ i , we have the similar result. Hence, 
LetC m = max{ − a|. From (3.27) and (3.28), it follows that |u(x) − ax n | ≤ C m δ m .
