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Abstract
We propose a novel deep learning approach to efficiently perform Bayesian
inference in partial differential equation (PDE) and integral equation models
over potentially high-dimensional parameter spaces. The contributions of this
paper are two-fold; the first is the introduction of a neural network algorithm for
approximating the solutions of Fredholm and Volterra integral equations of the
first and second kind. The second is the description of a deep surrogate model
which allows for efficient sampling from a Bayesian posterior distribution in
which the likelihood depends on the solutions of PDEs or integral equations. For
the latter, our method relies on the approximation of parametric solutions by
neural networks. This deep learning approach allows for parametric solutions to
be approximated accurately in significantly higher dimensions than is possible
using classical techniques. These solutions are very cheap to evaluate, making
Bayesian inference over large parameter spaces tractable for these models using
Markov chain Monte Carlo. We demonstrate this method using two real-world
examples; these include Bayesian inference in the PDE and integral equation
case for an example from electrochemistry, and Bayesian inference of a function-
valued heat-transfer parameter with applications in aviation.
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1 Introduction
Deep learning methodologies have seen significant development in the past few
decades. The advent of efficient optimisation algorithms has led to state-of-the-
art results in many high-dimensional tasks, particularly in settings where there is
an abundance of data. Recently there has been much focus on the use of deep
learning to address mathematical challenges involving differential equations. In the
short time of just a few years, this has led to much progress, both in algorithmic
ingenuity and theoretical understanding of neural network methodology applied to
mathematical problems. For example we now have proof that deep neural networks
can overcome the curse of dimensionality in the approximation of the solutions of
certain classes of PDE [5, 11, 16], and efficient algorithms capable of achieving these
approximations have been identified [12, 23, 8, 29]. These methods have already
found applications in a range of areas such as fluid dynamics [24] and financial
mathematics [34, 4].
Exploration of how these methods can further benefit researchers is well under-
way. Some developments include methods tackling optimal control problems by
exploiting relationships with the Hamilton-Jacobi-Bellman equation [21, 15], and
PDE based regularisation in regression tasks for which the governing laws are par-
tially known [20]. In forward uncertainty quantification surrogate models have been
proposed to solve PDEs with random coefficients [19], and probabilistic generative
surrogate models to capture response uncertainty [35].
This work leverages recent algorithmic developments and extends them into new
areas with two contributions:
• The development of a deep learning approach to solving integral equations,
• The design of a fast and accurate deep learning based surrogate methodology
for Bayesian inversion in PDEs and integral equations.
PDEs are widely used to describe many physical processes with applications in areas
such as fluids dynamics, atmospheric science, and quantum mechanics. Methods for
solving these have received a lot of attention from the deep learning community.
Integral equations are less well investigated, despite also having widespread appli-
cations in areas such as radiative transfer, viscoelasticity, and electrochemistry. We
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will briefly review the physics-informed neural network [25] and the deep Galerkin
method [29] of solving PDEs, before addressing integral equation problems by de-
scribing a deep learning algorithm to approximate the solutions of Fredholm and
Volterra integral equations of the first and second kind [22].
Using these neural network based solvers for PDEs and integral equations we derive
an efficient and accurate approach to Bayesian inverse problems [31]. This is based
on a deep neural network surrogate model which is trained to approximately solve
the PDE or integral equation over parameter space Θ ⊂ Rp as well as input space
Ω ⊂ Rd. The neural network approximation is then used as a surrogate model, which
can then be coupled with a Markov chain Monte Carlo scheme in order to efficiently
sample from an approximation of the posterior distribution of the parameters. By
using neural networks the approximation of solutions spanning Ω × Θ ⊂ Rd+p are
tractable when d+p is large [29, 12]. This is in contrast to traditional discretisation
schemes, which would require O(Nd+p) parameters, making them too expensive to
execute for surrogate modelling of high dimensional PDEs or problems where there
are many parameters.
For our forward model, we will first consider the situation where we have a given
PDE
N (u(x|θ),x|θN ) = h(x|θh) x ∈ Ω, θ ∈ Θ (1)
with initial and boundary conditions defined by
u(x|θ) = b(x|θb) x ∈ ∂Ω, θ ∈ Θ. (2)
Here θ = (θN ,θh,θb) ∈ Θ is a parameter vector. We assume that N is a known
(possibly non-linear) differential operator parameterised by θN , and h, b are known
functions parameterised by θh and θb. The parametric forward problem is to ap-
proximate the solution u(x|θ) : Ω × Θ → R which satisfies this. If θ is fixed we
write the solution as uθ(x) : Ω → R. In the inverse problem our goal is to infer θ
given some data samples (xˆi, zˆi)i=1:M . This data consists of input data xˆi ∈ Rd and
measured responses zˆi ∈ R corresponding to those inputs. This is a PDE inverse
problem for scalar parameters.
In the integral equation case we will consider non-homogeneous equations of the
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first kind
0 = v(x|θv) +
∫ b(x)
a
k(x, y|θk)u(y|θ)dy, x ∈ [a, b∗], θ ∈ Θ (3)
and the second kind
u(x|θ) = v(x|θv) +
∫ b(x)
a
k(x, y|θk)u(y|θ)dy, x ∈ [a, b∗], θ ∈ Θ. (4)
Here θ = (θv,θk) ∈ Θ is a parameter vector, and we assume v(x|θv) is a given func-
tion parameterised by θv, and k(x, y|θk) is a kernel function parameterised by θk.
We will describe a deep learning algorithm that can be applied to approximate the
fixed parameter solution uθ(x), and the parametric solution u(x|θ) to these equa-
tions. Our approach will cover both Fredholm equations (b(x) = b∗), and Volterra
equations (b(x) = x). Similarly to the PDE setting, the corresponding inverse prob-
lem is to identify the unknown parameters θ = (θv,θk) ∈ Θ, given data samples of
input-output pairs (xˆi, zˆi)i=1:M .
In both the PDE and integral equation cases, we model the data using the solu-
tion of the equation with an additional error term
zi = u(xi|θ) + i. (5)
This is similar to the common scenario in parametric statistics
zi = f(xi|θ) + i. (6)
In statistical applications f(xi|θ) is typically a carefully constructed parametric
function, designed using specialist knowledge to take input variables xi and pro-
duce outputs zi which model the mean behaviour of the system. In our case this
function uses laws imposed by a PDE or integral equation to govern its behaviour.
The last term is a random variable which accounts for divergences of the data from
the mean. A standard choice for this, which we will adopt, is to assume unbiased
i.i.d Gaussian deviations of the form i = N(0, σ
2). The objective is then to infer
the unknown parameters {θ, σ2} such that the model fits the data.
This paper is organised as follows: In Section 2 of this paper we review some
current deep learning schemes used to solve PDEs and estimate parameters, and
then describe a new method based upon these which can be used to solve integral
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equations. In Section 3 we outline the deep surrogate method; this is based upon
using neural networks to accurately approximate the parametric solution to PDEs
and integral equations. These surrogates are analytic, and allow for efficient ap-
proximate evaluations of the solution for different model parameters without need
of further numerical solves; this makes a host of techniques from parametric statis-
tics accessible. We focus on describing how we can perform Bayesian inference, by
applying an MCMC scheme which uses surrogate evaluations to significantly reduce
the computational cost per iteration. In Section 4 we give some examples with real
applications, demonstrating accelerated Bayesian inference using the deep surrogate
method. These examples cover PDE problems and integral equation problems, as
well as the inference of scalar and function-valued parameters.
2 Solving PDEs and integral equations
2.1 Summary for PDEs
We will first consider the PDE model defined by (1, 2). Recent works in deep learning
for PDEs [25, 29] have uncovered a simple method designed to solve such equations
where Ω is a closed domain. This leverages the fact that for a fixed θ ∈ Θ the
following is non-negative, and zero only when uθ(x) is a solution
||N (uθ(x),x|θN )− h(x|θh)||2L2(Ω) + ||uθ(x)− b(x|θb)||2L2(∂Ω). (7)
Taking inspiration from (7), the method uses a neural network to approximate the
solution of the PDE. Denoting the neural network approximation as uˆθ(x), the
algorithm works by using some variant of the gradient descent scheme to update the
neural network parameters such that they minimise the loss function
ν1
N
N∑
n=1
(N (uˆθ(xn),xn|θN )− h(xn|θh))2 + ν2
J
J∑
j=1
(uˆθ(y
j)− b(yj |θb))2. (8)
Here xn ∈ Ω, yj ∈ ∂Ω are collocation points over which the evaluations for the gra-
dient descent take place. The coefficients ν1, ν2 are weighting parameters which can
be adjusted to reflect the relative importance of the terms. The descent algorithm
depends on gradients, which are computed via back-propagation using automatic
differentiation. This is applied to compute both the descent direction of the net-
work parameters, and to apply the differential operator N to the neural network at
the collocation points. Such computations can be routinely implemented using an
5
automatic differentiation package in software such as TensorFlow [1].
If the collocation points are fixed throughout training we arrive at the physics-
informed neural network method in [25]. This method is based on a fixed mesh
which requires a sufficiently fine resolution in order to yield accurate results, since
the neural network must interpolate the solution between training points. In higher-
dimensional spaces, this becomes prohibitively expensive since the number of col-
location points required to saturate a unit domain grows exponentially with the
dimension of the problem.
In contrast, if the collocation points are randomly sampled before each gradient
descent iteration the minimisation of (7) results in the deep Galerkin method de-
scribed in [29]. This mesh free approach has proven efficient at accurately approxi-
mating high-dimensional solutions since it allows for substantially fewer collocation
points to be used at each iteration, instead relying on mini-batch stochastic gradient
descent by sequentially changing the collocation points in order to adequately cover
the domain. An outline of this algorithm is:
1. Initialise a neural network approximation of the solution, uˆθ(x) : Rd → R
2. Randomly sample (xn)n=1:N ∈ Ω, (yj)j=1:J ∈ ∂Ω
3. Using these sampled points, update neural network parameters by taking 1
gradient descent step to reduce loss function (8)
4. Repeat 2-3 until loss function (8) converges
An early approach to inverse problems using deep learning was proposed in [26].
Here the author suggests assimilating data by augmenting the loss function (8) with
an additional term conceived to reduce the distance of the learned solution to the
data. In this case the augmented loss function is
ν1
N
N∑
n=1
(N (uˆθ(xn),xn|θA)− h(xn|θh))2
+
ν2
J
J∑
j=1
(uˆθ(y
j)− b(yj |θb))2 + ν3
M
M∑
i=1
(uˆθ(xˆi)− zˆi)2. (9)
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This loss function is then minimised with respect to both the parameters of the
neural network, and the model parameters θ simultaneously. The addition of the
final term encourages the optimiser to achieve model parameters which reduce the
distance of the learned solution from the data.
This method has been shown to work well with large amounts of simulated data
as there is no model error in this case. However there are significant downsides to
this approach in a real world setting. Firstly in applications the PDE typically will
not be a perfect representation of the data generating process. Thus by minimising
(9) we train the network to strike the optimal balance between approximating the
solution to the PDE, and interpolating the data. By setting ν3 to be small we can
be confident of a good approximation to the PDE upon convergence. However in
practice the data can have little influence on the descent algorithm in this case,
leading to convergence to an accurate approximation of the solution, and model
parameters which allow for fast convergence but don’t necessarily reflect the data.
Alternatively if ν3 is large this function will typically not be a good approximation
of the solution, as the first two terms will not be reduced sufficiently. In this case
the first two terms act more as a physics-informed regulariser in a regression task
as in [20]; this technique could help in making more robust predictions where some
physical laws are known, however parameters estimated this way will be unreliable
due to the deviation of the learned solution from the PDE.
2.2 Extension to integral equations
As an extension to the current literature we show how to leverage ideas from the
last section in order to solve integral equations. Motivated by (3,4), we begin by
defining the function
w(x, y|θk) =
∫ y
a
k(x, γ|θk)uθ(γ)dγ. (10)
Using this (4) can be re-written
uθ(x) = v(x|θv) + w(x, b(x)|θk). (11)
We will solve (11) by approximating the solution uθ(x) by a neural network and min-
imising the residual in a similar fashion to the PDE case. Here there is an added
complication which arises as w(x, b(x)|θk) is an integral involving the unknown so-
lution uθ(x). We overcome this by introducing a second integrator network denoted
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wˆθ(x, y), which is trained to evaluate this integral in the sense that it approximates
the solution w(x, y|θk) of the initial value problem
∂wθ
∂y
(x, y|θk) = k(x, y|θk)uθ(y),
wθ(x, a|θk) = 0. (12)
By using an integrator network to approximate the integral term in this way, the
differential equation techniques described in 2.1 are applicable. We use the two
neural networks uˆθ(x), wˆθ(x, y) to approximate functions which satisfy (11) and (12).
This is achieved by jointly optimising these networks to minimise a loss function of
the form
1
N
N∑
n=1
[
ν1
(
∂wˆθ
∂y
(xn, yn)− k(xn, yn|θk)uˆθ(yn)
)2
+ ν2wˆθ(x
n, a|θk)2
+ ν3(uˆθ(x
n)− v(xn|θv)− wˆθ(xn, b(xn)|θk))2
]
(13)
An algorithm for solving integral equations of the second kind on the domain x ∈
Ω ⊂ R is then:
1. Initialise a neural network approximation of the solution, uˆθ(x) : R→ R
2. Initialise an integrator network, wˆθ(x, y|θk) : R2 → R
3. Randomly sample (xn)n=1:N ∈ [a, b∗], (yn)n=1:N ∈ [a, b(xn)]
4. Using these sample points, jointly update both neural networks by taking 1
gradient descent step to reduce loss function (13)
5. Repeat 3-4 until convergence
The algorithm for the solving integral equations of the first kind in (3) is similar,
with (11) becoming
0 = v(x|θv) + w(x, b(x)|θk), (14)
and the corresponding loss function is
1
N
N∑
n=1
[
ν1
(
∂wˆθ
∂y
(xn, yn)− k(xn, yn|θk)uˆθ(yn)
)2
+ ν2wˆθ(x
n, a|θk)2
+ ν3(v(x
n|θv) + wˆθ(xn, b(xn)|θk))2
]
. (15)
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An application of this algorithm is shown in an electrochemistry example in Section
3.
Similarly to the PDE based problem we could attempt to solve the inverse problem
by augmenting this loss function with an additional term to encourage the learned
solution to match the data. The minimisation would then be executed with re-
spect to the parameters of the two neural networks and the model parameters θ
simultaneously. For equations of the second kind the resulting loss function has the
form
N∑
n=1
[
ν1
(
∂wˆθ
∂y
(xn, yn)− k(xn, yn|θk)uˆθ(yn)
)2
+ ν2wˆθ(x
n, a|θk)2+
ν3(uˆθ(x
n)− v(xn|θv)− wˆθ(xn, b))2
]
+ ν4
M∑
i=1
(uˆθ(xˆi)− zˆi)2.
(16)
This method of inferring parameters suffers from the same issues as described at the
end of Section 2.1 for PDE based problem.
3 Deep surrogate approach for Bayesian inference
The benefits of neural network based techniques are most evident when the func-
tion which is being approximated is high-dimensional. This is due to the ability
of these networks to accurately approximate high-dimensional functions using few
parameters, relative to more traditional function approximators. This principle has
theoretical grounding for multiple classes of PDE, due to proof that the number of
parameters required to approximate a solution grows at most polynomially with the
inverse of required error and the dimension of the problem [5, 11, 16]. In contrast
the number of parameters required by a linear function approximator to achieve the
same will typically grow exponentially. Because of this, deep learning techniques
have shown great success in the solutions of PDEs with dimensions of up to 200
[12, 23, 8, 29], which would have been intractable to solve with traditional tech-
niques. Here we show how we can benefit from these high-dimensional capabilities
in Bayesian inference by using neural networks to approximate parametric solutions
u(x|θ) : Ω × Θ → R; that is solutions which can be evaluated for any input values
x ∈ Ω and model parameters θ ∈ Θ.
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3.1 Bayesian Inference
Bayesian Inference is a means of inferring the distribution of a set of parameters θ˜,
given observed data z˜ using Bayes’ rule. It calculates the posterior probability of
an event, as a consequence of a prior distribution, a likelihood function, and some
observed data. The Bayesian approach allows us to make inferences about model
parameters through analysis of the posterior distribution via Bayes’ rule
p(θ˜|z˜)︸ ︷︷ ︸
posterior
∝ p(z˜| θ˜)︸ ︷︷ ︸
likelihood
p(θ˜)︸︷︷︸
prior
. (17)
The prior distribution, with density p(θ˜), is chosen to describe ones existing knowl-
edge about the parameters prior to data being observed. The likelihood, p(z˜|θ˜) is
the conditional density of the data z˜ given parameters θ˜ according to some model.
The product of the prior and likelihood is proportional to the posterior density,
p(θ˜|z˜). This density represents an updated belief about the about the unknown
parameters θ˜, having observed the data z˜.
In general the exact functional form of the posterior cannot be directly computed
and thus must be approximated. A popular method in statistics and data science is
to apply a Markov chain Monte Carlo (MCMC) scheme to sample from the poste-
rior distribution over the parameters θ˜ [18, 30]. Each iteration of an MCMC scheme
requires the evaluation of the prior density and likelihood function. The prior den-
sity is known and usually easily evaluated. The likelihood function depends on the
model and the data. In our setting the model is (5), the data is z˜ = (xˆ, zˆ), and the
parameters we wish to infer are θ˜ = {θ, σ2}. The likelihood function in this case
takes the form
p(z˜|θ˜) = 1
(2piσ2)K/2
exp
(
− 1
2σ2
M∑
i=1
(zˆi − uθ(xˆi))2
)
. (18)
In the Bayesian inverse problem literature MCMC methods are sometimes used,
however the computational cost of executing an MCMC iteration includes the eval-
uation of uθ(xi) within (18) for each instance of θ; this requires an expensive numer-
ical forward solve if traditional grid based numerical solvers are employed. Many
MCMC iterations are needed to obtain a sufficient posterior sample, therefore this
repeated solving leads to a time consuming procedure to execute accurately on all
but the simplest models. Multiple approaches have been devised to improve ef-
ficiency of MCMC methods for inverse problems, such as multilevel methods [7],
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the use of inexpensive coarse scale models as pre-conditioners for the fine scale
model [10, 9], surrogate models based on interpolation [6], and surrogates based on
parametric approximations to the solutions [28]. These have all been successful in
accelerating MCMC for specific applications, however each is restricted either by the
dimensionality of the problems that they can be applied to, or the accuracy of the
surrogates that they construct. Our method aims to address this by augmenting the
latter approach with a neural network surrogate which can efficiently approximate
accurate solutions to high-dimensional problems.
3.2 Deep parametric solutions as surrogate models
A surrogate model is a function uˆ(x|θ) : Ω×Θ→ R which takes model parameters
θ ∈ Θ, and inputs x ∈ Ω as arguments, and outputs an approximation to the solu-
tion of the model for those values. Surrogates can typically be efficiently evaluated
for any instance of inputs and model parameters, leading to them becoming a pop-
ular tool in uncertainty quantification and Bayesian inverse problems. Researchers
who have taken advantage of this approach have been successful in accelerating
Bayesian inference in differential equation models by pairing the surrogate model
with an MCMC scheme; allowing them to efficiently sample from an approximation
to the posterior distribution [28, 13, 6]. The benefit of using a surrogate is that the
likelihood evaluation step of Monte Carlo algorithms — a bottleneck which typically
requires a PDE solver to be run each time — becomes a cheap evaluation of a known
analytic function. Additionally, the decoupling of the computation of the solution
from MCMC scheme means that once the surrogate is constructed, it can be saved
and used to do inference with different data sets without the need to re-solve the
PDE.
Surrogate models which accurately approximate parametric solutions are typically
expensive to compute. The most common approach is to use a generalised polyno-
mial chaos representation [33, 17], however this suffers from the curse of dimensional-
ity, and has such been restricted to applications with few model parameters [28, 13].
Data driven surrogates have been applied in cases where the number of parameters
is larger (at around 6-10). These usually apply traditional solvers to generate train-
ing data for several instances of θ. The surrogate is then constructed by solving a
regression problem using the generated data. This allows higher-dimensional param-
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eter spaces to be explored, but relies on interpolants which typically won’t satisfy
the required equations, and may be inaccurate in complicated regions of the domain
[35]. Here we propose a new surrogate model for Bayesian inference, which uses a
neural network to approximate the parametric solution. This allows the accurate
approximation of surrogates which satisfy the equations in higher dimensions with
a modest computational budget.
The neural network surrogate uˆ(x|θ) is obtained by extending the methods in Sec-
tion 2. In this case we treat the model parameters analogously to the input variables,
meaning each iteration we sample over the combined space Ω × Θ ⊂ Rd+p and use
gradient descent to minimise the loss function corresponding to the problem. For
the PDE based problem this loss function is
ν1
N
N∑
n=1
(N (uˆ(xn|θn),xn|θnA)− h(xn|θnh))2 +
ν2
J
J∑
j=1
(uˆ(yj |φj)− b(yj |φjb))2. (19)
An algorithm to construct the parametric solution is then:
1. Initialise a neural network approximation of the parametric solution, uˆ(x|θ) :
Rd+p → R
2. Randomly sample (xn)n=1:N ∈ Ω, (yj)j=1:J ∈ ∂Ω,
(θnN ,θ
n
h,θ
n
b )n=1:N ∈ Θ, (φjN ,φjh,φjb)j=1:J ∈ Θ.
3. Using these sampled points, update neural network parameters by taking 1
gradient descent step to reduce loss function (19).
4. Repeat 2-3 until loss function converges
When solving integral equations, the same adaptation is made to compute paramet-
ric solutions. In this case we augment the algorithm in Section 2.2 by sampling over
the parameter space in addition to the input space, and using these samples to train
both uˆ(x|θ) and wˆ(x, y|θ). The resulting neural network approximates a parametric
solution. Such parametric solutions can then be used as surrogate models within an
MCMC scheme for Bayesian inference.
In the next section we give some examples to demonstrate that neural networks
allow us to compute computationally efficient and accurate parametric solutions,
which can then be used in conjunction with an MCMC sampler to significantly
accelerate Bayesian inference.
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4 Examples
4.1 Voltammetry Example
Voltammetry is an experimental technique used in electrochemistry to infer proper-
ties of a chemical. A standard experiment is to apply a potential to an electrode in
an electrochemical cell. This causes electron transfer, which is measured as an elec-
trical current. The current measurements can then be used to deduce information
about the chemical system. Here we focus on the rate of reaction taking place at
the electrode surface, which is dependent on the concentration of a chemical species.
The inverse problem we will consider is to infer the formal potential E0 of the chem-
ical. This quantity is related to the amount of energy which is required to stimulate
a reaction. This problem can be posed as a PDE problem or as an integral equation
[3].
4.1.1 PDE Approach
To construct a PDE model for this problem we will assume a 1-dimensional model
where chemicals are transported only through diffusion
∂Cs
∂t
= Ds
∂2Cs
∂x2
. (20)
Here x ∈ Ω = R+ is the distance from the electrode surface and Cs represents
the concentration of the chemical species s. Ds is the scalar diffusion coefficient of
species s.
The experiment we will consider has 2 species, A and B. It begins with only
chemical A present over the whole domain. We assume that the oxidation reaction
A− e− → B (the loss of an electron from A) takes place at the electrode surface at
a rate dependent on the intensity of the applied potential. For simplicity we assume
that A and B have the same diffusion coefficient then after non-dimensionalising
appropriately we have a system of equations
∂a
∂t
=
∂2a
∂x2
, x, t ∈ R+, (21)
∂b
∂t
=
∂2b
∂x2
, x, t ∈ R+. (22)
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Here a and b represent the concentrations of chemicals A and B. These are coupled,
with initial conditions
a(x, 0) = 1, x ∈ R+, (23)
b(x, 0) = 0, x ∈ R+, (24)
and far field boundary conditions for t ∈ R+
a(x, t)→ 1, x→∞, (25)
b(x, t)→ 0, x→∞. (26)
We assume conservation of matter, so that
a(x, t) + b(x, t) = 1, x, t ∈ R+. (27)
This is imposed through the boundary condition
∂a
∂x
+
∂b
∂x
= 0, x = 0, t ∈ R+, (28)
therefore it is sufficient to solve for just a(x, t). The last boundary condition at
x = 0 depends on how the potential is applied. In linear sweep voltammetry a
linearly increasing current of the form
E(t) = Estart + t (29)
is applied. It can be shown that this leads to a boundary condition of
a(0, t) =
1
1 + eE(t)−E0
, t > 0. (30)
The current is measured as the rate of reaction at the electrode surface
I(t) =
∂a
∂x
∣∣∣∣
x=0
. (31)
The inverse problem is then to infer the formal potential E0, given current measure-
ments from experiments.
4.1.2 Integral Equation Approach
This problem can also be posed as an integral equation by taking a Laplace trans-
form. Letting a˜(x, s) denote the Laplace transform of a(x, t) with respect to t, it
can be shown that
a˜(x, s) = c1(s)e
−√sx +
1
s
. (32)
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To calculate the current we take the Laplace transform of (31), giving
I˜(s) =
∂a˜
∂x
∣∣∣∣
x=0
, (33)
where I˜(s) denotes the Laplace transform of I(t). Differentiating (32) with respect
to x, and equating it to (33) with x = 0 we deduce
c1(s) = − I˜(s)√
s
, (34)
so that we have
a˜(0, s) = − I˜(s)√
s
+
1
s
. (35)
To recover a(0, t) from (35) we invert the Laplace transform using the convolution
theorem, and the identities: L−1( 1√
s
) = 1√
pit
, L−1(1s ) = 1. This gives
a(0, t) = 1− 1√
pi
∫ t
0
I(τ) · 1√
t− τ dτ. (36)
Together with the boundary condition (30) this gives rise to the Volterra integral
equation of the first kind
√
pi
1 + e−(E(t)−E0)
=
∫ t
0
I(τ)√
t− τ dτ. (37)
The solution I(t) of this integral equation is the same as the gradient at the boundary
under the PDE construction defined in (31). The objective here is the same as before,
that is we wish to infer the formal potential E0 given measurements of the current
from experimentation.
4.1.3 Results
The neural network based surrogate model described in Section 3 are used to ap-
proximate parametric solutions to both the PDE and integral equation problems.
We use Estart = −10, and truncate the domain to (x, t) ∈ [0, 200] × [0, 20]. The
neural networks were constructed and trained using TensorFlow [1]. For the PDE
problem, a fully connected neural network with 2 hidden layers of 45 neurons is used
to parameterise the spatio-temporal domain of the solution. This neural network
defines a parametric solution by taking E0 as an input, and outputting coefficients,
means, and variances of 1000 Gaussian radial basis functions. The linear combi-
nation of these basis functions approximates the solution a(x, t|E0) to the PDE in
15
the spatio-temporal domain for the given E0. This architecture was adopted since
radial basis solutions attained much better accuracy for this equation than the more
common fully connected or residual architectures applied in [25, 29]. The approx-
imation to the current is recovered from the solution by computing the gradient
at the boundary using automatic differentiation. For the integral equation the ap-
proximation of the solution and the integrator network are both fully connected
neural networks, each with 4 hidden layers of 45 neurons. The training time for the
networks in both cases was less than one hour.
Figure 1: Comparison of neural network approximations and midpoint quadrature.
The error in the bottom row is the difference between the neural networks and the
quadrature solution.
As reference solutions we numerically solve the integral equation by approximating
the integral in (37) by a midpoint quadrature rule and solving the resulting system
of linear equations. To achieve a high accuracy we apply this with a very small dis-
cretisation width of ∆t ≈ 5.7× 10−4. These reference solutions are used as reliable
approximations of the true solutions. For E0 = {−4, 0, 4}, Figure 1 compares these
16
reference solutions to the parametric solutions achieved by the surrogates. In each
case the neural network solutions are close to the references.
Simulated data generated by adding Gaussian noise to the reference solutions at
100 random time points is shown in the first row of Figures 2 and 3. The second
rows show the posterior distributions for E0 obtained by combining this data with
the surrogate models and using a Metropolis–Hastings sampler [18]. The prior dis-
tribution was uniform E0 ∼ U([−6, 6]) for all examples. The posterior distributions
of σ2 were also estimated for each example using truncated normal priors. These
gave estimates consistent with the true noise levels, however we omit their plots.
Figure 2: Bottom: Approximate posterior distributions and 95% credible intervals
computed using deep PDE surrogate. The true parameter values used to generate
the data are marked by vertical lines. Top: Data used and solutions fitted using the
mean of the posterior. The true standard deviations used to generate the Gaussian
noise are given at the top of each column.
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We observe that the mean of the MCMC sample is close to the true parameter used
to generate the data, and the width of the credible intervals reflect the noise levels of
the data as we would expect. 500,000 iterations of the Metropolis–Hastings scheme
were used to sample from the posterior, and kernel density estimation [27] was used
to visualise the distributions. In each case the proposal distributions were tuned to
achieve acceptance rates close to 40%. The time to generate this sample size was
no longer than 10 minutes in both the PDE and integral equation case, implying
that we were able to probe the forward map over 50,000 times per minute. This
was achieved by executing 10 MCMC samplers in parallel by using TensorFlow to
distribute the computation to a mobile RTX 2080 graphics processing unit.
Figure 3: Bottom: Approximate posterior distributions and 95% credible intervals
computed using integral equation surrogate. The true parameter values used to
generate the data are marked by vertical lines. Top: Data used and solutions fitted
using the mean of the posterior. The true standard deviations used to generate the
Gaussian noise are given at the top of each column.
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4.2 Inferring the non-constant Biot number in rotating discs
Heat conduction in rotating-disc systems is a conjugate problem; the convective heat
transfer from fluid particles and the diffusive heat transfer in the solid are coupled.
This phenomenon can be modelled using the Fin equation [14]. The relative effects
of diffusion and convection are related to a spatially varying parameter known as the
Biot number. It is of interest in aviation applications to estimate the Biot number
in order to control for material expansion in aircrafts.
In a non-dimensional setting, we could consider a rotating disc with inner and outer
radii a and 1, the Fin equation for this case is
d2u
dx2
+
1
x
du
dx
−Bi u = 0, x ∈ [a, 1],
u(a) = ua,
u(1) = u1. (38)
Here u = u(x) is a non-dimensional temperature, Bi = Bi(x) is the Biot number,
x represents radial distance from the centre of rotation, and ua, u1 ∈ R are fixed
Dirichlet boundary conditions. Analytical solutions to this equation are intractable
when the Biot number is non-constant, however (38) can still be solved numerically
in this case. The inverse problem is to infer the functional form of Bi(x) given noisy
measurements of the temperature profile u(x).
In principle, if the radial distribution of the temperature is known then Bi(x) can
be determined numerically. But this is an example of an ill-posed inverse problem
where very small uncertainties in the temperature measurements can create large
uncertainties in the computed Biot number. This feature of the inverse problem has
caused some early research to infer curves with large unrealistic values for Bi(x)
[2]. Similar issues are raise if the naive deep learning scheme of minimising (9)
is applied as Figure 5 shows. A maximum a posteriori approach to this problem
indicated that a Bayesian approach can be robust to this sensitivity and allow for
reliable inferences [32]. We apply the deep surrogate method to give this problem a
complete Bayesian treatment.
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4.2.1 Results
We approach the inference of Bi(x) using the framework developed in this paper
by using some parameterised function B˜i(x|θ) to represent the class of possible
Biot numbers. Then we use a neural network to approximate a parametric solution
uˆ(x|θ) of the PDE, in terms of the parameters of B˜i(x|θ). Specifically we use a
linear combination of monomials up to degree 15 to represent the Biot number
B˜i(x|θ) =
15∑
n=0
θnx
n, x ∈ [a, 1], θ ∈ Θ. (39)
Given this representation we approximate the parametric solution u(x|θ) by min-
imising (19). For this we used a fully connected neural network with a 17-dimensional
input layer with arguments x ∈ R and θ ∈ R16, 4 hidden layers with 45 neurons
per layer, and a one-dimensional output to approximate u(x|θ). Symmetric uni-
form priors were placed on the coefficients of the form θn ∼ U(−dn, dn), where
d0 = 20, d1 = 20, dn+1 = dn/2. This decay in the prior support of the coefficients
regularises the smoothness of the functions in the posterior distribution, whilst also
constraining the parameter space over which the parametric solution is approxi-
mated to Θ = [−d0, d0]× [−d1, d1]× ...× [−d15, d15]. Using these priors it took less
than one hour to train the neural network to approximate a parametric solution
over this domain.
The neural network uˆ(x|θ) is then used as a surrogate model and coupled with
a Metropolis–Hastings sampler to approximately sample from the posterior. The
left of Figure 4 shows data generated by solving (38) with Bi(x) = 18ex−0.3, and
adding Gaussian noise with standard deviation σ = 0.003 at 30 equidistant points.
Overlaid on this is the solution fitted by solving (38) using the B˜i(x|θ) estimated
by the MCMC scheme. The right side of Figure 4 shows the estimated B˜i(x|θ) and
its 95% credible interval compared to the true Bi(x). We see that the true Biot
number lies within the 95% credible region, and that the fitted solution matches the
data well.
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Figure 4: Right: Inferred B˜i(x|θ) and 95% credible interval compared to the true
Biot number. Left: Fitted heat profile using the inferred Biot number.
We compare our approach to the physics informed deep learning approach described
in [26]. For this we represent the Biot number as in (39) and minimise the augmented
loss function (9) with respect to the neural network parameters and model parame-
ters θ simultaneously. Figure 5 shows the estimate achieved by applying this scheme
using the same data. The neural network was trained until convergence, with the
weighting coefficients in (9) set to ν1 = ν2 = ν3 = 1. In this case the inferred Biot
number does not closely match its true value, and would clearly lie outside the 95%
confidence interval computed by our Bayesian approach. Furthermore we have no
uncertainty estimates over this parameter, giving us no indication of whether the
estimate is accurate.
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Figure 5: Right: B˜i(x|θ) inferred by minimising (9) compared to true Biot number.
Left: Fitted heat profile using the inferred Biot number.
5 Conclusion
We have proposed a new method of solving integral equations based on the use
of two neural networks to approximate the solution of the integral equation, and
the integral term of the equation. Both networks are trained simultaneously us-
ing mini-batch gradient descent to minimise a loss function constructed such that
the minimising functions satisfy the equation. The method and extends existing
deep learning methods for solving PDEs. Like these algorithms it benefits from
being mesh-free, thus with an extension could be scaled to efficiently solve higher-
dimensional integral equations without suffering from the curse of dimensionality.
We have additionally described how to leverage neural network based algorithms
for PDEs and integral equations to accelerate MCMC schemes for Bayesian inverse
problems involving PDE and integral equation forward models. Our approach uses
a neural network surrogate model which approximates the solution of the equation
over the parameter space of the problem as well as the input space. The resulting
deep surrogate model can be evaluated efficiently for any parameter values within
the solution domain. It can also be easily parallelised to increase efficiency. When
compared to vanilla MCMC for inverse problems our method avoids the necessity
of repeated numerical solves, leading to significant speedups. Our method is supe-
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rior to interpolation based surrogate models at accurately satisfying the equations,
while still being capable of representing solutions with higher-dimensional parame-
ter spaces. We presented numerical evidence displaying the accuracy of the integral
equation algorithm, as well examples demonstrating the approximate posterior sam-
ples achieved are consistent with the true parameters.
Some topics of further research related to this work include an investigation of
the performance of this method when extended to integro-differential equations or
higher-dimensional integral equations. For function-valued parameter inference it
would be interesting to explore different parametric forms of these functions. Op-
tions such as a Karhunen-Loe`ve or random Fourier series representation could pro-
vide a means to solve problems where the prior distribution is a stationary Gaussian
random field. Alternatively a grid based discretisation of the domain could be cou-
pled with a convolutional encoder-decoder network as in [35] to allow a discrete
approximation of any prior distribution.
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