Abstract. Toric posets are cyclic analogues of finite posets. They can be viewed combinatorially as equivalence classes of acyclic orientations generated by converting sources into sinks, or geometrically as chambers of toric graphic hyperplane arrangements. In this paper we study toric intervals, morphisms, and order ideals, and we provide a connection to cyclic reducibility and conjugacy in Coxeter groups. 
Posets geometrically

Posets, preposets, and hyperplane arrangements
A binary relation R on a set V = [n] := {1, . . . , n} is a subset R ⊆ V × V . A preorder or preposet is a binary relation that is reflexive and transitive. We write x R y instead of (x, y), and say that x ≺ R y if x R y and y R x. Much of the basics on preposets can be found in Postnikov et al. (2008) . An equivalence relation is a preposet whose binary relation is symmetric. For any preposet P , we define an equivalence on P by saying x ∼ P y if and only if x P y and y P x. A poset is a preposet P such that every ∼ P -class has size 1. A preposet is acyclic if it is also a poset. Every preposet P over V determines a directed graph ω(P ) that contains an edge i → j if and only if i ≺ P j. This graph is acyclic if and only if P is a poset. The strongly connected components are the ∼ P -classes, and so the quotient ω(P )/∼ P is acyclic and inherits a natural poset structure.
A poset P can be identified with the open polyhedral cone c = c(P ) := {x ∈ R V : x i < x j if i < P j}. Clearly, the poset P = P (c) is determined by c, which is a chamber of the graphic hyperplane arrangement A(G) of at least one graph G = (V, E). This is the set of hyperplanes H ij := {x ∈ R V :
V where {i, j} ∈ E. In this case, we say that P is a poset over G (or "on G"). Each point x = (x 1 , . . . , x n ) in the complement R V −A(G) determines an acyclic orientation ω(x) of G: direct the edge {i, j} in E as i → j if and only if x i < x j . The fibers of the mapping x αG −→ ω(x) are the chambers Cham A(G), and so α G induces a bijection Acyc(G) → Cham A(G).
We denote the poset arising from an acyclic orientation ω ∈ Acyc(G) by P = P (G, ω). An open cone c = c(P ) may be a chamber in several graphic arrangements, because adding or removing edges implied by transitivity does not change the poset. Geometrically, the hyperplanes from these edges do not cut c, though they intersect its boundary. Thus, there are in general, many pairs (G, ω) of a graph G and acyclic orientation ω that lead to the same poset P = P (G, ω) = P (c). However, with respect to inclusion of edge subsets, there is a unique minimal graphĜ Hasse (P ) called the Hasse diagram and a unique maximal graphḠ(P ) called the transitive closure.
Given two posets P, P ′ on a set V , one says that P ′ is an extension of P when i < P j implies i < P ′ j. Geometrically, this means that c(P ′ ) ⊆ c(P ). Moreover, P ′ is a linear extension if c(P ′ ) is a chamber of A(K V ), where K V is the complete graph.
Face structure of chambers
Let π = {B 1 , . . . , B r } be a partition of V into nonempty blocks. The set Π V of all such partitions has a natural poset structure:
Intersections of hyperplanes in A(G) are called flats, and these form a lattice, denoted L(A(G)) and partially ordered by reverse inclusion: If X 1 ⊆ X 2 , then X 2 ≤ L X 1 . Every flat of A(G) has the form
V : x i = x j for every pair i, j in the same block B k of π} ,
, a partition π of V defines a preposet P π := (π, ≤ P ) on the blocks, where B i ≤ P B j if x ≤ P y for some x ∈ B i and y ∈ B j . This gives rise to a directed graph ω/∼ π , formed by collapsing out each block B i into a single vertex. If this is acyclic, then we say that π is compatible with P , and P π is a quotient morphism of P .
If P π = (π, ≤ P ) is a non-acyclic preposet, then there is a unique minimal coarsening cl P (π) of π such that (cl P (π), ≤ P ) is acyclic. This is the partition achieved by merging all pairs of blocks B i and B j such that B i ∼ π B j , and we call it the closure of π with respect to P . A partition π is closed with respect to P ifπ := cl P (π) = π. Equivalently, this means that for any i = j, there is x ∈ c(P ) such that x bi = x bj for some b i ∈ B i and b j ∈ B j . If π is not closed, then the polyhedral face c(P ) ∩ D π has strictly lower dimension than D π . In this case, Dπ is the unique coarsening that is closed with respect to P and satisfies
For an arbitrary partition π of V , defineF π (P ) :
is a face of the closed polyhedral cone c(P ). In this case, we say that π is a face partition of P . When clear, we will writeF π instead ofF π (P ). If D π is not a flat of A(G), then D π still intersects c(P ) in at least the line x 1 = · · · = x n . Though this may intersect the interior of c(P ′ ), it is a face of c(P ′ ) ⊆ c(P ), for at least one extension P ′ of P . To characterize the facial structure of the cone c(P ), it suffices to characterize the closed face partitions. This is well-known -it was described in Geissinger (1981) , and also in Stanley (1986) , via the characterization of the face structure of the order polytope of a poset, defined by
Clearly, if π is a closed face partition of P , then the subposets induced by the individual blocks are connected. We call such a partition connected, with respect to P .
Theorem 2.1 (Stanley (1986) , Theorem 1.2) Let P be a poset over G = (V, E). A partition π of V is a closed face partition of P if and only if it is connected and compatible with P .
If π is a closed face partition of P , then D π is an r-dimensional flat of A(G), andF π is an r-dimensional subset of D π ⊂ R V . We will speak of faces as being features of the actual poset, not of the chambers. 
There is a canonical isomorphism between the lattices of closed face partitions and faces of P , via π → F π . If π is closed, P π = (π, ≤ P ) is an acyclic preposet (i.e., poset) of size |π| = r. This induces an additional preposet over V (i.e., of size |V | = n), which is ≤ P with the additional relations that x ∼ π y for all x, y ∈ B i . We will say that this is a preposet over G, because it can be described by an (not necessarily acyclic) orientation ω π of G. The notation reflects the fact that this orientation can be constructed by starting with some ω ∈ Acyc(G) and then making each edge bidirected if both endpoints are contained in the same block of π. Specifically, ω π orients edge {i, j} as i → j if i ≤ P j and as i ↔ j if additionally i ∼ π j. Let Pre(G) be the set of all orientations of G that arise in this manner. That is,
The aforementioned mapping R V −A(G) αG −→ Acyc(G) can be extended to all of R V by adding both edges i → j and j → i if x i = x j . This induces a bijection between the set Pre(G) of all preposets on G and the set of faces of the graphic hyperplane arrangement, as shown on the left of Eq. 2. The restriction to the acyclic preposets yields a bijection shown on the right of Eq. 2.
Moreover, if we restrict to the preposets on exactly d strongly connected components, then the α G -fibers are the d-dimensional open faces of A(G). If x lies on a face F π (P ) = Fπ(P ) for some poset P and closed face partitionπ = cl P (π), then the preposet P π = (π, ≤ P ) has vertex set π = {B 1 , . . . B r }, the strongly connected components of the orientation α G (x).
3 Toric posets and preposets
Toric hyperplane arrangements, chambers, and faces
The toric graphic arrangement
Definition 3.1 Let Cham A tor (G) denote the set of chambers of A tor (G).
A toric poset P is a set c arising as a toric chamber for at least one graph G. We may write P = P (c) or c = c(P ).
. Explicitly, the directed graph ω(x) is constructed by including edge i → j if x i mod 1 ≤ x j mod 1, for each {i, j} ∈ E. Modding out by the strongly connected components yields an acyclic graph ω(x)/∼ x that describes a poset. Definition 3.2 When two preposets ω(x) and ω(y) whose directed graphs ω(x)/∼ x and ω(y)/∼ y differ by converting a source into a sink, or vice-versa, we say they differ by a flip. The transitive closure of this operation generates an equivalence relation on Pre(G), denoted ≡.
The special case of restricting to acyclic preposets (i.e., posets) yields the source-to-sink equivalence classes Acyc(G)/≡. There is a bijection between these equivalence classes and chambers of A tor (G), i.e., toric posets. Thus, it is well-founded to denote the toric poset determined by G and [ω] as P (G, [ω] ). This is Theorem 1.4 of Develin et al., which is a special case of a more general bijection (Theorem 3.6) between toric preposets and faces of toric chambers. Before we state this theorem, we need to introduce and study toric faces. x3 < x1 < x2 x1 < x3 < x2 x3 < x2 < x1 x1 < x2 < x3 x2 < x3 < x1 The natural quotient to the torus maps each order polytope O(P (G, ω)) into the closed toric cham-
. Moreover, the closed chambers of A tor (G) are unions of q-images of order polytopes of posets arising from torically equivalent orientations:
Intersections of hyperplanes in A tor (G) are toric flats, and they form a lattice denoted L(A tor (G)), partially ordered by reverse inclusion. Toric flats are determined by partitions of V , and have the form
Since
V is a covering map, there is a well-founded notion of dimension of toric flats, upon lifting to the affine graphic hyperplane arrangement. This is used frequently in the proofs of many results, but we will not need it in this extended abstract.
Recall that a partition π = {B 1 , . . . , B r } is compatible with a poset P if contracting the blocks of π yields an acyclic preposet P π = (π, ≤ P ). This does not carry over well to toric posets, because compatibility is not preserved by toric equivalence. As a simple example, consider G = K 3 , as in Fig. 2 . Despite this, every set D tor π , whether or not it is a toric flat of A tor (G), intersects the closed toric chamber c(P ) in at least the line x 1 = · · · = x n . We denote this intersection byF
is a flat of A tor (G), then we say that π is a toric face partition. Now, let π ∈ Π V be an arbitrary partition. There is a unique toric subspace D 
Remark 3.3 Let
P = P (G, [ω]) be a toric poset. The dimension ofF tor π (P ) := c(P ) ∩ D tor π is the maximum dimension of c(P (G, ω ′ )) ∩ D π taken over all ω ′ ∈ [ω]. In other words, dim F tor π (P (G, [ω]) = max ω ′ ∈[ω] dim F π (P (G, ω ′ )) .
On the level of graphs, this is the maximum number of strongly connected components that
As in the case of ordinary posets, there is a canonical bijection between the closed toric face partitions of P and open faces (or closed faces) of P . To classify the faces of a toric poset, it suffices to classify the closed toric face partitions.
Proposition 3.4 Let
P = P (G, [ω]) be a toric poset over G = (V, E). A partition π of V is a
closed toric face partition of P if and only if it is connected and compatible with
The crux of proof of Proposition 3.4 rests on the following lemma.
Lemma 3.5 Let ω be an acyclic orientation of a graph G = (V, E), and π a partition of V .
(a) If π is closed with respect to P (G, ω), then π is closed with respect to
One can find an example of where both the converse to Lemma 3.5(a) fails, and where cl
, by looking at G = K 3 , as in Fig 2. We leave this as an exercise.
Theorem 3.6
The mapᾱ G induces a bijection between Face A tor (G) and Pre(G)/≡ as follows:
Definition 3.7 A toric preposet is a set that arises as an open face of a toric poset P = P (c) for at least one graph G.
Toric poset features: extensions, chains, transitivity, and Hasse diagrams
, and thus [ω] has precisely |V | elements. Since each P (G, ω ′ ) has exactly one linear extension, total toric orders are indexed by the (n − 1)! cyclic equivalence classes of permutations of V :
[w] = [(w 1 , . . . , w n )] := (w 1 , . . . , w n ), (w 2 , . . . , w n , w 1 ), . . . , (w n , w 1 , . . . , w n−1 ) .
If P and P ′ are toric posets over G = (V, E), then P ′ is a an extension of P if c(P ′ ) ⊆ c(P ). Moreover, P ′ is a total toric extension if P ′ is a total toric order. Analogous to how a poset is determined by its linear extensions, a toric poset P is determined by its set of total toric extensions, denoted L tor (P ).
Proposition 3.8 (Develin et al., Proposition 1.7) Any toric poset P is completely determined by its total toric extensions in the following sense:
A chain in a poset P (G, ω) is a totally ordered subset C ⊆ V . Equivalently, this means that the elements in C all lie on a common directed path i 1 → i 2 → · · · → i m in ω. Transitivity implies that if i and j lie on a common chain, then i and j are comparable in P (G, ω). Geometrically, i and j being comparable means the hyperplane H i,j does not cut (i.e., is disjoint from) the chamber c(P (G, ω) ). Now, let P = P (G, [ω]) be a toric poset. A toric chain (of size |C| = 2) is a totally cyclically ordered subset C ⊆ V , i.e., if ω ≡ ω ′ , then the order that the elements in C appear in any linear extensions of P (G, ω) and P (G, ω ′ ) differs by a cyclic shift. Equivalently, the restriction of P to C is a total cyclic order:
On the level of acyclic orientations, C is a toric chain of P (G, [ω]) if and only if it lies on a toric directed
path of ω, which is a directed path i 1 → i 2 → · · · → i m such that the edge i 1 → i m is also present. Toric directed paths of size 2 are simply edges, and every singleton set is a toric directed path of size 1. This property is preserved under toric equivalence. That is, (i 1 , . . . , i m ) is a toric directed path of ω if and only if every ω ′ ∈ [ω], contains some cyclic shift of (i 1 , . . . , i m ) as a toric directed path. This leads to the notion of toric transitivity: if i and j lie on a common toric chain, then the hyperplane H tor i,j does not cut the chamber c(P (G, [ω] 
)).
A drawback of studying toric posets combinatorially, as equivalences of acyclic orientations (rather than geometrically, as toric chambers), is that a toric poset P or chamber c = c(P ) generally arises in multiple toric graphic arrangements A tor (G) over the same vertex set. That is, one can have
for different graphs, leading to potential ambiguity in labeling a toric poset P with a pair (G, [ω]) consisting of a graph G and equivalence class [ω] in Acyc(G)/≡.
Toric transitivity resolves this issue. As we just saw, there is a well-defined notion for toric posets of what it means for an edge to be "implied by transitivity." The toric Hasse diagram is the grapĥ G torHasse with all such edges removed, and the toric transitive closure is the graphḠ tor with all such edges included. In other words, given any toric poset P = P (G, [ω]), there is always a unique minimal pair (Ĝ torHasse (P ), [ω torHasse (P )]) and maximal pair (Ḡ tor (P ), [ω tor (P )]) with the property that the set
where ⊆ is inclusion of edges, and ω is the restriction to G of any orientation in [ω tor (P )]. Geometrically, the existence of a unique toric Hasse diagram is intuitive; it corresponds to the minimal set of toric hyperplanes that bound the chamber c(P ), and the edges implied by transitivity correspond to the additional hyperplanes that do not cut c(P ). The technical combinatorial reason follows because toric transitive closure is convex, i.e., it satisfies particular anti-exchange condition; see Develin et al..
Proposition 3.9 For any toric poset
P = P (G, [ω]), E(Ĝ Hasse (P (G, ω))) ⊆ E(Ĝ torHasse (P )) ⊆ E(Ḡ tor (P )) = ω ′ ∈[ω] E(Ḡ(P (G, ω ′ ))) .
Toric intervals and antichains
For ordinary posets, collapsing intervals and anitchains are quotient morphisms. This remains true for toric posets, though it is less clear what the toric analogues of these are. Toric antichains were introduced in Develin et al., but toric intervals are new. Antichains in ordinary posets can be characterized combinatorially or geometrically, though the toric analogues of these no longer coincide. The geometric definition is arguably more natural. Given ∅ S ⊆ V , define the partition π S := {B 1 = S, B 2 , . . . , B r } where |B i | = 1 for i = 2, . . . , r.
Definition 3.10 Given a toric poset P , say that
A ⊆ V is a geometric toric antichain if D tor πA intersects the open toric chamber c(P ) in R V /Z V .
Proposition 3.11 Let P = P (G, [ω]) be a toric poset. Then A ⊆ V is a geometric toric antichain of P if and only if A is an antichain of
To motivate the definition of a toric interval, it helps to first interpret the classical definition several different ways.
for all x ∈ c(P )} = {k ∈ V | k lies on an ω-directed path from i to j} = {k ∈ V | k lies between i and j (inclusive) in any linear extension w ∈ L(P )}.
Care must be taken in properly defining size-2 toric intervals, because all size-2 subsets are trivially totally cyclically ordered. Since ordinary intervals are unions of chains, we will require this to be a feature of toric intervals.
Definition 3.12 Let i and j be elements of a toric poset P = P (G, [ω]). The toric interval I = [i, j]
tor is the empty set if i, j do not lie on a common toric chain, and otherwise is the set
If there is no k ∈ {i, j} satisfying Eq. 7, then
Proposition 3.13 Let P = P (G, [ω] ) be a toric poset. The following is equivalent to a set I ⊆ V of size |I| ≥ 3 being a toric interval [i, j] tor :
Proposition 3.14 Let
The converse need not hold.
Morphisms of toric posets
An isomorphism between posets P and P ′ on vertex sets V and V ′ is a bijection φ : V → V ′ characterized (1) combinatorially by i < P j implying φ(i) < P ′ φ(j) for all i, j ∈ V , or (2) geometrically by the induced isomorphism Φ on R V → R V ′ sending c(P ) to c(P ′ ). By "induced isomorphism," we mean that Φ permutes the coordinates of R V in the same way that φ permutes the vertices of V :
Morphisms of ordinary posets are also well-understood; condition (1) above without φ being a bijection. The geometric characterization is trickier because quotients, injections, and extensions are inherently different. These three generate all poset morphisms, up to isomorphism. It is clear how to define an isomorphism between toric posets P and P ′ : a bijection φ :
Inclusions are just embeddings into higher-dimensional toric chambers, and extensions are realized by simply adding toric hyperplanes. Less clear is how to characterize quotient morphisms. For example, contracting a partition will make some representatives of a toric equivalence class acyclic and others not. Fortunately, there is a natural geometric interpretation. Quotient morphisms correspond to orthogonally projecting the toric chamber onto one of its faces, and thus are characterized by closed toric partitions π = cl tor P (π). Fix a poset P = P (G, ω), and consider the mapping d π : c(P ) → D π that projects x onto the face c(P ) ∩ Dπ, whereπ = cl P (π). This can be extended to all of R V (though not continuously) via
Now, let P be a toric poset, and take π = cl The map d π in Eq. 9 induces a well-defined map δ π on open faces, which descends to a mapd π on the torus, such that the following diagrams commute:
Explicitly,d π takes a point x ∈ R V /Z V , lifts it to a pointx in an order polytope O in R V , projects it onto the face O ∩ D π , and then maps that point down to the toric flat D tor π . We say that the mapd π is a projection onto the corresponding toric face D tor π ∩ c(P ). After projecting a chamber c(P ) onto a flat D tor π of A(G ′ π ), we need to map it homeomorphically onto a coordinate subspace of R V /Z V . Let W ⊆ V be any subset formed by removing all but 1 coordinate from each B i , and letr π :
It is easy to verify that the choice of W ⊆ V does not matter. The mappingd π induces a well-defined map Face A tor (G)δ π −→ Face A tor (G/∼ π ), which is best described by the analogous map on closed faces:
The following commutative diagram summarizes the relationship between points in R V /Z V , faces of A tor (G), and toric preposets. The left column depicts toric preposets that are also toric posets. 
Toric order ideals and filters
Consider a quotient poset morphism φ : P → P ′ to a size-2 poset. This is achieved by projecting c(P
. . , x n ) on F π has at most two distinct entries. Thus, for the partition π = {I, J} of V ,
The set I is called an order ideal or just an ideal of P and J is called a filter. The set of ideals (resp. filters) has a natural graded poset structure by subset inclusion, and this is a lattice.
Definition 5.1 Let φ : P → P ′ be a quotient toric poset morphism to a size-2 toric poset. This projects
The set I is called a toric order ideal of P .
Remark 5.2 By symmetry, if
I is a toric order ideal, then so is J := V −I. A toric filter can be defined analogously, and it is clear that these two concepts are identical. Henceforth, we will stick with the term "toric filter" to avoid ambiguity with the existing notion of a toric ideal from commutative algebra.
(iv) In some total toric extension of P (G, [ω] ), the elements in I appear in consecutive cyclic order. The set of toric filters with respect to subset inclusion is a graded poset, but it need not be a lattice. For an example, consider the circle graph C 4 , whose 14 acyclic orientations fall into three toric equivalence classes. One of these defines the toric poset P (C 4 , [ω]), shown in Fig. 3 , along with its poset of order ideals, and its unique total toric extension. Another of these appears back in Fig. 1 , defining a toric poset P (C 4 , [ω ′ ]), whose filters and four total toric extensions are shown in Fig. 4 .
Application to Coxeter groups
This section assumes basic knowledge of Coxeter groups, as in Björner and Brenti (2005) . Given a Coxeter system (W, S) with Coxeter graph Γ, every Coxeter element c ∈ C(W ) defines a partial ordering of S via an acyclic orientation ω(c) ∈ Acyc(Γ): Orient s i → s j iff s i precedes s j in c. Conjugating c by an initial generator cyclically shifts it: s x1 (s x1 s x2 · · · s xn )s x1 = s x2 · · · s xn s x1 , and the corresponding acyclic orientations differ by converting vertex s x1 from a source to a sink. Eriksson and Eriksson (2009) showed that c, c ′ ∈ C(W ) are conjugate if and only if ω(c) ≡ ω(c ′ ). Thus, there are bijections between the Coxeter elements and Acyc(Γ), and between their conjugacy classes and toric equivalence classes:
As an example, take W = W ( A 3 ), and consider the following elements (using s 4 instead of s 0 ): G, [ω(c) ]) describe subwords that appear in an initial segment of a reduced expression of one of these. The poset J tor (P (G, [ω(c)])) is shown in Fig. 3 (replace k with s k ) . In contrast, the equivalence class [ω(c ′ )] has six orientations (see Fig. 1 The linear extensions of the i th orientation in Fig. 1 appear in the i th column above, and these are the reduced words of the corresponding Coxeter element. The toric poset P (G, [ω(c ′ )]) has four total toric extensions, shown in Fig. 4 (replace k with s k ). The toric filters in J tor (P (C 4 , [ω(c ′ )])) describe subsets that appear consecutively in one of these cyclic words; and is shown in Fig. 4 .
