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MULTIPLICATIVE STRUCTURE IN THE STABLE SPLITTING OF ΩSLn(C)
JEREMY HAHN AND ALLEN YUAN
Abstract. The space of based loops in SLn(C), also known as the affine Grassmannian of
SLn(C), admits an E2 or fusion product. Work of Mitchell and Richter proves that this based
loop space stably splits as an infinite wedge sum. We prove that the Mitchell–Richter splitting
is coherently multiplicative, but not E2. Nonetheless, we show that the splitting becomes E2
after base-change to complex cobordism. Our proof of the A∞ splitting involves on the one
hand an analysis of the multiplicative properties of Weiss calculus, and on the other a use
of Beilinson–Drinfeld Grassmannians to verify a conjecture of Mahowald and Richter. Other
results are obtained by explicit, obstruction-theoretic computations.
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1. Introduction
We study the homotopy type of the affine Grassmannian of SLn(C), which is equivalent
to the space ΩSU(n) of based loops in SU(n). There are essentially two multiplications on
this homotopy type, one arising from the composition of loops and the other from the group
multiplication on SLn(C). Together, these two multiplications interact to give ΩSU(n) the
structure of an E2 or chiral algebra. In geometric representation theory, this structure is witnessed
by the existence of the Beilinson–Drinfeld Grassmannian.
Either of the above (homotopy equivalent) products make H∗(ΩSU(n);Z) into a graded ring.
To describe this ring, let us first name some of its elements. For each one-dimensional subspace
V ⊂ Cn, there is a loop λV : S
1 → U(n) given by the formula
λV (z) =
(
z 0
0 I
)
,
with the matrix presented in terms of the decomposition Cn ∼= V ⊕ V ⊥. Fixing a particular line
W ⊂ Cn, the construction V 7→ λ−1W · λV defines a well-known map
CP
n−1 → ΩSU(n).
1
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For 1 ≤ i ≤ n− 1, let bi ∈ H2i(ΩSU(n);Z) denote the image of the generator of H2i(CP
n−1;Z).
It is a result of Bott [Bot58] that
H∗(ΩSU(n);Z) ∼= Z[b1, b2, · · · , bn−1],
with the latter denoting the polynomial algebra on the classes bi.
Notice that H∗(ΩSU(n);Z) is a bigraded ring: there is, in addition to the usual homological
grading ∗, a word length grading that assigns each bi degree 1. Mahowald observed that the
action of the Steenrod algebra on H∗(ΩSU(n);F2) preserves word length, and he conjectured a
geometric splitting to be responsible.
Motivated by Mahowald’s conjecture, Mitchell [Mit86] (and, independently, Segal [Seg89])
constructed a filtration
∗ = Fn,0 −→ Fn,1 −→ Fn,2 −→ · · · −→ ΩSU(n).
Following Mitchell, we name this the Bott filtration of ΩSU(n). The homology of Fn,k consists
of words of length at most k, and the inclusion Fn,1 → ΩSU(n) is given by the above map
CP
n−1 → ΩSU(n). For k > 1, the homotopy type Fn,k may be modeled as a singular algebraic
variety, and there is a surjective resolution of singularities (CPn−1)×k −→ Fn,k. The exact
construction of the Bott filtration is somewhat involved, and we review it in Section 4–it is a
subfiltration of the Bruhat ordering on (closures of) Iwahori orbits.
Confirming Mahowald’s intuition, Mitchell and Richter [CM88, Theorem 2.1] proved that the
Bott filtration splits after taking suspension spectra. In short, there is a wedge sum decomposition
Σ∞+ ΩSU(n) ≃
∨
k
Σ∞Fn,k/Fn,k−1 ≃ S ∨ Σ
∞
CP
n−1 ∨ · · · .
Remark 1.1. Readers unfamiliar with stable homotopy theory may prefer to think of the sus-
pension spectrum functor Σ∞+ as analogous to taking the underlying motive of a variety. The
statement is then that this motive splits; in particular, its homology will split in any homology
theory.
Example 1.2. In the case n = 2, the Bott filtration of ΩSU(2) ≃ ΩS3 is the classical James
filtration of ΩΣS2. The Mitchell–Richter splitting recovers the stable James splitting.
In this paper, we will be interested in multiplicative aspects of the Bott filtration and its
splitting. In Section 2, we review the (∞)-categories of filtered and graded spectra. A filtered
spectrum is a sequence of spectra (X0 → X1 → X2 → · · · ) connected by maps; a graded spectrum
is simply a sequence (X0, X1, X2, · · · ) of spectra. These categories acquire symmetric monoidal
structures by Day convolution coming from the addition of nonnegative integers. This allows
us to talk about En-algebras in filtered and graded spectra, providing the language necessary to
state our first main theorem (proven in Section 4):
Theorem 1.3. The suspension of the Bott filtration
S −→ Σ∞+ CP
n−1 ≃ Σ∞+ Fn,1 −→ Σ
∞
+ Fn,2 −→ · · · −→ Σ
∞
+ ΩSU(n).
is an A∞-algebra object in filtered spectra.
Remark 1.4. The Bott filtration is multiplicative before suspension, but for technical reasons
we prefer to phrase our results in terms of filtered spectra instead of filtered spaces.
Question 1. Is the Bott filtration an E2 filtration? We do not know the answer–for some
thoughts about the problem, see Remark 4.8.
The proof of Theorem 1.3 is fairly straightforward, once given access to the sophisticated
machinery behind the Beilinson–Drinfeld Grassmannian. For example, we will explain in Section
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4 that this machinery immediately dispenses with a conjecture of Mahowald and Richter [MR93].
Nonetheless, there are some subtleties involved, and it is these subtleties that prevent us from
determining if the Bott filtration is E2. The problem is readily visible in the case n =∞:
Example 1.5. The limiting case of the Bott filtration of ΩSU(n) as n tends to∞ is the filtration
∗ −→ BU(1) −→ BU(2) −→ BU(3) −→ · · · −→ BU ≃ ΩSU.
It is easy to see that
∐
BU(n) is a graded E2-algebra in spaces (in fact, it is a graded E∞-
algebra, being the nerve of the category of vector spaces). However, the filtered object is much
more subtle. For example, the squares
BU(i)×BU(j) BU(i)×BU(j + 1)
BU(i+ 1)×BU(j) BU(i+ 1)×BU(j + 1)
do not commute on the nose, but only up to non-canonical homotopy.
In Section 2, we discuss an associated graded construction that transforms filtered En-algebras
into graded En-algebras. The central result of our paper may be thought of as a multiplicatively
structured version of the Mitchell–Richter splitting:
Theorem 1.6. As an A∞-algebra object in filtered spectra, the Bott filtration of Σ
∞
+ ΩSU(n) is
equivalent to its associated graded.
Corollary 1.6.1. For any multiplicative homology theory E, E∗(ΩSU(n)) is a bigraded ring.
One grading is given by ∗, and the other by the associated graded of the Bott filtration.
Example 1.7. In the case n =∞ of Example 1.5, the Mitchell–Richter splitting
Σ∞+ BU ≃
∨
n
Σ∞BU(n)/BU(n− 1). (1)
recovers an older result of Snaith [Sna79]. Snaith further showed that (1) is an equivalence
of homotopy commutative ring spectra, and our Theorem 1.6 gives an equivalence of A∞-ring
spectra.
The left-hand side of (1) is an A∞-algebra by virtue of the fact that BU is a loop space, while
the right-hand side acquires its A∞-algebra structure from an associated graded construction.
To understand this latter A∞ structure, it may help to know that BU(n)/BU(n− 1) ≃MU(n),
the Thom space of the canonical bundle over BU(n). We therefore recognize the right-hand side
of (1) as the Thom spectrum of the J-homomorphism∐
BU(n)
J
−→ Pic(S).
Since J is a loop map, its Thom spectrum acquires an A∞-algebra structure, and this turns out
to agree with the A∞ associated graded of the Bott filtration.
Of course, BU is not just a loop space, but in fact an infinite loop space. Similarly, J is not
just a loop map, but furthermore an infinite loop map. Thus, both sides of (1) are naturally
E∞-ring spectra. Perhaps surprisingly, these E∞-rings are not equivalent.
Remark 1.8. Snaith used his splitting (1) to give an equivalence of homotopy commutative ring
spectra
Σ∞+ BU [β
−1] ≃MUP, (2)
where MUP denotes periodic complex bordism. We will have more to say about the coherence
of (2) in forthcoming work.
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In fact, the A∞-splitting provided by Theorem 1.6 is the best result possible:
Theorem 1.9. Suppose n ≥ 4. If the Bott filtration of Σ∞+ ΩSU(n) may be made into an E2-
algebra object in filtered spectra, then it is not equivalent to its E2 associated graded. More
generally, any extension of the graded A∞-algebra of Theorem 1.6 to a graded E2-algebra must
fail to have the usual E2-algebra structure on its underlying ungraded E2-ring.
However, if one is willing to work in a complex-oriented theory, such as ordinary homology,
the situation improves:
Theorem 1.10. LetMU denote the E∞-ring spectrum of complex bordism. Suppose that R1 and
R2 are any two (ungraded) E2-algebras with the same underlying A∞-ring Σ
∞
+ ΩSU(n). Then
there there is an equivalence of E2-MU -algebras
MU ∧R1 ≃MU ∧R2.
For Theorem 1.10 to be of interest, it is necessary to exhibit exotic E2-algebra structures on
Σ∞+ ΩSU(n). Example 1.7 gives some idea of how this may be accomplished via Thom spectra,
and we end Section 4 with a sketch of the following:
Construction 1.11. There exists a graded E2-algebra structure on gr(Σ
∞
+ {Fn,k}) extending
the canonical graded A∞-algebra structure.
Remark 1.12. Theorem 1.10, combined with Construction 1.11, may be seen as a once-looped
analogue of work of Kitchloo [Kit01]. Kitchloo studied a splitting, due to Miller [Mil85], of
Σ∞+ SU(n). His theorem is that, for complex-oriented E, the corresponding direct sum decompo-
sition of E∗(SU(n)) is multiplicative.
Our proof of Theorem 1.10 is by obstruction theory. We show in Section 7 that all obstructions
to an E2 equivalence vanish. On the other hand, we prove Theorem 1.9 by explicitly calculating
a non-zero obstruction in Section 8. It remains to discuss Theorem 1.6, the A∞ splitting of
Σ∞+ ΩSU(n), which is the central result of our paper.
To prove that a filtered spectrum
A0 −→ A1 −→ A2 −→ A3 −→ · · ·
splits, it suffices to provide splitting maps in the form of a “cofiltered spectrum”
A0 ←− A1 ←− A2 ←− A3 ←− · · ·
In Section 2 we make this statement precise (with the proof in Appendix B) by explaining the
following theorem:
Theorem 2.9. Let X ∈ AlgEn(Fil(Sp)) be an En filtered spectrum. Suppose there exists an En
cofiltered spectrum Y ∈ AlgEn(Cofil(Sp)) with the following two properties:
(1) There is an equivalence colimX ≃ limY of En-algebras in spectra.
(2) The resulting natural maps Xi → Yi are equivalences.
Then, the filtered spectrum X is En-split.
We wish to apply this theorem in the case n = 1, where X is the E1 = A∞ filtered spectrum
in Theorem 1.3. In Section 5, we produce the corresponding A∞ cofiltered spectrum; the proof
is then finished in Section 6. To do this, we extend the methods of [Aro01], who used Weiss
calculus to give an elegant second proof of the Mitchell–Richter splitting (without multiplicative
structure).
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Arone’s idea is to use additional functoriality present in the filtration of ΩSU(n). Let J
denote the topological category of complex vector spaces and embeddings, fix a complex vector
space V , and consider the functor
GV : J −→ Spaces
given by GV (W ) = J (V, V ⊕W ). Observe that the special unitary group SU(V ⊕ C) arises as
the value GV (C) = J (V, V ⊕C). Weiss calculus provides a toolbox with which to study functors
similar to GV – a brief review of the theory is provided at the beginning of Section 5.
The Bott filtration in fact arises from a sequence of functors
F0(W )→ F1(W )→ F2(W )→ · · · → F (W ) := Σ
∞
+ ΩJ (V, V ⊕W )
from J to spectra. This filtration has the key property that the successive quotients Fn/Fn−1
are homogeneous functors of degree n. Arone then applies an argument of Goodwillie [Goo03,
Example 1.20] to see that in this situation, the Weiss polynomial approximation PnF (W ) is
precisely the functor Fn(W ). The approximations
PnF (W )→ Pn−1PnF (W ) ≃ Pn−1F (W )
provide Arone with splitting maps.
To obtain an A∞ splitting, it is no longer sufficient to merely provide splitting maps. As
explained by Theorem 2.9, we instead require an A∞ structure on the whole system of splitting
maps, considered as a cofiltered spectrum. This will arise from combining two statements: the
first is that the functor F (W ) takes values in A∞ ring spectra, and thus gives an A∞ object
in the category SpJ of functors from J to spectra. The second is that the Weiss tower can be
viewed as a symmetric monoidal functor from SpJ to cofiltered objects in SpJ . This observation,
which may be of independent interest, is likely known to experts and was suggested to us by
Jacob Lurie, but we could not locate in the literature. We have proven it in the following form,
where SpJconv denotes restriction to certain conveniently convergent functors:
Theorem 5.10. The Weiss tower defines a symmetric monoidal functor
Tow : SpJconv → Cofil(Sp
J
conv).
Remark. In fact, the convergence hypotheses were made for convenience and are not necessary.
Furthermore, the theorem works just as well in the context of Goodwillie calculus – see Remark
5.11.
There are a number of natural and presumably approachable open questions suggested by our
work here. In addition to Question 1, we highlight the following:
Question 2. Is the Mitchell–Richter filtration of the loop space of a Stiefel manifold always
filtered A∞? This is the only obstruction to promoting Theorem 1.6 to a result about all such
loop spaces.
Question 3. What are the proper motivic analogues of our results, phrased in the category of
A1-invariant Nisnevich sheaves?
Question 4. What are the proper equivariant analogues of our result? See for example [Ull12],
[Tyn17].
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Notation and conventions:
(1) As through the introduction, we will freely use the word category to refer to a not-
necessarily truncated∞-category and will specify when we explicitly work with 1-categories.
(2) Sp denotes the category of spectra and S denotes the category of spaces.
(3) We will often conflate a graded spectrum with its underlying spectrum unless there is
potential confusion.
(4) Z≥0 denotes the poset of non-negative integers as an ordinary category where Hom(a, b)
is a singleton if a ≤ b, and empty otherwise. Denote by Zds≥0 the underlying set considered
as a category with no morphisms. We will implicitly take nerves to obtain ∞-categories
which will serve as the indexing sets for filtered and graded spectra. The reader is warned
that our numbering conventions are opposite the ones in [Lur15].
2. Filtered and Graded Ring Spectra
It will be important for us to have a precise language for discussing filtered and graded spectra,
what it means to be split, what it means to take associated graded, and the multiplicative aspects
of these constructions. Here we review a framework from [Lur15] for studying graded and filtered
objects. The reader is referred to [Lur15] for a more thorough treatment and all proofs.
2.1. First definitions. Let D be an ∞-category which we will regard as the diagram category.
Our filtered objects will be valued in the functor category SpD . This will be no more difficult than
just ordinary spectra because limits, colimits, and smash products will be considered pointwise;
in any case, we will refer to objects of SpD as functors or simply as spectra.
Definition 2.1. Let Gr(SpD) denote the functor category Fun(Zds≥0, Sp
D). We shall refer to
Gr(SpD) as the category of graded objects in SpD. Its objects can be thought of as sequences
X0, X1, X2, · · · ∈ Sp
D.
Definition 2.2. Let Fil(SpD) denote the functor category Fun(Z≥0, Sp
D). We shall refer to
Fil(SpD) as the category of filtered objects in SpD. Its objects can be thought of as sequences
Y0 → Y1 → Y2 → · · · ∈ Sp
D filtering colimi Yi.
Remark 2.3. We will occasionally also consider filtered objects in pointed spaces S∗, but we
do not use them in an essential way in the paper so we restrict to spectra for the remainder
of this section. The issue is that the monoidal structure given by × does not preserve colimits
separately in each variable – for instance, it does not preserve the empty colimit. The category
Fil(S∗) of filtered pointed spaces nevertheless has a monoidal structure by Day convolution, but
Gr(S∗) does not, and thus we do not consider a monoidal structure on graded pointed spaces.
The obvious map Zds≥0 → Z≥0 induces a restriction functor res : Fil(Sp
D)→ Gr(SpD) which
can be thought of as forgetting the maps in the filtered object. The restriction fits into an
adjunction
I : Gr(SpD) −−⇀↽− Fil(SpD) : res
where the left adjoint I : Gr(SpD) → Fil(SpD) is given by left Kan extension. The functor I
can be described explicitly as taking a graded object X0, X1, X2, · · · to the filtered object
I(X0, X1, · · · ) = (X0 → X0 ∨X1 → X0 ∨X1 ∨X2 → · · · ).
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Inverse to this, there is an associated graded functor gr : Fil(SpD)→ Gr(SpD) such that the
composite gr ◦ I : Gr(SpD)→ Gr(SpD) is an equivalence. This can be thought of pointwise by
the formula
gr(X0 → X1 → X2 → · · · ) = (X0, X1/X0, X2/X1, · · · ).
As the names suggest, one may recover from a filtered or graded functor the underlying object.
For filtered objects, this is a functor
colim : Fil(SpD)→ SpD
given by Kan extending along Z≥0 → ∗. It can be thought of as taking the colimit. For graded
objects, the underlying object is simply the direct sum of all the graded pieces. We will system-
atically abuse notation by conflating a graded spectrum with its underlying spectrum when we
feel there is no potential for ambiguity.
2.2. Monoidal structures. We now begin studying the monoidal structures on graded and fil-
tered spectra. We confine ourselves to a basic discussion here, leaving a more technical discussion
for Appendix A.
By [Gla13] or [Lur16, Example 2.2.6.17], the categoriesGr(Sp) and Fil(Sp) may be given sym-
metric monoidal structures via the Day convolution. Then, via the identifications Gr(SpD) =
Gr(Sp)D and Fil(SpD) = Fil(Sp)D, the categories Gr(SpD) and Fil(SpD) may be given sym-
metric monoidal structures pointwise on D. In both cases, we denote the resulting operation by
⊗. Explicitly, the filtered tensor product
(X0 −→ X1 −→ X2 −→ · · · )⊗ (Y0 −→ Y1 −→ Y2 −→ · · · )
of two filtered spectra is computed as
X0 ∧Y0 −→ colim

X0 ∧Y1
X0 ∧Y0 X1 ∧Y0
 −→ colim

X0 ∧Y2
X0 ∧Y1 X1 ∧Y1
X0 ∧Y0 X1 ∧Y0 X2 ∧ Y0

−→ · · · .
For graded spectra, the analogous formula is:
(A0, A1, A2, · · · )⊗(B0, B1, B2, · · · ) ≃
A0 ∧B0, (A1 ∧B0) ∨ (A0 ∧B1), · · · , ∨
i+j=n
Ai ∧Bj , · · ·
 .
The unit SgrD of ⊗ in Gr(Sp
D) is the constant diagram at S0 in degree 0 and ∗ otherwise; the
unit SfilD in Fil(Sp
D) is ISgrD . We may then talk about En-algebras in Gr(Sp
D) and Fil(SpD)
and their modules.
Remark 2.4. One consequence of this is that one can recover filtered spectra as a module
category inside the category of graded spectra. There is a symmetric monoidal functor Zds≥0 → Sp
sending each integer to S0; this yields an E∞-algebra A = Σ
∞
+ Z
ds
≥0 in Gr(Sp). The spectrum
underlying A is an infinite wedge of copies of S0. Given a filtered spectrum X , res(X) acquires an
action of A where the S0 in degree 1 acts by “shifting filtration.” In fact, we have the following,
as proven in [Lur15, Proposition 3.1.6]:
Lemma 2.5. The functor res lifts to an equivalence
Fil(Sp)
≃
−→ModA(Gr(Sp))
of symmetric monoidal ∞-categories.
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The functors I and gr can be given symmetric monoidal structures such that the composite
gr ◦ I : Gr(SpD)→ Gr(SpD) is a symmetric monoidal equivalence by [Lur15, Proposition 3.2.1].
It follows in particular that they extend to functors between the categories of En-algebras in
Gr(SpD) and Fil(SpD). Thus, given an En-algebra Y in filtered spectra, we obtain a canonical
En structure on its associated graded gr(Y ). Conversely, given X ∈ AlgEn(Gr(Sp
D)), we obtain
IX ∈ AlgEn(Fil(Sp
D)).
2.3. Structured splittings. In this paper, we aim to study filtered spectra which are split in
a way compatible with multiplicative structure. This is captured by the following definition:
Definition 2.6. A filtered En-algebra X ∈ AlgEn(Fil(Sp
D)) is called En-split if there exists
some Y ∈ AlgEn(Gr(Sp
D)) and an equivalence X ≃ IY in AlgEn(Fil(Sp
D)).
Given an En-split filtered spectrum X , we can recover the underlying graded spectrum by
taking the associated graded.
Example 2.7. In this example, we relate the Snaith splitting to the above notions of En-
split filtered spectrum. Since the functors res and Ω∞ are lax monoidal, we may consider the
commutative diagram of right adjoints
Gr(Sp) Fil(Sp) Fil(S∗)
AlgEn(Gr(Sp)) AlgEn(Fil(Sp)) AlgEn(Fil(S∗))
res
Ω∞
res
Ω∞
where the vertical maps forget the algebra structure. This induces a corresponding commutative
diagram of left adjoints
Gr(Sp) Fil(Sp) Fil(S∗)
AlgEn(Gr(Sp)) AlgEn(Fil(Sp)) AlgEn(Fil(S∗))
I
FEn FEn FEn
Σ∞
I
Σ∞+
where the vertical maps take free algebras. Let E be a spectrum and consider E[1], the graded
spectrum with E in degree 1. The commutativity of the left square shows that the free En-
algebra in filtered spectra on I(E[1]) is En-split. Moreover, let X ∈ S∗ be a pointed space and
n > 0; work of [May72] determines the free En-algebra on X in pointed spaces to be Ω
nΣnX ,
which comes with a canonical filtration. We claim without proof that this is the free En-filtered
space on X placed in filtration 1. The right square in this diagram verifies that its suspension is
the free En-algebra in filtered spectra on I(Σ
∞X [1]), and thus, by the previous remarks, yields
an En-split filtered spectrum, demonstrating a structured version of the Snaith splitting [Sna74].
In this paper, we will be interested in when a given En filtered spectrum is En-split. Disre-
garding the multiplicative structure, a filtered spectrum
X0 −→ X1 −→ X2 −→ · · · ,
will split if and only if there are maps going the other way:
X0 ←− X1 ←− X2 ←− · · · ,
with the property that the relevant composites are equivalences. To systematically talk about
these backwards maps, we need the following definition:
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Definition 2.8. Let Cofil(SpD) denote the functor category Fun(Zop≥0, Sp
D). We shall refer to
Cofil(SpD) as the category of cofiltered objects in SpD. Its objects can be thought of as towers
of functors Y0 ← Y1 ← Y2 ← · · · ∈ Sp
D.
In Appendix A, we show how to give Cofil(SpD) the structure of a symmetric monoidal ∞-
category. One might then correctly surmise that producing a multiplicatively structured splitting
involves the multiplicativity of this opposite filtration. In particular, we have the following
criterion, which we prove in Appendix B (we now switch from SpD to Sp for ease of notation):
Theorem 2.9. Let X ∈ AlgEn(Fil(Sp)) be an En filtered spectrum. Suppose there exists an En
cofiltered spectrum Y ∈ AlgEn(Cofil(Sp)) with the following two properties:
(1) There is an equivalence colimX ≃ limY of En-algebras in spectra.
(2) The resulting natural maps Xi → Yi are equivalences.
Then, the filtered spectrum X is En-split.
3. The E2 Schubert Filtration
In the next section we will define the Mitchell–Richter Bott filtration on ΩSU(n) and prove
that it makes Σ∞+ ΩSU(n) into a filtered A∞-ring spectrum. The filtration, especially as a
multiplicative object, is most naturally described in the language of algebraic geometry. Our
aim in this section will be to recall the complex points of these algebro-geometric objects and
extract from both the algebro-geometric and topological literature all of the basic facts about
these complex points that we will later need. None of the ideas in this section are original: the
objects we study are due to Beilinson and Drinfeld [BDb], and their translation into algebraic
topology is due to Jacob Lurie [Lur16, §5.5].
3.1. The Schubert filtration on the Affine Grassmannian. Fix for the moment a smooth,
reductive, affine algebraic group G over C. Through the rest of the paper, we will be interested
only in the cases G = Gm, SLn, or GLn, and so the reader may safely restrict their attention to
those cases for concreteness. As we will explain in detail, an algebro-geometric model for ΩG(C)
is the affine Grassmannian GrG. The E2-algebra structure present on ΩG(C) is encoded by a
more elaborate object, the Beilinson–Drinfeld Grassmannian. A good general reference for both
of these objects is [Zhu16], whose presentation we will more or less follow below.
We use D to denote the formal disk Spec(C[[t]]) and D∗ to denote the punctured disk
Spec(C((t))). For R a C-algebra, we use DR to denote Spec(C[[t]]⊗ˆR) and D
∗
R to denote
Spec(C((t))⊗ˆR). We refer to a point in the space G(D∗) = G(C((t))) as an algebraic free
(i.e., unbased) loop in G. Such points are exactly automorphisms of the trivial G-torsor E0 over
D∗.
Definition 3.1. The affine Grassmannian GrG of G is the Ind-scheme with functor of points
GrG(R) = {(E , β)}, where
E is a G-torsor over DR and β : E|D∗
R
∼= E0D∗
R
is a trivialization over D∗R.
The complex points GrG(C) are a model for the topological space ΩG [PS86, §8.3], [Zhu16,
1.6]. These complex points are given [Zhu16, 1.4] by the homogeneous space
G(C((t)))/G(C[[t]]),
which up to homotopy is the quotient of the free loop space on G by the action of G.
The above functor of points is not representable by a scheme, but it is a filtered colimit of
schemes GrG,≤µ. We will define below at least the complex points GrG,≤µ(C) of these schemes,
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which are specific topological subspaces of GrG(C). First, it is necessary to introduce a bit more
notation.
Let T denote a maximal torus insideG. We use X• to denote the lattice of weights Hom(T,Gm),
and X• to denote the dual lattice of coweights. Inside X
• is the set Φ of roots. We fix a particu-
lar Borel subgroup B ⊂ G, determining a choice of positive roots Φ+ ⊂ Φ and a semi-group of
dominant coweights X+• ⊂ X•. There is a natural bijection
X
+
•
∼= G(C[[t]])\G(C((t)))/G(C[[t]])
of dominant coweights with the above double cosets. Each coweight µ ∈ Hom(Gm, T ) defines via
the inclusion of T into G an element tµ in G(C((t))). There is a Bruhat decomposition of the
algebraic free loop space
G(C((t))) ∼=
∐
µ∈X+•
G(C[[t]])tµG(C[[t]]).
Projecting onto the affine Grassmannian, one learns that the G(C[[t]])-orbits of GrG are
indexed by µ ∈ X+• . We will use GrG,≤µ to denote the closure of the orbit corresponding to
µ. The closure GrG,≤µ1 contains GrG,≤µ2 if and only if µ1 − µ2 is a sum of dominant coroots
[Zhu16, 2.1]. This ordering on the dominant coweights is known as the Bruhat order.
Definition 3.2. An X+• -filtered topological space K is a poset of topological subspaces of K,
indexed by X+• .
An example is of course given by GrG(C), filtered by the GrG,≤µ(C). We will refer to this
filtration on GrG(C) as the Schubert filtration.
Remark 3.3. Suppose that γ is a principal G-bundle on A1, and that p is the origin in A1. Then
restriction of γ to an infinitesimal neighborhood of p gives a principal G-bundle on the formal
disk D. If one is then further given a trivialization of γ away from p, there is then an associated
point x ∈ GrG(C). This point x lives in a certain G(C[[t]])-orbit, and thus has well-defined
monodromy µ ∈ X+• .
Now, if p is any point in A1, then a formal neighborhood of p is isomorphic but not equal
to the formal disk D. If given a trivialization of γ away from p, this means that one does not
get a well-defined point x ∈ GrG(C), but one does obtain a well-defined G(C[[t]])-orbit inside
of GrG(C). In other words, the trivialization of γ away from p has well-defined monodromy
µ ∈ X+• . Notice, in fact, that to define µ one needs not a trivialization on all of A
1\{p}, but only
a trivialization defined away from p in a neighborhood of p.
Example 3.4. Suppose G = SL2(C) with its usual maximal torus. A coweight µ ∈ X• consists
of a pair (a, b) of integers with a + b = 0. We choose a Borel so that a coweight is dominant if
a ≥ b. The conjugation action of SL2(C) on ΩSL2(C) has one orbit for each pair (a,−a) with
a ≥ 0. The orbit corresponding to (a,−a) contains the loop Gm → ΩSL2(C) given by
t 7→
(
ta 0
0 t−a
)
.
The closure of the (a,−a) orbit contains the (b,−b) orbit if and only if b ≤ a. To topologists,
ΩSL2(C) ≃ ΩΣS
2 is recognizable as the free A∞-algebra on the pointed space S
2. In particular,
GrSL2(C) is naturally equipped with the James filtration by word length. The closure of the
(a,−a) orbit, denoted GrSL2,≤(a,−a)(C), turns out to be the (2a)th component of the James
filtration.
Thus, the Schubert filtration is strictly coarser than the James filtration. In particular, the
S2 that appears as the first James filtered piece of ΩSL2(C) is not closed under the SL2(C)
MULTIPLICATIVE STRUCTURE IN THE STABLE SPLITTING OF ΩSLn(C) 11
conjugation action. Only the collection of words of length 2 or less is closed under the SL2(C)
action.
In this paper, we are interested in a filtration called the Bott filtration of ΩSLn(C). For
ΩSL2(C), the Bott filtration corresponds to the James filtration on ΩS
3, and in particular is
not given by the Schubert filtration on GrSL2(C). However, in Section 4, we will explain how
to obtain the Bott filtration from the Schubert filtration, while in the remainder of this section
we will explain how the Schubert filtration interacts with the E2-algebra structure on ΩSL2(C).
3.2. E2-algebras via disk algebras. Let C be a symmetric monoidal category. An E2-algebra
in C is an object A ∈ C with multiplications parametrized by embeddings of disjoint unions of
disks. Our preferred model for this will be the notion of a N(Disk(C))-algebra as in [Lur16,
§5.4.5]. There is a colored operad Disk(C) whose colors are disks (open subspaces of C which
are homeomorphic to R2). The set of operations from (D1, D2, · · · , Dn) to D is the singleton
if the Di are disjoint and contained in D, and empty otherwise. From this colored operad, we
may obtain an ∞-operad N(Disk(C))⊗ whose algebras we will refer to as N(Disk(C))-algebras.
A N(Disk(C)) algebra A is the data of an object A(D) ∈ C for each disk D ⊂ C and coherent
maps A(D1)⊗A(D2)⊗ · · · ⊗A(Dn)→ A(D) for inclusions D1
∐
· · ·
∐
Dn → D of disks.
The following theorem relates these to (non-unital) E2-algebras
1:
Theorem 3.5 (Proposition 5.4.5.15, [Lur16]). There is a fully faithful functor AlgnuE2(C) →
AlgnuN(Disk(C))(C) with essential image the full subcategory of N(Disk(C))nu-algebras A which are
locally constant in the sense that for every embedding D →֒ D′ of disks, the natural map A(D)→
A(D′) is an equivalence.
In this paper, we will construct E2-algebras by constructing N(Disk(C))nu-algebras and then
checking the condition of Theorem 3.5. We will be particularly interested in equipping the affine
Grassmannian with the structure of an E2-algebra in filtered spaces.
Before returning to the setting of the affine Grassmannian, it will be helpful to record here
one additional topological construction.
Definition 3.6 (§3.4, [BDa]). For any topological space X , the collection of nonempty finite
subsets of X can be itself topologized as follows: consider the contravariant functor from the
category Finsurj of finite sets and surjections to the category of topological spaces carrying a
finite set S to XS and a surjection S ։ T to the natural diagonal map XT → XS. Let Fin≤nsurj
denote the category of finite sets of cardinality at most n. We define the topological spaces
Ran≤n(X) := colim
S∈Fin≤n
surj
XS
and
Ran(X) := colim
n→∞
Ran≤n(X)
where the colimits are taken in the 1-category of topological spaces. We will refer to Ran(X) as
the Ran space of X .
Remark 3.7. There is another topology on the Ran space, given for instance in [Lur16, §5.5].
For our purposes, it will not matter which topology we use, so we will use the colimit topology
throughout.
Remark 3.8. Morally, the Ran space gives yet another way to think about E2-algebras. Indeed,
an E2 algebra A can be thought of as consisting of a copy for A of each disk in the plane together
with multiplications parametrized by embeddings of disjoint unions of disks. On an infinitesimal
1For technical reasons, we will work with the non-unital (abbreviated ‘nu’) variants of E2 and Disk(C)-algebras
from now on.
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scale, this can be thought of as giving for each point in the plane x ∈ C a copy Ax of A. The
embeddings of disks correspond to collisions of points in the plane. The Ran space is built exactly
to track this collision data. More precisely, given an E2-algebra A and a finite set of points in
the plane {xi}i∈I ∈ Ran(C), one can form the tensor product
⊗
x∈X Ax. These tensor products
turn out to be stalks of a cosheaf on Ran(C); the functoriality in the Ran space expresses the
idea of points colliding determining the multiplicative structure.
The more precise connection between the Ran space and disk algebras is given by the notion
of a factorizable cosheaf on the Ran space of C [Lur16, Theorem 5.5.4.10]. Instead of introducing
the general theory, we will turn immediately to our example of interest, the Beilinson-Drinfeld
Grassmannian.
3.3. The Beilinson-Drinfeld Grassmannian. The structure alluded to in the previous section
arises naturally in algebraic geometry in the form of the Beilinson-Drinfeld Grassmannian. Our
goal in this section is to set up this object and describe the E2 algebras it produces via Theorem
3.5.
Definition 3.9. The algebro-geometric Ran space RanA1 is the presheaf that assigns to every
C-algebra R the set of non-empty finite subsets of Spec(R)× A1 over Spec(R). The Beilinson–
Drinfeld Grassmannian is the presheafGrG,Ran that assigns to each C-algebraR the set of triplets
(x, E , β), where x ∈ RanA1(R), E is a G-torsor on A
1 × Spec(R), and β is a trivialization of E
away from the graph of x in Spec(R)× A1.
The Beilinson–Drinfeld Grassmannian is naturally fibered over the algebro-geometric Ran
space. Note that the complex points of the algebro-geometric Ran space are just the space
Ran(C) that we have previously considered. We shall be primarily interested in the resulting
map on complex points
GrG,Ran(C)
p
−→ Ran(C).
For a subset U ⊂ C, let GrG,Ran(U ⊂ C) := p
−1(Ran(U)). As explained above, a point x in
Ran(C) consists of a non-empty finite subset I ⊂ C of points in C. The fiber of the Beilinson–
Drinfeld Grassmannian GrG,Ran(C) over x is the moduli of G-bundles on A
1 equipped with a
trivialization away from the points in I. This fiber is non-canonically isomorphic to the product
of |I| copies of the affine Grassmannian GrG(C).
Via the machinery in the previous section (as we will explain in more detail later), GrG,Ran(C)
describes the E2-algebra structure on the affine Grassmannian. However, we are interested in the
compatibility of this E2 structure with certain filtrations on GrG(C). We must therefore exhibit
a filtration on the whole Beilinson-Drinfeld Grassmannian. In particular, we filter GrG,Ran(C) by
topological spaces GrG,Ran,≤µ(C), allowing us to view GrG,Ran(C) as an X
+
• -filtered topological
space in the sense of Definition 3.2.
To do so, consider an arbitrary point p ∈ GrG,Ran(C), consisting of a G-bundle γ on A
1
trivialized away from a collection of points I = (i1, i2, ..., iℓ) ⊂ C. For each point ik ∈ C, the
restriction of γ to a formal neighborhood of ik has well-defined monodromy µk, in the sense of
Remark 3.3. We say that p lives in GrG,Ran,≤µ(C) if and only if
k∑
i=1
µk ≤ µ.
This defines GrG,Ran(C) as an X
+
• -filtered topological space (for a filtration at the level of algebro-
geometric objects, see [Zhu16, 3.1.11]).
We will ultimately be concerned with certain graded and filtered spectra that one can extract
from GrG(C) and its coweight filtration. In particular, given a dominant coweight µ ∈ X
+
• ,
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one obtains a graded spectrum {Σ∞+ GrG,≤kµ(C)}k∈Z≥0 . Let us now choose and fix a dominant
coweight µ. Our goal for the remainder of the section is to prove the following fact:
Theorem 3.10. Let G be a smooth, reductive affine algebraic group over C and µ ∈ X+• be
a dominant coweight. Then, the graded spectrum {Σ∞+ GrG,≤kµ(C)}k∈Z≥0 naturally admits the
structure of an E2-algebra in graded spectra.
Remark 3.11. We have chosen to state our theorem in spectra because we do not set up the
monoidal structure on the category of graded spaces (cf. Remark 2.3). One could make sense of
{GrG,≤kµ(C)}k∈Z≥0 as a non-unital E2-algebra in graded spectra, but this is unnecessary for our
applications. Nevertheless, the proof of Theorem 3.10 goes through in ungraded spaces to show
that
∐
k∈Z≥0
GrG,≤kµ(C) is an E2-algebra in pointed spaces.
Remark 3.12. It is not generally true that GrG,≤kµ is contained in GrG,≤jµ when k < j because
this does not imply that kµ ≤ jµ in the poset of coweights. However, in the case when µ ≥ 0, then
kµ < jµ and the pieces of the graded spectrum {Σ∞+ GrG,≤kµ(C)}k∈Z≥0 are naturally included
in one another. In this situation, one obtains a filtered spectrum which can similarly be shown
to be an E2-algebra in filtered spectra.
Remark 3.13. The proof of Theorem 3.10 will also make clear the functoriality of the construc-
tion. In particular, suppose that G1 −→ G2 is a map of reductive groups, and further suppose
that this map is compatible with choices of maximal tori and dominant coweights, so that it
induces a map of dominant coweight lattices X+1,• −→ X
+
2,•. Then if a dominant coweight µ1 is
sent to a dominant coweight µ2, there is an induced map of graded E2-algebras
{Σ∞+ GrG1,≤kµ1(C)}k∈Z≥0 −→ {Σ
∞
+ GrG2,≤kµ2(C)}k∈Z≥0 .
Definition 3.14. The 1-category of graded topological spaces is the ordinary category of functors
from Zds≥0 to topological spaces. It acquires the structure of a symmetric monoidal category by
the Cartesian product × with the usual grading conventions.
Construction 3.15. We define a Disk(C)nu algebra A¯ valued in graded topological spaces. This
will arise from the map p : GrG,Ran(C)→ Ran(C) constructed above. For a diskD ⊂ C, we define
the graded topological space A¯(D) by the formula A¯(D)k := GrG,Ran,≤kµ(D ⊂ C). Explicitly,
the points of A¯(D)k are given by the data of a pair (I,F) where I ⊂ D is a nonempty finite
subset and F is a principal G-bundle with a trivialization away from I with monodromy less
than or equal to kµ in the sense defined above. Let D1
∐
D2
∐
· · ·
∐
Dn →֒ D be a nonempty
inclusion of disjoint disks into a larger disk D. To define a Disk(C)nu algebra, we need to exhibit
maps A¯(D1)×· · ·× A¯(Dn)→ A¯(D) satisfying the obvious coherences. This map sends the point
determined by (I1,F1), · · · , (In,Fn) to the point (I,F) where I = I1
∐
· · ·
∐
In and F is obtained
by gluing the Fi along the trivializations away from I. This defines a map respecting the grading
because if the coweight corresponding to (Ii,Fi) ∈ A¯(D)ki is αi ≤ kiµ, then Σiαi ≤ (Σiki)µ and
so one naturally lands in grading Σiki.
Remark 3.16. More generally, the Beilinson-Drinfeld Grassmannian yields the structure of a
factorizable cosheaf on Ran(C) as mentioned in Remark 3.8. The key structure present is that of
factorization, which roughly says that the Grassmannian over the disjoint union of two subsets
U, V ⊂ C is equivalent to the product of the Grassmannians over the two sets separately.
Passing to the ∞-category of spaces and stabilizing, we obtain a N(Disk(C))nu-algebra A
valued in graded spectra whose value on a disk D is A(D)k = Σ
∞
+ A¯(D)k = Σ
∞
+ GrG,Ran,≤kµ(D ⊂
C). The following theorem is the essential non-formal input to producing an E2-algebra.
Proposition 3.17. Suppose that G is reductive. Let D ⊂ C be a disk and {x} →֒ D be a point.
Then, for each µ ∈ X+• , the natural map GrG,Ran,≤µ({x} ⊂ C)→ GrG,Ran,≤µ(D ⊂ C) induces a
homotopy equivalence of spaces.
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The theorem will come down to the following key fact from geometric representation theory,
the proof of which appears in [BDb] immediately following [BDb, 5.3.10]:
Lemma 3.18. Suppose that G is reductive. For each finite set I and each µ ∈ X+• , define P so
that the following square is a pullback in the category of topological spaces:
P GrG,Ran,≤µ(C)
C
I Ran(C).
f
Then the map f is a proper map of topological spaces.
Remark 3.19. The reader interested in geometric intuition for the above lemma is encouraged to
look at [Zhu09, Proposition 1.2.4]. The argument in [BDb] demonstrates the stronger statement
that the map f is proper before taking complex points.
For any X ⊂ C, Ran≤n(X) is a finite colimit of spaces of the form XJ for a finite set J . Thus,
we obtain the following corollary:
Corollary 3.19.1. Let X ⊂ C and µ ∈ X+• . Then, the restriction Gr
≤n
G,Ran,≤µ(X ⊂ C) →
Ran≤n(X) of the Beilinson-Drinfeld Grassmannian to Ran≤n(X) is proper.
We now prove Proposition 3.17 following ideas of Jacob Lurie.
Proof of Proposition 3.17. It suffices to show that we have an equivalence upon restricting to
Ran≤n for each n, because GrG,Ran,≤µ({x} ⊂ C) = colimnGr
≤n
G,Ran,≤µ({x} ⊂ C) and GrG,Ran,≤µ(D ⊂
C) = colimnGr
≤n
G,Ran,≤µ(D ⊂ C) are filtered colimits of closed inclusions. For ease of notation,
for a subset U ⊂ C, let Gr(U) stand in for Gr≤nG,Ran,≤µ(U ⊂ C) for the remainder of the proof.
We have a pullback square of topological spaces
Gr({x}) Gr(D)
{x} = Ran≤n({x}) Ran≤n(D)
i
px p
j
where p and px are proper by Corollary 3.19.1. Certainly Gr({x}) is finite type because it is a
filtered piece of the affine Grassmannian. One consequence of properness is that Gr(C), and thus
Gr(D), is finite type because Ran≤n(C) is a finite colimit of spaces which are proper over spaces
of the form An
C
. It therefore suffices to show that the upper map i induces an isomorphism on
cohomology.
Applying the proper base change theorem to the constant sheaf Z on Gr(D), we find that
there is a natural equivalence j∗p∗(Z)
∼
−→ (px)∗i
∗(Z). The right-hand side is C∗(Gr({x});Z), the
integral cohomology of the fiber at x. On the other hand, the left-hand side is by definition
colim
x∈U
C∗(p−1(U);Z)
where the colimit is taken over U ⊂ Ran≤n(D) containing x. We may compute this colimit by
extracting a cofinal sequence of opens
x ⊂ · · · ⊂ Ran≤n(Dk) ⊂ · · · ⊂ Ran
≤n(D0)
where Di are shrinking disks such that D0 = D. The transition maps in this system induce
equivalences because there is a deformation retraction of Dk onto Dk+1. Therefore, we conclude
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that
colim
x∈U
C∗(p−1(U);Z) ≃ C∗(Gr(D);Z)
and so the map i induces a cohomology isomorphism as desired. 
With Proposition 3.17 in hand, we may now prove Theorem 3.10.
Proof of Theorem 3.10. Let A be the N(Disk(C))nu-algebra we have been considering, where
A(D)k = Σ
∞
+ GrG,Ran,≤kµ(D ⊂ C). Let D ⊂ D
′ be an inclusion of disks and let {x} →֒ D be
any point of D. Then, we have for all k the commutative triangle
GrG,Ran,≤kµ(D ⊂ C)
GrG,Ran,≤kµ({x} ⊂ C) GrG,Ran,≤kµ(D
′ ⊂ C)
By Proposition 3.17, the rightward maps are equivalences. It follows that the vertical map
is an equivalence, and so the natural map A(D) → A(D′) is an equivalence of graded spectra.
Thus, by Theorem 3.5, A(D) acquires the structure of a non-unital E2 algebra in graded spectra.
Moreover, the underlying graded spectrum is given by {Σ∞+ GrG,≤kµ(C)}k∈Z≥0 .
The above discussion produces {Σ∞+ GrG,≤kµ(C)}k∈Z≥0 as a non-unital graded E2-algebra. To
finish the proof of Theorem 3.10, we must provide a unit. By [Lur16, Theorem 5.4.4.5], it suffices
to produce a quasi-unit for {Σ∞+ GrG,≤kµ(C)}k∈Z≥0 , which is a map S −→ Σ
∞
+ GrG,≤0(C) that
is both a left and a right unit up to non-canonical homotopy. We may take, for example, the
suspension of the point of the Beilinson-Drinfeld Grassmannian that is the trivial G-bundle over
A
1 together with its canonical trivialization away from the origin.

4. The Bott filtration on ΩSU(n)
In this section we recall and study the Bott filtration [Mit87] on ΩSU(n). Our main result is
that the Bott filtration is at least A∞, meaning in particular that its suspension is an A∞-filtered
spectrum in the sense of Section 2.
In the previous Section 3 we learned very general techniques to construct E2-filtrations. To
see why these techniques do not directly produce the Bott filtration, it is helpful to recall the
very instructive Example 3.4. Let us briefly summarize our previous discussion of that example:
Remark 4.1. Consider GrSL2(C) ≃ ΩSU(2) ≃ ΩS
3. This has a natural James filtration
∗ −→ J1(S
2) −→ J2(S
2) −→ · · · −→ ΩS3,
which happens to be a special case of the Bott filtration we will define below. The discussion of
Section 3 allows us to prove that the coarsened filtration
∗ −→ J2(S
2) −→ J4(S
2) −→ · · · −→ ΩS3
has suspension spectrum a filtered E2-algebra in spectra. However, we would like to understand
the James filtration, rather than its coarsening, and prove that it is at least an A∞-filtration.
We will follow Segal [Seg89] and access the Bott filtration on GrSLn(C) in a somewhat indirect
manner, by considering not GrSLn(C) but GrGLn(C).
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We consider GLn(C) with its usual maximal torus, and choose a Borel such that dominant
coweights µ, in bijection with integer sequences (a1, a2, · · · , an) such that a1 ≥ a2 ≥ · · · ≥ an,
are given by maps
t
µ
7→

ta1 0 · · · 0
0 ta2 · · · 0
...
...
. . .
...
0 0 · · · tan
 .
Definition 4.2. Consider the affine Grassmannian GrGLn(C). We denote by Fn,k the subset of
GrGLn that is the closure of the GLn(C[[t]]) orbit containing:
t 7→

tk 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
 .
Using the language of Section 3, define for each k ≥ 0
Fn,k := GrGLn,≤(k,0,0,··· )(C).
The following lemma, affirming a conjecture of Mahowald and Richter, is then an immediate
corollary of Theorem 3.10 and Remark 3.11:
Lemma 4.3 (Conjecture of Mahowald–Richter [MR93]). The inclusion∐
k
Fn,k ⊂ ΩGLn(C)
may be made into a map of E2-algebras. The suspension
Σ∞+
∐
k
Fn,k
is a graded E2-algebra in the sense of Section 2.
As explained by Segal [Seg89], the coproduct
∐
k Fn,k may be viewed as the subspace of loops
in U(n) ‘of positive winding number.’ The kth piece Fn,k consists of loops of winding number
exactly k, and the group completion of
∐
k Fn,k is ΩU(n).
Example 4.4. For any n, Fn,1 is equivalent to CP
n−1. The space F2,k is non-canonically
homeomorphic to the kth stage of the James filtration of ΩS3, consisting of all words of length
≤ k.
It is not at all obvious from the above construction that there should exist maps Fn,k → Fn,k+1.
To make such maps requires some way of identifying the various connected components of ΩU(n),
each of which is individually equivalent to ΩSU(n). Following Segal [Seg89, pg. 3–4], one makes
this identification by multiplying by powers of
λ =

t 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
 .
In other words, there is a map from the space of loops of winding number k to loops of winding
number 0 given by multiplication by λ−k.
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Definition 4.5. The Bott filtration on ΩSLn(C) is the filtration with kth piece given by λ
−kFn,k.
We will refer to the associated filtered spectrum
S→ Σ∞λ−1Fn,1 ≃ Σ
∞
CP
n−1 → Σ∞λ−2Fn,2 → · · ·
by Σ∞+ {Fn,k}.
The above constructions make Σ∞+ {Fn,k} into a filtered spectrum whose underlying graded
spectrum is E2. We will now discuss the problem of making the filtered spectrum itself E2, or at
least A∞. For this, recall from Lemma 2.5 that there is a graded E∞ ring A = Σ
∞
+ Z
ds
≥0 so that
filtered spectra may be described as A-modules in graded spectra. We now discuss the following
theorem, which implies Theorem 1.3 from the Introduction, and which again follows easily from
the machinery of Beilinson–Drinfeld Grassmannians:
Theorem 4.6. There is a map of E2-algebra objects in graded spectra
A ≃ Σ∞+ Z
ds
≥0 −→ Σ
∞
+
∐
k
Fn,k.
In particular, Σ∞+
∐
k Fn,k is an A∞-algebra in A-modules, and so Σ
∞
+ {Fn,k} is a filtered A∞-
algebra.
Proof of Theorem 4.6. Consider GrGm(C), the affine Grassmannian for the multiplicative group.
This is a model for ΩS1 and so has Z many contractible connected components. Choosing a
dominant coweight corresponding to a loop of winding number 1 identifies a copy of Zds≥0 inside
of GrGm(C). The Beilinson–Drinfeld Grassmannian for the groupG = Gm then describes Σ
∞
+ Z
ds
≥0
as a sub-E2-algebra of Σ
∞
+GrGm(C).
Now, the map of groups Gm → GLn(C) given by the dominant coweight (1, 0, · · · , 0) induces
a map of Beilinson–Drinfeld Grassmannians. Applying Remark 3.13, we obtain the desired map
of graded E2-algebras. 
Remark 4.7. The E2-algebra map A → Σ
∞
+
∐
k Fn,k sits in a commutative diagram of E2-
algebras
A Σ∞+
∐
k Fn,k
Σ∞+ Z Σ
∞
+ ΩU(n).
The map Σ∞+ Z→ Σ
∞
+ ΩU(n) may be described as the suspension of the natural map
Ω2(BU(1)→ BU(n)).
Remark 4.8. The fact that there is an E2-algebra map A → Σ
∞
+
∐
k Fn,k is stronger than the
fact that Σ∞+ {Fn,k} is A∞ filtered, but it is weaker than the claim that Σ
∞
+ {Fn,k} is E2 filtered.
We do not know if the Bott filtration is E2 or not, but would be very interested to learn the
answer.
The machinery of Beilinson–Drinfeld Grassmannians proves that the coarsened filtration con-
sisting of every nth piece of the Bott filtration (i.e. Σ∞+ {Fn,nk}) is an E2-filtration. The question
is equivalent to the production of an E3-algebra map from A to the E3-center of the E2-algebra
Σ∞+
∐
{Fn,k}. After group completion, this would in particular imply the existence of an E3-
algebra map
Z −→ (ΩU(n))hU(n).
We do not know whether even this last map exists.
We end this section by sketching what is named Construction 1.11 in the Introduction:
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Construction 4.9. The graded A∞-algebra gr(Σ
∞
+ {Fn,k}) may be equipped with the structure
of a graded E2-algebra.
Proof sketch. As explained above, the E2-algebra in spaces
∐
Fn,k receives a natural E2-map
from Zds≥0. We may thus view
∐
Fn,k as an E2-algebra over Z
ds
≥0 (by, e.g., the straightening and
unstraightening correspondence). There is a diagram of E2-algebras:∐
k Fn,k ΩU(n) ΩU ≃ BU × Z Pic(S) ⊂ Sp
Zds≥0.
J
In [Seg89, 1.7], it is proven that the colimit of the functor
∐
Fn,k −→ Sp is equivalent (as a
spectrum) to gr(Σ∞+ {Fn,k}). Note that this colimit is more classically described as the Thom
spectrum of the map
∐
Fn,k −→ BU × Z.
One may also compute this colimit by first making a left Kan extension along the map∐
Fn,k → Z
ds
≥0,
and then taking the coproduct of the images of the resulting map
Z
ds
≥0 → Sp .
Taking an operadic left Kan extension as in [Lur16, 3.1.2], one learns that the left Kan extension
Zds≥0 −→ Sp is lax E2-monoidal. The properties of Day convolution (explained in, e.g., Appendix
A) then imply that the Thom spectrum is naturally an E2-graded spectrum.
To see that the underlying A∞-graded spectrum agrees with the associated graded of the Bott
filtration, notice that the zero-section of the Thom construction is a map of graded E2-algebras.
This zero-section is, on the kth graded piece, a model for the map
Σ∞Fn,k −→ Σ
∞Fn,k/Fn,k−1.
The sequence of graded E2-algebra maps
Σ∞+ Z
ds
≥0 −→ Σ
∞
+
∐
k
Fn,k −→ Thom
(∐
k
Fn,k
)
then implies the result. 
5. Multiplicative Aspects of Weiss Calculus
In this section, we determine the multiplicative properties of the Weiss calculus polynomial
approximation functors [Wei95]. More precisely, for a functor F , we aim to understand the
Taylor tower of F ∧F in terms of the tower for F. The results in this section are likely known to
experts, but the authors were not able to locate it in the literature. They thank Jacob Lurie for
suggesting that Theorem 5.10 is true.
5.1. Review of Weiss calculus. We briefly review notions of Weiss calculus to set notation.
The reader is referred to [Wei95] for proofs and additional details. We note that the discussion
there is in the case of real vector spaces, but the results work just the same in the complex
case. We shall also work in the language of ∞-categories rather than topological categories, and
Remark 5.2 justifies this passage.
Let J be the ∞-category which is the nerve of the topological category whose objects are
finite dimensional complex vector spaces equipped with a Hermitian inner product and whose
morphisms are spaces of linear isometries.
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Weiss calculus studies functors out of J in a way analogous to Goodwillie calculus, by under-
standing successive “polynomial approximations” to these functors. Here, we will discuss only
the stable setting where we apply the theory to the functor category SpJ . The central definition
is:
Definition 5.1. A functor F ∈ SpJ is polynomial of degree n if the natural map
F (V )→ lim
U
F (U ⊕ V )
is an equivalence, where the limit is indexed over the∞-category of nonzero subspaces U ⊂ Cn+1.
As in Goodwillie calculus, the inclusion of the full subcategory Poly≤n(SpJ ) ⊂ SpJ of functors
which are polynomial of degree n admits a left adjoint
Pn : Sp
J −−⇀↽− Poly≤n(SpJ ) : jn.
The unit ηn of this adjunction provides for each F ∈ Sp
J a natural transformation F → PnF
which we will refer to as the degree n polynomial approximation of F .
Remark 5.2. This universal property was not explicitly stated in [Wei95], but it follows formally
fromWeiss’s results as follows: the functor Pn and the transformation ηn can be defined explicitly
as in [Wei95] by iteratively applying the functor τn : Sp
J → SpJ defined by the formula
τnF (V ) = lim
U
F (U ⊕ V )
with the limit indexed as in Definition 5.1. The facts required of the functors Pn in the proof of
Theorem 6.1.1.10 in [Lur16] are precisely the content of Theorem 6.3 of [Wei95].
Given this universal property, Proposition 5.4 of [Wei95] ensures the existence of a natural
Taylor tower
F −→ · · · −→ PnF
pn−1
−−−→ Pn−1F −→ · · · −→ P0F
living under any functor F ∈ SpJ . The fiber DnF of pn−1 has the special property that it
is polynomial of degree n and Pn−1DnF ≃ 0. Such a functor is called n-homogeneous ; such
functors are completely classified by the following theorem:
Theorem 5.3 ([Wei95, Theorem 7.3]). Let F ∈ SpJ . Then F is an n-homogeneous functor if
and only if there exists a spectrum Θ with an action of the unitary group U(n) such that
F (V ) = (Θ ∧ SnV )hU(n).
5.2. The Taylor tower. It is helpful, for our study of multiplicative properties, to package all
polynomial approximations into a single object–the following construction makes this precise:
Construction 5.4. We now construct a functor
Tow : SpJ → Cofil(SpJ )
with the property that it sends a functor F ∈ SpJ to its Taylor tower
Tow(F ) = P0F ←− P1F ←− P2F ←− · · · .
Recall that the Pn functors are given as left adjoints of the fully faithful inclusions
Poly≤n(SpJ ) ⊂ SpJ .
We proceed by telling a parametrized version of this story that includes all n simultaneously. The
proper framework for such a story is the formalism of relative adjunctions ; these are developed
in the ∞-categorical context in [Lur16, Section 7.3.2].
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Consider the category SpJ ×Zop≥0 together with the full subcategory
(SpJ ×Zop≥0)poly ⊂ Sp
J ×Zop≥0
on the pairs (F, [n]) such that F ∈ Poly≤n(SpJ ). Via projection, these fit into a diagram
SpJ ×Zop≥0 (Sp
J ×Zop≥0)poly
Z
op
≥0
q
p
i
This will be relevant to us because the category of sections of q are precisely Cofil(SpJ ). The
sections of p can be thought of as those cofiltered functors such that the nth piece is polynomial
of degree n. We will denote this category of sections of p by Cofil(SpJ )poly.
On the fibers over an integer [n] ∈ Zop≥0, we see the inclusion Sp
J ← Poly≤n(SpJ ). It is in this
sense that the current picture is a parametrized version of the ordinary polynomial approxima-
tions. We now claim that i admits a left adjoint P total : SpJ ×Zop≥0 → (Sp
J ×Zop≥0)poly relative
to Zop≥0 . The strategy is to use Proposition 7.3.2.6 of [Lur16], which tells us that we need to check
the following three statements:
(1) The functors p and q are locally Cartesian categorical fibrations.
(2) For each [n] ∈ Zop≥0, the functor on fibers i|p−1[n] : p
−1[n]→ q−1[n] admits a right adjoint.
(3) The functor i carries locally p-Cartesian morphisms of (SpJ ×Zop≥0)poly to locally q-
Cartesian morphisms of SpJ ×Zop≥0.
Condition (2) is clear from the existence of polynomial approximations in Weiss calculus.
To see conditions (1) and (3), we first note that q is in fact a Cartesian fibration because
it is a projection from a product. Moreover, the q-Cartesian morphisms are precisely those
morphisms which are equivalences on the SpJ coordinate. Now suppose we are given a pair
(F, [m]) ∈ SpJ ×Zop≥0 such that F ∈ Poly
≤m(SpJ ) and morphism σ : [n] → [m]. Any q-
Cartesian edge lying over σ with target (F, [m]) has source equivalent to (F, [n]) and thus is also
in the full subcategory (SpJ ×Zop≥0)poly because m ≤ n. Since p is certainly an inner fibration
(by construction as a full subcategory), this implies that p is also a Cartesian fibration and that
the inclusion i carries p-Cartesian edges to q-Cartesian edges. Since any Cartesian fibration is a
categorical fibration ([Lur17, Proposition 3.3.1.7]), conditions (1) and (3) are verified.
We now wish to look at the adjunction at the level of sections of q and p. Considering functors
from Zop≥0 into Diagram 5.4, we obtain a new diagram
Fun(Zop≥0, Sp
J ×Zop≥0) Fun(Z
op
≥0, (Sp
J ×Zop≥0)poly)
Fun(Zop≥0,Z
op
≥0)
P total∗
q∗
p∗
i∗
which exhibits P total∗ as a left adjoint of i∗ relative to Fun(Z
op
≥0,Z
op
≥0). Proposition 7.3.2.5 of
[Lur16] ensures that there is an adjunction at the level of fibers above id ∈ Fun(Zop≥0,Z
op
≥0):
P : Cofil(SpJ ) −−⇀↽− Cofil(SpJ )poly : j.
Finally, observe that the unique functor r : Zop≥0 → ∗ induces an adjunction
r∗ : SpJ −−⇀↽− Cofil(SpJ ) : lim
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where r∗ is the constant functor and lim is the same as right Kan extension along r. We now
compose these adjunctions, denoting Tow = P ◦ r∗ to obtain:
Tow : SpJ −−⇀↽− Cofil(SpJ )poly : lim .
By construction, Tow(F ) is the cofiltered spectrum
P0F ←− P1F ←− P2F ←− · · · .
This concludes the construction of Tow.
5.3. Multiplicativity of Tow. The next task is to understand the multiplicative structure of
Tow. The idea is that we would like to express Tow(F ∧ F ) in terms of Tow(F ) and the Day
convolution monoidal structure on Cofil(SpJ ). We start with the following lemma:
Lemma 5.5. The Weiss tower functor Tow defines an oplax symmetric monoidal functor
Tow : SpJ → Cofil(SpJ ).
Proof. Recall that the Weiss tower functor was defined as a composite Tow = P ◦r∗. The functor
r∗ is just the constant functor, so it is symmetric monoidal. On the other hand, P is adjoint to
the inclusion j : Cofil(SpJ )poly → Cofil(Sp
J ). Since the class of functors which are polynomial
of degree n is closed under finite limits, the subcategory (Cofil(SpJ ))poly is closed under the
convolution tensor product. We may therefore give it the structure of a symmetric monoidal ∞-
category such that j is symmetric monoidal. This makes the left adjoint P an oplax symmetric
monoidal functor, which induces an oplax symmetric monoidal structure on Tow. 
Concretely, this oplax structure can be described on the nth filtered piece as follows: suppose
F,G ∈ SpJ ; since Tow(F ) ⊗ Tow(G) ∈ Cofil(SpJ )poly, the filtered piece (Tow(F ) ⊗ Tow(G))n
is polynomial of degree n. It follows that the natural map from F ∧ G factors through a map
ϕn : Pn(F ∧G)→ (Tow(F )⊗ Tow(G))n.
In order to show that Tow is a symmetric monoidal functor, one would need to show that
each ϕn is an equivalence for all n. We will do this after restricting to a smaller subcategory of
functors with nice convergence properties:
Definition 5.6. Let F ∈ SpJ be a functor. Call F rapidly convergent if F takes values in
connective spectra and there exist real numbers c, α > 0 such that the natural map F (W ) →
PnF (W ) is (αn)dim(W )− c connected. We denote by Sp
J
conv the category of rapidly convergent
functors.
Example 5.7. Let V ∈ J be a complex vector space. The functor FV ∈ Sp
J defined by
FV (W ) = Σ
∞
+ ΩJ (V, V ⊕W )
is rapidly convergent. Indeed, [Aro01] shows that its homogeneous layers are given by
DnFV (W ) = Ω
∞(sn(V )∧S
nW )hU(n)
where sn(V ) is the suspension spectrum of a space. Since colimits do not lower connectivity, this
implies DnFV (W ) is at least (2n)dim(W ) − 1-connected. It follows from the Milnor sequence
that FV is rapidly convergent, where α can be taken to be 2.
Observe that rapidly convergent functors in particular have convergentWeiss towers. However,
the following lemma of Weiss about functors “agreeing up to order n” allows us to say more:
Lemma 5.8 ([Wei98]). Let F,G ∈ SpJ be functors, η : F → G a natural transformation,
and n ≥ 0 an integer. Suppose that there exists c > 0 such that for all W ∈ J , the map of
spectra ηW : F (W ) → G(W ) is (n + 1)dim(W ) − c connected. Then the natural transformation
Pnη : PnF → PnG is an equivalence.
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The following corollary is immediate:
Corollary 5.8.1. Let F,G ∈ SpJconv be rapidly convergent and n > 0 an integer. Then there
exists an integer M such that for m > M , the natural transformation F ∧G → PmF ∧PmG is
an equivalence after applying Pk for all integers 0 ≤ k ≤ n.
We will show that this implies the following further corollary:
Corollary 5.8.2. The map ϕn constructed above is an equivalence for all n when F,G ∈ Sp
J
conv
are rapidly convergent functors.
The proof will require the following basic lemma whose proof we will record at the end of
Appendix A.
Lemma 5.9. Let X, Y ∈ Cofil(SpJ ) and n > 0 an integer. Then we have the following formula
for the successive fibers:
fib((X ⊗ Y )n → (X ⊗ Y )n−1) ≃
∐
p+q=n
fib(Xp → Xp−1) ∧ fib(Yq → Yq−1).
We now prove the corollary:
Proof of Corollary 5.8.2. Corollary 5.8.2 implies that by replacing F and G by appropriate poly-
nomial approximations, it suffices to consider the case where F and G are polynomial of degree
m for some m (and thus, have finite Weiss towers). Note further that Lemma 5.9 applied to the
case X = Tow(F ), Y = Tow(G) implies that
fib((Tow(F )⊗ Tow(G))n+1 → (Tow(F )⊗ Tow(G))n)
is homogeneous of degree n+ 1. It follows that the fiber of the natural map
F ∧G→ (Tow(F )⊗ Tow(G))n
is a finite limit of functors killed by Pn. Since Pn commutes with finite limits, we conclude that
the natural map ϕn : Pn(F ∧G)→ (Tow(F )⊗ Tow(G))n is an equivalence. 
The proof shows further that rapidly convergent functors are closed under the tensor product.
In total, we have now proven the following theorem:
Theorem 5.10. The Weiss tower defines a symmetric monoidal functor
Tow : SpJ
conv
→ Cofil(SpJ
conv
).
Remark 5.11. Theorem 5.10 and its proof work equally well in Goodwillie calculus. There, the
hypothesis on convergence can be removed, and the adjoining discussion can be replaced with
the observation [Goo03, Lemma 6.10] that the smash product of an n-reduced functor and an
m-reduced functor is (n +m)-reduced. In Weiss calculus, this fact is also true but not in the
literature, so we have opted to give the above proof which is sufficient for our application.
Combining this with Example 5.7, we obtain:
Corollary 5.11.1. Let V ∈ J be a complex vector space. The functor FV ∈ Sp
J defined by
FV (W ) = Σ
∞
+ ΩJ (V, V ⊕W )
determines a cofiltered associative algebra Tow(FV ) ∈ AlgA∞(Cofil(Sp
J )).
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6. Stable A∞ Splittings
In this brief section, we assemble results proved above in order to obtain what is labeled
Theorem 1.6 in the Introduction:
Theorem 6.1. As an A∞-algebra object in filtered spectra, the Bott filtration of Σ
∞
+ ΩSU(n) is
equivalent to its associated graded.
Proof. The construction of the stable Bott filtration as an A∞-filtered spectrum is our Theorem
4.6. According to our Theorem 2.9, to complete the proof of Theorem 6.1 it suffices to produce
an A∞-cofiltered spectrum with limit Σ
∞
+ ΩSU(n) and with the property that certain composites
are equivalences.
As explained in the Introduction, we follow Arone [Aro01] in producing the desired cofiltered
spectrum by means of Weiss calculus. Consider, in the notation of Section 5 and particularly
Example 5.7, the functor
FV : J −→ Sp
given by FV (W ) = Σ
∞
+ ΩJ (V, V ⊕W ). Corollary 5.11.1 implies that the Taylor tower of FV ,
applied to W , is an A∞-cofiltered spectrum with limit Σ
∞
+ ΩJ (V, V ⊕W ).
Specializing to the case V = Cn−1,W = C, it is straightforward to see that J (Cn−1,Cn−1⊕C)
is equivalent to SU(n). Roughly speaking, this is because any embedding of Cn−1 into Cn may
be extended in a unique way to an automorphism of Cn that is unitary of determinant one. Thus,
applying Corollary 5.11.1 in the case V = Cn−1, W = C gives an A∞-cofiltered spectrum with
the desired limit. To complete the proof of Theorem 6.1 it suffices then to check that certain
composites are equivalences. In fact, one of the main results of [Aro01] is that those composites
are equivalences (see the proof of [Aro01, Theorem 1.2]). 
Remark 6.2. Mitchell and Richter constructed [Cra87] a filtration not just of
ΩSU(n) ≃ ΩJ (Cn−1,Cn),
but also of ΩJ (V, V ⊕ W ) for a general V and W . Arone showed in [Aro01, Theorem 1.2]
that this Mitchell–Richter filtration always stably splits, and Corollary 5.11.1 provides an A∞-
cofiltered spectrum inducing this splitting. We do not know, however, whether the Mitchell–
Richter filtration is always A∞-split because it is not known whether the filtration is A∞.
7. E2 Splittings in Complex Cobordism
We remark in this section that the A∞ splitting
Σ∞+ ΩSU(n) ≃ gr(Σ
∞
+ {Fn,k})
becomes E2 after base-change to complex bordism. More precisely, suppose that gr(Σ
∞
+ {Fn,k})
is equipped with some graded E2-ring structure extending the natural graded A∞-ring struc-
ture. Construction 4.9 provides one possible way to do this. We will by abuse of notation use
gr(Σ∞+ {Fn,k}) also to denote the underlying ungraded E2-algebra, and our main theorem is that
there is an equivalence of (ungraded) E2-MU -algebras:
MU ∧Σ∞+ ΩSU(n) ≃MU ∧ gr(Σ
∞
+ {Fn,k}).
Notice that the results of Section 6 give an A∞-equivalence between these two MU -algebras.
This A∞-MU -algebra equivalence is adjoint to a map of A∞-S-algebras
Σ∞+ ΩSU(n) −→MU ∧ gr(Σ
∞
+ {Fn,k}). (3)
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Our task in this section will be to show that (3) may be refined to a morphism of E2-ring
spectra. We do so by obstruction theory–the key fact powering our proof is that
MU2∗+1 (ΩSU(n)) ∼= 0.
This classical vanishing result may be proven via Atiyah–Hirzerburch spectral sequence, using
the even cell-decomposition of GrSLn(C).
Inspired by [CM15], we prove the following general result (implying in particular Theorem
1.10):
Theorem 7.1. Suppose that R is an E2-ring spectrum with no homotopy groups in odd degrees.
Then any homotopy commutative ring homomorphism
Σ∞+ ΩSU(n)→ R
lifts to a morphism of E2-ring spectra. Moreover, any chosen A∞ lift may be extended to an E2
lift.
Proof. By taking connective covers, one learns that any ring homomorphism
Σ∞+ ΩSU(n)→ R
must factor through the natural E2-algebra map τ≥0R→ R. Thus, without loss of generality we
will assume that R is (−1)-connected.
It is clear that the composite ring homomorphism
Σ∞+ ΩSU(n) −→ R −→ τ≤0R ≃ Hπ0(R)
may be lifted to an E2-ring homomorphism factoring through τ≤0Σ
∞
+ ΩSU(n) ≃ HZ. Suppose
now for q > 0 that we have chosen an E2-ring homomorphism
Σ∞+ ΩSU(n) −→ τ≤q−1R
We will show that there is no obstruction to the existence of a further E2-lift
Σ∞+ ΩSU(n) −→ τ≤qR,
and that one may be chosen lifting any specified A∞ map Σ
∞
+ ΩSU(n)→ τ≤qR.
According to [CM15, Theorem 4.1], there is a diagram of principal fibrations
E2-Ring(Σ
∞
+ ΩSU(n), τ≤qR) A∞-Ring(Σ
∞
+ ΩSU(n), τ≤qR)
E2-Ring(Σ
∞
+ ΩSU(n), τ≤q−1R) A∞-Ring(Σ
∞
+ ΩSU(n), τ≤q−1R)
S∗(BSU(n),K(πqR, q + 3)) S∗(SU(n),K(πqR, q + 2))
For q odd, τ≤q−1R ≃ τ≤qR, so there is no obstruction. Let us therefore assume that q is even.
Since the cohomology of BSU(n) is even-concentrated with coefficients in any abelian group,
we have that π0 S∗(BSU(n),K(πqR, q + 3)) ∼= H
q+3(BSU(n);πqR) is zero. It follows then that
the given class
x ∈ π0E2-Ring(Σ
∞
+ ΩSU(n), τ≤q−1R)
admits some lift
x˜ ∈ E2-Ring(Σ
∞
+ ΩSU(n), τ≤qR).
We may need to modify x˜ to match our chosen A∞-ring homomorphism. This is always possible
so long as the map
π1(S∗(BSU(n),K(πqR, q + 3))) −→ π1(S∗(SU(n),K(πqR, q + 2)))
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is surjective. Said in other terms, this is just the map
H2q+2(BSU(n);πqR) −→ H
2q+1(SU(n);πqR) ∼= H
2q+2(ΣSU(n);πqR)
induced by the natural map ΣSU(n)→ BSU(n). It is a classical fact that this map is surjective
(it follows from a calculation with the bar spectral sequence, using the fact that the cohomology
of SU(n) is exterior). 
8. Obstructions to a General E2 Splitting
Let 3 < n ≤ ∞ be an integer. The A∞ filtered equivalence of Theorem 1.6 gives an equivalence
of A∞ ring spectra
Σ∞+ ΩSU(n) ≃ gr(Σ
∞
+ {Fn,k}).
The right-hand side is the associated graded of the stable Bott filtration Σ∞+ {Fn,k}, which we
showed is A∞ in Theorem 1.3, but which is not known to be E2 (see Question 1).
In this section, we show that the graded spectrum on the right-hand side cannot be given
a graded E2 structure which makes the above equivalence E2 on underlying ring spectra. This
proves Theorem 1.9, and in particular says that even if the Bott filtration is E2, it will not be
E2-split before smashing with MU .
The proof is via a power operation computation. In particular, the A∞ splitting map takes
the stabilization of the bottom cell βl : S
2 → CPn−1 → ΩSU(n) on the left-hand side to the
stabilization of the bottom cell βr : S
2 → Fn,1 ≃ CP
n−1 on the right-hand side. We construct a
power operation νs and show that νs(Σ∞βl) 6= ν
s(Σ∞βr).
Observation 8.1. Let Y ∈ AlgE2(S), and suppose we are given a map S
2 → Y . This extends
to an E2 map Ω
2S4 → Y. We may precompose with the map h : S5 → Ω2S4 adjoint to the Hopf
map S7 → S4. This procedure determines a natural operation
νu : π2(Y )→ π5(Y )
in the homotopy of any E2-algebra in spaces.
Correspondingly, for any X ∈ AlgE2(Sp), a class in π2(X) determines an E2 map Σ
∞
+ Ω
2S4 →
X . The above map h then determines an operation νs : π2(X) → π5(X) via precomposition.
This has the property that for Y ∈ AlgE2(S) and β ∈ π2(Y ), we have ν
s(Σ∞β) = Σ∞νu(β).
Remark 8.2. The notation is meant to hint at the fact that if Y = Ω∞X comes from a spectrum,
then the operation νu is given by multiplication by the element ν ∈ π3(S) from the homotopy
groups of the sphere spectrum. Thus, νu is an unstable version of ν that is already seen in any
E2 algebra in spaces.
We now compute the operation νs on Σ∞βl and Σ
∞βr.
Computing νs(Σ∞βl):
For n > 3, observe that the natural map ΩSU(n) → BU is an isomorphism in homology up
to degree 7. This implies that π5(ΩSU(n)) ≃ π5(BU) ∼= 0. Consequently, ν
u(βl) = 0 and so
νs(Σ∞βl) = 0.
Computing νs(Σ∞βr):
For βr, we use the assumption that gr(Σ
∞
+ {Fn,k}) is an E2 graded spectrum. The map
βr : S
2 → Fn,1 extends to an E2 map of underlying E2-algebras
Σ∞+ Ω
2S4 → gr(Σ∞+ {Fn,k}).
Since Σ∞βr hits the degree 1 piece, this in fact arises as part of a diagram of graded spectra:
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FE2(Σ
∞S2[1]) FE2(gr(Σ
∞
+ {Fn,k}))
Σ∞S2[1] gr(Σ∞+ {Fn,k}),
FE2 (Σ
∞βr)
where the free algebras are taken in graded spectra (see Example 2.7). The relevant map for
us is the E2 map of graded spectra
FE2(Σ
∞S2[1])→ gr(Σ∞+ {Fn,k})
in that diagram. In particular, we aim to show that νs(Σ∞βr) is nonzero. It suffices to see this
in grading 1; there, it is given by the composite
Σ∞S5 → Σ∞+ Ω
2S4 → Σ∞S2
Σ∞βr
−−−−→ Σ∞Fn,1 = Σ
∞
CP
n−1,
where the middle map is given by projection onto the first graded piece (i.e., the map from the
Snaith splitting). It is easy to see that the first composite Σ∞S5 → Σ∞S2 is simply ν ∈ π3(S).
Therefore, the whole composite is given by the product ν · (Σ∞βr). However, it was computed in
[Liu63, Theorem II.8] that π5(Σ
∞ CP
∞)∧2 = Z/2 generated by ν · (Σ
∞βr). Moreover, the natural
map Σ∞CPn−1 → Σ∞ CP∞ is an isomorphism on π5 for n > 3. We conclude that ν ·(Σ
∞βr) 6= 0
and thus νs(Σ∞βr) 6= 0. This contradicts the existence of an E2 splitting.
Remark 8.3. Taking the limit as n → ∞, we see from the above computations that the E2
power operations on the bottom cells of BU and QCP∞ do not agree. The bottom of the Weiss
tower for the functor V 7→ BU(V ) gives a well-known loop map s : BU → QCP∞, implementing
the splitting principle. The obstruction of this section recovers the classical fact that s is not a
double loop map.
Appendix A. Further Properties of Day Convolution
Here we discuss some additional constructions and results that we will need for the more
technical parts of this paper.
The monoidal structures on our categories will arise from Day convolution. This was studied
for ∞-categories by Glasman [Gla13] and Lurie [Lur15, Lur16] at varying levels of generality.
We will find it convenient to use the formulation from Section 2.2.6 of [Lur16].
Theorem A.1 ([Lur16], Example 2.2.6.9). Let C and D be symmetric monoidal ∞-categories.
Then there is an ∞-operad Fun(C,D)⊗ with the following properties:
(1) The underlying ∞-category of Fun(C,D)⊗ is the functor category Fun(C,D).
(2) The ∞-category AlgE∞(Fun(C,D)
⊗) of E∞ algebras in Fun(C,D)
⊗ is equivalent to the
category of lax symmetric monoidal functors from C to D.
In order for the ∞-operad Fun(C,D)⊗ to actually be a symmetric monoidal ∞-category, one
needs to make additional assumptions.
Proposition A.2 ([Lur16], Proposition 2.2.6.16). Let C and D be symmetric monoidal ∞-
categories. Suppose that κ is an uncountable regular cardinal such that:
(1) C is essentially κ-small.
(2) D admits κ-small colimits.
(3) The tensor product on D preserves κ-small colimits separately in each variable.
Then Fun(C,D)⊗ is a symmetric monoidal ∞-category.
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Recall that the Day convolution is defined classically via left Kan extension. Assumptions (1)
and (2) ensure that the relevant Kan extensions exist. Assumption (3) then ensures that the
multiplication is associative by allowing the colimits taken in the formula for left Kan extension
to commute with the tensor product.
As stated before, Proposition A.2 is sufficient to construct symmetric monoidal ∞-categories
Fil(Sp) and Gr(Sp). However, we wish to understand the interaction of the Weiss calculus with
multiplicative structure; there, the filtrations go the other way.
We would like to make Cofil(Sp) a symmetric monoidal ∞-category by putting the Day
convolution on its opposite, Fun(Z≥0, Sp
op). However, the smash product of spectra does not
preserve small colimits separately in each variable. Nevertheless, it does preserve finite colimits
separately in each variable. In fact, these are the only colimits that are needed in the case at
hand and so we have the following variant of Proposition A.2:
Variant A.3. Let C and D be symmetric monoidal ∞-categories. Suppose that:
(1) Let I be a nonempty finite set and consider the multiplication map Πi∈I C → C. For
every C ∈ C, the slice category Πi∈I C ×C C/C has a finite cofinal subcategory.
(2) D admits finite colimits.
(3) The tensor product on D preserves finite colimits separately in each variable.
Then Fun(C,D)⊗ is a symmetric monoidal ∞-category.
Proof. This follows directly from the same arguments as Proposition A.2. In [Lur16, Corollary
2.2.6.14], the assumptions are used to guarantee the existence of a left Kan extension; this again
exists by assumptions (1) and (2) and [Lur17, Lemma 4.3.2.13]. Similarly, the proof of [Lur16,
Proposition 2.2.6.16] only makes reference to commuting tensor products in D with finite colimits,
which is ensured by assumption (3). 
In Section B, we will need to consider not only the Day convolution monoidal structure on
Fun(C,D) but its functoriality as C varies. For instance, we would for symmetric monoidal
functors C1 → C2 to induce symmetric monoidal functors Fun(C1,D)→ Fun(C2,D) via left Kan
extension.
We give a very close variant of [Nik16, Corollary 3.8] in our current framework:
Proposition A.4. Let C1, C2, and D be symmetric monoidal ∞-categories and let f : C1 → C2
be a symmetric monoidal functor. Suppose that one of the following conditions hold:
(1) The pairs (C1,D) and (C2,D) satisfy the hypotheses of Proposition A.2
(2) The pairs (C1,D) and (C2,D) satisfy the hypotheses of Variant A.3 and for any object
c ∈ C2, the slice category C1×C2C2/c has a finite cofinal subset.
Then there is an adjunction
f! : Fun(C1,D) −−⇀↽− Fun(C2,D) : f∗
where f∗ denotes restriction and f! denotes left Kan extension. Moreover, the functor f∗ is lax
symmetric monoidal and f! is symmetric monoidal.
Proof. The universal property of Fun(C1,D)
⊗ immediately implies the existence of a map of
∞-operads Fun(C2,D)
⊗ → Fun(C1,D)
⊗, which makes f∗ a lax symmetric monoidal functor.
Assumptions (1) and (2) of Proposition A.2 guarantee that the adjunction exists at the level
of ∞-categories. The rest of the proof from [Nik16, Corollary 3.8] carries over verbatim. 
A.1. Proof of Lemma 5.9. Let An ⊂ Z
op
≥0×Z
op
≥0 be the full subcategory spanned by pairs
(p, q) with p+ q ≤ n.
Define a functor T : Zop≥0×Z
op
≥0 → Sp
J by the formula T (p, q) = Xp∧Yq .We have by definition
that limT |An ≃ (X ⊗ Y )n.
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Define the functor Tn : An → Sp
J as the right Kan extension of T |An−1 along the inclusion
An−1 → An. Then, Tn has the following properties:
(1) limTn = lim T |An−1.
(2) Tn|An−1 = T |An−1.
(3) Tn(n, 0) = Xn−1 ∧ Y0 and Tn(0, n) = X0 ∧ Yn−1.
(4) Tn(p, q) = Xp−1 ∧ Yq ×Xp−1∧Yq−1 Xp ∧ Yq−1 for p+ q = n, p, q ≥ 1.
We may therefore compute
fib
(
lim
An
T |An → lim
An−1
T |An−1
)
= fib
(
lim
An
T |An → lim
An
Tn
)
= lim
An
fib
(
T |An → Tn
)
.
The conclusion now follows immediately from the usual fact that
fib(Xp ∧ Yq → Xp−1 ∧ Yq ×Xp−1∧Yq−1 Xp ∧ Yq−1) = fib(Xp → Xp−1) ∧ fib(Yq → Yq−1).
Appendix B. Proof of Theorem 2.9
We will need a few preliminary definitions. We start by fixing a positive integer n. Let
[n] denote the linearly ordered set of integers 0 ≤ i ≤ n. For any indexing 1-category D,
denote by Dds the underlying discrete category, and denote by D+ the the category formed
by formally adding a final object, which we will refer to as “+”. Define Fil+n = Fun([n]
+, Sp)
and Cofil+n = Fun(([n]
+)op, Sp). These categories admit functors to Sp by restriction to the
distinguished point. We define Cn by the following pullback:
Cn Cofil
+
n
Fil+n Sp
(4)
An element of Cn can be thought of as a sequence of spectra connected by maps:
X0 −→ X1 −→ · · · −→ Xn −→ X ≃ Y −→ Yn −→ · · · −→ Y1 −→ Y0
where the middle arrow is an equivalence, as indicated. This is equivalent to just considering
sequences
X0 −→ X1 −→ · · · −→ Xn −→ Z −→ Yn −→ · · · −→ Y1 −→ Y0,
and so we shall refer to general elements by these names below.
Define the subcategory Gn ⊂ Cn as the full subcategory such that for each integer 0 ≤ i ≤ n,
the composite Xi −→ Yi is an equivalence.
Lemma B.1. There is an equivalence
Gn ≃ Gr
+
n := Fun(([n]
+)ds, Sp).
Proof. We proceed by induction on n.
For n = 0, we are considering the full subcategory of diagrams X0 → Z → Y0 of spectra
with the property that the composite is an equivalence. By taking the fiber of the second map,
this is equivalent to the category of triples (X0, Y
′
0 , Z) of spectra together with an equivalence
X0 ∨ Y
′
0
∼
−→ Z. This is certainly equivalent to the category of pairs (X0, Y
′
0) of spectra, which is
Gr+0 .
Next, assume the statement for n ≤ k and consider Gk+1. We consider the auxiliary category
Gk+1 which is the full subcategory of Ck+1 where only Xk+1 → Yk+1 is stipulated to be an
equivalence. The argument for the base case shows that
Gk+1 = Filk+1×SpGr
+
0 ×SpCofilk+1
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where the fiber products are over the restriction to 0 ∈ [0]+ for Gr+0 , and over Xk+1 and Yk+1
in the filtered and cofiltered spectra. By commuting the fiber products, we find that
Gk+1 = (Filk+1×SpCofilk+1)×SpGr
+
0 ≃ Ck ×SpGr
+
0
where we have implicitly used the identifications Filk+1 ≃ Fil
+
k and Cofilk+1 ≃ Cofil
+
k . Under
this equivalence, the full subcategory Gk+1 ⊂ Gk+1 corresponds to Gk ×Sp Gr
+
0 ≃ Gr
+
k+1 as
desired.

In fact, the functor Gr+n → Cn can be seen very explicitly as follows: there’s a functor
I+n : Gr
+
n → Fil
+
n
given by left Kan extension along the inclusion ([n]+)ds → [n]+ which is completely analogous
to the functor I described in Section 2. Dually, there’s a functor
Iop,+n : Gr
+
n → Cofil
+
n
given by right Kan extension along the inclusion ([n]+)ds → ([n]+)op which sends an element
(X0, X1, · · · , Xn, X) ∈ Gr
+
n to
X0 ←− X0 ∨X1 ←− · · · ←−
∨
i
Xi ←− X ∨
∨
i
Xi.
These functors agree on restriction to the distinguished object, and so they define the desired
functor Gr+n → Cn .
Until this point, we have been working with a fixed n and without regard to the monoidal
structure. The results of Appendix A allow us to analyze what happens as n varies.
In particular, give [n]+ the structure of a symmetric monoidal category by taking Z≥0 under
addition and identifying all the integers m > n with the point +. By Proposition A.2, this gives
Fil+n the structure of a symmetric monoidal∞-category. There are natural symmetric monoidal
functors Z+≥0 → [n+ 1]
+ → [n]+ by successive quotient. By Proposition A.4 combined with the
commutative diagram of symmetric monoidal functors
([n+ 1]+)ds [n+ 1]+
([n]+)ds [n]+,
we obtain a commutative diagram of symmetric monoidal ∞-categories:
Gr+n+1 Fil
+
n+1
Gr+n Fil
+
n .
I+
n+1
I+n
We claim that the limit of the right vertical arrows over n is Fil+ := Fun(Z+≥0, Sp) with its
symmetric monoidal structure as given by Proposition A.2. This is because by Proposition A.4,
there are symmetric monoidal functors Fil+ → Fil+n induced by the symmetric monoidal functor
Z
+
≥0 → [n]
+ collapsing + and all integers m > n to a point. This induces a symmetric monoidal
functor Fil+ → limnFil
+
n . It is then easy to check that this is an equivalence.
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There is a similar diagram for the cofiltered side by the appropriate analogs of the above
statements:
Gr+n+1 Cofil
+
n+1
Gr+n Cofil
+
n
Iop,+
n+1
Iop,+n
and as before, we have an identification Fun((Z+≥0)
op, Sp) =: Cofil+ ≃ limnCofil
+
n by Variant
A.3 and Proposition A.4.
Thus, taking the limit in n in the diagram (4) yields a diagram of symmetric monoidal functors:
G∞
C∞ Cofil
+
Fil+ Sp
I+,op
I+ (5)
where the square is Cartesian.
Remark B.2. While G∞ ≃ limGr
+
n , we warn the reader that G∞ is not simply Fun((Z
+
≥0)
ds, Sp)
because the maps in the inverse system for G∞ are not just the ones induced by the inclusions
([n]+)ds → ([n+ 1]+)ds.
The functor G∞ → C∞ is fully faithful because it is the inverse limit of fully faithful functors.
Moreover, the essential image consists of those pairs (X,Y ) ∈ Fil+×SpCofil
+ = C∞ such that
the natural maps Xi → Yi are equivalences for all i ≥ 0. Since all the functors in the diagram
(5) were symmetric monoidal, we have for each integer n ≥ 0 a diagram at the level of algebras:
AlgEn(G∞)
AlgEn(C∞) AlgEn(Cofil
+)
AlgEn(Fil
+) AlgEn(Sp)
I+,op
I+
(6)
where the square is Cartesian and the functor AlgEn(G∞) → AlgEn(C∞) is fully faithful with
essential image as described above.
Recall that we were interested in understanding when an En filtered spectrum X ∈ AlgEn(Fil)
is split - that is, when there exists Z ∈ AlgEn(Gr) such that X ≃ IZ. The following proposition
relates that to our current situation; informally, it allows us to get rid of the +’s.
Proposition B.3. There exists a diagram of symmetric monoidal ∞-categories and symmetric
monoidal functors
G∞ Gr
Fil Fil+ Fil
π
I+ I
ι ̟
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where the bottom row is a retract and I+ is induced by the I+n at each finite level.
Proof. We have the square at each finite level:
Gr+n Grn
Fil+n Filn .
I+n In
where the right arrow comes from ignoring the +. It is easy to see that all the functors are
symmetric monoidal, and so taking the limit gives the square.
For the bottom row, we apply Proposition A.4 to the symmetric monoidal functor q : Z≥0 →
Z
+
≥0 . The functor ̟ certainly coincides with q∗, and we define ι = q!, which is symmetric
monoidal by Proposition A.4. It is immediate that ̟ ◦ ι is an equivalence, so the bottom row is
a retract.

We are now ready to prove the main result of this section.
Proof of Theorem 2.9. We use the notations of Proposition B.3. Since ι is a symmetric monoidal
functor, we obtain an En algebra ιX ∈ AlgEn(Fil
+). On the cofiltered side, we note that by the
universal property of Day convolution, the symmetric monoidal functor Z≥0 → Z
+
≥0 induces a
map of ∞-operads Fun(Z+≥0, Sp
op)⊗ → Fun(Z≥0, Sp
op)⊗. This amounts to an oplax symmetric
monoidal functor Cofil+ → Cofil which restricts away from the +. It is easy to see that this
is actually a symmetric monoidal functor, and so its adjoint ιop : Cofil → Cofil+ by right
Kan extension is lax monoidal. Concretely, this is the functor which takes a cofiltered spectrum
and adds in its limit. As a result, we obtain an En-algebra ι
opY ∈ AlgEn(Cofil
+) with image
limY ∈ AlgEn(Sp).
Condition (1) in the statement of the theorem guarantees that ιX and ιopY determine an
element X ∈ AlgEn(C∞). Condition (2) then ensures that X is in the essential image of the fully
faithful functor AlgEn(G∞) → AlgEn(C∞); consequently, we regard X as an En-algebra in G∞.
Finally, we chase through the diagram of Proposition B.3 to see that IπX ≃ ̟I+X ≃ ̟ιX ≃ X
as En-algebras in Fil. Hence, X is En-split, as desired. 
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