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In this paper we present a result on the vanishing viscosity limit of the statistical 
solutions of the Navier-Stokes equations in the 2-D periodic domain. In this case 
the enstrophy type estimate combined with the strengthened energy estimate lead 
to the strong compactness for the family of statistical solutions. Thus by choosing 
a subsequence we can have a statistical solution of the Euler equation as the 
vanishing viscosity limit of the sequence. This provides us the global existence in 
time of statistical solution of the 2-D Euler equation in the periodic domain with 
the initial data of finite mean enstrophy. The uniqueness remains open. % 1991 
Academic Press, Inc 
1. INTRODUCTION 
The homogeneous imcompressible fluid flows in a bounded domain 
Q c R2 are determined by the system of equations 
au -g+(u.v)u= -Vp+Eh+f 
div u = 0. 
(1) 
(2) 
In the above U(X, 1) = (u’(x, t), u2(x, t)) is the fluid velocity, p(x, t) is the 
scalar pressure, (x, r) G Q2, = L2 x (0, T), where T is arbitrarily given positive 
number;fis an external force on the fluid particles, e.g., gravitational force, 
or stirring force. A given constant viscosity coefficient E b 0 can be viewed 
as the reciprocal of the Reynolds number Re. For E > 0 Eq. (1) is called the 
Navier-Stokes equation, for s=O it reduces to the Euler equation. These 
equations follow from the conservation of momentum for the fluid par- 
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titles. Equation (2) expresses the incompressibility of the fluid. We consider 
the system (l))(2) supplemented by the initial condition 
4x, 0) = u,,(x), .Y E D (3) 
and the boundary condition l-J= 2 4. 2c > 2’2 ’ 4.,=L2=&= -L’23 i= 1, 2. (4) 
For the purpose of describing turbulent (high Reynolds number) flows 
the statistical study of the Navier-Stokes equations was first done by 
E. Hopf [lo], and developed in a mathematically rigorous manner by 
C. Foias [7, S] and later by Russian mathematicians [ 1, 16, 173. Roughly 
speaking the purpose of their program is to construct statistical mechanics 
in function space, in close analogy with the kinetic theory of gases with the 
role of the Hamilton’s canonical equations taken by the Navier-Stokes 
equation. By a statistical solution of the Navier-Stokes equations we mean 
probability distribution of velocities at a given time, the evolution of which 
is given by a Liouville’s equation in the function space. (For a rigorous 
definition see Section 2.) 
Since the main motivation for introducing the notion of statistical solu- 
tion in the fluid flow equation is to describe the physics of high Reynolds 
number (small E) flow, i.e., the turbulent flow, it would be very interesting 
to study the vanishing viscosity limit (E + 0) behavior of the statistical 
solution of the Navier-Stokes equation. Regarding this A. N. Kolmogorov, 
in his lecture at the Petrovskii seminar in 1978, raised the following 
questions [ 171; 
(i) Does the zero viscosity limit exist in some sense for the sequence 
of statistical solutions of NavierStokes equation? 
(ii) If it exists, what is the relation between the limit and the Euler 
equation? (For example, Is the limit a statistical solution of Euler equation, 
or something else?) 
In this paper we answer the above questions in the 2-D periodic case. In 
other words we find that, in this case, there exists a zero viscosity limit in 
a strong sense, and the limit itself is a statistical solution of the Euler equa- 
tion. As a subsidary result we obtain the global existence in time of statisti- 
cal solution of 2-D Euler’s equations in this case. In the author’s com- 
panion paper [2] we answer the above questions in the case of general 
boundary conditions in 2-D and 3-D using the notion of measure-valued 
solutions introduced recently by R. DiPerna and A. Majda [5]. Actually 
after our research was already finished we learned about a new book by 
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M. I. Vishik and A. V. Fursikov [18] which contains similar results to 
ours in the 2-D periodic case. However, we found that their approach has 
the following differences from ours. First, our setting of the notion 
of statistical solution follows Foias’ which makes the relation to Hopf’s 
equation more transparent. Second, we used both the strengthened energy 
inequality and the enstrophy inequality as crucial a priori estimates, while 
they used the enstrophy inequality and an a priori L” estimate completely 
different from the energy type estimate. Third, for the compactness argu- 
ment they used Prokhorov’s theorem, while we did not. Actually our 
approach is similar to that used in [7] for the existence of statistical solu- 
tion of Navier-Stokes equations. 
In the following section we recall the definitions and review some 
fundamental results on the individual and statistical solutions of the 
Navier-Stokes equations. In Section 3 we state and prove the main 
theorem of this paper. Section 4 will be devoted to the proof of the 
compactness lemma, crucially used in the proof of the main theorem in 
Section 2. 
2. INDIVIDUAL AND STATISTICAL SOLUTIONS OF THE 
NAVIER-STOKES EQUATIONS 
In this section we briefly review basic results on individual (weak) and 
statistical solutions of the Navier-Stokes equations, especially in the 2-D 
periodic domain. First we set up some function spaces and notations; we 
state without proof the well-known facts on these spaces and operators 
on them. For more details including proofs see R. Temam [14, 151, or 
P. Constantin and C. Foias [3]. We denote by L*(Q) the space of 
functions on Q with values in R*, which are L* in componentwise for the 
Lebesgue measure dx = dx, dx,, this space is endowed with the usual scalar 
product and norm 
(u, 0) = s, 4x).4x) d ,IUI =[(u, )]“2. 
The spaces useful in the theory of Navier-Stokes equations in the periodic 
boundary conditions are 
H= ucL*(Q)Idivu=O,j udx=O,ul,=.,,=ul,=~.,,,i=1,2 
R 
V= Hn H’(Q), 
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where H’(O) is the standard Sobolev space of order I. We equip V with 
the scalar product and the Hilbert norm 
This norm is equivalent to that induced by H’(Q) and V is a Hilbert space 
for this norm. Let V’ be the dual of V. Among other things we have the 
compact imbeddings V c H c V’. The stokes operator A is defined by 
A:g(A)+H, A = -nA, 9(A) = H’(Q) n V. 
The operator A is linear, self-adjoint, and positive definite, and its inverse 
A-’ is compact. Therefore, A has in H a complete orthonormal system of 
eigenfunctions { wj} jG N so that 
Awi = ijwj, VjljN,0<l,<A2< ~..,ij-+co asj-+co. 
We denote by rc, the orthonormal projection of H (or V) onto the space 
Rw, + ... + Rw, spanned by wr , . . . . w,. Let (X, 1. I) be any Banach space. 
The function space particularly useful in the following chapters is 
C,(X)= 1 i(U)EC(X) I&u)l ;)lI;:(l +lu12)I;2- i 7 Odcc<co. 
This is also a Banach space with the norm defined by 
and we have the orderings 
BC(X) = C,,(X) = C,,(X) for O<cr, da,< co, 
where K(X) denotes the space of bounded and continuous functions. For 
u, 27, w~L’(l2) we set 
b(u, v, w) = i j- u, D,vjwj dx 
i,j=l R 
whenever the integrals make sense. By ( ., . ) we denote the pairing 
between V and V’. For u, v, w E V we define B(u, v) E V’ and Bu E V’ by 
setting 
<B(u, v), w> = b(u, v, w), Bu = B( u, u), 
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With these functional settings we have the following weak formulation of 
the Navier-Stokes equations due to J. Leray [ 121 and E. Hopf [ 111. 
DEFINITION 1 (Weak Solutions). For f and u0 given 
fe L’(O, T; L2(f2)), u. E H 
by a weak solution of Navier-Stokes equation we mean a function u 
satisfying 
u E L2(0, T; V) n L”(0, T; H) (5) 
and 
s oT c -(u(t), u’(t)) + 4(4t), 4t))) + (Wt), 4t))l d 
= (uo, u(O)) + ST (f(t), dt)) dt 
0 
(6) 
for all functions v with the properties 
(i) 0 E C(CO, T); V 
(ii) u( .) is differentiable in (0, T) and its derivative v’( .) E L2(0, T; H) 
(iii) u( .) has compact support in [0, T). 
By an individual solution we mean the above defined weak solution. The 
basic result due to J. Leray and E. Hopf is that there exists a weak solution 
to the Navier-Stokes Equation for any initial data u. E H. Moreover this 
solution can be chosen in such a way that the following energy inequality 
holds 
; 14t)12 +E 1’ II~(s)II ds 
0 
d 4 1~01~ + s ’ (f(s), 4s)) ds 
a.e. in [0, T]. 
0 
(7) 
In the 2-D case, any solution can be considered to be in C( [0, T); H) and 
to satisfy the energy equation 
= $ bo12 + J” WX 4s)) 4 Vt E [0, T]. 
0 
(8) 
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Moreover this solution is uniquely determined. In particular for the 2-D 
periodic case, in addition to the energy equation above we have the 
following enstrophy eyuarion for the solution associated with initial data 
MOE v 
=z ’ IIuoIl* + j-i U(S), du(s)) & vt E (0, T). (9) 
This enstrophy equation (or inequality) is not available in the 3-D case and 
any other boundary condition in the 2-D bounded domain. On the other 
hand the statistical formulation of the Navier-Stokes equations due to 
C. Foias [7] is the following. (For a heuristic derivation of the formulation 
using the analogy with the statistical mechanics of finite particle system see 
[ 9, Appendix] ). 
DEFINITION 2 (Statistical Solutions). A statistical solution of Navier- 
Stokes equation is a Bore1 probability measure P; on H defined for almost 
every t E [IO, T] such that 
t H I 4(u) dP;(u) is measurable on [0, T], Vqb E K(H) (10) 
s lul* dP”(u) E L”(0, T) (11) 
I Ilull * dP”(u) E L’(0, 7’) (12) 
satisfying 
- jr j t’(t) D(u) d’;(u) dt + jar t(t) j (Bu, @I> Wu) dt 
0 
+ 8 jar t(t) j ((~9 W)dP;(u) dt = jar 5(t) j (f, a:) @f(u) dt 
+ 5(O) j Q(u) dPo(uh vgEc;,[o, T)),V@EF, (13) 
where Y is the subclass of C,(H), consisting of functions of type Q(u) = 
$((u, gl), . . . . (u, gk)), where II/ is a scalar C’ function on Rk which has 
bounded first derivative and for 1 d id k, gi E V. A given Bore1 probability 
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measure P, on H in (13) is called the initial data, and E > 0 is a given 
viscosity constant. 
The definition of statistical solution of Euler’s equation is obtained from 
the above definition by formally puting E = 0 in (13). Note that Eq. (13) is 
linear in P; in spite of the fact the individual Navier-Stokes equation is 
nonlinear. It can be shown that the class of test functional Y can be 
widened to include, for example, Q(u) = ei(U,g), where g E V. In this case 
Eq. (13) becomes Hopf’s original functional equation. 
The relation between the statistical solution and the individual solution 
is the following: 
Let us suppose the statistical solution of the Navier-Stokes equation is 
a Dirac measure, 
p, = hU(I) a.e. in [0, T] (14) 
with initial data P, = 6,. Then, from the above conditions (ll)-( 12) with 
test functions of type Q(U) = (u, u) with v E V in (13), it is not difficult 
to check that u( .) satisfies all the conditions of the weak solution in 
Definition 1 of the previous section; i.e., u is a weak solution of the 
Navier-Stokes equation. Actually the converse is also true; if UE 
L*(O, T; V) A L”(0, T; H) is a weak solution of the Navier-Stokes equa- 
tion with initial data uO, then the probability measure P, defined by 
Eq. (14) is a statistical solution of the Navier-Stokes equation with initial 
data P, = 6,,. (For the proof of this fact see [7, pp. 287-2901.) 
On this notion of statistical solution the fundamental result due to 
C. Foias [7] there exists a statistical solution of the Navier-Stokes equa- 
tion for any viscosity E > 0 and for any initial data P, with 
s lu12 dP,(u) < al. 
Moreover this solution can be chosen in such a way that the following 
strengthened energy inequality holds: 
Vr,, r2 with 0 d rl d r2 d co, a.e. in CO, Tl. (15) 
Hereafter, by statistical solutions of the Navier-Stokes equation we mean 
those satisfying the above strengthened energy inequality. In the 2-D case, 
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the solution P: is defined everywhere in [0, T] and uniquely determined by 
initial data P, with finite mean energy; furthermore, if 
S(f) : U,Hd(f), f E (0, Tl 
is the map (defined uniquely only for the 2-D Navier-Stokes equation) 
from an initial data to the solution at time 1, then we have the identity 
P;(w) = P,(S”(t)-l(o)), V Bore1 set o c H. (16) 
In virtue of this fact, in the 2-D periodic case, we can formally integrate the 
(individual) enstrophy Eq. (9) and use (16) to obtain the following (mean) 
enstropy equation 
5 1 j (lul12dP;+~ j; ldul’dP:(u)ds 
=i ' j Ibl12 dP,(u) + j; j ((A ~1) @Z(u) 4 VfE [O, TJ (17) 
which is not available in the 3-D case and any other boundary condition 
in the 2-D bounded domain similarly to the individual solutions. 
3. PROOF OF MAIN THEOREM 
In this section we state and ‘prove our main theorem. Throughout this 
section we assume f (external force) = 0 in the Navier-Stokes equation. 
Physically we are considering our problem of high Reynolds number limit 
in the free decaying turbulence. A sequence of statistical solutions of 
Navier-Stokes equation converges strongly to a statistical solution of Euler 
equation in this case. The two key estimates are strenghtened energy 
inequality and enstrophy inequality. In virtue of them we can obtain the 
compactness in some strong topology for the family, from which our result 
follows. We start with the statement of the main theorem. 
THEOREM 1. Let P, be a Bore1 probability measure on H with 
I lI42 @o(u) < 00 (18) 
and {P:} be the associated family of statistical solutions of Navier-Stokes 
equation with the initial data P,. Then, there exists a subsequence {Pa} and 
corresponding Bore1 probability measure P, on H defined everywhere in 
[0, T] such that 
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t++ I 4(u) dP,(u) is measurable in [0, T], v4 E C*(H) (19) 
T 
lim ss @(t, u) dPf$u) dt .i-= 0 
r 
= 
IS @(t, u) @Au) dt, t/Q E L’(0, T; C,(H)). (20) 0 
Moreover, P, is a statistical solution of Euler equation with the same initial 
data PO satisfying the strengthened energy inequality 
d s Iul* @o(u), Vr, , r2 with 0 < rl < r2 < co ‘l<lUl<‘2 
and the enstrophy inequality 
(21) 
(22) 
Note that the above theorem implies the global existence in time of 
statistical solution of Euler equation for any initial data with finite mean 
enstropy in the 2-D periodic bounded domain. As a related fact we remark 
R. DiPerna and A. Majda’s recent result [6] on the global existence in 
time of weak solutions of 2-D Euler equation with initial data u. such that 
j lcurl uo] JJ dx < 00 with 1 < p < co in the whole domain of R’. The unique- 
ness is still open as in the case of individual (weak) solutions. The proof of 
Theorem 1 uses crucially the following compactness lemma, which we will 
prove in the following section. 
LEMMA 1 (Compactness Lemma). Let {P;} be a family of Bore1 proba- 
bility measure on H defined everywhere in [0, T] such that 
t H J 4(u) dP:(u) is measurable in [0, T], ‘$3 E BC( H), V’E > 0 (23) 
,s;;~- ll~l12df’:(~)~C. (24) 
. . 
where C is a constant independent of E, and 
sup s lul*dP;(u)-,O uniformly as r + 00. (25) o<r<7- IuI>r 
Then, the family {P:}, viewed as a subset in L”(0, T; C;(H)) is weak-* 
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compact, i.e., there exists CI subsequence (P:‘) and corresponding Bore1 
probability measure P, on H such that 
t +-+ d(u) dP,(u) is meusurahfe in 
I 
[0, T], vd E CAW (26) 
7 
lim CI @(t, u) dP?(u) dt i-m 0 
T 
= II @(t, u) @Au) dt, V@ E L’(0, T; C,(H)) (27) 0 
and 
,~w, j /lull2 df’,(u) 6 C. 
. . 
(28) 
We now prove Theorem 1 assuming the Lemma 1 is true. 
Proof of Theorem 1. First by the continuous imbedding, Vc H we have 
j lu12 dPo(u)d CI j lbl12 @o(u) < 00 
for some constant C,. Let {P;} be the associated family of statistical solu- 
tion of Navier-Stokes equation with the initial data PO. For this family the 
condition in (23) is trivially satisfied. The estimate (24) is a direct conse- 
quence of the enstrophy equation (17) with f = 0. The condition in (25) is 
also easily obtained by putting f = 0, r, = r, r2 = cc in the strengthened 
energy inequality (15) and observing 
s lu12 dP,(u) + 0 as r--+co if lu12dPo(u)<oo. Iul >r s 
Thus the family (P;} satisfies all the hypothesis of Lemma 1 with C= 
f llul/* dP,(u), and (19), (20), and (22) are true for some subsequence {P:} 
and the probability measure P, associated with it by the lemma. 
It remains to show {P,} is a statistical solution of the Euler equation 
satisfying (21). Since each PF is a statistical solution of the Navier-Stokes 
equation with viscosity sj with the same initial data PO we have 
- joT j t’(t) a(u) dPF(u) dt + 1’: t(t) j (Bu, @:) dPF(u) dr 
= t(O) J @(u) dPo(u), vg E CA( [O, T)), t/DE kT. (29) 
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Since 
-5’(t) Q(u) E L’(O, T; C,(W) 
we have by (20) 
T lim - 
j-m i JJ 0 
t’(t) G(u) dPT(u) dt = - j’ j” t’(t) Q(u) dP,(u) dt (30) 
I 0 
for the first term of (29). To pass to the limit for the other terms we 
temporarily assume 
@EFo, 
where Y. is a subclass of Y consisting of functions of the form 
Q(u) = ti((k g1), . ..Y (UT &)I 
with g,&‘“={g~C”(Q)~divg=O} for each i=l,...,k so that, in par- 
ticular, 
VgiELm(L2),AgiEL2(Q), i= 1, . . . . k (31) 
In this case for the nonlinear term we have by computation 
(Bu, @L> = - 5 ((“‘v) gi, u)(Dirl/)((u, gl), ...3 C”3 g/c)) 
i=l 
which belongs to C,(H) in virtue of (31) (We recall that $ has bounded 
first derivative.). Thus we can apply (20) with 
@(t, u) = r(t)<Bu, a:> 
and we obtain 
lim~‘~(t)~(B~,~~)dPS(u)dt=~~b(l)~(Bu,~~)dP,(u)dt. (32) 
j--O 0 0 
For the viscous term we have the following estimates 
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where C, is some constant. Thus we have 
lim E, ((u, qJ)dP:‘i(u)=O. (33) 
,-rr. 
Combining the convergence results (30), (32), and (33) we find that from 
(291 
Note the test function @ in (24) is in YO, not in Y. We now remove this 
restriction. Since V is dense in V for each g, E V (i = 1, . . . . k) we can find 
gj”’ E V such that 
d”’ + g, in H’(Q) as m -+ a 
If we set Q’“‘(u) = $((u, g(lm), . . . . (u, giml’)), then QcrnJ E Y. and clearly 
@Cm’(u) + Q(u) and @‘l”“(U) -+ @L(u) as m+x,V’uEH. 
Hence by repeated application of the dominated convergence theorem for 
each term of the left hand side of (34), we can extend the class of test 
functions from Y. to Y-. Thus we conclude that P, is a statistical solution 
of the Euler equation with initial data PO. 
Finally we shall show that the solution P, satisfies (21). Let r,, rz with 
0 < rl < r2 < co be given below. Consider a sequence of bounded and 
continuous functions on H, { xr, ,,}mt ,,, defined by 
0 if 06 12~1 <r, 
linear in 1~1 if O<lu(<r,+l/m 
x;,?,(u) = 1 if r, + l/m < 1241 < r2 - l/m 
linear in lu[ if r2 - l/m < Iz4I < r2 
0 if r2 < Iu/ < 00. 
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Extension of the above definition to the case rz = co can be done in an 
obvious way. If we denote by x~,,~~ the characteristic function of the set 
(u~H1 r,<Jul<v,}, thenclearly 
I;, .,w 7 xr,, r,(u) as m-+co,VuEH. 
Now for any ~EL’(O, T) we have 




5(t) x;, ,,(4 Id2 W(u) dt 
Since Hd x:, ,(4 E L’(O, T; C,(W), we can pass to the limit j-+ cc in (35) 
using (20) to obtain 
d I51 L’(O. T) s b12 @o(u), V( E L’(0, T) (36) r1<lul<r2 
from which we have 
s 
x;,,,b4 142dpt(u)< j lu12 dPo(u) a.e. in [0, T]. 
r, < IUI < ‘2 
Actually by the lifting theorem on L”(0, T) (See Lemma 3 and related 
arguments in the following section.) we can choose the statistical solution 
P, so that 
s 
x;, ,,(4 lu12 dP,(u) G j Id2 @o(u), Vte [O, T]. (37) 
‘1 s IUI G r’2 
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Passing to the limit nz + 0 and applying the monotone convergence 
theorem in (37) we obtain the strengthened energy inequality (21). This 
completes the proof of Theorem 1. 
Although we do not know about uniqueness of the statistical solution of 
Euler’s equation in our case, we can tell at least that the set of all statistical 
solutions obtained by vanishing viscosity limit as above is a compact 
convex set in the weak-* topology in L’“(0, T; C;(H)) as we can check 
below. 
Let {P:} be a family of statistical solution of Euler equation, then by 
Theorem 1 we have the uniform strengthened energy inequality and the 
uniform enstropy inequality for the family, thus by applying Lemma 1 as 
in the above argument we can find a subsequence { PF}jtN and a proba- 
bility measure P, such that 
PF -+ P, weak-* in L”(0, T; C;(H)) as j+cc. 
By repetition of the argument in the above proof we can see that the limit 
P, is also a statistical solution of Euler equation. Thus the set of all statisti- 
cal solutions of Euler equation obtained by vanishing viscosity limit is 
compact in the above topology. Convexity follows simply by observing that 
the equation in (34) is linear in P, and by the fact that P, is a probability 
measure. 
4. PROOF OF COMPACTNESS LEMMA 
In this section we prove Lemma 1 of the previous section. We note that 
the idea of the proof is similar to that of the proof of the compactness 
results used by C. Foias [7] to establish the existence of the statistical 
solution of the Navier-Stokes equation. In our case due to stronger 
assumption (uniform L m (0, T)-boundedness of enstrophy rather than 
uniform L’(0, T)-boundedness) the proof becomes much simplified. Before 
starting the proof we recall two facts from real analysis; the notion of 
Daniel1 integral on a vector lattice and the notion of lifting on L”(0, T). 
Recall that a vector lattice is a family L of real valued functions satisfying 
the following; if f and g are in L then so are the functions af + pg, f v g, 
and f A g. In our case L = K(H) is used. A linear functional F on L is 
said to be positive if (F, 4) > 0 for each nonnegative function 4 in L. The 
Daniel1 integral can be constructed on the general vector lattice, but for 
our application we need only 
LEMMA 2 (Daniel1 Integral on BC(H)). Let F be a positive linear func- 
tional on BC(H) satisfying the following Daniell’s condition: 
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rf bL~meN is a sequence in BC(H) which decease to zero at 
each point, then lim, j ~ (F, 4, ) = 0. 
then there exists a Bore1 measure P on H such that 
(F> 4) = j d(u) WuL V’d E BC( H). 
For more details on the Daniel1 integral see [4]. Below we denote by 
Y=(O, T) the space of bounded measurable real valued functions defined 
everywhere on [IO, T], with the norm defined by Ifl,l(O, T) = 
supOctCT If(t On the other hand, let us recall that L”(0, T) is the space . . 
of equivalence classes of bounded measurable functions with the norm 
defined by I [f] I LjoCO, TI = ess sup, <, G T If( t)l, where [f] is an equivalence 
clases of f~ Yp”(O, T). For the notion of lifting let us recall only the 
following. 
LEMMA 3 (Lifting of L”(0, T)). There exists a mapping A: L”(0, T) H 
Ym(O, T) which is an isometric isomorphism and which satisfies the follow- 
ing properties: 
6) C8Lfl)l= CSI, i.e., A([f]) = f a.e. in CO, Tl 
(ii) n([l])= 1 
(iii) [f] 30 in [0, T] implies A( [f]) 20 in [0, T]. 
For the proof of the above “lifting theorem” see L. Schwartz [13]. 
Although we have used the notation of class [ .] in the above for clear 
statement of the lemma we will use f instead of [f] for the element of 
L”(0, T) as usual in practice. Below we use the notation 
C:(H) = (4 E C,(H) I d(u) 2 0, Vu E H}. 
Proof of Lemma 1. First we check 
t I-+ $(u) dP:(u) is measurable on [0, T], t’# E C,(H), VE > 0 
from the hypothesis (23). This can be done by setting for each je N dj(u) = 
min(j, ~(u))E BC(H) (so that, +j /* 4 pointwise as j+ cc) and observing, 
by the monotone convergence theorem, 
which is measurable. 
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Next we define F’,E (L’(0, T; C‘?(H))) by 
(F’:, @) = j-’ (_ @(t, u) (P;(u) dt. V’Q, E L’(0, T; C2( H)) 
0 - 
then, we have 
I(f’“, @>I djTj I@(t, u)l df’;(u)dt 
0 
6 1 + Cl SUP 
1 
lI42 W(u) I@IL~(0,T;C2(H)) 
O<I<T s I 
d c2 I@1 L’(O,T;CZ(H))> 
where C, = C,(Q) is an embedding (V/c H) constant and C2 = 1 + C, C is 
independent of E. Thus 
By the Banach-Alaoglu theorem there exists a subsequence {P} jG N and F 
in (L’(0, T; C,(H)))’ with 
such that 
IFI (LI(O,T;C2(H)))’ G c2 
FE/ -+ F weak-* in (L’(0, T; C,(H)))‘, 
i.e., 
T 
lim (F&i, @ ) = lim 
ss 
cqt, 24) dfyu) dt 
j+ co i-m 0 
= (6 @>, I’@ E L’(0, T; C,(H)). (38) 
Now by the isometric isomorphism between (L’(0, T; C,(H)))’ and 
L”(0, T; C;(H)) there exists a mapping f~ F, from [0, T] into C;(H) 
with the following properties 
I lF.lc;c~,l~~o,~, = IFI K.~~o,T;c~(H)))~ (39) 
tt--+ (F, @(t, -)) is measurable on [0, T], V@E L’(0, T; C,(H)) (40) 
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and 
(F,~)=fT(F~,~(t,-))dt, VYYE L’(0, T; C,(H)). (41) 
0 
Since (F., 4) EL”(O, T) for each 4~ C,(H) there exists a lifting A of 
L”(0, T) and the family {Fl}tECo,T, such that 
and satisfying the properties corresponding to (i)-(iii) of the Lemma 3. 
From (38) and (41) we have 
T 
lim Sf @(t, u) dP:( u) dt i-m 0 
= I T (F,, @(t, .I> dt, V@ E L’(0, T; C,(H)). (42) 0 
Choosing @(t, u)=((t)qh(u) with ~EL’(O, T), 520 and ~EC:(H) in (42) 
we have 
f T t(tKF,, 4) dtko, Vt E L'(0, T), 5 b 0, V$ E C:(H) 0 
from which it follows that 
(F,, d> 20, Vqb E C:(H) a.e. in [0, T]. 
From the property (iii) of Lemma 3 for our lifted family {F,} we have 
(F,, 4) 20, Vqh E C;(H), Vt E [0, T]. (43) 
Similarly by choosing @(t, U) = t(t), 5 E L’(0, T) in (42) and using the 
property (iii) of Lemma 3 we obtain 
<F,, l>=L Vt E [0, T]. (44) 
Equation (43) says that I;; is a positive linear functional on C,(H) for each 
t E [0, T]. In the following we shall show that F,, restricted on KY(H), 
satisfies Daniell’s condition of Lemma 2 for every t E [0, T] so that we can 
represent F, as an integral on -K(H). For this purpose let 5 E L’(0, T), 
&E K(H), and let B, = {U E H 1 llujl <r}. Then, we have the following 
estimates: 
409/155/2-I2 
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T 
SJ’ t(t) b(u) dPF(u) dr 0 
d 151 Ll(0.r) sup I& + [‘It(t)I f Id( df’:/(u) dt 
& “0 “II B, 
d I51 L’(o,T)suP ldl+ lat)lLl(o,T, 141.wf,;o~~~T” Ilull dPy(u) dt 
& . . 
where C is the constant in (24). Thus we obtain 
ss = 5(t)~(U)dP~(u)dt~151L1~0,T) ~~P~#~+$bc~~,). ( 
(45) 
0 B, 
Taking j -+ cc in the left hand side of (45) and applying (42) with @(t, U) = 
l(t) 4(u) E L’(0, T; C,(H)) we obtain 
s T t(t)<Ft, 4) dt 0 
d 151 L’(O, T) suP 141 + $ 141 BC(H) 2 
> 
Vt E L’(0, T), Vq3 E BC(H) 
B, 
from which we have 
Vcj E BC(H) a.e. in [0, T] 
Again by property (iii) of the lemma for the lifted family {F,} we have 
I<F,> 4>I <sup 14l+; I4lec~~p ‘d# E BC(H), Vt E [0, T]. (46) 
B, 
Let {dmlmaN be a sequence in K(H) such that 
4, L 0 pointwise as m -+ co 
(thus #,a 0 for each m E IV). Since B, is compact in H, by the Dini’s 
lemma 
sup Mm1 + 0 as m-+oo. 
6 
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Using this fact we obtain from (46) 
lim (F,, 4,) + 1411BC~H~~ vt E [O, T], Vr > 0. (47) m-cc 
Letting r + co in (47) and using positivity of F, (43) we have 
i.e., we have shown that the positive functional F,, restricted on K(H), 
satisfies Daniell’s condition in Lemma 2 for each t E [0, T], hence there 
exists a positive Bore1 measure P, on H such that 
<F,t 4) = j 4(u) @t(u), V4 E K(H), Vt E [0, T]. (48) 
From (44) it follows that P, is a probability measure. Combining (42) and 









@(t, u) dP,(u) dt, V@iL1(O, T; E(H)), (49) 
0 
i.e., 
The family {P:} is weak-* compact in L”(0, T; K’(H)). 
Until now we used only the conditions (23) and (24) to obtain the above 
result. In the following we shall extend (49) to the case when 
4 E L’(0, T; C,(H)) exploiting the condition (25). First we observe that 
(25) implies that there exists a function cr=a(r) with a(r) -+O as r + cc 
such that 
sup s Iul’ dP:(u) < a(r), Vs>O,Vrkl. O<t<T lul>r 
Consider a sequence of functions { 19,} m E N in BC( H) defined by 
if O<lul<m 
if m< IuI -cm+ 1 
if m+l<lul<Co 
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Then for given 4 E C’J H) we have the estimates, 
d 151 Ll(0.T) 141 C‘2 sup ! (l-d,(u))(l+ lUl’)dP:‘l(U) OsrsT 
G lrl L’(0.T) MC, sup i‘ (1 + lui’) @F(u) O<l<T lUl2,~, 
Passing to the limit j + cc in the left hand side of (50) we obtain by (42) 
from which we have 
(F,> (l-e,)4>~2 bflc*4m) a.e. in [0, T]. 
From the property (iii) of Lemma 3 for the lifted family {J;,} actually we 
have 
(F,? Cl- enJ4> 6 2 MC, dm), Vt E [0, T] and V#E C,(H). (51) 
Passing m -+ co and using the positivity of the functional F, (See (43)) we 
obtain from (5 1) 
lim (F,, e,,d> = (F,, 4>, VtE [O, T], v$hEC:(H). (52) m-02 
For arbitrary 4 E C,(H) we consider the decomposition, 
I$=I$+--&, where$+,d-EC:(H). (53) 
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Then, applying the result (52) to each component (d+, dP ) of 4 we obtain 
in general 
lim <F,, e,d> = <I;,, 4>, vr E [O, 7-1, v’d E C,(H). rn’5 
Combining this result with (48) we obtain 
,“-“, j Q,(u) 4(u) @,(u) = (F,, 4X V$ E C,(H), v’t E [O, T]. (54) 
On the other hand, since /3,,,$ 7 4 for 4 E C:(H), by the monotone 
convergence theorem we have 
for all 4 E C:(H). Again by the decomposition (53) we have (55) for all 4 
in C,(H). Thus from (54) and (55) we obtain finally 
(F,, 4) = sO(u) @,(u), vq5 E C,(H), Vt E[O, I”]. (56) 
Combining this with (40) gives (26) of Lemma 1. Also combining (56) with 
(42) we obtain (27) of Lemma 1. It remains to prove (28). Let {IC,},,~ 
be the sequence of projectors with each T(,,, defined in Section 2. We have 
for this sequence 
II&f4 7 Ilull as m+co,VuE V. (57) 
For any 5 E L’(0, T) we have 
il r 5(t) II ~m~l12 @f’(u) dt 6 C ISIL~cO,Tj, v’5 E L'(0, T), Vm EN. (58) 0 
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Since t(r) ll~,,ull’~ L’(0, T; C,(H)) for each WE N we can pass to limit 
j- XI in (58) using (27) to obtain 
from which we have 
s llTn412 @,(u) d c a.e. in [0, T], VWZE N. 
As before by the property of lifting we have actually 
s ll%n42 dP,(u) 6c, VCE[O, T],V~EN. (59) 
Applying the monotone convergence theorem to (59), using (57) we obtain 
the uniform enstrophy bound (28) of Lemma 1. 
This completes the proof of Lemma 1. 
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