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1. Introduction
It is well known that the left-symmetric algebras, originally introduced in the context of rooted
tree algebras by Cayley in [3], play important roles in many fields such as vertex algebras, vector
fields, rooted tree algebras, deformation complexes of algebras, convex homogeneous cones, affine
manifolds, Lie groups and Lie algebras. Many recent papers, such as [1,2,4,9,10], have focused on
these algebras. Yet, because a left-symmetric algebra need not be associative, these algebras can be
difficult to investigate and up to nowadays no general theory exists as does for the semisimple Lie
algebras. One productive and important pathway in studying left-symmetric algebras has been to use
the representation theory of their sub-adjacent Lie algebras.
A compatible left-symmetric algebra structure on the Virasoro algebrawas given in [8]. Afterwards,
it was proved that any compatible left-symmetric algebra structure on the Virasoro algebra possessing
some natural grading conditions must be isomorphic to one of those presented in [10]. Furthermore,
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the compatible left-symmetric superalgebra structures on the super-Virasoro algebras satisfying the
natural grading conditions were classified in [9].
In the present paper we shall classify all the left-symmetric algebra structures on the W-algebra
W(2, 2)with similar natural grading conditions. This infinite-dimensional Lie algebra was introduced
in [15] for the study of the classification of vertex operator algebras generated by weight two vectors.
Recentpapershave lookedat thestructuresandrepresentationsof thisW-algebra, including [11,13,15],
which, respectively, investigate its irreducible weight modules, indecomposable modules and Verma
modules. A later paper [6] determined its derivations, central extensions and automorphisms. Recently
its Lie bialgebra structures were determined in [12].
Thepaper is organized as follows:Webegin Section2by introducing somedefinitions andnotations
for left-symmetric algebras, the Virasoro algebra and the W-algebra W(2, 2), and follow with some
results about left-symmetric algebra structures on theVirasoro algebra.WeendSection2by statingour
main theorem (Theorem2.2) and an important corollary. In the first subsection of Section 3,we classify
the left-symmetric algebra structures on the centerless W(2, 2) under some natural assumptions. In
the second subsection of Section 3, we discuss the nontrivial central extensions of the left-symmetric
algebras obtained in the previous subsection. In doing so, we obtain a classification of the compatible
left-symmetric algebra structures on theW-algebraW(2, 2).
Throughout this paper, C, Z and Z∗ denote the sets of complex numbers, integers and nonzero
integers, respectively. Unless specified otherwise, all the Lie algebras and left-symmetric algebras are
defined overC and we assume that  ∈ C possesses the following properties:
Re  > 0, −1 /∈ Z or Re  = 0, Im  > 0.
2. Preliminaries and main results
Definition 2.1. Let A be a vector space over a field F equipped with a bilinear product (x, y) → xy.
A is called a left-symmetric algebra if for any x, y, z ∈ A, the associator
(x, y, z) = (xy)z − x(yz)
is symmetric in x, y, that is,
(x, y, z) = (y, x, z), or equivalently (xy)z − x(yz) = (yx)z − y(xz).
Definition 2.2 (Ref. [5]). A vector spaceM is said to be amodule over a left-symmetric algebra A if it
is endowed with a left action
A× M → M, (a,m) → am
and a right action
M × A → M, (m, a) → ma
such that
a(bm) − b(am) − (ab − ba)m = 0
and
b(ma) − (bm)a − m(ba) + (mb)a = 0
for any a, b ∈ A,m ∈ M.
For any left-symmetric algebra A, its underlying vector space can be endowed with the natural
A-module structure: (a,m) → am, (m, a) → ma, a,m ∈ A, which is called the regular A-module.
Left-symmetric algebras are Lie-admissible algebras (Ref. [14]).
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Proposition 2.1. Let A be a left-symmetric algebra. For any x ∈ A, denote Lx the left multiplication
operator (i.e., Lx(y) = xy, for all y ∈ A).
(1) The commutator
[x, y] = xy − yx, ∀ x, y ∈ A,
defines a Lie algebra G(A), which is called the sub-adjacent Lie algebra of A and A is also called a
compatible left-symmetric algebra structure on the Lie algebra G(A).
(2) Let L : G(A) → gl(A) with x → Lx. Then (L,A) gives a representation of the Lie algebra G(A),
that is,
[Lx, Ly] = L[x,y], ∀ x, y ∈ A.
We call it a regular representation of the Lie algebra G(A). 
Let ρ : G → gl(V) be a representation of any Lie algebra G. A 1-cocycle q : G → V , associated to ρ
(denoted by (ρ, q)), is a linear map of vector spaces satisfying
q[x, y] = ρ(x)q(y) − ρ(y)q(x), ∀ x, y ∈ G.
Let A be a left-symmetric algebra and ρ : G(A) → gl(V) be a representation of its sub-adjacent Lie
algebra. If g is a G(A)-module homomorphism fromA to V , then g is a 1-cocycle of G(A) associated to
ρ . There is not always a compatible left-symmetric algebra structure on any Lie algebra G. A sufficient
and necessary condition for a Lie algebra with a compatible left-symmetric algebra structure is given
as follows.
Proposition 2.2. Let G be a Lie algebra. Then there is a compatible left-symmetric algebra structure on G
if and only if there exists a bijective 1-cocycle of G.
In fact, let (ρ, q) be a bijective 1-cocycle of G, then
x ∗ y = q−1ρ(x)q(y), ∀ x, y ∈ G,
defines a left-symmetric algebra structure onG. Conversely, for a left-symmetric algebraA, the identity
transformation id is a 1-cocycle of G(A) associated to the regular representation L (Ref. [7,14]).
Next, we recall the definitions of theW-algebraW(2, 2) and the Virasoro algebra V . TheW-algebra
W(2, 2), denoted W˜here, is an infinite-dimensional Lie algebra with a C-basis { Ln, Wn, c | n ∈ Z }
and the following nontrivial Lie brackets:
[Lm, Ln] = (m − n)Lm+n + m
3 − m
12
δm+n,0c, (2.1)
[Lm,Wn] = (m − n)Wm+n + m
3 − m
12
δm+n,0c. (2.2)
The Lie subalgebra generated by {Ln, c | n ∈ Z} is the Virasoro algebra, denoted V in this paper. Clearly,
W˜ is Z-graded: W˜= ⊕m∈Z W˜m, where W˜m = CLm ⊕ CWm ⊕ δm,0Cc for allm ∈ Z.
To avoid confusion, for a Lie algebra Gwe denote a compatible left-symmetric algebra on G byA(G).
A compatible left-symmetric algebra structure on the Virasoro algebra V = ⊕n∈Z Ln ⊕ Cc is said to
have the natural grading condition if the multiplication of A(V) satisfies
c c = cLm = Lmc = 0, LmLn = f (m, n)Lm+n + ω(m, n)c, (2.3)
for two complex-valued functions f (m, n),ω(m, n) onZ×Z. The condition (2.3) is said to be natural
because it means that A(V) is still graded and c is also a central extension given by ω(m, n). Such
left-symmetric algebra structures were classified in [10].
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Theorem2.1. Any left-symmetric algebra structure on the Virasoro algebraV satisfying (2.3) is isomorphic
to one of the left-symmetric algebras given by the multiplication
LmLn = −n(1 + n)
1 + (m + n) Lm+n + δm+n,0
(
m3 − m + ( − −1)m2)
24
c.
Since the algebra W˜ is also Z-graded, it is natural to suppose that the compatible left-symmetric
algebra structures satisfy a similar grading condition. That is, the multiplications of A(W˜) satisfy
LmLn = f (m, n)Lm+n + ω(Lm, Ln)c, (2.4)
LmWn = g(m, n)Wm+n + ω(Lm,Wn)c, (2.5)
WmLn = h(m, n)Wm+n + ω(Wm, Ln)c, (2.6)
WmWn = a(m, n)Lm+n + b(m, n)Wm+n + ω(Wm,Wn)c, (2.7)
c c = cLm = Lmc = cWn = Wnc = 0, (2.8)
where f (m, n), g(m, n), h(m, n), ω( · , · ) are all complex-valued functions.
The main result of this paper can be formulated as the following theorem.
Theorem 2.2. Any left-symmetric algebra structure on W˜, the W-algebra W(2, 2), satisfying relations
(2.4)–(2.8) is isomorphic to one of the left-symmetric algebras determined by the following functions:
f (m, n) = −n(1 + n)
1 + (m + n) , ω(Lm, Ln) =
1
24
(
m3 − m + ( − −1)m2)δm+n,0, (2.9)
a(m, n) = b(m, n) = ω(Wm,Wn) = 0, (2.10)
and
g(m, n) = h(m, n) = −n(1 + n)
1 + (m + n) , (2.11)
ω(Lm,Wn) = ω(Wm, Ln) = 1
24
(
m3 − m + ( − −1)m2)δm+n,0 (2.12)
or
g(m, n) = m − n, ω(Wm, Ln) = h(m, n) = 0, ω(Lm,Wn) = m
3 − m
12
δm+n,0. (2.13)
By the main theorem, we have
Corollary 2.1. Let A(W˜) be a compatible left-symmetric algebra on W˜ satisfying the natural grading
conditions. Denote the subspace spanC{Wn, c | n ∈ Z} by A′.
(1) A′ is an infinite-dimensional trivial subalgebra of A(W˜), i.e., ab = 0 for all a, b ∈ A′.
(2) A′ is aA(W˜)-submodule of the regularmodule and is also amodule over the subalgebraA(V), which
is a left-symmetric algebra on the Virasoro algebra.
3. Proof of the main result
We will divide the proof of Theorem 2.2 into two main steps. The first step is to determine the
left-symmetric algebra structures on the centerlessW(2, 2)-algebra, denotedW, which is defined by
the relations (2.1) and (2.2) with c = 0. Then we obtain the central extensions of the left-symmetric
algebras onW, i.e., the left-symmetric algebra structures on W˜.
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3.1. The centerless case
The grading conditions of the left-symmetric algebra structures onW are those given in relations
(2.4)–(2.7) with c = 0. One has the following lemma:
Lemma 3.1. A bilinear product defined by equations (2.4)–(2.7) with c = 0 gives a compatible left-
symmetric algebra structure onW if and only if
f (m, n) − f (n,m) = g(m, n) − h(n,m) = m − n, (3.1)
a(m, n) = a(n,m), b(m, n) = b(n,m), (3.2)
f (n, k)f (m, n + k) − f (m, k)f (n,m + k) = (m − n)f (m + n, k), (3.3)
g(n, k)g(m, n + k) − g(m, k)g(n,m + k) = (m − n)g(m + n, k), (3.4)
h(n, k)g(m, n + k) − f (m, k)h(n,m + k) = (m − n)h(m + n, k), (3.5)
h(n, k)a(m, n + k) − h(m, k)a(n,m + k) = 0, (3.6)
h(n, k)b(m, n + k) − h(m, k)b(n,m + k) = 0, (3.7)
a(n, k)f (m, n + k) − g(m, k)a(n,m + k) = (m − n)a(m + n, k), (3.8)
b(n, k)g(m, n + k) − g(m, k)b(n,m + k) = (m − n)b(m + n, k), (3.9)
b(n, k)a(m, n + k) − b(m, k)a(n,m + k) = 0, (3.10)
a(n, k)h(m, n + k) + b(n, k)b(m, n + k) = a(m, k)h(n,m + k) + b(m, k)b(n,m + k), (3.11)
hold for any m, n, k ∈ Z.
By Theorem 2.1, in order to obtain a compatible left-symmetric algebra structure on W˜with the
natural grading condition, one can suppose
f (m, n) = −n(1 + n)
1 + (m + n) . (3.12)
Furthermore,wehave the following technical lemmathatdeterminesall thecompatible left-symmetric
algebra structures onWwith f (m, n) defined by (3.12).
Lemma 3.2. For fixed  and the corresponding f (m, n) defined by (3.12), there are only following two
families of a(m, n), b(m, n), g(m, n) and h(m, n) simultaneously satisfying relations (3.1)–(3.11):
a(m, n) = b(m, n) = 0, g(m, n) = h(m, n) = −n(1 + n)
1 + (m + n) , (3.13)
or
a(m, n) = b(m, n) = 0, g(m, n) = m − n, h(m, n) = 0. (3.14)
Proof. It is easy tocheck that thecomplex-valued functionsg(m, n),h(m, n),a(m, n)andb(m, n)given
in (3.13) (or (3.14)) together with f (m, n) given by (3.12) simultaneously satisfy relations
(3.1)–(3.11).
Conversely, for anym, n ∈ Z, if we set
G(m, n) = 1 + (m + n)
1 + n g(m, n),
H(n,m) = 1 + (m + n)
1 + m h(n,m),
then we can rewrite relations (3.1), (3.4) and (3.5) as follows:
(1 + n)G(m, n) − (1 + m)H(n,m) = (m − n)(1 + (m + n)), (3.15)
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G(n, k)G(m, n + k) − G(m, k)G(n,m + k) = (m − n)G(m + n, k), (3.16)
H(n, k)G(m, n + k) + kH(n,m + k) = (m − n)H(m + n, k). (3.17)
Takingm = n in (3.15), one has
G(m,m) = H(m,m),
which together with (3.17) form = n = k = 0, then we obtain
G(0, 0) = H(0, 0) = 0.
Now letting n = k = 0 in (3.17) and using (3.15), we get
H(m, 0) = 0 and G(0,m) = −m for allm ∈ Z. (3.18)
Then (3.15) can be rewritten as follows:
H(n,m) = 1 + n
1 + mG(m, n) − (m − n)
(
1 + n
1 + m
)
. (3.19)
Takingm = n = −k in (3.17), one has
0 = (1 + n)H(n,−n)G(n, 0) = G(n, 0)((1 + n)G(−n, n) + 2n)
= (1 + n)G(n, 0)G(−n, n) + 2nG(n, 0),
which gives
G(n, 0)G(−n, n) = −2n
1 + nG(n, 0) and G(−n, 0)G(n,−n) =
2n
1 − nG(−n, 0).
On the other hand, takingm = −n and k = 0 in (3.16), one has
G(n, 0)G(−n, n) − G(−n, 0)G(n,−n) = 0.
Therefore
−(1 − n)G(n, 0) = (1 + n)G(−n, 0) for all n ∈ Z,
which implies
G(n, 0) = 0 ⇐⇒ G(−n, 0) = 0. (3.20)
Now, we set
I1 = {n ∈ Z | G(n, 0) = 0}, I2 = Z \ I1.
We have 0 ∈ I1 and n ∈ I1 if and only if −n ∈ I1. In the following, we will show that I1 = {0} or
I1 = Z and to each such case there is one corresponding solution of functional equations (3.1)–(3.11).
We can divide the remainder of the proof into two cases:
Case 1. I1 = {0}, i.e., G(n, 0) = 0 for all n ∈ Z∗.
By takingm = n = −k in (3.16) and comparing to (3.15), one has
H(n,−n) = 0 for all n ∈ Z and G(−m,m) = 0 for all 0 = m ∈ Z.
Now letm = −n − k in (3.17) and combining the above results, we obtain
H(n, k) = 0 for all n, k ∈ Z,
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and
G(m, n) = (m − n)
(
1 + n
1 + m
)
for allm, n ∈ Z.
Case 2. I1 = {0,±s, · · · }, where 0 < s = min{|n| ∣∣ n ∈ I1 \ {0}}.
By (3.16), if G(m, 0) = G(n, 0) = 0 form = n ∈ Z then G(m + n, 0) = 0, hence we obtain that s
divides a for all a ∈ I1. Now there are two subcases that we have to consider:
Subcase 2.1. I1 = {0,±s}.
In this subcase, we have
H(−n, n) = 0 for n = ±s and G(−n, n) = −2n
1 − n = 0 for all n = 0,±s.
As in Case 1, by taking m = −(k + n), k = ±s, n = ±s and k + n = ±s in (3.17), we obtain
H(n, k) = 0.
Replacingm bym − n in (3.17), we have
(m − 2n)H(m, k) = H(n, k)G(m − n, n + k) + kH(n,m − n + k).
If k,m + k = ±s, then for large enough n we have H(m, k) = 0, i.e., H(m, k) = 0 for all integers
k,m + k = ±s. Similarly, replacing k by k − m in (3.17), we have
(k − m)H(n, k) = (m − n)H(m + n, k − m) − H(n, k − m)G(m, n + k − m).
For n + k = ±s, taking m large enough, we get H(n, k) = 0. Now for all n, k ∈ Z, by taking m large
enough in (3.17) and comparing the above discussions to (3.19), we get
H(n, k) = 0 and G(n, k) = (n − k)
(
1 + k
1 + n
)
for all n, k ∈ Z.
It is a contradiction, since here we get G(s, 0) = s = 0.
Subcase 2.2. I1 = {0,±s}.
If±as ∈ I1 for some a  2, then (a+1)s = as+ s ∈ I1 and (a+2)s = (a+1)s+ s ∈ I1. Therefore
2s = (a + 2)s + (−as) ∈ I1. By induction, we have I1 = sZ. Now we have
G(m, 0) = H(m, 0) = 0 and G(0,m) = H(0,m) = −m for allm ∈ I1 = sZ.
In the following, we will show
H(m, n) = G(m, n) = −n for allm, n ∈ I1.
First, taking n = −k andm ∈ I1 in (3.17), we have
kH(−k,m + k) = (m + k)H(m − k, k). (3.21)
Let k = (a + 1)m for a ∈ Z0 in (3.21). Then we get
(a + 1)mH(−(a + 1)m, (a + 2)m) = (a + 2)mH(−am, (a + 1)m).
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Now according to H(0,m) = −m and using induction on a, we obtain
H(−am, (a + 1)m) = −(a + 1)m and G((a + 1)m,−am) = am for all m ∈ I1.
Taking n = m in (3.17), we have
H(m, k)G(m,m + k) + kH(m,m + k) = 0. (3.22)
Setting k = −3l andm = 2l in (3.22), we get
H(2l,−3l)G(2l,−l) − 3lH(2l,−l) = 0 ⇒ H(2l,−l) = l for all l ∈ I1.
Similarly, taking k = −(a+ 1)m for a ∈ Z0 in (3.21) and using induction on a and above results, we
get
H((a + 1)m,−am) = am and G(−am, (a + 1)m) = −(a + 1)m for all m ∈ I1 and a ∈ Z.
Now taking n = −k andm ∈ I1 in (3.16), we have
−G(m, k)G(−k,m + k) = (m + k)G(m − k, k). (3.23)
Finally, respectively, takingm = ak andm = −(a + 1)k for k ∈ I1 in (3.23) and (3.21), we get
−G(ak, k)G(−k, (a + 1)k) = (a + 1)kG((a − 1)k, k), (3.24a)
and
kH(−k,−ak) = −akH(−(a + 2)k, k). (3.24b)
Using induction on a and identity (3.15), we obtain the values of elements in the following sequence:
H(−2k, k) (3.24a)−−−−→ G(k, k) (3.24b)−−−−→ H(−3k, k) (3.24a)−−−−→ G(2k, k) (3.24b)−−−−→ H(−4k, k)
−−−−→ · · · −−−−→ H(−(a + 1)k, k) (3.24a)−−−−→ G(ak, k) (3.24b)−−−−→ H(−(a + 2)k, k) · · · ,
i.e., we have
H(−am,m) = −m, G(m,−am) = am for all a  2 andm ∈ I1 (3.25)
and
G(am,m) = −m, H(m, am) = −am for all a  0 andm ∈ I1. (3.26)
Taking k = am for a  1 in (3.22) and noticing that H(m, am) = −am, we have
G(m, (a + 1)m) = H(m, (a + 1)m) for all a  −1 andm ∈ I1.
According to (3.15) and (3.26), one has
H((a + 1)m,m) = G((a + 1)m,m) = −m for all a  −1,
which togethers with (3.25) implies
H(am,m) = −m, G(m, am) = −am for all a = −1. (3.27)
Takingm = ak for a ∈ Z in (3.21) and using above results, we have
G(am,m) = −m, H(m, am) = −am for all a = −1. (3.28)
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Taking k = −s in (3.17), we have G(m, n− s)−H(n,m− s) = m− n for allm, n ∈ I1 andm+ n = s.
Now, for any 0 = a ∈ I1 using (3.15), we obtain the values of the elements in the following sequence:
H(a + ls,−ls)−−−−→ G(−ls + s, a + ls − s)−−−−→H(a + ls − s,−ls + s)−−−−→· · ·
−−−−→H(a, 0)−−−−→ G(s, a − s)−−−−→H(a − s, s)−−−−→· · · −−−−→ H(a − ks, ks)
−−−−→ G(ks + s, a − ks − s) −−−−→ H(a − ks − s, ks + s) −−−−→ · · ·
which gives
G(m, n) = H(m, n) = −n for allm, n ∈ I1 andm + n = 0.
Taking 0 = m = n ∈ I1 and k = −2n in (3.17), since n + k = −n = 0, we have −kG(n,−n) +
kH(n,−n) = 0, i.e., G(n,−n) = H(n,−n) for all n ∈ I1. Now let m, n ∈ I1 and k = −(m + n) in
(3.17), we have
(m + n)(H(m,−m) − H(n,−n)) = (m − n)H(m + n,−(m + n)),
which forces
G(ks,−ks) = H(ks,−ks) = k(k − 1)
2
H(2s,−2s) − k(k − 2)H(s,−s) for all k ∈ Z,
and
H(−ks, ks) = k(k + 1)
2
H(2s,−2s) − k(k + 2)H(s,−s) for all k ∈ Z.
Taking them back into (3.15), one has
k(k2s + 1)H(2s,−2s) − k(2k2s + 4)H(s,−s) = −2ks for all k ∈ Z.
Then we get H(2s,−2s) = 2s, H(s,−s) = s, and these imply H(ks,−ks) = −ks. By now, we have
proved
G(m, n) = H(m, n) = −n for allm, n ∈ I1.
If s  2, then by the above discussion we have
H(−n, n) = 0 and G(n,−n) = 0 for all n /∈ I1.
Taking n, k /∈ sZ, m = −(n + k) in (3.17), we get H(n, k)G(−(n + k), n + k) + kH(n,−n) =
−(2n + k)H(−k, k), i.e., H(n, k)G(−(n + k), n + k) = 0. Since G(−(n + k), n + k) = −(n + k) if
n + k ∈ I1, then we obtain
H(n, k) = δn+k,0ak for n, k /∈ I1.
Taking k /∈ sZ,m ∈ sZ and n = −(m + k) in (3.17), one has
kam+k = (2m + k)ak for all k /∈ sZ andm ∈ sZ,
which implies kas+k = (2s + k)ak , ka2s+k = (4s + k)ak and (s + k)a2s+k = (3s + k)as+k. Therefore
−ks2akas+ka2s+k = 0.
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Without loss of generality, one can assume that ak = 0. Using the above equations, we have am+k = 0
for allm ∈ sZ. By now, we have proved
H(n, k) = 0 for all n, k /∈ sZ.
Taking n ∈ sZ, k /∈ sZ andm = −k in (3.17), we obtain
H(n, k)G(−k, n + k) + kH(n, 0) = −(n + k)H(n − k, k),
i.e., H(n, k)G(−k, n + k) = 0, which gives
H(n, k) = δn+2k,0bk.
Taking k /∈ sZ, n = −2k ∈ sZ andm = (2l + 1)k in (3.17), we have
bkG((2l + 1)k,−k) + kH(−2k, (2l + 2)k) = 0,
i.e.,
(2l + 2)k
(
bk
1 + 2lk
1 − k − k
)
= 0 for all l ∈ Z,
which is a contradiction. Hence s = 1, i.e., I1 = Z.
Hence
f (m, n) = −n(1 + n)
1 + (m + n) , g(m, n) = h(m, n) =
−n(1 + n)
1 + (m + n) , (3.29)
or
f (m, n) = −n(1 + n)
1 + (m + n) , g(m, n) = m − n, h(m, n) = 0. (3.30)
The final thing we shall do is to prove a(m, n) = b(m, n) = 0. If (3.30) holds, then by (3.8), one
has
(m − n)A(m + n, k) = −(n + k)A(n, k) − (m − k)A(n,m + k), (3.31)
where A(m, n) = (1 + (m + n))a(m, n). Taking n = k in the above equation and noticing that
A(m, n) = A(n,m), we get 2(m − n)A(m + n, n) = −2nA(n, n). Hence A(n, 0) = A(n, n) = 0
for all n = 0. Taking A(n, n) = 0 back to the relation and noticing that A(m, n) = A(n,m), we get
A(m, n) = 0 for all (m, n) = (0, 0). Setting m + n = k = 0 (n = 0) in (3.31), we have A(0, 0) = 0.
Therefore
a(m, n) = 0 for all (m, n) ∈ Z× Z.
Using the same method for (3.9), we obtain
b(m, n) = 0 for all (m, n) ∈ Z× Z.
If (3.29) holds, then we set
A1(m, n) = a(m, n)1 + (m + n)
1 + n .
Using the same method as above, we have
A1(m, n) = 0 for all (m, n) ∈ Z× Z.
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Therefore, we get
a(m, n) = b(m, n) = 0 for all (m, n) ∈ Z× Z.
The proof of Lemma 3.2 is now complete. 
3.2. W(2,2)
We complete the proof of Theorem 2.2 by determining the central extensions of the left-symmetric
algebra structures onW. First, one has the following lemma:
Lemma 3.3. A multiplication defined by relations (2.4)–(2.8) gives a compatible left-symmetric algebra
structure on W˜ if and only if relations (3.1)–(3.11) and the following relations hold:
ω(Lm, Ln) − ω(Ln, Lm) = ω(Lm,Wn) − ω(Wn, Lm) = m
3 − m
12
δm+n,0, (3.32)
ω(Wm,Wn) = ω(Wn,Wm), (3.33)
f (n, k)ω(Lm, Ln+k) − f (m, k)ω(Ln, Lm+k) = (m − n)ω(Lm+n, Lk), (3.34)
g(n, k)ω(Lm,Wn+k) − g(m, k)ω(Ln,Wm+k) = (m − n)ω(Lm+n,Wk), (3.35)
h(n, k)ω(Lm,Wn+k) − f (m, k)ω(Wn, Lm+k) = (m − n)ω(Wm+n, Lk), (3.36)
h(n, k)ω(Wm,Wn+k) = h(m, k)ω(Wn,Wm+k), (3.37)
(m − n)ω(Wm+n,Wk) = −g(m, k)ω(Wn,Wm+k) (3.38)
for any m, n, k ∈ Z.
By Theorem 2.1 and Lemma 3.2, we can suppose
f (m, n) = −n(1 + n)
1 + (m + n) , ω(Lm, Ln) =
1
24
(
m3 − m + ( − −1)m2)δm+n,0 (3.39)
and
g(m, n) = h(m, n) = −n(1 + n)
1 + (m + n) , a(m, n) = b(m, n) = 0, (3.40)
or
g(m, n) = m − n, h(m, n) = a(m, n) = b(m, n) = 0. (3.41)
Proof of Theorem 2.2. It is easy to check that the complex-valued functions f (m, n), g(m, n), h(m, n),
a(m, n),b(m, n)andω( · , · )given in relations (2.9)–(2.13) simultaneously satisfy relations (3.1)–(3.11)
and (3.32)–(3.38).
By the above discussion, we can divide the proof into two cases.
Case 1. g(m, n) = m − n, h(m, n) = a(m, n) = b(m, n) = 0.
Taking n = k in (3.38) and noticing that ω(Wm,Wn) = ω(Wn,Wm), we have
(m − n) ω(Wm+n,Wn) = 0.
Using ω(Wm,Wn) = ω(Wn,Wm) again, we get
ω(Wm,Wn) = 0 for all (m, n) = (0, 0).
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Settingm = −n = 0 and k = 0 in (3.38), we get ω(W0,W0) = 0. Hence
ω(Wm,Wn) = 0 for all (m, n) ∈ Z× Z.
Takingm = n in (3.36), one has
f (m, k) ω(Wm, Lm+k) = 0.
Comparing with (3.39), we obtain
ω(Wm, Ln) = 0 for allm = n.
For any n ∈ Z, taking m, k in (3.36) such that m + k = n, m = 0 and k = 0, we get ω(Wn, Ln) = 0.
Hence
ω(Wm, Ln) = 0 for allm, n ∈ Z.
Putting the above equation back into (3.32), we get
ω(Lm,Wn) = m
3 − m
12
δm+n,0.
Case 2. g(m, n) = h(m, n) = −n(1+n)
1+(m+n) , a(m, n) = b(m, n) = 0.
For convenience, we introduce the following notation:
θ(m, n) = ω(Wm,Wn)
1 + n . (3.42)
Then one can rewrite (3.38) as
(m − n)θ(m + n, k) = kθ(n,m + k). (3.43)
Takingm = 0 in this relation, we get (n + k)θ(n, k) = 0. Thus we can suppose that
θ(m, n) = δm+n,0θ(m).
Settingm + n + k = 0 in (3.43), we have
(m − n)θ(m + n) = −(m + n)θ(n).
First takingm = −n = 0 and then n = 0 in the above equation, we derive that θ(n) = 0 for all n ∈ Z.
Therefore
ω(Wm,Wn) = 0 for allm, n ∈ Z. (3.44)
Set
ϕ(m, n) = ω(Lm,Wn)
1 + n and ψ(m, n) =
ω(Wm, Ln)
1 + n . (3.45)
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Then (3.32), (3.35) and (3.36) can be rewritten as follows
(1 + n)ϕ(m, n) − (1 + m)ψ(n,m) = m
3 − m
12
δm+n,0, (3.46)
(m − n)ϕ(m + n, k) = −kϕ(m, n + k) + kϕ(n,m + k), (3.47)
(m − n)ψ(m + n, k) = −kϕ(m, n + k) + kψ(n,m + k). (3.48)
Taking k = 0 in (3.47) and (3.48) and comparing to (3.46), we get
ψ(m, 0) = ϕ(m, 0) = ψ(0,m) = ϕ(0,m) = 0 for all m ∈ Z.
Settingm = 0 in (3.47) and (3.48), we have
(n + k)ψ(n, k) = (n + k)ϕ(n, k) = 0.
Thus we can suppose that
ϕ(m, n) = δm+n,0ϕ(m) and ψ(m, n) = δm+n,0ψ(m).
Takingm+ n+ k = 0 andm = n in (3.48), we have 0 = 2m(ϕ(m)−ψ(m)). Thus ϕ(m) = ψ(m) for
allm ∈ Z. Takingm + n + k = 0 in (3.48), we have
(m − n)ϕ(m + n) = (m + n)(ϕ(m) − ϕ(n)).
Using induction onm, n in the above equation, we obtain
ϕ(m) = m
2 − m
2
ϕ(2) − (m2 − 2m)ϕ(1). (3.49)
Takingm + n = 0 in (3.46) and using (3.49), we have
(1 − m)
(
m2 − m
2
ϕ(2) − (m2 − 2m)ϕ(1)
)
−(1 + m)
(
m2 + m
2
ϕ(2) − (m2 + 2m)ϕ(1)
)
= m
3 − m
12
.
This implies
ϕ(1) = −1 + 
24
, ϕ(2) = −2 + 
12
.
Then we have
ϕ(m) = −m
2 + m
24
for all m ∈ Z,
i.e., we arrive at
ω(Lm,Wn) = ω(Wm, Ln) = 1
24
(
m3 − m + ( − −1)m2)δm+n,0.
1834 H. Chen, J. Li / Linear Algebra and its Applications 437 (2012) 1821–1834
We have now completed the proof of Theorem 2.2. 
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