In this paper, we study the split common fixed point problem in Hilbert spaces. We find a common solution of the split common fixed point problem for two demicontractive operators without a priori knowledge of operator norms. A strong convergence theorem is obtained under some additional conditions and numerical examples are included to illustrate the applications in signal compressed sensing and image restoration.
Introduction
Let H be a real Hilbert space. The convex feasibility problem (shortly, (CFP)) is defined as follows:
where m ≥ 1 is an integer and each C i is a nonempty closed convex subset of H.
A special case of the problem (CFP) is the following split feasibility problem (shortly, (SFP)):
find x * ∈ C such that Ax * ∈ Q,
where C and Q are two closed convex subsets of two Hilbert spaces H 1 and H 2 , respectively, and A : H 1 → H 2 is a bounded linear operator.
Byrne [2] introduced a very popular algorithm {x n } that solves the problem (SFP):
x n+1 = P C (x n − γA * (I − P Q )Ax n )
for each n ≥ 0, where P C and P Q are metric projections onto C and Q, respectively, A * denotes the adjoint of the mapping A : H 1 → H 2 and γ ∈ (0, 2 λ ) with λ being the spectral radius of the mapping A * A.
If C = F (T ) and Q = F (S), then, from the problem (SFP), we have the split common fixed point problem (shortly, (SCFPP)) which is defined as follows:
find a point x * ∈ F (T ) such that Ax * ∈ F (S),
where F (T ), F (S) stand for the fixed point sets of the mappings T : H 1 → H 1 , S : H 2 → H 2 , respectively, and A : H 1 → H 2 is a bounded linear operator. We denote the set of solutions of the problem (SCFPP) by Γ := {y * ∈ C : Ay * ∈ Q} = C ∩ A −1 (Q).
Let T : H 1 → H 1 and S : H 2 → H 2 be two mappings such that In this paper, we prove a result on the existence of solutions of the split common fixed point problem (SCFPP) for two demicontractive mappings T : H 1 → H 1 and S : H 2 → H 2 with C := F (T ) = ∅ and Q := F (S) = ∅ and obtain the solution by a new algorithm {x n }.
Censor and Segal [3] introduced, in finite-dimensional spaces, the following algorithm {x n } for solving the problem (SCFPP):
x n+1 = T (x n + τ A t (S − I)Ax n ) (1.1) for each n ≥ 1, where τ ∈ (0, 2 γ ) with γ being the largest eigenvalue of the matrix A t A (A t is matrix transposition).
Moudafi [18] proved some weak convergence theorems in Hilbert spaces when two mappings T and S are quasi-nonexpansive mappings by using the following relaxed algorithm {x n }:
for each n ≥ 1, where α n ∈ (0, 1) and τ ∈ (0, 1 βγ ) with γ being the spectral radius of the operator A * A and β ∈ (0, 1).
Moudafi [17] also proposed an iterative algorithm {x n } to solve the problem (SCFPP), where S and T are demicontractive mappings as follows:
for each n ≥ 1, where α n ∈ (0, 1) and τ ∈ 0, 1−µ γ with γ being the spectral radius of the operator A * A and β ∈ (0, 1).
In particular, it was noted that the problem (SCFPP) is equivalent to solving the following fixed point problem
where τ > 0 is a constant and T and S are directed operators.
Based on the fixed point equation approach, Wang [24] suggested the following algorithm {x n }:
where T : R n → R n and S : R n → R n are two directed operators and the step size τ is in the interval 0, 1 max{0, A 2 } and proved some weak convergence theorems of the sequence {x n } to a solution of the problem (SCFPP).
In 2006, Marino and Xu [15] introduced a new iterative which combines the viscosity approximation method and is defined as follows:
where {α n } is a sequence in (0, 1) satisfying suitable conditions. They proved that {x n } converges strongly to a fixed point x of T which solves the variational inequality
Inspired by the work mentioned above, we propose a new self-adaptive algorithm for solving the (SCFPP) with two demicontractive mappings in Hilbert spaces. We prove a strong convergence theorem for our proposed algorithm and present some numerical examples to illustrate our main results and their applications.
Preliminaries
Let T : H → H be a mapping. A point x ∈ H is said to be a fixed point of T provided that T x = x. In this paper, we denote by F (T ) the fixed point set of T . The symbols → and denote the strong convergence and the weak convergence, respectively. The mapping T : H → H is said to be:
for all x ∈ H and p ∈ F (T ). (2.1) Remark 2.1. It is clear that, in a real Hilbert space H, (2.1) is equivalent to (1) x + y 2 = x 2 + 2 x, y + y 2 , for all x, y ∈ H.
(2) x − y 2 = x 2 − 2 x, y + y 2 , for all x, y ∈ H. a n+1 ≤ (1 − α n )a n + α n σ n for each n ≥ 0, where {α n } is a sequence in (0, 1) and {σ n } is a sequence in R such that
Then lim n→∞ a n = 0.
Lemma 2.5. [16] Let q > 1. Then the following inequality holds:
for arbitrary positive real number a and b.
The Main Results
In this section, we first construct an iterative algorithm for solving the SCFPP under the following hypotheses.
(A1) H 1 and H 2 are two real Hilbert spaces;
(A2) A : H 1 → H 2 is a bounded linear operator with its adjoint operator A * .
(A3) D : H 1 → H 1 is a strongly positive bounded linear operator with coefficient r > 0.
(A4) f :
(A5) S : H 1 → H 1 and T : H 2 → H 2 are two demicontractive operators with coefficients β ∈ [0, 1) and µ ∈ [0, 1), respectively;
(A6) S : H 1 → H 1 and T : H 2 → H 2 are Lipschitz continuous with Lipschitz constant L > 1.
We use Ω to denote the solution set of problem SCFPP, that is,
Algorithm 3.1. Choose an arbitrary initial guess x 0 . Assume x n has been constructed. If x n − Sx n + A * (I − T )Ax n = 0, then stop; otherwise, continue and construct x n+1 via the formula:
is a positive constant and ρ n ⊂ (0, ∞) is chosen self-adaptively as
We need two lemmas to complete the convergence analysis of our proposed algorithm. The first lemma shows that the proposed algorithm is well defined.
Lemma 3.2. If the equality
holds for some n ≥ 0, then x n is a solution of problem (SCFPP).
Proof. For any z ∈ S, we have
Since β, µ ∈ [0, 1), we deduce x n ∈ F (S) and Ax n ∈ F (T ).
Proof. By our hypotheses, we have
Taking n → ∞, we have
Theorem 3.4. Assume the following conditions are satisfied
Then the sequence {x n } generated by Algorithm 3.1 converges strongly to a solution u * of problem SCFPP, where u * = P Ω (I − D + γf )u * .
Proof. Setting w n = x n − Sx n + A * (I − T )Ax n . Analogously, we have
In what follows, we divide the proof into four steps.
Step 1. Show that {x n } is bounded. To see this, we observe
Therefore {x n } is a bounded sequence. Furthermore, {y n } and {f (x n )} are also bounded sequences.
Step 2. Show that the following inequality holds:
where we define a n := x n − u * 2 and b n :
(3.5)
Indeed, it follows that
Substitute (3.7) into (3.6), we have
By inequality (3.2), this yields
(3.9) Hence, the desired inequality at once follows.
Step 3. Show that −δ ≤ lim n→∞ b n < +∞ for some δ > 0, which indicate that lim n→∞ b n is finite.
so that this implies −δ ≤ lim n→∞ b n < +∞. We next prove lim n→∞ b n ≥ −δ.
To this aim, we processed by contradiction. Assume that lim n→∞ b n < −δ, which implies that there exists n 0 ∈ N such that b n ≤ −δ for all n ≥ n 0 , it follows from that a n+1 ≤ (1 − α n )a n + α n b n ≤ (1 − α n )a n − α n δ = a n − α n (a n + δ) ≤ a n − α n (1 − γk)δ 1 − α n γk .
(3.11) for all n ≥ n 0 . By induction, we have
(3.12)
Hence, taking lim as n → ∞ in the last inequality, we have lim n→∞ a n ≤ lim n→∞ a n0 −
which clearly contradicts the fact that {a n } is a nonnegative real sequence. Thus, lim n→∞ b n ≥ −δ and it is finite.
Step 4. Show that {x n } converges to z. Since lim n→∞ b n is finite, we can take a subsequence {n k } such that
(3.14)
Since γf (u * ) − Du * , x n k +1 − u * is a bounded real sequence, without loss of generality, we may assume there exists the limit:
Consequently, from (3.14), the following limit also exists: By the definition of x n k +1 , we deduce that
which further implies
Since we have shown that the sequence {x n } is bounded. This implies that any weak cluster point of {x n k +1 } also belongs to Ω. Without loss of generality, we assume that {x n k +1 } converges weakly to x ∈ Ω. Now by (3.14) , we infer that
due to the fact that u * = P Ω (I − D + γf )u * and (2.3). Finally, applying Lemma 2.4 to (3.4), we arrive at x n − u * → 0, which ends the proof.
In the cases f (x n ) = u, we have the algorithm as follows where γ ∈ (0, min{1 − β, 1 − µ}) is a positive constant and ρ n ⊂ (0, ∞) is chosen self-adaptively as ρ n = σ n x n − Sx n 2 + Ax n − T Ax n 2
x n − Sx n + A * (I − T )Ax n 2 .
Corollary 3.6. Assume the following conditions are satisfied
Then the sequence {x n } generated by Algorithm 3.5 converges strongly to a solution u * of problem SCFPP, where u * = P Ω (u * − Du * + u).
Numerical experiments
In this section, we construct a numerical example to illustrate the algorithm (3.1) and convergence analysis of the sequences of our main result. All codes were written in Matlab 2018a and run on Dell i-5 Core laptop.
. Define the mappings S : R 2 → R 2 and T : R 2 → R 2 by S(x 1 , y 1 ) = (−3x 1 , y 1 ) and T (x 1 , y 1 ) = −5(x 1 , y 1 ), ∀ x 1 , y 1 ∈ R.
First, we show that S is a 1 2 −demicontractive mapping. if x = (x 1 , y 1 ) ∈ R 2 and p 1 = (0, a) ∈ F (S), then
Thus, S is a 1 2 -demicontractive mapping. Second, we show that T is a 2 3 −demicontractive mapping. if x = (x 1 , y 1 ) ∈ R 2 and p 2 = (0, 0) ∈ F (T ), then
Thus, T is a 2 3 −demicontractive mapping. Next, we define the mappings f :
Then f is a 1 8 −contraction, A is a bounded linear operator on R with adjoint operator A * and D is a strongly positive bounded linear operator with coefficient ξ = 1 2 . In Algorithm (3.1), we set σ n = 0.15, γ = 0.1 and α n = 1 10n+100 .
We compare with Moudafi in [27] , by set γ = 0.0018 and α n = 1 10n+100 . Then, we have the results in Table 4 .1 and No. of Iter. 6 14 (−6, −2) Approximatio (0.000000, -0.000000) (-0.000000, -0.000000)
x n+1 − x n 2 0.000000 0.000001 Time 0.036619 0.015571
Compressed sensing
Compressed sensing is a very active domain of research and applications, based on the fact that an K-sample signal x with M ≤ N < K. The sampling matrix A ∈ R M ×N (M < N ) is stimulated by standard Gaussian distribution and vector z = Ax 0 + b, where b is additive noise. The most common form of disorder technique is l 1 regularization as:
where is α a positive parameter and · 1 denotes the sum of the absolute values of the components. By means of convex analysis, one is able to show that a solution to the constrained least squares problem:
for any nonnegative real number t, is a minimizer of (4.1) (see [9] ). Clearly problem x 1 ≤ t} and Q = {z}. and thus can be solved by the proposed algorithm. In this case, P C is the projection onto the closed l 1 -ball in R n (see [7] ). Algorithm 4.2. Choose an arbitrary initial guess x 0 . Assume x n has been constructed. If
x n − P C x n + A * (Ax n − z) = 0, then stop; otherwise, continue and construct x n+1 via the formula:
where γ ∈ (0, 1) is a positive constant, σ n ∈ (0, 1) and ρ n ∈ (0, 1) is chosen self-adaptively as 
Image restoration
We apply the algorithm 4.2 in the paper to image restoration. The observation model can also be described as (4.1), we wish to estimate an original image x from an observation z, while matrix A represents the blur operator ('motion',15,60), and b is random noise. The signal to noise ratio (SNR) is used to measure the quality of the restored images. They are defined as follows: 
Conclusions
In this article, we proposed a new iterative scheme for finding common solutions of demicontractive operators. Under some suitable conditions imposed on parameters, we proved some strong convergence theorems of the proposed algorithm and, finally, we presented some numerical results to show that our algorithm performs better than some existing methods. 
