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A quantum system of particles can exist in a localized phase, exhibiting ergodicity breaking and
maintaining forever a local memory of its initial conditions. We generalize this concept to a system
of extended objects, such as strings and membranes, arguing that such a system can also exhibit
localization in the presence of sufficiently strong disorder (randomness) in the Hamiltonian. We
show that localization of large extended objects can be mapped to a lower-dimensional many-body
localization problem. For example, motion of a string involves propagation of point-like signals
down its length to keep the different segments in causal contact. For sufficiently strong disorder,
all such internal modes will exhibit many-body localization, resulting in the localization of the
entire string. The eigenstates of the system can then be constructed perturbatively through a
convergent ‘string locator expansion.’ We propose a type of out-of-time-order string correlator as a
diagnostic of such a string localized phase. Localization of other higher-dimensional objects, such as
membranes, can also be studied through a hierarchical construction by mapping onto localization
of lower-dimensional objects. Our arguments are ‘asymptotic’ (i.e. valid up to rare regions) but
they extend the notion of localization (and localization protected order) to a host of settings where
such ideas previously did not apply. These include high-dimensional ferromagnets with domain wall
excitations, three-dimensional topological phases with loop-like excitations, and three-dimensional
type-II superconductors with flux line excitations. In type-II superconductors, localization of flux
lines could stabilize superconductivity at energy densities where a normal state would arise in
thermal equilibrium.
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I. INTRODUCTION
Most textbook treatments of quantum statistical me-
chanics assume that the system under consideration has
the ability to reach thermal equilibrium, mediated by
coupling to an external heat bath. Even for unitary evo-
lution of a quantum system in isolation, the system it-
self can serve as a heat bath which thermalizes each of
its own subsystems, in accordance with the Eigenstate
Thermalization Hypothesis (ETH) [1–3]. From a mod-
ern perspective, however, we now know that it is possible
for an isolated quantum system to fail to thermalize, in
violation of the ETH, and to maintain a memory of its
initial conditions at arbitrarily long times. For example,
in the presence of sufficiently strong disorder, a quan-
tum system of particles can exhibit the phenomenon of
many-body localization.
The physics of localization dates back to Anderson,
who studied the single-body problem of non-interacting
particles moving in a random potential[4]. In that sem-
inal work, it was shown that strong disorder can trans-
form the single-particle eigenstates from propagating
plane waves into states which are localized at fixed po-
sitions in space, up to exponentially decaying tails. The
system is then unable to transport energy or other quan-
tum numbers like charge, leading to vanishing dc conduc-
tivities. While this single-particle picture is appealing, it
is far from obvious that these results should carry over
to an interacting many-body system. Nevertheless, it
has been shown that, under appropriate conditions, lo-
calization can indeed remain intact in the presence of
interactions [5–10]. This discovery has led to a period of
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2intense research on the subject of many-body localiza-
tion (MBL), both in theory[11–59] and in experiments
[60–63].
To date, the study of localization has almost exclu-
sively focused on systems with point-like quasiparticles.
But in principle, the concept of localization should be
applicable to more general classes of objects. In partic-
ular, one could consider systems with excitations taking
the form of extended objects, such as loop excitations
in a three-dimensional topological phase, or flux lines
in a three-dimensional type-II superconductor. The dy-
namics of such objects are fairly complicated to describe,
even in a clean system, and it is not immediately clear
how their motion will be affected by disorder. An ex-
tended object has enormously more degrees of freedom
in its motion than a simple point particle, and it is not
obvious that disorder can lock the entire object in place
and prevent it from thermalizing with the rest of the
system.
In this work, we will show that a system of extended
objects can indeed fail to thermalize, in a natural gen-
eralization of many-body localization. We will describe
a concrete mechanism by which disorder can immobilize
extended objects, resulting in a localized spectrum. The
strategy will be one of dimensional reduction, in which
we phrase the motion of extended objects in terms of
the propagation of lower-dimensional objects. For ex-
ample, we can frame the motion of a string in terms of
the propagation of point-like kink defects. When the
disorder is sufficiently strong, these effective point par-
ticles can exhibit conventional many-body localization.
As we will argue, the localization of such internal modes
will preclude any overall coherent motion of the string,
due to the inability of the string to maintain causal con-
tact between its different segments. In this way, stan-
dard many-body localization of point particles can lead
to the localization of a string, locking it in place along
some one-dimensional locus. (We note a phenomenolog-
ical connection with the recently discovered “fractonic
lines,” which are locked in place along one-dimensional
paths due to a set of conservation laws, as opposed to
disorder-driven localization [64].) This is true regardless
of the dimensionality of the space in which the string can
move. More formally, a convergent locator expansion can
be constructed around each possible location of a string.
Similarly, we can phrase the motion of a two-dimensional
surface in terms of the propagation of one-dimensional
wavefronts, which in turn can be reduced to the motion
of kink defects. The localization of extended objects is
thereby understood in a hierarchical fashion. We in-
troduce a basic phenomenology of many body localized
systems with extended excitations, similar to the ‘`-bit’
description [16, 20] familiar from point particle MBL but
supplemented by a local constraint. We also propose a
type of out-of-time-order string correlator as a diagnos-
tic of such a phase. All our arguments are ‘asymptotic’
(i.e. valid up to possible rare region corrections), but
they generalize the study of MBL to a host of settings
beyond those which have hitherto been considered.
Our analysis will provide insights into a number of
different situations, including domain walls in ferromag-
nets, loop excitations in three-dimensional topological
phases, and flux lines in three-dimensional type-II super-
conductors. We will discuss the implications which are
unique to each situation, along with the caveats that are
necessary for application of our analysis. We emphasize
in particular that applying the concept of localization
protected order [14] to type-II superconductors implies
that flux line localization could stabilize superconduc-
tivity to temperatures (more precisely, energy densities)
where in thermal equilibrium the system would be in the
normal state, and could thus offer an entirely new route
to high temperature type-II superconductivity. The phe-
nomenology of such a phase has a family resemblance to
flux pinning by defects in vortex glass phases [65, 66].
However, we emphasize that flux pinning is classical and
thermodynamic in origin, pinning the objects only to
the minima of the potential landscape. An applied ex-
ternal field can then trigger depinning, leading to char-
acteristic signatures in non-linear conductivity [66]. In
contrast, the extended object localization described here
prevents the system from thermalizing at all. The ab-
sence of motion is driven by quantum effects, rather than
by free energy considerations, and the extended objects
need not be locked in place at local minima of the po-
tential. Rather, objects cannot move because moving
would take the system ‘off energy shell,’ and there is no
heat bath in the problem to supply or absorb energy.
A superconductor with localized flux lines will therefore
have sharp differences in phenomenology from a vortex
glass phase. For example, an applied external field will
not lead to depinning, leading to very different behavior
in the nonlinear conductivity.
II. LOCALIZATION OF STRINGS
A. Reduction to Point Particle Localization
We begin by studying the motion of a single string in
a disordered medium, in the absence of any inter-string
interactions. This can be thought of as the study of
‘Anderson’ localization of strings. The extension to in-
teracting strings will be discussed later. Implicit in all
the following analysis is the idea that the string in ques-
tion has a non-zero line tension, i.e. large changes in the
length of the string take the system ‘off energy shell’ and
are therefore suppressed. Before focusing on any specific
physical system, we can argue on simple physical grounds
that the problem of string localization can generically be
reduced to an analysis of point particles moving in (1+1)
dimensions. This portion of our analysis is completely
general and pictorial. We will make the discussion more
precise by introducing a specific model in a subsequent
section. Our discussion is implicitly formulated for a
string that lives on a lattice. The motion of a string
3FIG. 1. For a string much smaller than the system size,
we can zoom out to a coarse-grained description in which
the string effectively looks like a point particle, in which
case the conventional theory of localization applies.
FIG. 2. For a long string stretching across the system,
the two ends are not in direct causal contact. If the left
end is given a kick, the right end will remain unaffected
unless a kink propagates across the entire system.
through continuous space maps to a many body local-
ization problem in the (1 + 1)-dimensional continuum,
which has subtleties associated with the unbounded na-
ture of the local Hilbert space [22, 49] that we do not
discuss here. We also assume that the string moves ac-
cording to a local Hamiltonian, as will be the case in the
specific model studied in the next section.
For a generic system with string-like excitations on a
lattice, there are two important limiting cases to con-
sider: small closed loops, and macroscopic lines thread-
ing through the entire system. These two limits will il-
lustrate the two basic types of processes which can move
a generic string governed by a local Hamiltonian. For
a small closed loop, with dimensions much smaller than
the system size, we can simply zoom out to a coarse-
grained description. At long distances, we can neglect
any internal structure and treat the entire loop as a point
particle, as in Figure 1. We are then free to focus only on
the center of mass motion of the entire string. Disorder
in the system will result in a random potential landscape
for this effective point particle, and sufficiently strong
disorder will result in localization. More generally, if the
size of the string is smaller than the size of local op-
erators in the Hamiltonian, then the center of mass of
the string can be regarded as an effective point particle
moving according to a local Hamiltonian, which can be
localized by disorder via ordinary point particle local-
ization. Since the overall size of the string is small, we
can then conclude that the entire string is exponentially
localized to within some bounded region.
This sort of analysis will of course break down when
the string under consideration is bigger than the size of
local operators in the Hamiltonian, such as in the case
of a string stretching all the way across the system. For
such large strings, their extended nature clearly cannot
be ignored. We must therefore adjust our strategy. In-
stead of zooming out to a point particle description, we
will use the large size of the string to our advantage.
The key idea is that motion of a long string through
local operations generically requires the propagation of
point-like kinks down its length. For example, consider
a string threading through the entire system, as pictured
in Figure 2. The two ends of this string are not in direct
causal contact. If one end of the string moves, through
either some internal fluctuation of the system or an ex-
ternal force, the other end will not immediately know
to move in unison. It will take a finite amount of time
for any signal to propagate down the string and set the
opposite end in motion. This signal will take the form
of a pulse, or kink, which in a clean system will prop-
agate away from the site of the initial kick at a speed
determined by the tension of the string. In this way, in-
formation can be exchanged between different parts of
the string, and the string as a whole will move.
This mechanism for the motion of a string depends
crucially on the ability of signals to propagate down its
length, in the form of kink defects. In a translation-
ally invariant system, the propagation of these effective
quasiparticles will proceed unhindered. In a disordered
system, however, the kinks will see a random effective po-
tential, which can obstruct their mobility. When the dis-
order is sufficiently strong, the kinks will exhibit many-
body localization and will fail to propagate. Indeed, we
are faced with an effective one-dimensional problem of
kinks moving along a string, so the effects of disorder will
be particularly strong. (Note that, while disorder always
localizes non-interacting particles in one dimension, an
interacting one-dimensional system can also exhibit a de-
localized phase, so localization will require the disorder
to be larger than some critical value). When the kinks
become localized, it is no longer possible for signals to
propagate down the string. The different parts of the
string will have no means of communicating and will be
unable to establish an overall coherent motion. Rather,
when the string is given a kick at some spatial location,
it will result only in a localized oscillation of that small
segment of string. There is no local operation which can
result in overall motion of the string. Note that this ar-
gument applies not only to strings of macroscopic extent,
but to any string larger than the size of local operators
in the Hamiltonian. In this case, any local operation can
only effect a change on a particular segment of the string,
4and overall string motion will necessarily require propa-
gation of information down its length, by considerations
of causality.
The above argument rules out any mode of motion in
which the string ‘wiggles’ as it moves through the sys-
tem, with each segment pulling on its neighbors. One
may then worry about strictly uniform translations of
the string, in which all segments move in the same direc-
tion at precisely the same speed, so that no information
needs to propagate along the string. However, we can
rule out such motion on physical grounds. First of all,
setting up such motion would require a fine-tuned non-
local operator which provides identical impulses to each
segment of the string. This type of motion certainly
cannot be set up by generic local fluctuations. And even
if such motion were artificially engineered, it would not
be stable. Interaction with a disordered landscape will
quickly cause different segments of the string to move at
different velocities. In other words, strictly uniform mo-
tion of the string will not be an eigenstate of the system.
Indeed, a uniform translation of the string will typically
take the system ‘off energy shell’ by an amount of or-
der
√
L, where L is the length of the string, based on
the central limit theorem (assuming short-range corre-
lated background disorder). All string motion will thus
necessary involve wiggling of the string, i.e. the propa-
gation of internal modes. By the argument of the pre-
vious paragraph, such motion will not be possible when
the kinks moving along the string become localized. We
can therefore conclude that, at sufficiently strong dis-
order, a string will be localized, in the sense of being
restricted to exist within a small distance of a particular
one-dimensional locus. In particular, note that not only
will the ‘center of mass’ of the string stay near its orig-
inal position, but the orientation of the string will also
remain close to its original orientation, since rotations
of the string (while maintaining approximately constant
length) also require motion of kinks along the direction
of the string, and such motion is prohibited when the
kinks are localized.
Our arguments above have relied on a mapping of
the problem of string localization onto a one-dimensional
many-body localization problem. One way to formalize
this concept is to make use of a ‘worldsheet’ represen-
tation of the string, as commonly used in string theory,
which explicitly describes the motion of a string in terms
of a (1 + 1)-dimensional field theory [67]. We begin by
parametrizing the string by some internal coordinate σ.
We then label the spatial coordinate of a segment at pa-
rameter σ and time t as Xi(σ, t), as in Figure 3. The
Lagrangian for the string will then be a functional of
these spatial coordinates, such that the action takes the
form:
S =
∫
dtdσL[Xi(σ, t)] (1)
For the study of many-body localization, however, work-
ing with actions and their associated path integrals is
FIG. 3. The motion of a single string can be described in
terms of fields Xi(σ, t), representing the coordinates of each
segment, defined on the (1+1)-dimensional worldsheet of the
string.
troublesome, due to a localized system’s ability to re-
member initial conditions at arbitrarily long times. It is
in general more convenient to work with a Hamiltonian,
which we can write in the form:
H =
∫
dσH[Xi(σ), P i(σ)] (2)
where P i(σ) is the canonical conjugate variable toXi(σ).
In either formulation, the problem of string propagation
is mapped onto a (1 + 1)-dimensional field theory. For a
string propagating in d-dimensional space, we can sim-
ply regard the coordinates Xi as d fields defined on the
(1 + 1)-dimensional worldsheet, parametrized by σ and
t. The problem is then reduced to an ordinary field the-
ory analysis, where the quantized particles of the fields
Xi correspond to modes propagating along the string.
For strong enough disorder, these particles will be lo-
calized [8] with respect to the internal coordinate σ. In
other words, there will be no signals propagating down
the string. This formalizes the notion that, in the pres-
ence of strong disorder, different segments of the string
will not have the causal contact necessary for coherent
motion, so the string as a whole will be localized.
We note that, up to now, we have only discussed the
localization of a single isolated string, which proceeds
via the many-body localization of its point-like kink de-
fects. However, it seems plausible that this analysis also
extends to a system of multiple strings with short-range
interactions. In general, introducing weak coupling be-
tween two localized systems will leave the combined sys-
tem in a localized phase. Intuitively, if a system cannot
serve as a heat bath to thermalize itself, it also cannot
serve as a heat bath for another system. Similarly, if a
string cannot reach internal thermal equilibrium of its
own kinks, it cannot serve as a heat bath which ther-
malizes the kinks of another string. We therefore expect
that the localization of strings will be robust against the
introduction of weak inter-string interactions. Explicitly
5demonstrating this stability to inter-string interactions
would require a more complicated analysis, which we
leave to future work. But under this plausible assump-
tion, we can conclude that higher-dimensional systems
with a non-zero density of strings and weak short range
interactions between strings should then also admit an
MBL phase, related to the localized phase of a single
string via a type of ‘wire construction,’ at least up to
the potential rare region issues discussed in [47]. We note
that the issue of rare regions is not any more severe in
the case of extended objects than in conventional point-
particle localization. While the objects being localized
are now extended, the rare regions have no such extended
structure. The dominant mechanism of instability of lo-
calization will be the growth of small point-like thermal
volumes, just as in the case of point particle localization.
Whether such rare region effects can be brought under
control and a rigorous proof of MBL established, either
for true randomness or for quasiperiodicity, is an inter-
esting question that is beyond the scope of the present
work.
B. Example: Localized Strings in the
Three-Dimensional Toric Code
We now illustrate the ideas discussed in the preceding
section by specializing to a particular model with line-
like excitations: the toric code (Z2 lattice gauge theory)
in three spatial dimensions. We work on the cubic lat-
tice, with Pauli spins on each link. In the stabilizer code
limit of the theory, we can write the toric code Hamilto-
nian as:
H0 = −
∑
+
A+
∏
σx −
∑

B
∏
σz (3)
where we have allowed for disordered coefficients A and
B, which we assume are random positive values. The
first sum is over all vertices of the lattice, with each
term a product of the six σx operators touching the ver-
tex. The second sum is over all plaquettes, with each
term a product of the four σz operators going around
the plaquette.
For simplicity, we take our system to have trivial topol-
ogy. There is then a unique ground state specified by∏
+ σ
x =
∏
 σ
z = 1 for all vertices and plaquettes of
the lattice. More generally, any eigenstate can be la-
beled by a bit-string representing the values of
∏
+ σ
x
and
∏
 σ
z. A state with
∏
+ σ
x = −1 on site i is
regarded as having a particle excitation living on that
site. These particles must always occur in pairs, since
the product of all vertex operators in the system must
be 1. Similarly, a state with
∏
 σ
z = −1 on a plaque-
tte can be regarded as having a string excitation passing
through the center of that plaquette. These string exci-
tations are forced to form closed loops, constrained by
the fact that the product of plaquette operators around
a small cube must always be 1.
The stabilizer code Hamiltonian of Equation 3 fea-
tures static particle and string excitations, without any
dynamics. As such, the eigenstates of this Hamiltonian
are trivially localized. The important question to ask is
whether this localization is robust to the introduction of
perturbations. Let us consider a perturbed Hamiltonian
of the form:
H = H0 + h
∑
−
σz + g
∑
−
σx + · · · (4)
where the two added sums are over individual spins on
the links of the system. All other perturbations are com-
paratively less important. The h term flips the value of∏
+ σ
x on two adjacent sites. As such, this term acts as
a hopping operator for the point particles of the theory.
Note that the Hamiltonian of Equation 4 is explicitly
a sum of terms describing the dynamics of point parti-
cles and strings. The A+ and h terms represent the rest
and kinetic energy of point particles, while the B and
g terms represent the line tension and kinetic energy of
strings, respectively. In this sense, the point particles
and strings are almost decoupled in this Hamiltonian.
The only interaction arises from the fact that the point
particle number operator is constructed from the same
σx operators as the string kinetic term (and similarly
for the string measurement operator and particle kinetic
term). This interplay simply results in mutual statis-
tics between the two sectors of the theory. This statisti-
cal interaction can be simply taken into account in the
wavefunction picture by adding appropriate phase fac-
tors. One can write a wavefunction which almost sep-
arately describes configurations of both point particles
and strings, with the exception of phase factors deter-
mined by their relative positions.
By standard localization arguments, the point parti-
cles will remain localized provided h is much smaller than
the strength of the disorder in A+. More formally, one
could determine this by studying wavefunctions in the σx
basis, in which states are labeled by point particle po-
sitions and strings are represented simply by phase fac-
tors. One can then construct a locator expansion in this
basis, which will converge at sufficiently strong disorder
(neglecting rare region effects). Since the point particles
can be localized in straightforward fashion, we will ig-
nore this sector entirely from here on, focusing only on
the string excitations. The portion of the Hamiltonian
describing the dynamics of the string sector is:
Hstr = −
∑

B
∏
σz + g
∑
−
σx (5)
where the first term is the static string Hamiltonian of
the stabilizer code, and the second term is a small per-
turbation. The g term flips the value of
∏
 σ
z on the
four plaquettes touching a link, thereby creating a closed
loop around that link. Equivalently, this term can be re-
garded as a kinetic term for a string, deforming it from
one path to an adjacent one.
6FIG. 4. The eigenstates of the perturbed Hamiltonian will
be a mix of states in which new kinks have been created
and old kinks have moved. For sufficiently strong disorder,
both types of processes will involve significant energy change,
∆E  g, so that the locator expansion converges.
We can now find the eigenstates of the new Hamil-
tonian perturbatively. Starting from the stabilizer code
eigenstates with a single fixed string configuration, the
gσx perturbation will mix in slightly deformed config-
urations, as indicated schematically in Figure 4. Such
deformations will be weighted down by powers of g/∆E,
where ∆E is the change in energy associated with de-
forming the string. There are two main types of de-
formation processes. The first type of deformation in-
volves the creation of two new kink defects in the sys-
tem (i.e. a particle-antiparticle pair) or the deletion of
two existing kinks. Because the string generically has
a finite line tension, there will be a finite energy cost
to creating these particles, set by the typical value of
B. As long as g remains much smaller than the typi-
cal B, creation of particle-antiparticle pairs will be an
‘off-resonant’ virtual process, with exponentially small
weight in the wavefunction. To a first approximation,
these types of processes can be disregarded entirely. In
principle one could worry about accidental cancellations
between the tension and disorder terms, leading to near
zero denominators. However, it is important to note
that string line tension is controlled by the typical value
of B, whereas the disorder strength is controlled by the
standard deviation in B, which we henceforth denote
∆V . By making these two scales very different, such as
by taking the ‘taut string’ limit where ∆V  〈B〉, we
can essentially eliminate such accidental cancellations.
The second, more important type of deformation pro-
cess depicted in Figure 4 corresponds to the motion of
an existing kink along the string. Such processes will
be weighted down by factors of g/∆V , since ∆V is the
typical change in potential seen by the moving defect.
We have now reduced the problem to a one-dimensional
point particle localization analysis, as expected. By the
usual logic of conventional MBL, sufficiently strong dis-
order (sufficiently small g/∆V ) will cause the kinks to be
FIG. 5. Almost all of the weight of the wavefunction, up
to exponential tails, will correspond to string configurations
inside a tube of width ξ around the original string locus.
localized at their position along the string. (We note that
a similar kink localization problem has recently been
studied explicitly in the context of topological insulator
edge states [68].) Shifted kink states will have weights
in the wavefunction which are exponentially small in the
distance ∆r of a kink away from its original position.
As a whole, weights in the wavefunction will be expo-
nentially small in the sum of the displacements of all
kinks, i.e. proportional to exp(− 1ξ
∑ |∆r|), where ξ is
the kink localization length. We now see that two sim-
ple physical assumptions, namely localization of kinks
and a finite line tension, imply that the perturbation
g will not deform the string wavefunction significantly
from its original static configuration. Each eigenstate
of the system is smoothly connected to a state with a
fixed location for the string. In other words, the locator
expansion of the eigenstates is convergent.
In particular, it is worth noting that the wavefunction
of the string will have negligible weight outside a nar-
row tube around the original one-dimensional locus, as
depicted in Figure 5. Extending the string transversely
by a distance d would require one of two processes. Ei-
ther the length of the string grows by 2d through a kink
creation process, which is weighted down by a factor of
(g/〈B〉)2d ≡ e−d/ξB , or d existing kinks move past a
particular point on the string, which is weighted down
by a typical factor of (g/∆V )d/n ≡ e−d/ξV , where n is
the average density of kinks along the string. The wave-
function will therefore be negligible outside a tube of
width ξ = max{ξB , ξV }.
C. Localization of a Single String
In order to make the preceding analysis more rigorous,
we can construct several mappings from the problem of
string localization onto established results in the liter-
ature, which will serve to confirm our arguments that
strong disorder can result in the localization of a sin-
gle extended string. Note that (crucially) a localization
problem for a single string maps onto a many body local-
7FIG. 6. When an Ising domain wall weakly fluctuates around
a straight-line configuration, the resulting string can be la-
beled in terms of a one-dimensional height model.
ization problem for pointlike objects.
We first construct an explicit mapping from various
types of string excitations onto one-dimensional mod-
els of point like excitations. We begin with the two-
dimensional Ising model, which has the simplest such
mapping, the logic of which we will carry over to other
models, like the three-dimensional toric code. The
Hamiltonian of the disordered ferromagnetic Ising model
takes the form:
H = −
∑
〈ij〉
Jijσ
z
i σ
z
j − λ
∑
i
σxi (6)
where Jij takes random positive values and we assume
λ  〈J〉. We emphasize that the transverse field Ising
model in two spatial dimensions is already an interacting
system, since unlike it’s one dimensional counterpart, it
cannot be Jordan-Wigner transformed into free fermions.
To study string localization in the simplest possible
setting, we now focus on a state with a single large do-
main wall running across the entire system in a straight
line, dividing the system into halves of opposite spin.
In the limit where the string tension is much greater
than the disorder strength, this corresponds to a local
minimum of the energy. We then consider the effective
Hamiltonian for fluctuations of the domain wall around
this minimum. The lowest energy excitations correspond
to the creation of kink-antikink pairs. Assuming that
these kinks are not too dense, we can label the resulting
string configuration in terms of a one-dimensional height
model, representing the displacement of the domain wall
from the initial straight-line configuration, as depicted in
Figure 6. Taking the initial configuration to lie in the x
direction, the effective Hamiltonian for the displacement
takes the form:
H =
∑
x
(
2Jx(x, h(x)) + 2Jy(x, h(x))|h(x+ 1)− h(x)|
−λ(pi†(x, h(x)) + pi(x, h(x)))
)
(7)
where h(x) is the height of the domain wall at position x,
and pi†(x) (pi(x)) is the raising (lowering) operator which
increases (decreases) the value of h(x). These operators
obey the commutation relations:
[h(x), pi†(y)] = pi†(y)δ(x− y) (8)
where we have set Planck’s constant to unity. The sym-
bol Jx denotes the Ising coupling along x-directed links
(arising from the flat sections of the domain wall), and
Jy is the Ising coupling on the y links averaged over the
height jump at each kink. The Hamiltonian now explic-
itly has the form of a one-dimensional system. As long
as we are in the low-energy sector, where the kinks are
sparse enough that we can assume the string does not
double back on itself, this height representation and its
mapping onto a one-dimensional problem is exact.
We can now go one step further, by working in the
limit of large line tension, where kink defects are very
energetically costly and therefore dilute. In this limit,
where kinks are well isolated, the height will change by
at most one unit from one site to the next, such that
∆h(x) ≡ h(x + 1) − h(x) = 0,±1. We can then choose
to work with this height difference, ∆h(x), as our funda-
mental variable. (Since h(x) was naturally defined on the
links of the original lattice, ∆h(x) is naturally defined
on the vertices.) The local Hilbert space now becomes
equivalent to that of a spin-1 system, which importantly
is bounded in size. We denote the effective spin opera-
tors of this Hilbert space via tildes, S˜x, S˜z, and so on, to
avoid confusion with the operators of the original spins
of the two-dimensional Ising model. In this language, we
can represent the height difference ∆h as an S˜z operator.
The operator pi† raises h on a single link, which raises
and lowers ∆h on two adjacent vertices:
pi†(x) = S˜+(x)S˜−(x+ 1) (9)
We will also assume for simplicity that Jx(x, h(x)) has
typical value much larger than its variance, correspond-
ing to the equivalent assumption on line tension. In
this case, Jx(x, h(x)) will not vary too much between
h = 0,±1, so we will take it to be a function of x alone.
The Hamiltonian can then be written as:
H =
∑
x
(
2Jx(x) + 2JyS˜z(x)
−λ(S˜x(x)S˜x(x+ 1)+S˜y(x)S˜y(x+ 1))
) (10)
which has the form of a one-dimensional XY model with
a random magnetic field, which is known to localize.
This is the ‘non-interacting’ limit for kinks, and corre-
sponds to the limit of infinite line tension. At finite line
tension kinks can interact via intermediate virtual states
that have a height change of more than one unit per ver-
tex. Integrating out such virtual states will generate an
effective S˜zxS˜
z
x+1 interaction. The motion of a single do-
main wall can thus be mapped onto a one dimensional
8XXZ spin chain with disorder which, following the rig-
orous results of Imbrie[8], should be localized. The ob-
structions [47] to extending the arguments of Imbrie to
higher dimensions do not apply here, since a state with
a single line like excitation is effectively in the zero tem-
perature Hilbert space, and the arguments of [47] only
apply to states at non-zero temperatures. Thus, in the
limit of large line tension, the localization of a single
string can be rigorously established.
We note that, as the string tension becomes weaker
and kink defects become easier to create, the projection
into the h = 0,±1 subspace will no longer be sufficient.
A weaker string tension will necessitate keeping higher
and higher values of h, until eventually we must treat h
as a true integer-valued variable, corresponding to the
Hilbert space of a quantum rotor, as opposed to a finite-
S spin. Systems with unbounded local Hilbert spaces
are outside the scope of rigorous proofs of many-body
localization and tend to have obstructions to localiza-
tion physics [8]. This illustrates the importance of the
assumption of a large line tension, which keeps the low-
energy Hilbert space locally finite, while a weak line ten-
sion will likely lead to delocalization of kinks and thereby
delocalize the entire string.
As another independent confirmation of string local-
ization physics, we can rely on previously established
results on strong-disorder renormalization group (RG)
in the two-dimensional Ising model, hosting string-like
domain wall excitations. For sufficiently strong disor-
der, the Ising model is known to flow towards a stable
infinite randomness fixed point [69]. The usual strong-
disorder RG prescription, however, focuses on the prop-
erties of the ground state, by progressively eliminating
the strongest couplings in the system to take us to the
low-energy sector. In contrast, we want to examine the
RG flow of parameters in the presence of a domain wall
running across the system. There are certain procedures,
such as RSRG-X [70], which are designed specifically to
analyze the behavior of excited states. However, the be-
havior of a state with a single large domain wall can be
studied in much simpler fashion.
In order to access the physics of a domain wall state,
instead of the true ground state, we can simply choose
boundary conditions for our Ising model which force a
domain wall into the system. For example, we can stip-
ulate that all spins are pointed up at y = ∞, while all
spins are pointed down at y = −∞, in a sort of “twisted”
boundary condition. These boundary conditions require
that there must be at least one domain wall as one moves
across the system in the y direction. Lowering the en-
ergy scale by performing strong-disorder RG, and as-
suming that the typical line tension is much larger than
the disorder strength, we will eventually reach a state
with a single straight domain wall dividing the system
in half. In the case of untwisted boundary conditions,
the couplings flow to infinite randomness [69]. By lo-
cality, specifying boundary conditions at infinity cannot
affect the flow of couplings in the bulk, so even in the
presence of twisted boundary conditions, the couplings
still flow to infinite randomness. (This type of insensitiv-
ity to boundary conditions has been observed previously
in certain random spin chains [71].) We can then con-
clude that a state with a single domain wall has dynamics
governed by the infinite randomness fixed point. The re-
sulting state must then be localized. This thus provides
an alternative proof of localization of the string-like do-
main wall in the two dimensional transverse field Ising
model.
Finally, we note that experimentally, localized domain
walls have already been observed [63], consistent with
our analysis.
A similar analysis can be extended to strings in the
three-dimensional toric code. In this case, the B term
of the Hamiltonian in Equation 5 acts as the line tension,
giving an energy cost to each length of the string. Once
again, we imagine starting from a straight-line configu-
ration of the string, which corresponds to a minimum of
the energy so long as the typical value of B is much
larger than the disorder strength. We then seek to de-
scribe fluctuations of the string around this straight line
in terms of its kink defects. At low energies, we can
assume a low density of these kinks. We can then la-
bel the deformed string configuration in similar spirit to
the previously used height representation. In the present
case, however, there are two independent directions per-
pendicular to the string in which it can deform. We
must therefore label each point along the string by a two-
dimensional vector ~h. Taking the unperturbed string to
lie in the x direction, we can write an effective Hamilto-
nian for the fluctuating string as:
H =
∑
x
(
B,x(x,~h(x)) + ~B,⊥ · (~h(x+ 1)− ~h(x))
+g(piy(x,~h(x)) + pi
†
y(x,
~h(x)) + piz(x,~h(x)) + pi
†
z(x,
~h(x)))
)
(11)
where B,x represents couplings on plaquettes with x-
directed normal. Similarly, ~B,⊥ represents the coupling
on perpendicular links, averaged over the change in ~h
at each point along the string. The variables piy and
piz represent the lowering operators which decrease the
value of hy and hz, and similarly for the raising operators
pi†y and pi
†
z. Once again, the dynamics of a long string has
been mapped explicitly onto a one-dimensional problem.
To map onto the rigorous results of Imbrie [8], we must
once again truncate to a locally finite Hilbert space.
To this end, we assume that the fluctuations around
straight-line configuration are weak enough that we can
restrict to ∆hy(x) = 0,±1, and similarly for ∆hz(x),
with the additional constraint that on any given site,
∆hy and ∆hx cannot both be non-zero. We denote the
effective spin operators for this Hilbert space as S˜
(y)
z , and
so on, where the superscript (y) denotes the correspond-
ing direction of fluctuations of ~h. Following along with
9all steps applied to the two-dimensional Ising model, the
str ing Hamiltonian can be written as:∑
x
(
B,x(x) + 2B,yS˜
(y)
z (x) + 2B,zS˜
(z)
z (x)
+g(S˜(y)x (x)S˜
(y)
x (x+ 1) + S˜
(y)
y (x)S˜
(y)
y (x+ 1)
S˜(z)x (x)S˜
(z)
x (x+ 1) + S˜
(z)
y (x)S˜
(z)
y (x+ 1))
+λ(S˜(z)z (x)S˜
(y)
z (x))
2
) (12)
where λ is a large positive number and the term pro-
portional to λ implements (softly) the constraint that
string cannot fluctuate on both directions on any given
site. Integrating out virtual states with higher ener-
gies will again generate zz interactions between near-
est neighbors (including interactions that couple the two
spin ‘species’). Nevertheless, the model maps onto a pair
of coupled spin chains with short range interactions and
disorder, and without any non-abelian symmetry [37].
We then expect that this problem should many body lo-
calize, as problems of this sort generically do, at least for
strong enough disorder.
In addition to the mapping to one dimension, there
is another rigorous way to establish localization of the
three-dimensional toric code. The loop-free sector of the
toric code can be related by a Wegner duality[72, 73] to
a three-dimensional transverse field Ising model:
H = −
∑
〈ij〉
Jijσ
z
i σ
z
j − λ
∑
i
σxi (13)
The duality with the toric code can be seen by examin-
ing the wavefunction in the basis of σz eigenstates and
considering the domain walls between regions of different
spin orientations. In the large λ limit, the wavefunction
is an equal-weight superposition of all domain wall con-
figurations, i.e. all closed surfaces. This maps exactly
onto the ground state wavefunction of the stabilizer code
limit of the toric code (Equation 3) in the σz basis, which
is also an equal-weight superposition of closed surfaces.
We therefore see that the deconfined phase of the toric
code maps onto the large-field limit of the transverse
field Ising model. Similarly, the strongly confined limit
(taking g → ∞ in Equation 4) has no surfaces present
in the wavefunction whatsoever, which corresponds to
the zero-field limit of the Ising model, where no domain
walls are present in the ground state.
Since the loop-free sector maps exactly onto the trans-
verse field Ising model, we can rely on established strong
disorder renormalization group results for the latter
model[69] to conclude that, for sufficiently strong dis-
order, the ground state of the three-dimensional toric
code is governed by an infinite-randomness fixed point.
We also want to reach the same conclusion for a sector
with a single string threading through the system. As
in our discussion of the two-dimensional Ising model, we
can fix ourselves to be in this sector through an appro-
priate choice of boundary conditions, stipulating a single
unit of string flux at two opposite ends of the system.
Since this choice of boundary conditions will not affect
the flow of local bulk couplings under strong-disorder
renormalization group transformations, the system will
still flow to infinite randomness, which indicates that the
single-string state is localized.
This concludes our section on explicit demonstrations
of localization of a single string. Note in particular that
the problem of localization of a single extended string
maps to a many body localization problem for point
particles. We then argue that when many strings are
present, then we are coupling together one dimensional
MBL systems, and this should still yield a localized state
for weak enough couplings, at least up to rare region ef-
fects which are beyond the scope of the present work.
D. Phenomenology of States with Localized
Strings
One characteristic feature of a system of particles with
full many-body localization is the existence of local con-
served quantities which can be used to label all eigen-
states of the theory [16, 18, 20]. For example, consider
a one-dimensional chain of Pauli spins with a random
uniaxial magnetic field hi, plus a small xx coupling J as
well as a zz coupling λ (necessary to break integrability).
H =
∑
i
(hiσ
z
i + Jσ
x
i σ
x
i+1 + λσ
z
i σ
z
i ) (14)
In the limit J = 0, we can label the entire spectrum
by the eigenvalues of all σzi , writing eigenstates as |Ψ〉 =
|{σi}〉, where {σi} is a string of ±1 representing the state
of each spin. By specifying one bit at each site, we can
specify the entire state. In this way, the information of
the quantum state is encoded in a localized way. Since
such a bit-string is an eigenstate, the value of any bit
will not change over time, corresponding to a conserved
quantity of the system, i.e. an integral of motion.
In the presence of a nonzero J , however, these eigen-
states will mix with each other, generating entanglement
between the different spins. The key idea is that, for J
small compared to the variance of the disorder, hi, there
will still be a set of localized ‘`-bits’ τi which are con-
served quantities. Furthermore, if the entire spectrum
is localized, there will be just as many `-bits as physi-
cal bits (spins), one for each site of the lattice, so these
bits can be used to label quantum states. For weak dis-
order, the `-bits will be locally related to the physical
bits, such that τi can be expanded as a sum of σ opera-
tors with weight decaying exponentially away from site
i. More formally, since these `-bits are conserved, they
must commute with the Hamiltonian. We must there-
fore be able to rewrite the Hamiltonian of Equation 14
as:
H =
∑
i
h˜iτ
z
i +
∑
ij
J˜ijτ
z
i τ
z
j +
∑
ijk
Kijkτ
z
i τ
z
j τ
z
k + · · · (15)
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where the coefficients J˜ij , Kijk,... fall off exponentially
in the separation between sites. Note that the Hamilto-
nian only contains τzi , not τ
x
i or τ
y
i . This form guaran-
tees that all τzi commute with H and that specifying the
eigenvalue of each τzi is enough to specify any eigenstate
of the Hamiltonian. As the transition to a thermal phase
is approached, the localization length associated with the
`-bits diverges, such that their information spreads out
over the entire chain, preventing the system from retain-
ing local memories of its initial conditions.
We now wish to generalize this picture to the case of
string localization. In a phase exhibiting localization of
strings (such as the toric code case discussed above), the
entire spectrum is in one-to-one correspondence with the
set of one-dimensional loci which a string can occupy.
Furthermore, these loci are preserved in time, analogous
to the local integrals of motion of localized point parti-
cles. The difference in the present case is that there is
no longer a single bit of information preserved at a sin-
gle location in space, but rather a whole string’s worth
of information preserved along a one-dimensional path.
We can capture this notion with the same `-bit Hamilto-
nian of Equation 15, supplemented by a local constraint∏
τz = 1 over each cube of the lattice. (For a discus-
sion of `-bits in systems with local constraints, see [74]).
This combination of an `-bit Hamiltonian and a local
constraint gives us localized eigenstates while simulta-
neously also enforcing that the Hilbert space contains
only closed strings. We can then equivalently say that
the system exhibits a set of conserved string operators,
WC ≡
∏
C τ
z, representing the product of `-bits along a
closed path C. These operators obey [WC , H] = 0 and
are in one-to-one correspondence with the possible one-
dimensional loci of strings. The resulting eigenstates of
the system are then in direct correspondence with the
positions of localized strings, capturing the essential fea-
tures of the string-localized phase.
III. EXTENSION TO OTHER EXTENDED
OBJECTS
In the previous section, we have argued that a one-
dimensional string with finite line tension can be local-
ized simply through the many-body localization of point-
like defects moving along that string. We can make sim-
ilar arguments for the localization of higher-dimensional
extended objects, in a hierarchical manner. For example,
let us study the case of closed two-dimensional surfaces.
When the surface is much smaller than the system size,
we can coarse-grain the system until the surface looks
like a point particle, and all of the usual localization ar-
guments will carry through (assuming a non-zero surface
tension, such that large changes of surface area take the
system far off energy shell). The other case of interest
is when we have a very large surface extending across
the whole system, as in Figure 7. Once again, if a local
kick is given to one section of the surface, the rest of
FIG. 7. When a two-dimensional surface is given a kick at
some location, a signal will propagate outwards as a one-
dimensional wavefront. When all such one-dimensional kinks
are localized, the two-dimensional surface itself will be local-
ized.
the surface will not immediately know. Rather, a signal
will propagate outwards from the epicenter of the dis-
turbance as a one-dimensional wavefront of kinks. As in
our discussion of strings, if all internal modes on the sur-
face become localized, then no signals can be exchanged
between the different sections. A local kick given to the
surface can create a localized oscillation, but it cannot
induce overall motion of the surface. Without commu-
nication between the different sections of the surface,
coherent motion will be impossible, and the surface will
be localized, restricted to within a small distance of its
original two-dimensional locus.
In this way, the localization of extended objects pro-
ceeds in a hierarchical manner. A two-dimensional sur-
face moves via the propagation of one-dimensional ob-
jects, which in turn rely on the propagation of point-like
defects down their length. Localization of point-like de-
fects is thus sufficient for localization of one dimensional
objects, which in turn is then sufficient for localization
of two dimensional surfaces. For the (purely academic)
analysis of localization of even higher-dimensional ob-
jects, a similar hierarchy will hold. Motion of a p-
dimensional membrane will require propagation of a
(p− 1)-dimensional wavefront, which in turn can be re-
duced to a (p−2)-dimensional problem and so on until we
arrive at a point particle problem. In this way, the tra-
ditional treatment of localization of point particles can
be bootstrapped to demonstrate that disorder is capable
of localizing any higher-dimensional object (at least up
to rare region considerations [47]). More formally, one
could rewrite the problem in worldvolume language. We
first parametrize the p-dimensional object by p internal
coordinates σ = (σ1, ..., σp). We then write the spatial
coordinate of each patch of the object asXi(σ, t), in close
analogy with the analysis of strings. The Hamiltonian
can then be written as:
H =
∫
dpσH[Xi(σ), P i(σ)] (16)
where P i(σ) is the canonical conjugate to Xi(σ). Once
again, we can simply regard the coordinates Xi as d
fields defined on the (p+ 1)-dimensional worldsheet. We
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then have a normal field theory describing point-like de-
fects of the extended object, and standard localization
arguments can be applied. When disorder is sufficiently
strong, the fields Xi will be localized with respect to σ,
and no signals can propagate along the extended object.
Coherent motion will then be impossible, and we can
conclude that the extended object is localized. Follow-
ing the treatment of the previous section, it will then
be possible to create a generalized locator expansion,
with conserved bits of information along an entire higher-
dimensional locus.
IV. DIAGNOSTICS AND
CHARACTERIZATIONS
Having established general arguments for the existence
of a localized phase of extended objects, we now inves-
tigate some of the properties which could be used to
diagnose such a system. We first describe some general
characterizations which apply to all localized phases of
extended objects. We will then discuss some specific
physical situations to which our analysis applies, along
with the consequences of localization in each.
A. Out-of-Time-Order String Correlators
As with any phase of matter, the first line of inves-
tigation into extended object localization should be to
examine the behavior of correlation functions. Since we
are interested in a non-equilibrium system, it is natural
to deploy a powerful recent addition to the toolbox of
non-equilibrium physics: the out-of-time-order correla-
tion function (OTOC) [75–82]. These correlators have
been a useful theoretical tool across the non-equilibrium
spectrum, from diagnosing the onset of scrambling in a
chaotic system, to signaling the breakdown of thermal-
ization in a many-body localized phase. Furthermore,
they are in principle experimentally accessible [83–86].
The out-of-time-order correlation function between
two operators V and W is defined as:
F (t) = 〈W †(t)V †(0)W (t)V (0)〉 (17)
where V (t) = eiHtV e−iHt is a time-evolved operator in
the Heisenberg picture. The expectation value is taken in
some initial state of the system (which is not necessarily
an eigenstate, but may be e.g. a product state). For a
thermalizing phase, this OTOC will eventually decay to
zero for all choices of V and W , with the rate of decay
diagnosing chaos and the onset of scrambling [82]. In a
many-body localized phase, on the other hand, some of
these OTOCs can asymptote to a non-zero constant.
Consider the case of conventional many-body local-
ization, characterized by a set of localized `-bits {τi}
specifying the entire spectrum. If we choose the oper-
ator W to be a single `-bit operator, W = τzi , then
we will have W (t) = W (0), since the `-bits are con-
served under time evolution, by definition. We then
choose V to be a local operator far away from site i,
such that [W (0), V (0)] = [W (t), V (0)] = 0. In this case,
the OTOC reduces to:
F (t) = 〈V †V 〉 (18)
which is simply a constant, with no time evolution. More
generally, we should allow W to be a local operator act-
ing on the physical spins, e.g. σzi . We can expand such
a local operator in terms of the `-bit operators:
σzi = aτ
z
i + bτ
x
i + cτ
y
i +
∑
j 6=i
aijτ
z
i + · · · (19)
where the ‘off-site’ coefficients decay exponentially away
from site i. The τx,yi operators are not conserved under
time evolution and will have vanishing contribution to
the OTOC in the long-time limit. But for a generic local
operator, with nontrivial overlap with τzi , the OTOC will
asymptotically reach a nonzero constant, determined by
the a coefficients, and decay to this asymptotic value will
be power law in time [82].
For the case of a string-localized phase, we no longer
simply have `-bits corresponding to the localized po-
sitions of particles. Rather, we have conserved `-
bit-strings, WC =
∏
C τ
z, corresponding to the one-
dimensional paths of localized strings, as discussed ear-
lier. If we choose the W operator of the OTOC as a
τ -string operator, then clearly at long times we recover
F (t) = 〈V †V 〉, just as in conventional MBL. Physi-
cally, however, we must allow W to be a string num-
ber operator in terms of the physical σ bits. Impor-
tantly, in the models we consider, such as the toric code
and two-dimensional ferromagnets, strings are created at
the boundary of membrane operators. We then choose
W =
∏
M σ
z over a membrane M with boundary C.
Such a physical string number operator can be ex-
panded in terms of the τ -string operators, analogous to
Equation 19 for point particles:∏
M
σz = a
∏
C
τz+
∑
C′
aCC′(
∏
C
τz)+(τx,y terms)··· (20)
The largest weight in this expansion will be the ‘a’ co-
efficient, corresponding to the τ -string along the path
C, with all other coefficients decaying exponentially as a
function of the ‘distance’ between the paths C and C ′.
(This can be defined, for example, as the size of the min-
imal surface spanning the two curves.) It is then tempt-
ing to conclude that the we will see a clear asymptotic
constant in the OTOC, dominated by the a coefficient:
F (t→∞) = |a|2〈V †V 〉+ · · · (21)
However, it is important to estimate the size of a. Even
when the string is localized to a one-dimensional path,
it is possible for each segment of the string to fluctuate
away from that path. Each segment of the string will
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lead to a depletion of a away from unity, say by a factor
of (1− ). In the limit of a long string of length L, with
many fluctuating segments, a will be depleted by a factor
of (1− )L, which tends to zero as L becomes very large.
In order to counteract these fluctuations, one useful
prescription is to “fatten” our string operators, as has
been done in previous studies of string correlators in
MBL systems [87], by averaging over all string configu-
rations within a one-dimensional tube of width w. This
amounts to a coarse-graining of our original system. We
now recall the discussion of our string-locator expansion,
where we determined that the wavefunction was negli-
gible outside a tube of size ξ, as depicted in Figure 5.
If we fatten the our string operators beyond the scale
ξ, then the depletion per unit length will be very small,
 1. By choosing a width w  ξ, the reduction factor
per length of the string will be:
(1− ) = (1− e−w/ξ) ≈ 1 (22)
Of course, we must still account for the large size of
macroscopic strings, which leads to a much larger reduc-
tion factor for the OTOC of the total string:
F (t→∞) ∼ (1− e−w/ξ)L〈V †V 〉 (23)
If we choose w larger than ξ logL, then the asymptotic
OTOC will remain of order unity. This is a fairly sub-
stantial fattening of the string. Nevertheless, this loga-
rithmic enhancement of the width is still negligible com-
pared with the length of the string, leaving the path of
the string well-defined. With this choice of ‘fattened’
string operator, we therefore have that the out-of-time-
order correlators of this string-localized phase will reach
a nonzero asymptotic constant.
It is also possible to use string OTOCs to distinguish a
string-localized phase from a conventional MBL system,
at least in certain regimes. Recall that string creation op-
erators are fundamentally membrane objects in terms of
the underlying physical σ spins. For a string of length L,
the corresponding operator is a membrane with area of
order L2. In a string-localized phase, the OTOC of this
membrane operator is suppressed by a factor (1 − )L,
capturing the fluctuation of the string created at the
boundary. The expectation value is not, however, sen-
sitive to the size of the bulk membrane. This result is
consistent with previous studies on membrane operators
in topological phases[88], where it is found that expec-
tation values of membrane operators are insensitive to
fluctuations of small loop excitations across the bulk,
since small loops are trivial objects which can decay di-
rectly into the vacuum. In contrast, for an MBL phase of
conserved point particles, fluctuations of particles across
the bulk of the membrane lead to a suppression factor of
(1 − )L2 . When strings are the only excitations in the
Hilbert space, such as in a two-dimensional ferromag-
net, we can then distinguish between a string-localized
phase and conventional point-particle localization by ex-
amining the decay of F (∞) as a function of L. In sys-
tems which also have conserved point particles, such as
the three-dimensional toric code, these OTOCs will once
again decay as (1−)L2 at large L, due to particle fluctu-
ations across the surface. However, if the point particles
have a much higher gap (or much shorter localization
length) than the string excitations, then we expect an
intermediate regime of string lengths for which (1− )L
decay is observed.
B. Entanglement Behavior
In terms of quantum entanglement properties, many
of the distinguishing features of conventional many-body
localization will transfer directly over to the case of ex-
tended object localization. For example, consider entan-
glement entropy. An eigenstate of a thermalizing system
at finite energy density obeys the ETH, meaning that
its entanglement entropy should have thermal behavior,
scaling as the volume of a region, S ∼ `d. In contrast, a
many-body localized system only has entanglement be-
tween nearby degrees of freedom, even at finite-energy
density, so that the entanglement entropy of a parti-
tion depends only on the surface area of the partition,
S ∼ `d−1. This logic, first applied in the case of point
particle localization, carries over unchanged to a system
with extended object localization, which will therefore
exhibit an area law for entanglement entropy of all eigen-
states. Similarly, normal many-body localized phases ex-
hibit slow (logarithmic) growth of entanglement after a
quantum quench, since there are no propagating degrees
of freedom to enable the rapid spread of quantum infor-
mation [13]. The phases we have discussed here feature
complete localization of strings, including localization of
signals propagating down those strings. As such, sys-
tems of localized extended objects also have no means
of rapidly transferring quantum information, and we ex-
pect the same slow logarithmic growth of entanglement
entropy.
C. Other Experimental Signatures
Out-of-time-order correlation functions and entangle-
ment entropy are useful tools for identifying localized
phases in numerics and are in principle also experimen-
tally measurable, but they are not the simplest quanti-
ties to access in experiments. More experimentally useful
metrics of localization include echo experiments [90], au-
tocorrelation functions [91], and the decay of revivals of
test spins [92]. These diagnostics should carry through
essentially unchanged to systems with localized extended
objects. Transport coefficients also constitute experi-
mentally accessible diagnostics (albeit available only for
systems with a conserved charge). For a system exhibit-
ing localization of extended objects, we can conclude
that in linear response there will be no transport of any
quantum numbers carried by the extended objects. For
example, in a three-dimensional quantum spin liquid (a
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type of topological phase), spin can be transported by
either the point particles or by extended string excita-
tions. If the disorder in the system is strong enough
to localize both types of excitations, then we can con-
clude that there is vanishing dc spin transport. With-
out the string localization mechanism discussed here,
a three-dimensional spin liquid would not have strictly
zero spin conductivity. Vanishing spin transport co-
efficients within a three-dimensional spin liquid would
therefore be a direct signature of string localization. In
a type-II superconductor, the localization of flux lines
implies the absence of transport of magnetic flux across
the system, the implications of which we discuss in the
next section. Indeed any system with localization of ex-
tended objects should have vanishing dc conductivities
of appropriate quantum numbers. An interesting further
question to ask would be how such conductivities behave
at finite frequency. In standard many-body localization,
the ac conductivity has a rich structure in linear [29] and
non-linear [26] response. Performing the analogous cal-
culation for a system with extended objects seems quite
challenging, and it is unclear whether similar results will
be obtained. We leave this as an open question for future
investigation.
D. Applications
1. Ferromagnets
Perhaps the simplest setting in which extended ob-
jects occur is in a ferromagnet, where we have domain
walls between regions of spins aligned in different direc-
tions. In two dimensions, these take the form of loops,
while in three dimensions, they take the form of closed
two-dimensional surfaces. In either case, we can charac-
terize the spectrum in terms of these extended objects,
and the concepts discussed in the previous sections can
be applied without issue. We then expect that, in the
presence of strong disorder, the domain walls of the fer-
romagnet will be localized. Having domain walls locked
in place will make it much harder for a ferromagnet to
change its magnetization in response to an external mag-
netic field, which ordinarily proceeds via domain wall
motion. We therefore expect the magnetization of a sam-
ple to be largely frozen in, changing only via much slower
processes, such as the rearrangement of entire domains.
We note that a single localized domain wall has already
been observed experimentally in a two dimensional sys-
tem [63].
2. Three-Dimensional Topological Phases
Another setting in which extended objects naturally
occur is in three-dimensional topological phases. In this
case, we should bear in mind that the spectrum contains
both loop excitations and point particles. However, we
can simply apply a standard point particle localization
analysis to argue that, with sufficiently strong disorder,
both point particles and loop excitations will exhibit lo-
calization. As argued earlier, weak coupling between two
localized systems will not result in delocalization, so we
can conclude that the entire spectrum of the topological
phase is localized. Experimentally, we should observe
a vanishing thermal conductivity, along with vanishing
conductivities for any other quantum numbers carried
by the loop and particle excitations of the topological
phase.
Another important consequence of localization physics
is that it allows highly excited eigenstates of a system
to exhibit types of order which are more usually asso-
ciated with ground states or equilibrium systems, such
as symmetry breaking order and topological order [14].
Furthermore, these eigenstates can exhibit order which
is forbidden by theorems of equilibrium statistical me-
chanics, such as spontaneous symmetry breaking at non-
zero energy density in one dimension, or two-dimensional
topological order at finite energy density. In three di-
mensions, it is known that equilibrium topological or-
der only partially survives at finite temperature, with
a fraction of the ground state topological entanglement
entropy [89]. In a fully localized system, however, we
conjecture that full topological order should survive even
at finite energy densities. Our analysis of extended ob-
ject localization thereby opens the door to new three-
dimensional examples of localization protected order,
such as in the three dimensional toric code discussed in
Sec. II B.
V. LOCALIZED SUPERCONDUCTORS IN
THREE DIMENSIONS
We now discuss in detail a particularly important ex-
ample of a phase with localized string excitations - a
localized superconductor in three spatial dimensions. It
has already been argued [59] that superconductors in a
hypothetical two-dimensional world (with strictly two-
dimensional gauge field) can exist in a localized phase
wherein all excitations are localized and the system has
zero thermal conductivity, with vanishing electrical re-
sistance. However, the extension of this analysis to real
superconductors in three spatial dimensions is nontrivial,
because three-dimensional superconductors admit vortex
line excitations, and (prior to the present manuscript) it
was not clear how localization of extended objects should
be described. Armed with our results on extended ob-
ject localization, however, we are now ready to tackle
the problem of localization in three-dimensional super-
conductors.
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A. Lattice Gauge Theory for a Superconductor
We begin by introducing a lattice gauge model serving
as an effective theory for a three-dimensional supercon-
ductor, which will turn out to be closely related to the
toric code model, allowing us to apply our previous re-
sults directly. Our analysis is an adaptation of [93] to
three spatial dimensions, formulated entirely on a lattice.
A superconductor occurs when electrons, interacting
through a long-range Coulomb repulsion, form a pair
condensate. Physically, this long-range interaction be-
tween electrons is mediated by photons moving at the
speed of light. For typical solid state applications, how-
ever, this velocity is so large that we can ignore any re-
tardation effects and regard the electrons as interacting
through an instantaneous long-range potential, without
any reference to a photon field. We can then write an
effective Hamiltonian within the electronic sector (ignor-
ing phonon coupling for now) as:
H = −
∑
〈ij〉
tijc
†
i cj + e
2
∑
i 6=j
c†i cic
†
jcj
|ri − rj | − µ
∑
i
c†i ci (24)
where i, j are site labels of the underlying lattice, and c†
(c) is an electron creation (annihilation) operator. The
first term is the kinetic energy of a non-interacting sys-
tem, capturing the hopping of electrons from site to site.
(Only nearest neighbor hopping is considered for sim-
plicity.) The second term is the instantaneous Coulomb
interaction. We have also included a chemical poten-
tial term, working in the grand canonical ensemble. By
starting from this effective Hamiltonian in our localiza-
tion analysis, instead of electrons coupled to a photon,
we thereby avoid the issues associated with localization
in the continuum [49].
The elimination of the photon field comes at a cost,
however. Whereas the interaction of electrons with the
photon field can be written in purely local terms, the ef-
fective Hamiltonian of Equation 24 features explicit long-
range interactions. Many of the standard treatments of
many-body localization no longer apply in the presence
of long-range interactions, though recent work has shown
that localization can survive in such systems, at least in
certain cases[59]. Luckily, for our purposes, we can eas-
ily rewrite the Hamiltonian in a form which is both lo-
cal and defined on the lattice. While the Hamiltonian of
Equation 24 descended from the coupling to the physical
continuum photon field, the same effective Hamiltonian
would be obtained from coupling to a lattice U(1) gauge
theory, with speed of light large compared to the charac-
teristic scales in the problem. To this end, we can write
an equivalent Hamiltonian for the electrons as:
H = −
∑
〈ij〉
tijc
†
ie
iaijcj +
∑
i
a0,i((ev) c
†
i ci − div(e)i)
−µ
∑
i
c†i ci +
1
2v2
∑
〈ij〉
(eij)
2 −
∑

cos(curl(a))
(25)
where aij is a compact U(1) vector gauge field defined
on the link between site i and site j (recalling that i
and j are site labels and not spatial indices) with canon-
ically conjugate eij representing the lattice electric field.
Meanwhile, the timelike component a0,i is defined on site
i. The final term is a sum over all plaquettes of the lat-
tice, with the curl defined as the discrete line integral of
aij around each plaquette.
The parameter v in the Hamiltonian represents the
velocity of the lattice photon. When v is large compared
to other velocity scales in the problem, the dynamics
of the gauge field become unimportant. We can then
simply resort to an electrostatic analysis, in which we
write eij = φj − φi for potential φi defined on each site.
By integrating out a0,i, we also obtain a lattice Gauss’s
law, div(e)i = (ev)c
†
i ci, which combines with the poten-
tial formulation to give us a lattice Poisson equation,
∇2φ = −(ev) c†i ci. Solving this equation will give us the
usual electrostatic potential for point particles, falling off
as φ ∼ 1/r away from charges. Using the potential form
for eij in Equation 25, we will recover the desired instan-
taneous Coulomb interaction, plus a term representing
the energy of the (now static) magnetic field:
H = −
∑
〈ij〉
tijc
†
i cj + e
2
∑
i 6=j
c†i cic
†
jcj
|ri − rj |
− µ
∑
i
c†i ci −
∑

cos(curl(a))
(26)
Note that the magnetic field term is defined on the lat-
tice and has been compactified, which is not necessarily
a good description of magnetic flux in a metal. However,
in the superconducting phase, which is our primary con-
cern, the magnetic flux will be quantized and tied di-
rectly to the lattice vortices of the condensate, so this
lattice description of flux will be accurate. Furthermore,
a 2pi flux line in a superconductor is ‘trivial’ except for
its associated energy cost (i.e. it has no mutual statis-
tics with any other excitations), so the compact descrip-
tion will be adequate for our purposes. Note also that
whereas in two dimensions the compact theory was un-
stable to confinement [93], this problem is absent when
the theory is formulated in three spatial dimensions. In
this way, the lattice gauge theory of Equation 25 serves
as a suitable starting point for the analysis of an elec-
tronic superconductor. This theory has the advantage of
being both purely local and defined entirely on a lattice,
which will allow for standard arguments of many-body
localization to be applied.
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We now wish to study the Higgsed lattice model in
which the U(1) gauge group has been broken down to
Z2. Physically, this occurs when the electrons form a
Cooper pair condensate, such that 〈c†c†〉 6= 0 and par-
ticle number is no longer conserved (though it remains
conserved mod 2). At each site, we no longer have an
integer particle number ni, but rather a Z2-valued par-
ticle number variable, which we denote τ˜zi , represent-
ing the Bogoliubov quasiparticles. Acting on such con-
densed states, the fermionic creation operators c†i reduce
to acting as τ˜xi operators. (Note that, in addition to on-
site Pauli commutation relations, we must also impose
anti-commutation of τ˜x on different sites, to capture the
Fermi statistics.) Within the condensed phase, the mag-
netic flux is restricted to 0 or pi, such that ei curl(a) = ±1.
Up to a choice of global phase, we can then write the re-
maining gauge degrees of freedom as a Z2-valued gauge
field, eiaij → σzij . Making these replacements in Equa-
tion 25, the resulting effective Hamiltonian in the con-
densed phase takes the form:
H = −
∑
〈ij〉
tij τ˜
x
i σ
z
ij τ˜
x
j +
∑
i
σ0,iτ˜
z
i
∏
σx − µ
∑
i
∏
σx
+ g
∑
i
σxi −
∑

∏
σz
(27)
where the products are over spins on all links touching
the corresponding site or plaquette, as appropriate to
the sum. The variable σ0,i is the residual Z2 Lagrange
multiplier enforcing the Z2 Gauss’s law of the theory,
τ˜zi
∏
σx = 1. The g term is descended from the (eij)
2
term of Equation 25, which acts to change the gauge vari-
able eiaij , thereby serving as a kinetic term for the loop
excitations. In this way, we obtain a Z2 lattice gauge
theory for a three-dimensional superconductor. The ex-
citation spectrum includes fermionic point particles (Bo-
goliubov quasiparticles), captured by the first line of the
Hamiltonian, and loop excitations (pi flux lines), cap-
tured by the second line. The coupling in the first term
of the Hamiltonian also insures that the point particles
pick up a minus sign upon braiding around a loop, as
is appropriate for Bogoliubov particles moving around
a pi flux. This Z2 gauge theory is essentially a three-
dimensional toric code model, but coupled to fermionic
matter made up of pointlike excitations. Since all sectors
containing pointlike excitations can exhibit conventional
MBL, the only challenge is to demonstrate localization of
flux lines. Our earlier analysis of flux line localization in
the three-dimensional toric code then carries over largely
unchanged to show that a (lattice) superconductor can
be in a localized phase where both the quasiparticle and
the flux line excitations are localized.
As a final subtle point, systems which break a con-
tinuous symmetry are typically characterized by a large
manifold of degenerate states, which would complicate
the localization analysis. In the superconducting case,
this ‘set’ of states is parametrized by the phase φ of
the condensate, 〈c†c†〉 ∼ eiφ. One may therefore worry
about a ‘zero mode’ where the phase of the order pa-
rameter globally changes. However, the symmetry in
question is a gauge symmetry, and all such states are ac-
tually physically equivalent, eliminating concerns about
such zero modes. (Additionally, of course, global zero
modes do not contribute to internal rearrangements
of the system, and as such are irrelevant for localiza-
tion/delocalization). Meanwhile plasmon modes corre-
sponding to finite wavelength phase fluctuations (which
are relevant for the discussion of localization) are gapped
by the Higgs mechanism, and can be localized as shown
in [59].
B. Phenomenology of a Localized Superconductor
The ‘localized superconductor’ phase identified above
will be characterized by an infinite dc charge conductiv-
ity yet a zero dc thermal conductivity. Note in partic-
ular that when a current flows through a superconduc-
tor, any flux lines experience a transverse force. If the
flux lines are delocalized, then the motion of flux lines
gives rise to a finite resistance in the system, so that
the superconductivity is no longer perfect. In the pres-
ence of sufficiently strong disorder, however, our analy-
sis indicates that the flux lines can exist in a localized
phase, which will significantly alter the phenomenology
of a type-II superconductor. In particular, a current will
no longer be able to drive flux lines across the system,
which is necessary for current dissipation. A type-II su-
perconductor with localized flux lines should therefore
still exhibit perfect superconductivity. At the level of
phenomenology, this is similar to the vortex glass phase
that occurs in disordered equilibrium superconductors
[65, 66]. However, unlike the vortex glass the ‘localized
superconductor’ phase discussed herein is not in thermo-
dynamic equilibrium, and the vortex lines are not nec-
essarily pinned at minima of the potential. As a result,
applied external field will not trigger depinning, and the
non-linear conductivity of the system should be very dif-
ferent to the vortex glass. Furthermore, previous studies
of localization protected order have shown that localized
systems can continue to exhibit order at energy densi-
ties which would disorder an equilibrium system. The
localization of flux lines should therefore lead to perfect
superconductivity at higher ‘temperatures’ and magnetic
fields than would be possible in an equilibrium system.
Such suppression of resistivity in a type-II superconduc-
tor could have important technological implications.
Finally and somewhat provocatively, we note that
experimentally there is evidence for long-lived non-
equilibrium populations of quasiparticles in real super-
conductors [94–99], and these present a considerable
challenge for engineering devices based on superconduct-
ing qubits. A localized superconducting state (which is
a non-equilibrium superconducting state that is stabi-
lized by disorder) could provide an intriguing, if exotic,
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explanation for this experimental mystery. A detailed in-
vestigation of this possibility, perhaps using one or more
of the diagnostics discussed in the previous section, is
left to future work.
We close by discussing several subtleties in the appli-
cation of our results to real three-dimensional supercon-
ductors. First of all, magnetic flux fundamentally occurs
in the continuum, as opposed to the previous examples
where everything could be defined on a lattice, and there
are well-known difficulties associated with localizing ex-
citations in the continuum.[49] But while magnetic flux
generically occurs in a continuum, the quantized flux
lines through a superconductor are directly tied to the
vortices of the superconducting condensate. Since the
electrons in a solid move on a lattice, the vortices will
also only exist at discrete locations in the system, as
captured by the effective lattice gauge theory. To what
extent the continuum nature of the physical electromag-
netic field presents an obstruction to MBL is thus un-
clear. As another important caveat, we note the effects
of rare regions, which present their own obstructions to
localization in high dimensions and can lead to thermal-
ization at very long times [47]. Whether rare region ef-
fects can be brought under control (perhaps in models
with quasiperiodicity) is beyond the scope of the present
work and is left to future investigations.
Additionally, superconductivity is generically a low
temperature phenomenon, and we do not expect it to
survive to infinite energy densities. Arguments from [38]
suggest that such a many-body mobility edge may en-
dow the model with a finite (but long) relaxation time.
Whether that is the case, and if so, how long the relax-
ation time is, are also questions that we defer. We also
note that for analytical convenience, we have assumed
here that the ‘flux lines’ are narrow on the lattice scale
whereas in a real superconductor, a vortex core will typ-
ically be larger than the lattice scale. This does not
make an important difference to our analysis (one could
imagine simply moving to a coarse-grained lattice), but
we note it nonetheless as an idealization. Finally, as
a practical matter, we note that the disorder must be
strong enough to localize the flux lines while not being
so strong that it destroys the superconductivity entirely.
Localized superconductivity should thus be something
of a ‘goldilocks’ phenomenon, requiring disorder that is
neither too strong nor too weak.
VI. CONCLUSIONS
In this work, we have shown that a disordered system
of extended objects can fail to thermalize, via the local-
ization of its eigenstates. We have demonstrated that
the localization of extended objects can be reduced to a
standard point particle localization analysis, by studying
the behavior of signals propagating along the extended
object. When all such internal modes are localized, the
entire extended object will itself be localized. This ex-
tends the notion of localization to a host of phases of
matter where line (and membrane) excitations naturally
arise. We have discussed the basic phenomenology of
localized systems with extended excitations and have in-
troduced a type of out-of-time-order string correlator as
a diagnostic of such a phase.
Our analysis has implications for a variety of dis-
ordered systems, including ferromagnets, topological
phases, and superconductors. Our work thus opens
the door for new types of localization protected order
in three dimensions. In particular, our analysis sug-
gests that three-dimensional superconductors can exist
(at least up to rare region subtleties) in a localized phase
where flux lines, quasiparticles, and plasmons are all lo-
calized. The resulting localized phase will exhibit a di-
vergent dc charge conductivity and zero thermal con-
ductivity, as well as supporting stable non-equilibrium
populations of quasiparticles. Such ‘localization of vor-
tex lines’ could also stabilize superconductivity to higher
magnetic fields and temperatures than are possible in
equilibrium systems. A detailed investigation of this pos-
sibility, and its potential experimental and technological
consequences, is left to future work.
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