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Abstract
Finding upper and lower bounds to integrals with respect to copulas
is a quite prominent problem in applied probability. In their 2014 paper
[9], Hofer and Iaco´ showed how particular two dimensional copulas are
related to optimal solutions of the two dimensional assignment problem.
Using this, they managed to approximate integrals with respect to two
dimensional copulas. In this paper, we will further illuminate this con-
nection, extend it to d-dimensional copulas and therefore generalize the
method from [9] to arbitrary dimensions. We also provide convergence
statements. As an example, we consider three dimensional dependence
measures.
1 Introduction
A multidimensional distribution function which has uniform margins is called
a copula. Over the last few decades, the study of copulas has enjoyed ever in-
creasing popularity and a lot of progress has been made. For a big part this is
due to their immediate practical relevance in modelling, especially in the con-
text of financial mathematics. The intriguing idea is to split the description of
a multidimensional random variable in its two components, the marginal laws
and the copula which describes the dependence among the univariate random
variables. The result that justifies this approach is Sklar’s Theorem, details can
be found, e.g., in Nelsen’s book [16].
In contrast to the often unsatisfying approach to quantify risk and dependence
by single numbers like Spearman’s ρ or Kendall’s τ , modeling with copulas
makes it possible to describe and incapsulate the whole dependence structure
between random variables. On the other hand, an obvious downside of the cop-
ula method is that, unlike simple concordance measures, they can be rather hard
to treat analytically, especially in dimensions higher than two. Currently, this
problem is being circumvented by restricting to particular parametrized classes
of copulas and by using structures consisting of multiple two dimensional copu-
las, so called vine copula constructions, to approximate a distribution of higher
dimension (see e.g. [1], [4] and [11]).
∗The author gratefully acknowledges support by the Austrian Science Fund (FWF) Project
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However, these methods are often still computationally expensive or require a
lot of simplifying assumptions that might or might not be justified. Hence, in-
stead of modeling the actual dependence structure, it is naturally interesting to
ask for “worst case” respectively “best case” behaviour.
Imagine that we are given a d dimensional random vector (X1, . . . , Xd) and a
function f : Rd → R that computes the quantity associated with (X1, . . . , Xd)
which we wish to maximize or minimize (e.g. the VaR, some risk measure, an
expected payoff etc.). We assume that we know the marginal distributions of
X1, . . . , Xd whereas the dependence structure (i.e. the common distribution
function) is completely unknown. This assumption is also called dependence
uncertainty and it is widely used in applications, mainly because compared to
finding the dependence structure, information about the marginal laws can be
obtained relatively easy.
By Sklar’s Theorem it is always possible to reduce this maximization respec-
tively minimization to a similar problem involving uniform marginalsX1, . . . , Xd,
we again omit details and refer to [14] . Therefore, our aim is to find copulas
Cmin and Cmax such that∫
[0,1]d
f(x1, . . . , xd)dCmin ≤
∫
[0,1]d
f(x1, . . . , xd)dC (1)
and ∫
[0,1]d
f(x1, . . . , xd)dC ≤
∫
[0,1]d
f(x1, . . . , xd)dCmax (2)
for all d dimensional copulas C.
So far, most approaches were restricted to particular situations. Ru¨schendorf
[19] for example considered so called ∆-monotone functions, whereas Lux and
Papapantoleon [13] focused on the case where partial information about the
dependence structure is available. Another, quite different, take on this opti-
mization problem that has become very famous in recent years is the so called
Rearrangement Algorithm, introduced by Puccetti and Ru¨schendorf [17] and
further developed by Embrechts, Puccetti and Ru¨schendorf [7], [18]. This algo-
rithm is impressingly efficient in approximating the desired bounds even in high
dimensions and thus suffices for most real world applications. So far, however,
it only works for supermodular functions and also lacks a rigorous proof of con-
vergence. In fact there are known counterexamples, where the algorithm will
not converge.
In two dimensions, Hofer and Iaco´ [9] combined the spirit of optimization the-
ory with rigorous structural considerations and came up with an algorithm that
converges to the minimal respectively maximal values of (1) and (2) for any
continuous function f . The aim of this paper is to generalize the method from
[9] to arbitrary dimensions.
2 Mathematical Foundations
We introduce the needed mathematical notions first. The most common and
usually most practical definition of a copula is as multidimensional distribution
function with uniform marginals.
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Definition 2.1. (Copula) A function C : [0, 1]d → [0, 1] is called a d-copula if
there is a random vector (U1, . . . , Ud) such that for each k = 1, . . . , d the random
variable Uk has a uniform distribution on [0, 1] and
C(u1, . . . , ud) = P(U1 ≤ u1, . . . , Ud ≤ ud), u1, . . . , ud ∈ [0, 1].
We write Cd for the set of all d-copulas.
Note that every d-copula C defines a measure µC on ([0, 1]
d,B([0, 1]d)) by
the following construction:
For every rectangle R = [a1, b1]× [a2, b2]× · · · × [ad, bd] ⊂ [0, 1]d set
µC(R) = VC(R) with
VC(R) =
∑
x∈V(R)
sgn(x)C(x), (3)
where V(R) denotes the vertex set of R and sgn(x) is given as follows
sgn(x) =
{
1, if xk = ak for an even number of k’s
−1, if xk = ak for an odd number of k’s.
Now extend µC to a measure on all Borel sets of [0, 1]
d by standard arguments
of measure theory. VC(R) is called the C-volume of R.
As an example, for a 2-copula C, the C-volume of a rectangle
R = [a1, b1]× [a2, b2] ⊂ [0, 1]2 would be given as
VC(R) = C(b1, b2)− C(b1, a2)− C(a1, b2) + C(a1, a2).
Definition 2.2. Any probability measure µ on ([0, 1]d,B([0, 1]d)) that fulfills
µ([0, 1]× [0, 1]× · · · × [0, 1]︸ ︷︷ ︸
i−1 times
×A× [0, 1]× [0, 1]× · · · × [0, 1]︸ ︷︷ ︸
d−i times
) = λ(A), (4)
for all i = 1, . . . , d and any Borel set A ⊂ [0, 1] is called d-fold stochastic. Here,
λ(A) denotes the Lebesgue measure of A.
It is easy to check that each measure µC that stems from a d-copula via (3)
fulfills equation (4) and is therefore d-fold stochastic. Furthermore, given any
d-fold stochastic measure µ, one can define a map
C : [0, 1]d → [0, 1] by setting
C(x1, x2, . . . , xd) := µ([0, x1]× [0, x2]× · · · × [0, xd]). (5)
Again, it is easy to verify that this construction yields indeed a d-copula. Hence
there is a one to one correspondence between d-copulas and d-fold stochastic
measures.
In fact, Nelson [16] even uses this property for an alternative, somewhat more
general way to define copulas whereas, for us, it is going to be the cornerstone
of the approach to relate copulas to assignment problems.
We also want to introduce basic notions of optimal transport theory as it pro-
vides not only a nice framework for the copula optimization but will also be
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useful for convergence statements later on. The theory of optimal transport
is concerned with the question how to allocate mass from some present distri-
bution to a desired target distribution such that the total allocation costs are
minimized. Historically, this question goes back to Monge, who formulated it
in 1781. However his approach was very restrictive and so the field didn’t see
much progress until Kantorovich reformulated the question in 1942. Nowadays,
the setting known as Monge-Kantorovich problem has produced a huge amount
of literature and ongoing research. The mathematical formulation is as follows
Definition 2.3. Given Polish spaces X1, . . . , Xd with probability measures
µ1, . . . , µd on their respective σ-fields, we write M(µ1, . . . , µd) for the set of
probability measures on the product space X1 × · · · × Xd which have marginal
distributions µ1, . . . , µd. Given a measurable cost function c : X1×· · ·×Xd → R,
the minimization problem
inf
µ∈M(µ1,...,µd)
∫
c dµ (6)
is called the Monge-Kantorovich problem.
The similarity to the problems (1) and (2) is obvious, we just need to pre-
scribe the marginal laws µ1, . . . , µd as uniform distributions on [0, 1]. Interest-
ingly, the case d = 2 is very well understood by now whereas higher dimensions
seem to be harder to tackle. See for example Ru¨schendorf and Uckelmann ([20],
[21]) for a treatment of so called couplings, which are a probabilistic interpreta-
tion of the Monge-Kantorovich problem in higher dimensions.
In the two dimensional setting, the notion of c-cyclical monotonicity proved
to be very useful.
Definition 2.4. Given two polish spaces X1 and X2 and a measurable function
c : X1 ×X2 → R, a set Γ ⊂ X1 ×X2 is called c-cyclically monotone if for any
pairs (x1, y1), . . . , (xn, yn) ∈ Γ it holds that
n∑
i=1
c(xi, yi) ≤
n∑
i=1
c(xi, yi+1), (7)
with yn+1 = y1. A probability measure µ is called c-cyclically monotone if it
is concentrated on a c-cyclically monotone set, i.e. if there is a c-cyclically
monotone Γ such that µ(Γ) = 1.
Now a famous result in optimal transport theory states that, under mild
assumptions on c, a probability measure µ is optimal for the two dimensional
Monge-Kantorovich problem if and only if it is c-cyclically monotone and if we
want to maximize instead, we can just reverse the inequality in (7). This opti-
mality result follows from a dual formulation of the problem, which we do not
want to state in detail but refer to the book of Villani [24] which gives a very
nice overview of optimal transport theory.
After finding a similar statement for dimensions higher than two has been an
open problem for many years, Griessler and Beiglbo¨ck [2], [8] recently general-
ized c-cyclical monotonicity to arbitrary dimensions:
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Definition 2.5 ([2] and [8]). Let X1, . . . , Xd be Polish spaces and define E :=
X1 × · · · × Xd. Let c : E → R be Borel measurable. A set Γ ⊂ E is called
c-cyclically monotone if it fulfills one of the following conditions:
(i) For any N and any points (x
(1)
1 , . . . , x
(1)
d ), . . . , (x
(N)
1 , . . . , x
(N)
d ) ∈ Γ and
permutations σ2, . . . , σd : {1, . . . , N} → {1, . . . , N}, one has
N∑
i=1
c(x
(i)
1 , . . . , x
(i)
d ) ≤
N∑
i=1
c(x
(i)
1 , x
(σ2(i))
2 , . . . , x
(σd(i))
d ).
(ii) Any finite measure α concentrated on finitely many points in Γ is a (with
respect to c) cost-minimizing transport plan between its marginals; i.e. if
α′ has the same marginals as α, then∫
cdα ≤
∫
cdα′.
They were also able to show that for any measurable cost function c, a mea-
sure µ which is optimal for the multidimensional Monge-Kantorovich problem
is always concentrated on some c-cyclically monotone set.
Griessler [8] recently showed the converse statement under more assumptions
on c: If the cost function c is continuous and bounded by a sum of integrable
functions, any measure which is concentrated on a c-cyclically monotone set is
an optimal solution to (6).
Next we give a short overview of assignment problems. Generally speaking,
an assignment problem consists of the task of matching n objects of type 1 to
n objects of type 2. Here, matching object i of type 1 with object j of type 2
creates a cost (resp. profit) of aij ∈ R. Now the problem is to minimize (resp.
maximize) the sum over all aij under the following constraints:
• Each object of type 1 is assigned with exactly one object of type 2.
• Each object of type 2 is assigned with exactly one object of type 1.
This kind of problem is often described by assigning “jobs” to “workers” such
that the total cost is minimized. The mathematical formulation is the following
min
x∈Rn×n
n∑
i=1
n∑
j=1
aijxij (8)
subject to
n∑
j=1
xij = 1 ∀i ∈ {1, . . . , n}, (9)
n∑
i=1
xij = 1 ∀j ∈ {1, . . . , n}, (10)
xij ∈ {0, 1}. (11)
The expression that is to be minimized (resp. maximized) in (8) is also called
the objective function and the set of all x ∈ Rn×n that fulfill all the constraints
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are called the feasible region.
It is not hard to see that this can equivalently be written in the form
min
pi∈Sn
n∑
i=1
aipi(i),
where Sn denotes the set of all permutations of {1, . . . , n}. Although the feasi-
ble region of this problem is actually n2 dimensional, with n being the number
of objects, we will refer to this version of the assignment problem as the “2
dimensional assignment problem (2-AP)” since there are 2 different kinds of
objects. The assignment problem is quite well studied and, at least for the 2
dimensional case, there are efficient algorithms like, for example, the Hungarian
Method, which, in current implementation, has a polynomial time complexity
of O(n3). For more details we refer to [3].
There is a class of copulas, which is closely related to assignment problems,
the so-called Shuffles of M which we introduce briefly.
Definition 2.6. (Shuffles of M [6]) Let n ≥ 1 be a positive integer and
s = (s0, . . . , sn) be a partition of the unit interval with 0 = s0 < s1 · · · < sn = 1
Furthermore, let pi be a permutation of {1, . . . , n} and define the partition t =
(t0, . . . , tn) with 0 = t0 < t1 · · · < tn = 1 such that each [si−1, si)× [tpi(i)−1, tpi(i))
is a square. Finally, let ω : {1, . . . , n} → {−1, 1}. A copula C is called Shuffle
of M with parameters {n, s, pi, ω} if it is defined in the following way: for all
i ∈ {1, . . . , n}, if ω(i) = 1 then C distributes a mass of si − si−1 uniformly
spread along the diagonal of [si−1, si) × [tpi(i)−1, tpi(i)) and if ω(i) = −1 then
C distributes a mass of si − si−1 uniformly spread along the antidiagonal of
[si−1, si)× [tpi(i)−1, tpi(i)).
In the case of an equidistant partition s, i.e. si − si−1 =
1
n
for all i ∈
{1, . . . , n} we obviously have s = t for all permutations pi. We write CdM for
the set of all d-dimensional Shuffles of M . It is important to notice (see e.g.
[6]) that CdM ⊂ C
d, i.e. the above construction yields indeed again a copula.
Another neat property of shuffles of M is that they lie dense in the set of all
copulas: CdM = C
d with respect to weak convergence. For more details and a
survey of different metrics see [5].
We are now ready to state the main result from [9] that connects Shuffles of M
and assignment problems to integrals with respect to copulas.
Theorem 2.7 (Theorem 2.1 + Theorem 2.2 from [9]). Let f be a continuous
function on [0, 1]2 and let the partition In for any n be given as
Inij :=
[
i− 1
n
,
i
n
)
×
[
j − 1
n
,
j
n
)
for i, j = 1, . . . , n.
Then define
fn(x1, x2) = aij := max
(x1,x2)∈Inij
f(x, y) ∀(x1, x2) ∈ I
n
ij .
Now a copula Cmaxn which fulfills∫
[0,1]2
fn(x1, x2)dC
max
n = max
C∈C2
∫
[0,1]2
fn(x1, x2)dC(x1, x2) (12)
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is given as a shuffle of M with parameters (n, In, pi∗, 1) where pi∗ is the permu-
tation which solves the assignment problem
max
pi∈Sn
n∑
i=1
aipi(i).
Moreover, the maximal value of (12) is given as
max
C∈C2
∫
[0,1]2
f(x1, x2)dC(x1, x2) =
1
n
n∑
i=1
aipi∗(i)
and it holds
lim
n→∞
max
Cn∈C2
∫
[0,1]2
fn(x1, x2)dCn(x1, x2) = max
C∈C2
∫
[0,1]2
f(x1, x2)dC(x1, x2).
Furthermore, Iaco´ et al. [10] showed that the sequence of maximizers Cmaxn
converges, at least along some subsequence, to a maximizer C∗ of the problem
max
C∈C2
∫
[0,1]2
f(x1, x2)dC(x1, x2).
3 Main Results
Our main result is a version of Theorems 2.1 and 2.2 from [9] for arbitrary di-
mensions along with a similar convergence result as Theorem 4.2 from [10]. To
this end we start by introducing the concept of a multidimensional assignment
problem.
Define the index sets I := {1, . . . , n}d and Ikm := {(i1, . . . , id) ∈ I : ik = m}.
The (axial) d dimensional assignment problem (d-AP) on n items with objective
function (ai) is given as follows:
min
x∈Rn
d
∑
i∈I
aixi (13)
subject to ∑
i∈Ikm
xi = 1, ∀m ∈ {1, . . . , n}, ∀k ∈ {1, . . . , d}, (14)
xi ∈ {0, 1}. (15)
Again, “d dimensional” is meant with respect to the number of different object
types. The feasible region in this case would actually be nd dimensional.
The key to generalizing the method from [10] to higher dimensions now lies in
recognizing the structural analogy between copulas and assignment problems.
Theorem 3.1. Let n be a positive integer and f : [0, 1]d → R be constant on
the cubes Ini with
Ini :=
[
i1 − 1
n
,
i1
n
)
× · · · ×
[
id − 1
n
,
id
n
)
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for i = (i1, . . . , id) ∈ I. So f(x) = ai for all (x) ∈ Ii.
Then a copula Cmin which fulfills∫
[0,1]d
f(x)dCmin = min
C∈Cd
∫
[0,1]d
f(x)dC(x) (16)
is given by the following d-fold stochastic measure on [0, 1]d:
If (x∗i ) with i ∈ I is an optimal solution to the relaxed d-AP with respect to
the objective function (ai), then distribute the probability mass
1
n
x∗i uniformly
in the cube Ii.
Here “relaxed” means that we are considering the continuous relaxation of
the axial d−AP , i.e. we replace the integer constraint (15) by just demanding
xi ≥ 0 for all i.
This result holds for any dimension d. However, in contrast to the 2 dimensional
case, the maximizing copula that comes from the assignment problem will, for
d > 2, in general not be given as a Shuffle of M anymore. This is because
any feasible (not necessarily optimal) solution of the relaxed d − AP yields a
d fold stochastic measure and hence a copula and only the points with integer
coordinates of the feasible region yield a Shuffle of M .
In fact, the reason why there will always be a Shuffle ofM as a maximizer of the
integral in the 2 dimensional case lies in a certain peculiarity of the relaxed 2
dimensional assignment problem: in 2 dimensions, all the vertices of the feasible
region have only 0 or 1 entries. That means constraint (11) is redundant, or in
other words the 2 dimensional assignment problem is identical to its continuous
relaxation. This is not true anymore in any dimension greater than 2, we again
refer to [3] for further details about assignment problems.
That means, for dimensions greater than 2, the maximizer we find via this pro-
cedure will not have the nicely parametrized form, that made Shuffles ofM very
appealing. On the other hand, working with the relaxed assignment problem in-
stead of the integer problem brings great advantages concerning computability.
While the classical integer assignment problems are NP hard, their continuous
relaxations lie in P , here the computational complexity is with respect to the
number of objects that should be assigned, or in the context of copulas, the
coarseness of the partition of [0, 1]d.
Proof of Theorem 3.1. By definition, the value of (16) is given as∫
[0,1]d
f(x)dC(x) =
∑
i∈I
aiC(I
n
i ).
So we notice that the value of (16) does not depend on how the copula C
distributes mass inside of each cube Ini , but only on how much mass is placed
on each Ini . Hence, we can write C
min(Ini ) =: xi, with i ∈ I and are left with
the following optimization problem:
min
∑
i∈I
aixi.
However, we still have to encode constraints that ensure that the mass distri-
bution xi actually yields a copula. For this, we recall that there is a one to one
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correspondence between d-copulas and d-fold stochastic measures so we only
have to ensure that the measure Cmin is d-fold stochastic. Since we already
noted that the value of (16) is independent of the distribution inside the cubes
Ii, we can assume that C
min distributes the mass inside of each cube Ii uni-
formly. The d-fold stochastic measures which distribute the mass xi uniformly
inside of the cube Ii for each i ∈ I are given by the equations∑
i∈Ikm
xi =
1
n
, ∀m ∈ {1, . . . , n}, ∀k ∈ {1, . . . , d}. (17)
This can be seen as follows: It is elementary that each d-fold stochastic measure
satisfies the conditions (17). So let C fulfill (17) and let 0 ≤ a < b ≤ 1. Now
look for 1 ≤ i− ≤ i
+ ≤ n such that a ∈ [ i−−1
n
,
i−
n
] and b ∈ [ i
+−1
n
, i
+
n
]. Without
loss of generality let us consider the first coordinate, it holds
C([a, b]× [0, 1]× · · · × [0, 1]) =C
([
a,
i−
n
]
× [0, 1]× · · · × [0, 1]
)
+
i+−1∑
i1=i−+1
C
([
i1 − 1
n
,
i1
n
]
× [0, 1]× · · · × [0, 1]
)
+ C
([
i+ − 1
n
, b
]
× [0, 1]× · · · × [0, 1]
)
=
i−
n
− a+

 i
+−1∑
i1=i−+1
∑
j∈I1
i1
xj

+ b− i+ − 1
n
= b− a = λ([a, b]).
Again by standard arguments of measure theory, we can extend this result from
intervals to arbitrary measurable sets A.
Hence the measure Cmin is d-fold stochastic if and only if the constraints (17)
are fulfilled. But those are clearly just the constraints (14) from the dAP with
the right hand side 1
n
instead of 1. Since scaling the right hand side of a linear
optimization problem just results in a likewise scaling of the optimal solution,
the optimal probability mass distribution (xi) is given as (xi) =
1
n
(x∗i ) with
(x∗i ) being the optimal solution to the general d-AP (i.e. right hand side 1) with
objective function (ai). The representation of C
min as a distribution function
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can be calculated via (3). Exemplary for the case d = 3 this looks as follows:
for (x, y, z) ∈ [0, 1]3 identify i, j, k such that (x, y, z) ∈ In(i,j,k) and set
Cmin(x, y, z) := Cmin([0, x)× [0, y)× [0, z)) =
∑
i′<i,j′<j,k′<k
x(i′,j′,k′)
+
∑
i′=i,j′<j,k′<k
n
(
x−
i− 1
n
)
x(i,′j′,k′) +
∑
i′<i,j′=j,k′<k
n
(
y −
j − 1
n
)
x(i′,j′,k′)
+
∑
i′<i,j′<j,k′=k
n
(
z −
k − 1
n
)
x(i′,j′,k′)
+
∑
i′=i,j′=j,k′<k
n
(
x−
i− 1
n
)
n
(
y −
j − 1
n
)
x(i′,j′,k′)
+
∑
i′=i,j′<j,k′=k
n
(
x−
i− 1
n
)
n
(
z −
k − 1
n
)
x(i′,j′,k′)
+
∑
i′<i,j′=j,k′=k
n
(
y −
j − 1
n
)
n
(
z −
k − 1
n
)
x(i′,j′,k′)
+ n
(
x−
i− 1
n
)
n
(
y −
j − 1
n
)
n
(
z −
k − 1
n
)
x(i,j,k).
From what we used in the proof it is quite obvious that Theorem 3.1 is
equally valid for a maximization instead of a minimization.
The second result from [9], namely the possibility to approximate the inte-
gral over continuous functions by a sequence of integrals over functions that are
piecewise constant carries over practically verbatim.
Theorem 3.2. Let f be continuous on [0, 1]d and bounded by a sum of integrable
functions and let the sets Ini for i ∈ I be given as before. Then, set
fmaxn (x) := max
y∈In
i
f(y) ∀x ∈ Ini
fminn (x) := min
y∈In
i
f(y) ∀x ∈ Ini .
Now denote by Cmaxn and C
min
n copulas which minimize
min
C∈Cd
∫
[0,1]d
fmaxn (x)dC(x) (18)
and
min
C∈Cd
∫
[0,1]d
fminn (x)dC(x).
Then
lim
n→∞
∫
[0,1]d
fminn (x)dC
min
n (x) = lim
n→∞
∫
[0,1]d
fmaxn (x)dC
max
n (x)
= inf
C∈Cd
∫
[0,1]d
f(x)dC(x).
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Furthermore, the sequences of maximizers Cmaxn and C
min
n converge, at least
along some subsequence, to a maximizer C∗ of the problem
min
C∈Cd
∫
[0,1]d
fn(x)dC(x).
Proof. Just as in [9], we show directly that
lim
n→∞
∫
[0,1]d
fminn (x)dC
min
n (x) = lim
n→∞
∫
[0,1]d
fmaxn (x)dC
max
n (x)
and thus get the claim.
Let ε > 0. Since f is continuous, we can choose n large enough such that
|fminn (x)− f
max
n (x)| < ε ∀x ∈ [0, 1]
3.
Furthermore, fminn is piecewise constant, so we have∫
[0,1]d
fminn (x)dC
min
n (x) =
∑
i∈I
aiC
min
n (Ii),
with ai := minx∈In
i
f(x). Hence∫
[0,1]d
fmaxn (x)dC
max
n (x) <
∫
[0,1]d
(
fminn (x) + ε
)
dCminn (x) =
∑
i∈I
Cminn (Ii)(ai + ε).
So we have ∣∣∣∣∣
∫
[0,1]d
fmaxn (x)dC
max
n (x)−
∫
[0,1]d
fminn (x)dC
min
n (x)
∣∣∣∣∣
<
∣∣∣∣∣∑
i∈I
ε Cminn (Ii)
∣∣∣∣∣ = ε.
The proof that the sequence of optimizers converges to an optimizer for the
continuous function follows largely the arguments of the proof of Theorem 4.2
in [10]. To begin with, we can use Theorem 5.21 from [12] to deduce that Cmaxn
converges weakly, at least along some subsequence, to a copula C∗.
According to Theorem 2.4 from [2], any measure which is an optimal solution
to a transportation problem is necessarily concentrated on a c-cyclical mono-
tone set. So since Cmaxn is optimal for the transportation problem (18) it must
be concentrated on a c-cyclical monotone set. Hence, for any N ∈ N, the
N -fold product measure Cmax,⊗Nn is concentrated on the set Sn(N) of points
(x
(1)
1 , . . . , x
(1)
d ), . . . , (x
(N)
1 , . . . , x
(N)
d ) for which
N∑
i=1
fmaxn (x
(i)
1 , . . . , x
(i)
d ) ≤
N∑
i=1
fmaxn (x
(i)
1 , x
σ2(i)
2 , . . . , x
σd(i)
d ).
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Now fix ε > 0. Since f is continuous, we can choose n large enough such that
Cmax,⊗Nn is concentrated on the set Sε(N) of points with
N∑
i=1
f(x
(i)
1 , . . . , x
(i)
d ) ≤
N∑
i=1
f(x
(i)
1 , x
σ2(i)
2 , . . . , x
σd(i)
d ) + ε.
The set Sε(N) is closed, since f is continuous. Therefore, also the limiting
measure C∗,⊗N is concentrated on Sε(N) for all ε > 0. Now let ε → 0 and we
have that C∗,⊗N is concentrated on a set of points with
N∑
i=1
f(x
(i)
1 , . . . , x
(i)
d ) ≤
N∑
i=1
f(x
(i)
1 , x
σ2(i)
2 , . . . , x
σd(i)
d ),
which means that C∗ is concentrated on a c-cyclically monotone set. Since
f is continuous and bounded by a sum of integrable functions, we can apply
Theorem 1.2 from [8] to deduce that C∗ is optimal. The proof for the sequence
Cminn is identical.
In addition, we also want to mention that the results about c-cyclical mono-
tonicity from [8] enable us to generalize Theorem 3 from Schachermayer and
Teichmann [22] to arbitrary dimensions.
Theorem 3.3. Let X1, . . . , Xd be polish spaces and write E := X1 × · · · ×Xd.
Let c : E → R be continuous and bounded by a sum of integrable functions.
Given probability measures µi on Xi for i = 1, . . . , d, assume that there are
sequences (µin)n≥1 of Borel probability measures converging weakly to µ
i on Xi
for i = 1, . . . , d. Furthermore, let pin be an optimal solution to the Monge
Kantorovich problem
inf
pi∈M(µ1n,...,µ
d
n)
∫
E
c dpi
for n ≥ 1. Then there is a subsequence (pink)k≥1 which converges weakly to a
measure pi and pi is optimal for the Monge-Kantorovich problem
inf
pi∈M(µ1,...,µd)
∫
E
c dpi. (19)
Any other converging subsequence of (pin)n≥1 also converges to an optimizer of
the Monge-Kantorovich problem (19).
Proof. The proof is the same as for Theorem 3 in [22], replacing the 2 di-
mensional notion of c-cyclical monotonicity with its multidimensional counter-
part.
Just as Iaco´ at al. did in [10], we remark that this result can be used when
the distributions µ1, . . . , µd are approximated by random samples and the cor-
responding empirical distributions.
The presented method generalizes the approach from [9] and furthermore fa-
cilitates the computation, since the relaxed assignment problem is much easier
to solve than the integer one. As the complexity increases polynomially in n,
relatively good approximations are already possible with very little requirements
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concerning hardware and implementation. However the complexity is exponen-
tial in the dimension of the copula, therefore, although theoretically still valid,
this method will not be viable in practice for dimensions higher than say d = 10.
So for most practical applications, the rearrangement algorithm by Pucetti and
Ru¨schendorf will, whenever applicable, still be the method of choice. The merit
of this new approach lies in the generality of the statement. It is not limited to
supermodular functions but requires merely continuity and a notion of bounded-
ness, both of these assumptions might possibly be relaxed as research in the field
of optimal transport progresses. Following the spirit of Lux and Papapantoleon,
one might also consider including partial information about the distribution by
simply adding suitable constraints to the linear program.
4 Application to Dependence Measures
A very neat field of application for this technique is the approximation of up-
per and lower bounds for dependence measures. In the bivariate case, there
are well-known and widely used risk measures like for example Spearman’s ρ,
Kendall’s τ , Blomqvists β and Gini’s γ. See e.g. [14] for the precise definitions.
Now, somewhat surprisingly, there is much less literature on multivariate ex-
tensions of these canonical dependence measures. Probably the main reason for
this is that many concepts just do not have a multivariate analogy or do not
allow for the same interpretation. As a result, there are different multivariate
versions of most of the classical bivariate measures and the academic commu-
nity has not yet settled on a uniform convention for most of these. In [23] the
authors gather the most prominent multivariate versions of the most important
bivariate dependence measures and also provide a discussion of the advantages
and disadvantages for each approach.
To apply our optimization method, we chose to look at a multi dimensional
version of Spearman’s ρ. Define
ρ(C) :=
d+ 1
2d − (d+ 1)
(
2d
∫
[0,1]d
Π(u)dC(u) − 1
)
. (20)
Here, Π denotes the independence copula, i.e. Π(x1, x2, x3) = x1x2x3. Consider
ld :=
2d − (d+ 1)!
d!(2d − (d+ 1))
, d ≥ 2.
According to [15], it holds that ld is a lower bound on ρ(C) but it is unknown
whether this bound is best possible. We want to use Theorem 3.2 to approximate
min
C∈C3
∫
[0,1]3
Π(u)dC(u).
So the first step is the discretization. We are interested in a lower bound on
ρ(C), so we look at
Πminn (x) := min
y∈In
(i1,i2,i3)
Π(y) =
(i1 − 1)(i2 − 1)(i3 − 1)
n3
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for all x ∈ In(i1,i2,i3) =
[
i1−1
n
, i1
n
)
×
[
i2−1
n
, i2
n
)
×
[
i3−1
n
, i3
n
)
, since obviously
min
C∈C3
∫
[0,1]3
Πminn (u)dC(u) ≤ min
C∈C3
∫
[0,1]3
Π(u)dC(u)
and
lim
n→∞
min
C∈C3
∫
[0,1]3
Πminn (u)dC(u) = min
C∈C3
∫
[0,1]3
Π(u)dC(u).
Now simple computations in R1 yield for a grid of n = 40 sections in each
dimension
min
C∈C3
∫
[0,1]3
Πmin40 (u)dC(u) ≈ −0.625,
which, in other words, means the aforementioned lower bound l3 = −
2
3 cannot
be attained, it is not best possible.
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