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Chapitre 1
Introduction
1.1 Contexte de la the`se
Les travaux de cette the`se ont e´te´ re´alise´s dans le cadre d’un contrat CIFRE entre
la socie´te´ STRATEGIES 1 et l’e´quipe ICAR du LIRMM. La socie´te´ de´veloppe une suite
logicielle Romans CAD Software a` destination des designers de l’industrie de la mode :
chaussure, bagagerie et mate´riaux souples. La Fig. 1.1 pre´sente un exemple d’utilisation
d’un logiciel de la socie´te´.
Figure 1.1: Illustration de la suite Romans CAD Software.
Les logiciels de CAD (Computer-Aided Design) permettent d’assister la cre´ation.
Plus pre´cise´ment, les outils de traitement nume´rique 3D de´veloppe´s par la socie´te´ STRA-
TEGIES permettent aux cre´ateurs et aux designers de mode´liser un produit final. Pour
la mode´lisation de chaussures, les designers s’appuient sur une forme interne de chaus-
sure, celle-ci peut eˆtre cre´e´e nume´riquement ou cre´e´e physiquement et scanne´e. Ces
outils permettent e´galement l’ajout de coutures, de textures, de couleurs ou d’e´le´ments
propres aux chaussures. Le mode`le 3D peut ensuite eˆtre envoye´ dans les entreprises de
production de l’objet final. L’avantage de la mode´lisation nume´rique 3D est de per-
mettre aux designers de visualiser le rendu en continu et d’avoir un controˆle direct de
1. www.cadwinfm.com
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leur travail. Un autre avantage est de pouvoir concevoir des prototypes de fac¸on rapide
et simplifie´e pouvant eˆtre imprime´s a` l’aide d’imprimantes 3D, ce qui permet un gain
de temps et d’argent. Les maillages 3D re´alise´s au travers de ces logiciels, dans un for-
mat proprie´taire, sont de grandes tailles et comportent de nombreux attributs comme
la couleur ou la texture. Les travaux de cette the`se s’inscrivent dans la continuite´ du
partenariat entre la socie´te´ STRATEGIES et l’e´quipe ICAR du LIRMM, au cours du-
quel des recherches ont e´te´ mene´s comme l’aide au de´coupage automatique de pie`ces, la
nume´risation de formes 3D, l’analyse et le tatouage de maillages 3D.
1.2 Applications
Dans un cadre plus ge´ne´ral, les maillages 3D repre´sentent une part de plus en plus
importante des me´dias nume´riques visuels, au travers des logiciels de CAD, de l’ima-
gerie me´dicale, des applications pour le patrimoine culturel ou des jeux vide´os par
exemple. Les objets 3D peuvent eˆtre repre´sente´s nume´riquement de plusieurs manie`res
a` l’aide de maillages, de surfaces implicites, de NURBS ou de voxels par exemple. Un
maillage 3D est une approximation de la surface d’un objet 3D, de´finie a` l’aide d’in-
formations ge´ome´triques et topologiques. Ces maillages 3D sont devenus un standard
de repre´sentation 3D graˆce a` leur simplicite´ d’utilisation. D’autre part, les syste`mes de
scanners 3D sont de plus en plus re´pandus, et l’impression 3D devient aujourd’hui fa-
cilement accessible, ce qui renforce la pre´sence des repre´sentations 3D nume´riques sous
forme de maillages.
De nombreux formats de maillages 3D existent. Ils consistent ge´ne´ralement a` stocker
l’information ge´ome´trique, la connectivite´ topologique et parfois des attributs addition-
nels comme des couleurs, des textures, etc. Les entreprises utilisant les maillages 3D,
comme la socie´te´ STRATEGIES, posse`dent souvent un format proprie´taire. Cependant,
pour des applications, comme le partage ou l’impression 3D, les maillages proprie´taires
sont convertis dans des formats standards. Ces conversions peuvent s’accompagner d’une
perte des donne´es associe´es aux maillages comme des parame`tres de cre´ation, dates, site
web, etc. De plus, ces maillages 3D peuvent eˆtre copie´s et redistribue´s sans perte de
qualite´ par un pirate. Ces actions peuvent entraˆıner des dommages aux ayants droit et
a` la chaine de production.
Les travaux effectue´s dans les domaines des images ou des vide´os nume´riques
montrent que l’insertion de donne´es cache´es est une solution inte´ressante a` apporter
a` ces diffe´rents proble`mes. L’insertion de donne´es cache´es 3D permet d’inse´rer de fac¸on
imperceptible un message dans un maillage 3D. Il existe plusieurs formes d’insertion
de donne´es cache´es. Le tatouage robuste permet d’inse´rer un identifiant pour les droits
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d’auteur, cet identifiant devrait eˆtre pre´serve´ meˆme apre`s des modifications. Le tatouage
fragile permet de ve´rifier l’inte´grite´ d’un maillage, il est conc¸u pour eˆtre alte´re´ apre`s cer-
taines modifications. Il existe aussi l’insertion de donne´es cache´es haute capacite´ qui
permet de cacher une grande quantite´ d’information dans un maillage 3D, comme des
informations sur la cre´ation, du contenu se´mantique ou des textures. L’avantage princi-
pal des me´thodes d’insertion de donne´es cache´es est de conserver ces informations dans
un seul maillage, meˆme si son format est change´ et cette me´thode peut eˆtre vue comme
une me´thode de compression puisque la taille du maillage tatoue´ doit rester inchange´e
par rapport a` la taille du maillage original.
Les applications possibles envisage´es par la socie´te´ STRATEGIES sont donc mul-
tiples. Un maillage 3D peut eˆtre une cre´ation collaborative, il faudrait donc que des
informations sur la cre´ation puissent eˆtre lie´es avec le maillage. Le maillage 3D doit
pouvoir eˆtre transmis de fac¸on se´curise´e entre un cre´ateur et une entreprise de pro-
duction. Une fois la transmission effectue´e, il faudrait alors pourvoir clamer la proprie´te´
d’un maillage ou controˆler son inte´grite´. Un autre cas d’application est de pouvoir trans-
mettre de fac¸on secre`te et se´curise´e des me´ta-donne´es comme un logo, une texture ou
des lignes de style. Dans ce cas, un utilisateur non autorise´ aura acce`s a` la forme 3D
mais ne pourra pas extraire les me´ta-donne´es.
1.3 Challenge et contributions
Apre`s avoir de´fini les besoins et les attentes de la socie´te´ STRATEGIES, nous pro-
posons de lister les enjeux qu’ils soule`vent dans les domaines de recherche. En effet,
l’insertion de donne´es cache´es 3D a un temps de retard sur la 2D, sachant que ce do-
maine de recherche est plus re´cent. Cependant, les contraintes lie´es au passage a` la 3D
cre´ent de nouveaux de´fis. En effet, la synchronisation dans les maillages 3D, c’est-a`-dire
la de´finition d’un ordre de parcours des e´le´ments du maillage, n’est pas triviale comme
en 2D ou` les pixels sont attache´s a` une grille re´gulie`re. Notre premie`re contribution a
e´te´ d’analyser des me´thodes de synchronisation de nuages de points dans l’espace. Un
autre challenge est de pouvoir proposer des me´thodes haute capacite´, produisant peu de
distorsions sur la surface tout en e´tant potentiellement inde´tectables. Finalement, le de´fi
de la se´curite´ est encore peu aborde´ dans les travaux d’insertion de donne´es cache´es 3D.
En effet, il faudrait proposer des me´thodes dont l’acce`s au message cache´ est impossible a`
un utilisateur non autorise´. Pour re´pondre a` ces proble`mes, nous proposons de se´curiser
a` la fois l’e´tape d’insertion et l’e´tape de synchronisation. De plus nous proposons de
rendre insoupc¸onnable un maillage marque´, c’est-a`-dire qu’un attaquant ne puisse juger
du fait qu’il soit marque´ ou non.
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1.4 Plan
Le reste du manuscrit se compose de deux parties, a` savoir un e´tat de l’art et une
seconde partie consacre´e a` nos contributions :
Dans la premie`re partie, nous pre´sentons les maillages 3D dans le Chapitre 2. Dans
le Chapitre 3, nous de´crivons les principes de l’insertion de donne´es dans des supports
nume´riques visuels et ses proprie´te´s. Ensuite, Chapitre 4 nous comparons les me´thodes
et solutions apporte´es par l’e´tude de la litte´rature de l’insertion de donne´es cache´es dans
des maillages 3D.
Dans la seconde partie de cette the`se, nous pre´sentons nos contributions. Dans un
premier temps, dans le Chapitre 5 nous apportons une analyse des proble`mes de syn-
chronisation de nuages de points 3D. L’utilisation de l’analyse de la synchronisation est
pre´sente´e dans le Chapitre 6 dans le but de proposer une insertion de donne´es cache´es
haute capacite´. Chapitre 7 nous proposons une autre me´thode de synchronisation plus
se´curise´e, ainsi que des ame´liorations.
Finalement, nous concluons ce manuscrit dans le Chapitre 8, et apre`s un bilan des
travaux de recherches effectue´s, nous proposons quelques perspectives a` e´tudier.
Premie`re partie
E´tat de l’art
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Chapitre 2
Maillages 3D
2.1 Introduction
Les repre´sentations surfaciques 3D sont de plus en plus utilise´es, que ce soit des
objets cre´e´s nume´riquement ou des objets acquis. Les maillages 3D peuvent eˆtre pro-
duits par des designers ou des artistes, a` l’aide de logiciels de CAD, ces maillages sont
ge´ne´ralement de bonne qualite´. Les repre´sentations nume´riques d’objets 3D re´els sont
acquises a` l’aide de scanners 2D ou 3D. Certains appareils permettent e´galement d’ajou-
ter une information de texture, de re´flectance ou d’estimation de la couleur. Les syste`mes
d’acquisition peuvent eˆtre classe´s soit en actifs, soit en passifs. Ces syste`mes peuvent
utiliser un ou plusieurs capteurs (came´ra, appareil photo). Les syste`mes passifs utilisent
seulement l’information de la sce`ne, comme la diffe´rence des points de vue (ste´re´ovision),
ou le mouvement (shape from motion) par exemple. Les syste`mes actifs controˆlent les
conditions d’e´clairement, projettent une lumie`re structure´e ou un laser. Un e´tat de l’art
complet des me´thodes d’acquisition a e´te´ propose´ par Sansoni et. al [104]. Il existe un
grand nombre de techniques de nume´risation pour la reconstruction 3D qui peut eˆtre
faite par le scanner ou a posteriori. Nous avons un aperc¸u des techniques et nous pou-
vons appre´hender la diversite´ des proble`mes de traitement auxquels la reconstruction
3D est confronte´e. En effet, l’acquisition de nuages de points produit des erreurs comme
un e´chantillonnage bruite´, non uniforme ou avec des points aberrants. Du fait de cer-
taines contraintes, comme ne pas de´placer une œuvre d’art, certaines zones peuvent
eˆtre mal ou pas du tout acquises. Un nuage de points acquis est un e´chantillonnage
de la forme de la surface continue de l’objet. Pour avoir une surface ferme´e une e´tape
de maillage est ne´cessaire. Cette e´tape permet de donner une connectivite´ au maillage
ainsi que sa topologie. Si le nombre d’e´chantillons est bien adapte´, la surface continue
peut eˆtre approxime´e de fac¸on pre´cise. L’e´tape de maillage est souvent une e´tape de
7
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triangulation, qui peut eˆtre effectue´e graˆce aux algorithmes de triangulation de Delau-
nay [25] ou une reconstruction de poisson [62]. Un e´tat de l’art re´cent des techniques de
maillage de nuages de points 3D a e´te´ propose´ par Berger et. al [7]. La Fig. 2.1 illustre
la triangulation d’un nuage de points 3D acquis graˆce un scanner a` partir d’une forme
de l’inte´rieur d’une chaussure. Les repre´sentations d’objets 3D volumiques comme les
voxels, les repre´sentations implicites, ou repre´sentations a` l’aide de courbes de controˆle,
ne sont pas conside´re´es dans notre e´tude. Les principales repre´sentations et le traite-
ment bas niveau (re´paration, remaillage, simplification) sont explique´s dans le livre de
Botsch et. al [10]. La repre´sentation d’un objet 3D par un maillage 3D permet de sim-
plifier l’acquisition, le traitement, la manipulation et le stockage de ces objets.
(a) (b)
Figure 2.1: a) Nuage de 5002 points 3D, b) maillage triangule´ associe´.
Dans ce chapitre, Section 2.2 nous abordons les maillages 3D, comment les
repre´senter et leurs proprie´te´s. Nous expliquons quelles modifications sont susceptibles
d’eˆtre applique´es a` un maillage 3D. Dans la Section 2.3, nous pre´sentons l’e´valuation des
modifications applique´es a` un maillage et plus pre´cise´ment les me´triques utilise´es dans
nos travaux. Puis, dans la Section 2.4, nous expliquons le proble`me d’ordonnancement
des primitives des maillages, au travers de diffe´rentes techniques.
2.2 Repre´sentations des maillages 3D
Dans cette section, nous introduisons la repre´sentation et le traitement des maillages
3D. Dans un premier temps, nous expliquons comment les maillages 3D sont de´finis.
Puis, nous pre´sentons les proprie´te´s et de´finitions ne´cessaires a` la compre´hension et a` la
manipulation des maillages 3D. Enfin, nous listons une se´rie de modifications auxquelles
peut eˆtre soumis un maillage 3D.
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2.2.1 De´finitions
Un maillage 3D est une approximation d’une surface continue, une bonne approxima-
tion est possible si la densite´ de sommets est adapte´e [10]. Un maillage 3D, M = (V,K),
est donc de´fini par sa ge´ome´trie V et sa connectivite´ topologique K. Un nuage de points
repre´sente la ge´ome´trie d’un objet 3D. Ce nuage de points est l’ensemble de n points ou
sommets, note´ V tel que :
V = {v1, . . . , vn}, vi ∈ R3, 1 ≤ i ≤ n. (2.1)
Le terme topologie fait souvent re´fe´rence a` la connectivite´ du maillage, cependant
certains auteurs pointent la diffe´rence entre la connectivite´ et la forme de la surface [101].
Nous distinguerons donc le terme connectivite´ topologique de celui de forme topologique,
puisque la topologie est l’e´tude des proprie´te´s invariantes aux home´omorphismes. Dans
ce cadre, la re´alisation topologique est un complexe de cellules, c’est la de´composition
de l’espace en cellules. Une n-cellule dans un espace est de´finie comme un sous-ensemble
home´omorphe a` En = {x ∈ Rn | |x| < 1} [28]. Un maillage est donc la re´alisation
ge´ome´trique d’une repre´sentation topologique qui est inde´pendante de l’espace dans le-
quel le maillage est plonge´. On note le maillage M = (V, F,E) et ses ensembles de
primitives : l’ensemble de sommets V , l’ensemble de facettes F et l’ensemble des areˆtes
E du maillage. La plupart des algorithmes de traitement ne´cessitent des maillages tri-
angulaires f ∈ V × V × V , puisqu’ils permettent a` une repre´sentation de s’appuyer
sur des proprie´te´s topologiques plus strictes. Plus ge´ne´ralement, une surface est de´finie
comme une “varie´te´ de dimension deux (2-varie´te´), compacte, connecte´e, orientable et
avec e´ventuellement un bord, plonge´e dans R3” [93]. Cette de´finition de la surface sup-
pose soit un maillage cre´e´ pour respecter ces re`gles, soit une e´tape de pre´-traitement d’un
nuage de points ou d’une soupe de polygones, pour obtenir une surface bien de´finie.
Une surface connecte´e de dimension 2 est 2-varie´te´, si en tout point x, le voisi-
nage local peut eˆtre de´forme´ continuellement en un disque [45]. Plus simplement, nous
conside´rons le cas ou` une areˆte est partage´e par exactement deux facettes et ou` la
surface ne s’intersecte pas elle meˆme. La Fig. 2.2.a pre´sente un maillage 2-varie´te´, et
deux exemples de maillages non-varie´te´s Fig. 2.2.b et Fig. 2.2.c. Les cercles rouges de
la Fig. 2.2.a repre´sentent un disque ouvert sur la bordure et un disque ferme´ au centre.
Dans ces exemples, la surface est borne´e et posse`de une bordure. Une surface sans bord
et borne´e est dite ferme´e. Par exemple, un plan est une 2-varie´te´ sans bord dans Rd
mais n’est pas borne´. Alors qu’une sphe`re est une 2-varie´te´ ferme´e dans Rd. Une surface
2-varie´te´ est orientable si toutes ses facettes adjacentes deux a` deux ont une orienta-
tion compatible. L’orientation d’une facette est un ordre cyclique des sommets qui la
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(a) (b) (c)
Figure 2.2: Exemple de configuration a) 2-varie´te´, b) non-varie´te´ orientable, c) non-
varie´te´ non orientable.
composent. Pour que deux facettes adjacentes soient compatibles, il faut que l’areˆte en
commun soit utilise´e une fois dans un sens, une fois dans l’autre. Le maillage de la
Fig. 2.2.a est orientable, par contre le maillage de la Fig. 2.2.c n’est pas orientable puis-
qu’une areˆte est partage´e par trois polygones. Il existe cependant des surfaces 2-varie´te´s
non orientables comme le ruban de Mo¨bius et la bouteille de Klein.
La caracte´ristique d’Euler de´crit un invariant topologique pour un complexe cellulaire
fini M . Les complexes finis ayant la meˆme caracte´ristique d’Euler sont e´quivalents :
χ(M) =
∑
i≥0
(−1)in(i), (2.2)
ou` n(i) repre´sente le nombre de i-cellules. Euler a e´tabli cette formule pour montrer que
pour une sphe`re chaque polye`dre l’approximant donne une valeur de : n(0)−n(1)+n(2) =
2, ce qui correspond pour un maillage M = (V, F,E) a` : |V | − |E| + |F | = 2. Tous les
maillages home´omorphes a` une sphe`re ont donc une caracte´ristique d’Euler de 2. La
caracte´ristique d’Euler de´pend du nombre de poigne´es d’un maillage, appele´ genre du
maillage. Par exemple, le maillage M d’un tore a une poigne´e et sa valeur χ(M) = 0.
L’association d’un graphe G = (V,E) a` un maillage M = (V,E, F ), est e´vidente et
permet d’utiliser les proprie´te´s des graphes pour obtenir des informations sur la topologie
d’un maillage.
De´finition 2.1. Un complexe de dimension 1 est un graphe.
Par exemple, si le graphe associe´ d’un maillage complexe est connexe, le maillage
l’est e´galement.
Le degre´ d’un polygone est le nombre d’areˆtes qui le composent. La valence d’un
sommet est de´finie comme le nombre d’areˆtes incidentes a` ce sommet. Le voisinage d’un
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sommet vi est de´fini par sa connectivite´. Le voisinage a` une distance d’une areˆte (1-ring
neighborhood), est l’ensemble des sommets vj tel que ∃ evi,vj ∈ E. Le voisinage est utile
pour le calcul de distances ge´ode´siques ou de courbures locales. La distance ge´ode´sique
sur une surface M est la plus courte distance entre deux points vi, vj ∈ M2 sur cette
surface. Surazhsky et. al [108] proposent des me´thodes pour le calcul de la distance
ge´ode´sique sur des maillages de fac¸on exacte ou approxime´e. La courbure locale en un
point d’un maillage est approxime´e a` l’aide de la normale en ce point et de son voisinage
local par Taubin [110]. La normale Ni d’une facette fi peut eˆtre obtenue en calculant
le produit vectoriel de deux vecteurs non-coline´aires du plan dans lequel est plonge´e la
facette fi. Ge´ne´ralement, la normale N d’un sommet v est la moyenne ponde´re´e des
normales Ni des n facettes auxquelles il appartient :
N =
∑n
i=1Ni
|∑ni=1Ni| . (2.3)
Shuangshuang et. al [106] comparent diffe´rentes me´thodes de calcul de la nor-
male d’un sommet. Les maillages re´guliers sont souvent ge´ne´re´s ou construits sur un
e´chantillonnage de points obtenus a` intervalle re´gulier. Les maillages re´guliers sont de va-
lence six. Les maillages semi-re´guliers sont obtenus par subdivision uniforme de maillages
irre´guliers. Les maillages irre´guliers sont des maillages avec un e´chantillonnage irre´gulier
et une valence quelconque. La saillance est de´finie comme les zones d’un maillage qui
vont attirer l’attention d’un observateur humain. Lee et. al [74], de´finissent les zones de
saillances d’un maillage 3D par leur courbure.
Maillages triangulaires
Les maillages 3D sont souvent repre´sente´s sous forme de facettes triangulaires lie´es
par leurs areˆtes. Formellement, un maillage M triangulaire est un complexe simpli-
cial [28], qui est note´ :
M = (V, S), (2.4)
ou` S est un ensemble fini et non vide de sous-ensemble de V , et de´signe la connectivite´.
Un q-simplex est un ensemble s ∈ S tel que q = |s| − 1. Et on appelle q la dimension
du q-simplex s ∈ S. On appelle facette un e´le´ment t ⊂ s, et plus particulie`rement un
0-simplex est un sommet, et un 1-simplex une areˆte, comme illustre´ Fig. 2.3. Finalement,
un maillage M est un complexe simplicial de dimension 2, compose´ de simplexes :
— un ensemble de sommets, les 0-simplexes de S :
S0 = {{v0}; {v1}; . . .},
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(a) (b) (c) (d)
Figure 2.3: a) 0-simplex : sommet, b) 1-simplex : areˆte, c) 2-simplex : triangle, d)
3-simplex : te´trahe`dre.
— un ensemble d’areˆtes, les 1-simplexes de S :
S1 = {{v0, v1}; {v0, v2}; . . .},
— un ensemble de facettes triangulaires, les 2-simplexes de S :
S2 = {{v0, v1, v2}; {v0, v1, v3}; . . .},
Un sommet est un point unique, qui est associe´ avec un point unique de l’espace
de repre´sentation. C’est cette association qui permet la re´alisation ge´ome´trique d’une
forme topologique.
Maillages quelconques
Les maillages de polygones sont une ge´ne´ralisation des maillages triangulaires.
Chaque facette f ∈ F est un ensemble de n > 2 sommets f = {v0, . . . , vn}, tel que
vi ∈ V . Les sommets d’une facette sont relie´s successivement entre eux par des areˆtes,
note´es e ∈ E, e = {vi, vj} tel que i 6= j. Les facettes peuvent avoir un degre´ diffe´rent dans
le meˆme maillage, ou avoir le meˆme degre´ comme dans les maillages quadrangulaires au-
quel cas les cellules sont des hypercubes. Il est aussi important de savoir manipuler de
objets tels que des maillages ge´ne´re´s automatiquement, ou tels que des nuages de points
acquis par scanner. En effet, les e´tapes de traitement ou de maillage de ces objets font
face a` diffe´rents proble`mes, tels que le bruit ge´ome´trique, les trous, et la non-varie´te´.
D’autre part, dans un contexte ou` les avance´es sont rapides, il peut eˆtre important de
posse´der l’original d’un nuage de points ou d’une surface mal maille´e.
Stockage des maillages
Nous nous inte´ressons ici au moyen de de´crire un maillage et de le conserver. Wei-
ler [129] a compare´ plusieurs me´thodes de description de maillages, chaque structure de
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donne´es est approprie´e pour un traitement spe´cifique. Par exemple, la structure “Win-
ged Edge” [4] permet de stocker les relations d’adjacence des areˆtes. Ge´ne´ralement, les
formats de fichiers se composent d’une liste de sommets de´crits par leur localisation
dans R3 et d’une liste de facettes quelconques. Il est alors possible de conserver des
nuages de points et des soupes de polygones par exemple. Cependant, certains formats
de compression ne´cessitent des maillages triangulaires varie´te´s. Par exemple, la me´thode
“Edgebreaker” [103] utilise le fait que la surface soit orientable pour de´finir un ordre
de parcours des facettes. Notons que transformer un maillage de polygones en maillage
triangulaire est facilement re´alisable. Il est e´galement possible d’ajouter des parame`tres
de couleur pour chaque sommet, la couleur des facettes est interpole´e en fonction des
sommets qui la composent. Si l’e´chantillonnage est assez dense, le rendu visuel peut eˆtre
suffisant. Ne´anmoins, une texture peut eˆtre applique´e pour avoir un meilleur rendu. Il
s’agit d’une image et d’un ensemble de coordonne´es de texture permettant de plaquer
l’image sur le maillage. Il est e´galement possible d’affecter des grandeurs physiques a`
chaque sommet pour faire de la simulation ou de la visualisation de phe´nome`nes. Dans
nos travaux, nous ne conside´rons pas ces parame`tres d’apparence ou de comportement,
puisque dans le contexte de l’insertion de donne´es cache´es, la forme est le support de
l’information. D’autre part, les parame`tres additionnels des maillages sont change´s ou
supprime´s de fac¸on simple. Cependant, il est a` noter, que le contexte de visualisation,
l’e´clairement de la sce`ne et les parame`tres d’apparence affectent fortement notre percep-
tion sur un e´cran 2D ou 3D.
2.2.2 Modifications des maillages
Le terme modification de´signe les changements volontaires ou involontaires, de fac¸on
malicieuse (attaque) ou non. Ces modifications peuvent avoir pour but la compression
(simplification, quantification), la visualisation (lissage), la re´paration (remplissage de
trou), ou encore eˆtre des de´gradations volontaires (ajout de bruit, de´coupage,...). Les
principales modifications sont classe´es en fonction de leur type [101, 123] :
— Transformations affines : elles comprennent, la translation, la rotation, le chan-
gement d’e´chelle uniforme et leurs combinaisons. Ces transformations sont des
ope´rations basiques de manipulation. Au contraire, d’autres transformations af-
fines comme le changement d’e´chelle non-uniforme, sont conside´re´es comme des
attaques intentionnelles.
— Ajout de bruit et lissage : l’ajout d’un bruit sur la ge´ome´trie du maillage est sou-
vent utilise´ pour enlever, ou faire perdre la synchronisation d’une marque inse´re´e
dans un objet. Pour une attaque sans connaissance de la me´thode d’insertion,
on utilise souvent un bruit gaussien. Il existe e´galement des me´thodes de lissage
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qui peuvent eˆtre utilise´es pour ame´liorer la qualite´ visuelle d’un maillage. Ces
me´thodes, dont la plus connue est le lissage Laplacien [119], affectent la ge´ome´trie
du maillage.
— Attaque sur la connectivite´ : les attaques sur la connectivite´ ne modifient pas la
ge´ome´trie. Les attaques peuvent changer les relations d’adjacences entre les primi-
tives du maillage, soit par remaillage complet, soit par retournement d’areˆtes. Une
attaque sur la connectivite´, dite sans distorsion consiste simplement a` re´organiser
l’ordre des primitives dans le format de repre´sentation.
— Re´-e´chantillonnage : le re´-e´chantillonnage complet cre´e un nouveau maillage
respectant la forme topologique du premier mais en modifiant la connectivite´.
La subdivision du maillage est e´galement conside´re´e comme une attaque de re´-
e´chantillonnage. De meˆme que l’ope´ration contraire, qui consiste a` simplifier le
maillage comme avec la me´thode de contraction d’areˆte [42].
— Attaques topologiques : les attaques sur la forme d’un maillage peuvent eˆtre
malicieuses comme les attaques de de´coupage. Le de´coupage est une attaque qui
consiste a` conserver seulement une partie du maillage. En ge´ne´ral, la surface est
referme´e a` la suite d’un de´coupage, cette ope´ration est conside´re´e comme de la
re´paration comme dans le cas du bouchage de trous par exemple.
— Compression : la compression avec pertes, la quantification des coordonne´es des
sommets par exemple est un challenge puisque beaucoup de me´thodes de tatouage
utilisent la position des sommets comme support du message secret. De plus, la
compression n’est pas une attaque malicieuse a priori.
Cette liste n’est pas exhaustive mais repre´sente la varie´te´ des modifications auxquelles
peut eˆtre confronte´ un maillage 3D.
2.3 E´valuation des modifications
Lors d’un traitement effectue´ sur le maillage d’un objet 3D, il est ne´cessaire de pou-
voir estimer les distorsions entre le maillage original et le maillage modifie´. Les me´triques
d’e´valuation de qualite´ avec re´fe´rences permettent de quantifier la qualite´ d’un maillage
par rapport a` un autre de fac¸on objective. Ge´ne´ralement, ces me´triques peuvent eˆtre
classe´es en deux cate´gories, celles qui sont corre´le´es avec le syste`me visuel humain (SVH)
et celles qui ne le sont pas. Ces dernie`res sont ge´ne´ralement toujours utilise´es puisque bien
inte´gre´es [19], comme la distance de Hausdorff, la racine carre´e de l’erreur quadratique
moyenne RMSE (root mean square error), le PSNR (pick signal-to-noise ratio) ou encore
le Laplacien ge´ome´trique propose´ par Karni et Gotsman [60]. Les me´triques corre´le´es
avec le SVH, sont plus re´centes et reposent sur des e´valuations perceptuelles. Comme la
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me´trique 3DWPM (3D Watermarking Perception Metric), propose´ par Corsini et. al [21]
dans le but d’e´valuer leur me´thode de tatouage. Une des me´triques les mieux corre´le´es
avec le SVH est le MSDM2 (Mesh Structural Distortion Measure 2) propose´ par La-
voue [71] est, e´galement, une me´trique de re´fe´rence graˆce aux outils de´veloppe´s [73].
Plus re´cemment, Torkhani et. al [113] ont propose´ une me´thode prenant en compte
l’amplitude et la direction des tenseurs de courbures. Nous pre´sentons plus en de´tail
quatre me´triques objectives que nous avons utilise´ pour e´valuer la distances entre deux
surfaces dans nos travaux de recherches.
Distance de Hausdorff
La distance de Hausdorff permet de comparer deux surfaces 3D. Cigoni et. al [19] ont
introduit une premie`re me´thode pour e´valuer la qualite´ d’un maillage simplifie´. Aspert et.
al [2] ont propose´ une me´thode plus efficace en temps. Ces me´thodes permettent une
bonne approximation de la distance par l’e´chantillonnage de la ge´ome´trie des mode`les a`
comparer. Dans un premier temps, il faut de´finir la distance entre un point p, appartenant
a` une surface S, et un point p′ appartenant a` une autre surface S′ :
d(p,S ′) = min
p′∈S′
∥∥p− p′∥∥
2
, (2.5)
ou` ‖p− p′‖2 est la distance euclidienne dans R3. La distance unilate´rale entre deux
surfaces est alors :
d(S,S ′) = max
p∈S
d(p,S ′). (2.6)
Cette distance n’est pas syme´trique, en ge´ne´ral, d(S, S′) 6= d(S′, S). La distance de
Hausdorff est de´finie comme :
ds(S,S ′) = max(d(S,S ′), d(S ′,S)), (2.7)
ce qui permet d’avoir une estimation plus pre´cise.
Me´trique RMSE
La me´trique RMSE peut eˆtre, selon les auteurs, une distance surface a` surface [2].
Dans ce cas, elle est de´finie a` l’aide de la distance point-surface (Equation 2.5) comme :
RMSE(S,S ′) =
√
1
|S|
∫ ∫
p∈S
d(p,S ′)2dS. (2.8)
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Cette fonction n’e´tant pas syme´trique, on de´finit ge´ne´ralement une valeur syme´trique
MRMSE (maximum RMSE) :
MRMSE(S,S ′) = max(RMSE(S,S ′), RMSE(S ′,S)). (2.9)
D’autres auteurs [20, 15] proposent une version approxime´e de la me´trique RMSE
calcule´e sur la position des sommets ou sur la valeur des normales des sommets entre
deux maillages M et M ′ ayant la meˆme connectivite´ :
RMSEv(M,M
′) =
√√√√ 1
|V |
|V |∑
1
‖vi − v′i‖22, (2.10)
ou` vi ∈M et v′i ∈M ′ respectivement :
RMSEn(M,M
′) =
√√√√ 1
|V |
|V |∑
1
〈ni, n′i〉2, (2.11)
ou` ni ∈M , n′i ∈M ′ et 〈·, ·〉 repre´sente le produit scalaire.
Me´trique PSNR
Le PSNR e´tant souvent utilise´ comme me´trique de re´fe´rence en 2D, certains auteurs
l’utilisent en 3D. Il existe deux versions de´finies par Chao et. al [15], une quantifiant la
distorsion sur la position des sommets, l’autre la distorsion sur les normales des sommets.
Le PSNR entre deux maillages M et M ′ est alors de´fini respectivement, comme :
PSNRv(M,M
′) = 20 log10
Dmax
RMSEv(M,M ′)
, (2.12)
PSNRn(M,M
′) = 20 log10
Dmax
RMSEn(M,M ′)
, (2.13)
ou` Dmax est la longueur de la diagonale de la boˆıte englobante du maillage de re´fe´rence.
Cette me´trique n’e´chantillonne pas toute la surface, mais donne une bonne approxima-
tion quand elle est utilise´e par exemple en ste´ganographie [15] puisque les de´placements
sont tre`s faibles et que l’appariement des points est imme´diat.
Me´trique MSDM
Les distances pre´ce´dentes ont comme principal de´faut de ne mesurer qu’une dis-
torsion ge´ome´trique sans prendre en compte les aspects visuels. En effet, la visibilite´
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des distorsions sur des maillages de´pend de la structure locale du maillage. Clairement,
ajouter un bruit dans une zone texture´e du maillage (comme des cheveux) ne va pas
beaucoup affecter la perception pour un observateur. Au contraire, ajouter un bruit
dans un plan conduit a` une mauvaise appre´ciation du maillage 3D. Plus ge´ne´ralement,
les modifications du maillage qui ont pour but de ne pas laisser de traces doivent conser-
ver localement les structures, comme les zones lisses. Pour re´pondre a` ce proble`me, la
me´trique MSDM (Mesh Structural Distortion Measure), propose´e par Lavoue´ et. al [70],
transpose la me´trique 2D classique SSIM [128], aux maillages 3D. Les auteurs de´finissent
une me´trique locale LMSDM entre deux feneˆtres locales a et b appartenant respecti-
vement a` M et a` M ′ :
LMSDM(a, b) =
(
0.4× L(a, b)3 + 0.4× C(a, b)3 + 0.2 × S(a, b)3) 13 , (2.14)
ou` L, C, S repre´sentent les fonctions de comparaison de courbures, de contrastes et
de structures [70]. Finalement, la me´trique MSDM est calcule´e, comme la somme de
Minkovski des nw distances locales :
MSDM(M,M ′) =

 1
nw
nw∑
j=1
LMSDM(aj , bj)
3


1
3
. (2.15)
Une extension multi-e´chelle, appele´e MSDM2, a e´te´ propose´e par Lavoue´ et. al [71].
Elle permet l’appariement des points de maillages ne partageant pas la meˆme connecti-
vite´.
2.4 Ordonnancement 3D
Les maillages 3D ne posse`dent pas de structures permettant un ordonnancement
trivial des primitives. Une e´tape d’ordonnancement des e´le´ments que l’on souhaite par-
courir est ne´cessaire. Les formats de fichiers de maillages 3D permettent ge´ne´ralement
de stocker la ge´ome´trie et la topologie d’un maillage. Puisque les maillages 3D sont non
structure´s, la position de ses e´le´ments dans un fichier n’affecte pas le rendu. Il est alors
ne´cessaire d’avoir un ordre de parcours des e´le´ments d’un maillage ne de´pendant pas du
format de stockage. La “traverse´e” d’un maillage est utilise´e dans diffe´rents traitements,
comme la compression, la visualisation, ou l’insertion de donne´es cache´es. Selon l’utili-
sation, les auteurs choisissent de de´finir cet ordre a` partir de la topologie du maillage ou
de la ge´ome´trie. L’ordonnancement 3D est un challenge puisque contrairement au trai-
tement d’images, ou aux repre´sentations par voxels, le maillage n’est pas plonge´ dans
une grille 2D ou 3D re´gulie`re.
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2.4.1 Ordonnancement par traverse´e
L’ordonnancement en fonction de la topologie a e´te´ de´veloppe´, dans un premier
temps, pour des syste`mes de compression de maillage triangulaire. Les premie`res
me´thodes de´finissent un ordre de parcours des triangles, comme la me´thode “Edge-
breaker” propose´e par Rossignac [103]. Cet algorithme effectue la meˆme traverse´e du
maillage en passant de triangle en triangle, par leur lien d’adjacence. Ces relations d’ad-
jacence sont note´es par des symboles, ce qui permet un codage entropique. L’utilisation
de maillage triangulaire manifold et orientable permet de parcourir les facettes. Ce par-
cours a e´te´ propose´ initialement par Ohbuchi et. al [90] et est appele´ TSPS (Triangle
Strip Peeling Sequence). Ce genre d’ordonnancement a e´te´ utilise´ en tatouage par Mao et.
al [83], par Cayre et. al [12] et Bajaj et. al [3] qui de´roulent les facettes en spirale. Cette
me´thode est tre`s sensible aux modifications de la connectivite´ du maillage comme le
basculement d’areˆtes pour des maillages triangulaires. Pour traverser les facettes d’un
maillage a` partir d’une facette donne´e, Lin et. al [77] utilisent un parcours en largeur,
l’ordre de se´lection des facettes et des sommets est donne´ par une cle´ secre`te. Huang
and Tsai [48], proposent une autre traverse´e base´e sur le parcours en largeur mais en
utilisant une analyse en composantes principales pour se´lectionner la premie`re facette
et l’ordre de parcours.
2.4.2 Ordonnancement de patchs
Luo and Bors [82] ont propose´ une me´thode de tatouage base´e sur le partitionnement
du maillage en re´gions a` distance ge´ode´sique e´gale. A` partir d’un sommet donne´, les dis-
tances ge´ode´siques avec les autres sommets sont calcule´es. Chaque bande de sommets est
utilise´e comme support pour inse´rer un bit. L’ordre entre les patchs est imme´diatement
donne´ par la distance au sommet d’entre´e. La me´thode de tatouage de Wang et al. [125]
ge´ne`re des patchs cylindriques sur le maillage qui sont ordonne´s par leur localisation
dans l’espace.
2.4.3 Ordonnancement base´ sur les graphes
Certains auteurs conside`rent les maillages comme des graphes pour l’e´tape d’or-
donnancement. En effet, a` un maillage complexe M = (V, F,E) est associe´ un graphe
G = (V,E) (De´finition.2.1). Le maillage e´tant une re´alisation ge´ome´trique de cette
connectivite´ topologique, le graphe ponde´re´ G = (V,E, ω) est son graphe associe´, ou`
ω : E → R+. Plus ge´ne´ralement, si l’on conside`re un graphe complet G′ = (V,E′) sur
les sommets du maillage, alors ∀i, j, i 6= j, evi,vj ∈ E′ et en particulier E ⊆ E′. Le
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(a) (b)
Figure 2.4: a) Nuage de 3006 points 3D, b) ACPME construit sur le nuage de points.
parcours de graphes est un proble`me complexe, nous pre´sentons deux types de parcours,
les arbres couvrants et les chemins Hamiltoniens.
2.4.3.1 Arbres couvrants
Un arbre couvrant sur un graphe est un sous graphe connecte´ et acyclique inclus
dans ce graphe qui connecte tous ses sommets. Il est possible de de´finir un ordre en
partant d’un sommet et en faisant un parcours de l’arbre en largeur ou en profondeur
par exemple. Les arbres couvrants sont utilise´s en compression de nuages de points,
puisqu’ils permettent de de´finir une structure sur les sommets sans avoir a` effectuer
une e´tape de maillage, puis une e´tape de compression qui au final sera plus couˆteuse
en temps. Gumhold et. al [40] et Merry et. al [86] ont propose´ des me´thodes similaires
de construction ite´rative d’un arbre couvrant sur un nuage de points. L’areˆte a` ajou-
ter au sous-arbre est choisie pour produire le plus petit re´sidu de pre´diction pour la
me´thode de compression. Les ACPMs (Arbres Couvrants de Poids Minimums), sont un
proble`me bien connu dans la the´orie des graphes, notamment au travers des algorithmes
de Kruskal [66] et de Prim [98]. La Fig. 2.4.a pre´sente un nuage de points de l’objet 3D
“horse”, et l’ACPM unique construit dessus, Fig. 2.4.b. Amat et. al [1] ont propose´ une
me´thode de tatouage fragile. L’ordonnancement se fait par le calcul de l’ACPM d’un
nuage de points puis graˆce a` un point d’entre´e et un sche´ma de balayage, ils de´finissent un
ordre de parcours de l’arbre. Tournier et. al [114] ont propose´ de construire un ACPME
(Arbres Couvrants de Poids Minimums en distance Euclidienne) robuste dans un nuage
de points, dans le but de de´finir un ordre robuste au de´placement des sommets.
2.4.3.2 Chemin hamiltonien
Les chemins hamiltonien sont des chemins, qui passent une et une seule fois par
tout point du graphe [43]. Un graphe hamiltonien est un graphe comportant un chemin
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(a) (b)
Figure 2.5: a) Nuage de 3006 points 3D, b) Chemin Hamiltonien construit sur le
nuage de points.
hamiltonien. Il n’existe pas de condition ne´cessaire et suffisante pour trouver un chemin
hamiltonien, mais il existe de nombreuses conditions suffisantes donne´es par exemple
par le the´ore`me de Dirac (1952) qui dit qu’un graphe simple avec n ≥ 3 sommets est
hamiltonien si le degre´ de chaque sommet est supe´rieur ou e´gal a` n/2. Plus ge´ne´ralement,
le the´ore`me de Koenig-Redei dit qu’un graphe complet est hamiltonien.
En conside´rant, le graphe complet construit sur l’ensemble des sommets du maillage
illustre´s Fig. 2.5.a, la Fig. 2.5.b pre´sente le chemin hamiltonien construit sur ce graphe,
en commenc¸ant par un point donne´. Trouver un chemin hamiltonien minimal dans un
graphe complet est e´galement un proble`me complexe qui a e´te´ prouve´ NP -complet, c’est
le proble`me du voyageur de commerce. Cependant trouver un chemin Hamiltonien quel-
conque dans un graphe complet est un proble`me simple, il permet d’obtenir un ordre de
fac¸on efficace dans un nuage de points en fonction de l’heuristique de choix du sommet
a` connecter. En compression, Gurung et. al [41] ont propose´ une me´thode d’ordonnan-
cement des triangles en suivant un chemin hamiltonien a` la fac¸on de “Edgebreaker”.
Zhang et. al [139] ont ame´liore´ cette approche avec un meilleur taux de compression.
Les chemins hamiltoniens de´pendent du couˆt donne´ a` chaque areˆte. Pour un graphe dans
l’espace R3, la distance euclidienne est souvent l’option retenue. Il est alors possible de
connecter un sommet a` un autre non visite´ tel que le couˆt soit minimal. Notons que le
choix du couˆt minimal est arbitraire, il pourrait eˆtre maximal.
2.5 Conclusion
Dans cette section nous avons de´fini les repre´sentations 3D que nous allons e´tudier,
les maillages de polygones et les nuages de points. Nous avons liste´ leurs proprie´te´s
ainsi que les manipulations usuelles auxquelles elles sont soumises. Nous avons pre´sente´
des me´thodes d’e´valuation des distorsions d’un maillage 3D modifie´ par rapport a` un
maillage de re´fe´rence. Ces me´triques sont utilise´es pour e´valuer et valider nos re´sultats
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expe´rimentaux. Finalement, un e´tat de l’art des techniques d’ordonnancement a e´te´
propose´ afin de comparer les diffe´rentes fac¸ons de de´finir un ordre sur les primitives
d’un maillage, et celles qui permettent de de´finir un ordre sur des repre´sentations non-
structure´es comme les nuages de points. Ce dernier point nous inte´resse dans nos travaux
pre´sente´s dans les contributions, notamment les traverse´es a` l’aide de chemins hamilto-
niens construits sur le graphe complet des sommets.

Chapitre 3
Insertion de donne´es cache´es dans
un support nume´rique visuel
3.1 Introduction
L’insertion de donne´es cache´es (IDC) permet d’inse´rer dans un support nume´rique
de l’information additionnelle de fac¸on imperceptible tout en respectant le format ini-
tial. Cette information, peut eˆtre par exemple un message secret, des me´ta-donne´es, un
identifiant ou une marque. L’IDC consiste donc a` modifier un support nume´rique pour
ajouter de l’information. En effet, un me´dia dans lequel est inse´re´e de l’information
doit pouvoir eˆtre visualise´ ou manipule´ a` l’aide de logiciels standards dans un format
de fichier standard. La taille du fichier de stockage doit eˆtre pre´serve´e pour e´viter un
surcouˆt de me´moire ou de bande passante. De plus, dans certains sce´narios d’attaque,
l’augmentation de la taille d’un fichier en fonction du message peu eˆtre suspecte. Cer-
taines me´thodes utilisent les parties commentaires pour inse´rer le message, ce qui ne
permet pas de marquer le contenu visuel en lui meˆme. Dans ce cas un changement de
format peut supprimer le message cache´. Dans ce chapitre nous nous focalisons donc
sur les me´thodes qui modifient le contenu visuel de fac¸on imperceptible pour inse´rer des
donne´es cache´es.
Dans la Section 3.2 nous de´finissons les principes et proprie´te´s sur lesquelles reposent
l’IDC. Ensuite, nous abordons diffe´rentes me´thodes d’IDC : la ste´ganographie dans la
Section 3.3, l’insertion haute capacite´ dans la Section 3.4 et les me´thodes de protection
de droits d’auteur dans la Section 3.5. Nous introduisons, dans la Section 3.6, comment
e´valuer la se´curite´ de ces me´thodes d’IDC.
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3.2 Principes et proprie´te´s
L’insertion de donne´es cache´es consiste a` dissimuler, de fac¸on imperceptible, des
donne´es dans un support hoˆte. Le livre de Cox et. al [23] pose clairement le contexte de
l’IDC, les me´thodes comportent deux modules principaux, l’insertion et l’extraction du
message. Une e´tape de synchronisation est ne´cessaire pour de´finir le meˆme ordre entre
les e´tapes d’insertion et d’extraction. Dans la Fig. 3.1, une image est le support d’un
message secret, le module d’insertion, permet de produire une image marque´e, proche
de l’originale l’image support.
Figure 3.1: Sche´ma d’une me´thode d’insertion de donne´es cache´es, l’image est marque´e
avec un message secret a` l’aide d’une cle´ secre`te.
Dans un premier temps, une cle´ secre`te est utilise´e pour se´curiser l’e´tape de synchro-
nisation et de´finir un ordre sur les pixels ou des zones choisies pour l’insertion. Une fois
les pixels support de´finis, l’e´tape d’insertion permet de cacher le message dans l’image
support. Par exemple, la me´thode la plus classique consiste a` modifier les bits de poids
faibles codant les pixels. Notons que ge´ne´ralement le message est chiffre´ en utilisant la
cle´ secre`te. Le module d’extraction est illustre´ dans la Fig. 3.2, et permet d’extraire le
message cache´ graˆce a` la cle´ qui a e´te´ utilise´e a` l’insertion.
Figure 3.2: Sche´ma d’une me´thode d’extraction de donne´es cache´es, l’information
cache´e est retrouve´e suivant l’ordre donne´ par la synchronisation et la cle´ secre`te.
Le message peut eˆtre reconstruit en deux e´tapes qui consistent a` retrouver les zones
d’insertions, puis a` extraire les bits dans l’ordre. Certaines me´thodes utilisent un vote
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majoritaire pour reconstruire le message est ne ne´cessitent alors pas d’e´tape de synchro-
nisation au de´codage [127]. Cependant, ce type de me´thodes souffre d’un manque de
se´curite´ comme l’ont de´montre´ He et Zhang [44]. Les me´thodes d’IDC doivent e´galement
reposer sur le principe de Kerckhoffs [63], qui dit que le secret d’une me´thode ne peut
pas de´pendre du secret de l’algorithme mais doit reposer uniquement sur le secret d’une
cle´. Ainsi, dans le contexte de l’insertion de donne´es cache´es, la me´thode est suppose´e
connue de tous, l’extraction des donne´es de´pend uniquement de la connaissance de pa-
rame`tres secrets utilise´s comme cle´. Cette ide´e s’oppose au principe de la “se´curite´ par
l’obscurite´” qui suppose que l’algorithme et son imple´mentation restent secrets.
Les diffe´rentes classes d’IDC sont pre´sente´es dans la Fig. 3.3. Elles sont organise´es
de la plus ge´ne´rale, aux plus spe´cifiques, nous les de´crivons par la suite. Chacune est
de´finie en fonction d’un sce´nario d’utilisation de l’IDC.
Figure 3.3: Classification des me´thodes d’insertion de donne´es cache´es, base´e sur les
travaux de [95, 17].
Chaque me´thode requie`re diffe´rentes proprie´te´s pour la me´thode d’insertion, cer-
taines sont robustes, d’autres fragiles et avec un plus ou moins grande capacite´. Ces ca-
racte´ristiques repre´sentent les principales qualite´s d’une me´thode d’IDC. Ces me´thodes
doivent avoir une cle´ secre`te afin de respecter le principe de Kerckhoffs. Il existe des
proprie´te´s inhe´rentes aux syste`mes d’IDC, l’imperceptibilite´, la robustesse, la capacite´
et la se´curite´. Nous de´taillons ces diffe´rentes proprie´te´s par la suite, mais il est a` noter
que ces proprie´te´s sont lie´es.
En effet, les me´thodes d’IDC font face a` un compromis entre la robustesse, la capacite´,
la se´curite´ et l’imperceptibilite´. En ge´ne´ral, ame´liorer une de ses proprie´te´s fait de´croitre
les autres. Il faut donc faire un compromis, comme illustre´ Fig. 3.4, qui est dicte´ par le
sce´nario conside´re´, Fig. 3.3. Dans la majorite´ des cas, la marque doit eˆtre imperceptible
pour la manipulation, le compromis se fait alors entre la capacite´, la robustesse, la
se´curite´ et une imperceptibilite´ statistique de´finie Section 3.3.
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Figure 3.4: Sche´ma des compromis.
Souvent le compromis se re´sume a` capacite´/robustesse ou robustesse/se´curite´ comme
avec les techniques d’insertion par e´talement de spectre [11]. Plus ge´ne´ralement, le com-
promis de´pends de la technique utilise´e et du sce´nario d’utilisation. Dans la suite de ce
chapitre, nous pre´sentons les proprie´te´s de l’IDC et les cas d’utilisation.
Insertion et extraction
Il existe plusieurs algorithmes d’insertion. Ge´ne´ralement, les auteurs se´parent les
me´thodes dans le domaine spatial : substitution, e´talement de spectre, statistique, des
me´thodes dans les domaines transforme´s (ondelettes, DCT, DFT,...). Le Tableau 3.1
pre´sente les principales diffe´rences entre les deux domaines d’insertion.
Facteurs Domaine spatial Domaines transforme´s
Couˆt de calcul Faible Important
Robustesse Faible Plus robuste
Qualite´ perceptuelle Controˆlable Peu de controˆle
Complexite´ Faible Haute
Temps de calcul Faible Plus important
Capacite´ Haute Moindre
Tableau 3.1: Comparaison entre une insertion dans le domaine spatial et dans un
domaine transforme´.
Nous constatons que les me´thodes dans le domaine spatial correspondent plutoˆt a`
des sce´narios d’insertion haute capacite´, tandis que les me´thodes dans les domaines
transforme´s sont adapte´es aux sce´narios de tatouage robuste. La se´curite´ n’est pas prise
en compte ici puisqu’il existe des me´thodes se´curise´s dans les deux cas. Les me´thodes
d’insertion pour l’IDC utilisent diffe´rentes strate´gies classe´es en plusieurs cate´gories de
techniques. L’insertion peut se faire par :
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— Injection : le message est inse´re´ directement dans le me´dia, ce qui provoque une
augmentation de la taille du support. Ce comportement est une faille de se´curite´
par rapport a` un potentiel attaquant.
— Substitution : le message est inse´re´ de fac¸on a` remplacer l’information redon-
dante du support ou a` substituer une partie de l’information qui alte`re le moins le
support. Cette technique est la plus utilise´e.
— Distorsion : l’extraction se fait en analysant cette diffe´rence entre les objets sup-
ports et les objets marque´s.
Souvent, les me´thodes par distorsion ne´cessitent l’objet support (me´thode non
aveugle) ce qui est rarement envisageable dans des cas pratiques. Les techniques par
substitution sont les plus utilise´es. Ce sont celles que nous retiendrons pour nos re-
cherches. Nous pre´sentons deux grandes classes de me´thodes d’insertion. Les me´thodes
d’e´talement de spectre (Spread Spectrum), popularise´es par Cox et. al [24], inse`rent
un message a` partir d’une combinaison line´aire du signal hoˆte avec un signal de bruit
module´ par le signal a` inse´rer. Une approche de la the´orie de l’information consiste a`
voir l’IDC comme une communication avec information adjacente. The´oriquement, ce
point de vue est de´crit par les codes “Dirty Paper”, dont une imple´mentation pratique a
e´te´ apporte´e par Chen et Wornell [16]. Leur me´thode QIM (Quantization Index Modu-
lation) est une proce´dure qui de´finie des fonctions de quantification, dont on peut voir
un exemple Fig. 3.5.
Figure 3.5: Illustration de la me´thode QIM propose´e par Chen et Wornell [16].
Un message m ∈ {1, 2}, ne´cessite deux fonctions de quantification, leurs ensembles
sont repre´sente´s par les points ×, si m = 1 et les points © si m = 2. Le signal hoˆte
• est quantifie´ avec le quantificateur le plus proche selon le message. La distance dmin
mesure la robustesse aux perturbations. Le signal tatoue´ est alors transmis par un canal
de communication. Le receveur doit estimer le message en utilisant les quantificateurs de
l’encodeur. Le quantificateur utilise´ a` l’encodage est de´duit comme e´tant celui qui produit
le moins de distorsion. Le message de´code´ est celui correspondant au quantificateur
pre´dit. Un des syste`mes de tatouage de´rive´s du sche´ma QIM, est le SCS (Scalar Costa
Scheme) propose´ par Eggers et. al [29].
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Me´thode aveugle
Une me´thode est dite “aveugle” si l’extraction du message ne ne´cessite pas d’informa-
tion sur le maillage original. Les me´thodes non-aveugles sont plus robustes, ne´anmoins la
plupart des applications ne permettent pas l’acce`s a` l’objet original a` cause des proble`mes
de se´curite´. Par exemple, les techniques d’IDC par distorsion sont rarement aveugles,
puisqu’elles ne´cessitent d’avoir le me´dia support pour calculer la diffe´rence du me´dia
marque´ avec celui-ci. Cependant, ces me´thodes sont plus simples puisque la synchroni-
sation se fait par recalage. De plus, elles peuvent eˆtre utilise´es avec une base de donne´es
contenant les objets supports originaux. Dharwadkar et. al [27] proposent une me´thode
de tatouage d’images non aveugle et robuste pour des images couleurs. Dans le cas
d’images en niveaux de gris, Yamasaki et. al [131] proposent une me´thode non aveugle
qui ne ne´cessite pas l’image originale mais juste des descripteurs SIFT (Scale-Invariant
Feature Transform) localise´s. Ce type de me´thode peut eˆtre qualifie´ de semi-aveugle.
Dans le cadre du tatouage de maillages 3D, Garg et. al [37] de´tectent les modifications
inse´re´es sur la norme des sommet, par diffe´rence avec les valeurs du maillage original.
Bien que des me´thodes non aveugles sont utilise´es pour des applications tre`s spe´cifiques,
nous conside´rons par la suite uniquement les me´thodes aveugles qui posse`dent plus
d’avantages pour nos travaux.
Robustesse
La robustesse qualifie le degre´ de re´sistance d’un message cache´ a` une modification
du support. Cette modification peut eˆtre maligne et viser a` de´truire le message (suppres-
sion ou de´synchronisation du message, ...) ou une manipulation standard (changement
de format, compression, erreur de communication, ...). Les modifications destructrices
du message cache´ sont appele´es attaques et sont ge´ne´ralement mene´es par des pirates
soupc¸onnant ou de´masquant le fait que le support contient un message. Pour les maillages
3D, les modifications possibles sont liste´es Section 2.2.2, et correspondent souvent a` des
manipulations qui n’ont pas pour but d’attaquer l’objet. Une me´thode est dite robuste
a` une attaque quand le message peut eˆtre extrait du me´dia marque´ apre`s modifications
avec une certaine pre´cision. La qualite´ du message extrait est mesure´e en terme de taux
d’erreurs binaires, note´ BER (Bit Error Rate). Le BER est le taux d’erreurs binaires,
il est calcule´ comme le rapport entre le nombre d’erreurs NE binaires et le nombre de
bits du message m :
BER =
NE
|m| , (3.1)
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ou` NE est le nombre d’erreurs binaires entre un message original m et m′ un message
possiblement modifie´, calcule´ comme :
NE = |m| − |m′|+
|m|−1∑
i=0


1 si mi 6= m′i
0 sinon
. (3.2)
En 2D les me´thodes robustes atteignent de bonnes performances comme celle pro-
pose´e par Lin et. al [78] qui est une me´thode de tatouage d’image, robuste a` la rotation, a`
la dilatation ou a` la translation. Ces attaques constituent une bonne diversite´ des trans-
formations affines possibles. Au contraire, un des principaux de´fis pour les maillages 3D
re´side dans le fait qu’il est plus facile, dans le cadre d’une attaque volontaire, d’utiliser
des me´thodes classiques de manipulation pour perdre la marque, que d’avoir a` attaquer
la se´curite´ (Section 3.6).
Capacite´
La capacite´ indique la taille limite de la charge utile (payload) binaire pouvant eˆtre
inse´re´e par e´le´ments du me´dia. Elle est par exemple exprime´e en nombre de bits par pixel
(bpp) pour une image et en nombre de bits par sommet (bps) pour un maillage 3D. Le
Tableau 3.2, pre´sente les capacite´s ge´ne´ralement produites par les diffe´rentes me´thodes
d’IDC. Les capacite´s sont donne´es en nombre de bits par maillage, en moyenne de la
litte´rature ou en fonction de parame`tres. La robustesse est exprime´e de fac¸on relative
avec des valeurs de “- -” pour la moins robuste a` “+++” pour la plus robuste.
Tableau 3.2: Capacite´ en fonction de la me´thode d’IDC
Me´thode Capacite´ Robustesse
0-bits 1 bit +++
Tatouage identifiant : 64, 128 bits ++
Fingerprinting borne minimale par le nombre d’utilisateurs +
Tatouage fragile max -
Ste´ganographie borne maximale pour rester inde´tectable - -
Haute capacite´ max - -
Nous constatons dans le tableau 3.2 que le compromis entre la capacite´ et la robus-
tesse est bien pre´sent. Les auteurs cherchent a` obtenir le meilleur compromis entre la
capacite´ et la robustesse tout en maintenant un haut niveau d’imperceptibilite´. L’ide´e
du tatouage 0-bit est qu’en re´duisant la capacite´ au minimum (objet marque´ ou non),
la robustesse atteigne alors son maximum. Furon [33] de´crit les applications et le cadre
d’un tel syste`me. Au contraire, certaines me´thodes de ve´rification d’inte´grite´ comme le
tatouage fragile cherchent a` de´tecter tout changement possible, la marque doit donc eˆtre
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affecte´e par les manipulations du me´dia que le syste`me doit de´tecter. Par exemple, la
me´thode de Kundur et Hatzinakos [67] permet de de´tecter les zones modifie´es d’une
image. Le fingerprinting consiste a` inse´rer l’identifiant des utilisateurs pour trouver les
pirates a` l’aide de codes de trac¸age de traitre (de´finis Section 3.5). La capacite´ du
syste`me de´pend du nombre d’utilisateurs, du nombre de collusions conside´re´es et de
l’acceptation de faux ne´gatifs, ces bornes sont souvent the´oriques. Cependant, Furon
et Desoubeaux [35], comparent des de´codeurs re´cents dans un cadre ope´rationnel et
montrent que la longueur the´orique d’un code permettant d’e´viter d’accuser un inno-
cent est trop grande par rapport au besoin re´el. Les me´thodes pre´ce´dentes requie`rent
une capacite´ faible pour espe´rer une bonne robustesse. Au contraire, la ste´ganographie et
l’IDC haute capacite´ augmentent le plus possible la capacite´ en conside´rant un minimum
de robustesse.
Imperceptibilite´
L’imperceptibilite´ est la proprie´te´ qui ne´cessite d’eˆtre maintenue le plus possible a`
un haut niveau. Cox et. al [23] souligne l’ambigu¨ıte´ du terme “cache´e”, il peut re´fe´rer
soit au fait de rendre l’information inse´re´e imperceptible (IDC) ou a` conserver secre`te sa
pre´sence (ste´ganographie). Par exemple, en ste´ganographie, l’objet marque´ ne doit pas
eˆtre suspect. Concernant, l’IDC il est important de pre´server l’imperceptibilite´ pour l’uti-
lisateur et de ne pas affecter le traitement nume´rique des objets. L’imperceptibilite´ est
e´tudie´e et valide´e a` l’aide de me´triques visuelles qui quantifient la qualite´ d’un me´dia :
vide´o, image ou maillage 3D (voir Section 2.3). Il existe des me´triques absolues mais
dans les sce´narios d’IDC les me´triques relatives peuvent comparer la qualite´ du me´dia
marque´ par rapport au me´dia support. L’imperceptibilite´ visuelle de´pend de nombreux
parame`tres comme les conditions de visualisation. L’imperceptibilite´ ne se limite pas a`
l’impression de l’utilisateur, il faut e´galement que les distorsions ne perturbent pas la
manipulation ou le traitement nume´rique d’un me´dia. Notamment, meˆme si la me´thode
d’insertion s’est focalise´e sur les zones visuellement peu sensibles, pour l’impression 3D,
les distorsions peuvent eˆtre inacceptables. Dans le cas de la ste´ganographie, l’impercep-
tibilite´ est analyse´e d’un point de vue statistique. Nous parlons alors de ste´ganalyse,
comme de´taille´ Section 3.3.
Re´versibilite´
Les techniques re´versibles permettent de retrouver inte´gralement l’objet original
apre`s extraction du message. Les me´thodes de tatouages re´versibles sont par exemple
utilise´es en imagerie me´dicale, pour des applications militaires ou en CAO. En effet, ces
Chapitre 3. Insertion de donne´es cache´es 31
types de donne´es sont en ge´ne´ral acquis avec une tre`s bonne re´solution et requie`rent une
grande pre´cision dans leur manipulation. L’IDC, meˆme avec de faibles distorsions dues a`
l’insertion, peut avoir un effet ne´faste sur le traitement, l’interpre´tation ou l’impression
d’objets 3D par exemple. Tian [111] a de´fini une technique d’IDC fragile dans des images
en niveaux de gris par expansion de diffe´rence. Elle permet une comple`te re´versibilite´
et une grande capacite´ en exploitant les diffe´rences entre pixels voisins. Ni et. al [89]
inse`rent un message en de´calant l’histogramme d’une image en niveaux de gris code´s
sur 8 bits, tout en maintenant une bonne qualite´ de l’image. La capacite´ est de maxi-
mum 0.3 bit par pixel. Le tatouage re´versible est une proprie´te´ des me´thodes pre´sente´es
dans la Fig. 3.3. Il posse`de ses propres caracte´ristiques, bien que pouvant avoir diffe´rents
sce´narios d’utilisation. En effet, les de´gradations produites par l’insertion de donne´es sont
corrige´es au de´codage, et ge´ne´ralement ces me´thodes sont difficiles a` se´curiser. Cepen-
dant, une des caracte´ristiques les plus inte´ressantes des techniques re´versibles est qu’il
est possible d’appliquer plusieurs ite´rations d’une me´thode pour augmenter la capacite´,
tout en conservant des distorsions acceptables. En effet, les ite´rations e´tant re´versibles,
il est possible de revenir au me´dia support.
Attaques sur la robustesse et la se´curite´
Les attaques sont des ope´rations ou des manipulations d’un me´dia marque´ qui
peuvent affecter la robustesse ou la se´curite´ de la marque inse´re´e. Ces attaques sont
soit involontaires, soit malicieuses c’est-a`-dire que l’attaquant soupc¸onne que le me´dia
est marque´. Elles sont classe´es en quatre cate´gories par Voloshynovskiy et. al [120] :
— les attaques de suppression qui ont pour but de supprimer la marque.
— les attaques ge´ome´triques qui n’ont pas pour but de supprimer la marque elle
meˆme, mais de faire perdre la synchronisation des donne´es cache´es.
— les attaques cryptographiques qui ont pour but d’extraire le message ou les pa-
rame`tres secrets utilise´s pour l’insertion.
— les attaques de protocole qui ont pour but d’attaquer le concept de tatouage en
lui meˆme.
Les deux premie`res cate´gories correspondent aux attaques sur la robustesse et les deux
suivantes concernent la se´curite´. Les attaques sur le fichier ou le format dans lequel est
stocke´ le maillage sont des attaques de suppressions. En effet, certaines me´thodes de
ste´ganographie 3D sont sensibles au re´ordonnancement des primitives d’un maillage ou
a` un changement de format de stockage. Comme pre´sente´ Section 2.2.2, la manipulation
d’un maillage est conside´re´e comme une attaque qui peut eˆtre classe´e dans une des
cate´gories de´crites pre´ce´demment. Du fait de l’expansion re´cente du champ de recherche
sur l’IDC dans les maillages 3D, la plupart des me´thodes d’IDC cherchent a` re´sister aux
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attaques ge´ome´triques contre la synchronisation. En effet, elles sont plus simples a` mettre
en place que les attaques consistant a` essayer de supprimer la marque ou a` l’extraire [12].
Les attaques de protocoles mettent en de´faut certains sce´narios conside´re´es par l’IDC
en ge´ne´ral. Par exemple, Kutter et. al [68] montrent qu’il est possible de tatouer une
image avec la marque d’une image de´ja` marque´e, ce qui pose des proble`mes lorsque la
marque est utilise´e pour de la protection du droit d’auteur. Finalement, le changement
de repre´sentation d’un me´dia n’est que partiellement e´tudie´ comme le passage d’une
repre´sentation surfacique a` une repre´sentation volumique par exemple. Selon le sce´nario
de l’IDC, il faut conside´rer un type d’attaques adapte´ auquel la me´thode doit faire face.
3.3 Communication secre`te
3.3.1 Ste´ganographie
La ste´ganographie 1 est l’art de cacher un message secret dans un me´dia hoˆte de fac¸on
a` ce que ce me´dia paraisse inchange´. La ste´ganographie est “de´finie comme un proce´de´
de communication inde´tectable d’un message, dans un objet de couverture” [31]. Ce qui
s’oppose a` l’IDC, pour laquelle le support a de la valeur en lui meˆme.
Dans un syste`me de communication, les me´thodes a` cle´s peuvent eˆtre a` cle´s
secre`tes ou a` cle´s prive´es/publiques. Les me´thodes a` cle´s secre`tes requie`rent un ca-
nal se´curise´ pour l’e´change de la cle´, si celle-ci doit eˆtre transmise. Les me´thodes a`
cle´s prive´es/publiques supposent que chaque personne a une cle´ prive´e qu’il conserve
et une cle´ publique qu’il peut partager. Par exemple, Bob pour envoyer un message a`
Alice va utiliser la cle´ publique d’Alice et Alice sa cle´ prive´e pour extraire ou de´coder
le message. Ces me´thodes sont ge´ne´ralement plus complexes et longues, ne´anmoins la
cle´ d’un syste`me a` cle´s secre`tes peut eˆtre e´change´e graˆce a` une me´thode de type cle´s
prive´es/publiques sur un canal non suˆr. La Fig. 3.6 pre´sente le sche´ma des me´thodes de
ste´ganographie sous forme d’un syste`me de communication.
Pour illustrer ce proble`me, Simmons [107] pose le proble`me des prisonniers, dans
lequel Alice et Bob sont deux prisonniers qui souhaitent e´changer des messages.
E´videmment les e´changes sont controˆle´s par une gardienne, Eve. Si le message est chiffre´
ou semble suspect il n’est pas remis au destinataire. Alice et Bob cre´ent ainsi un canal
cache´, en dissimulant le message dans un support anodin. Les conversations sont alors
autorise´es a` circuler sur le canal de communication. Ce canal peut eˆtre actif, les conver-
sations sont alte´re´es syste´matiquement, ou passif dans le cas contraire. Les me´thodes
1. Du grec steganos dissimule´ et graphy e´criture
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Figure 3.6: Sche´ma d’une me´thode de ste´ganographie, le me´dia support C (cover), le
stego-me´dia S, le message secret M, et la cle´ secre`te K (key).
de ste´ganographie doivent eˆtre imperceptibles aussi bien visuellement que statistique-
ment, plutoˆt que robustes. Les techniques d’insertion pre´sente´es pre´ce´demment peuvent
eˆtre utilise´es pour la ste´ganographie. Il existe cependant d’autres me´thodes d’insertion
spe´cifique, les insertions par :
— Se´lection, Le message est inse´re´ dans un me´dia support se´lectionne´ depuis une
base, de fac¸on a` minimiser le taux de de´tectabilite´.
— Ge´ne´ration, un me´dia marque´ est construit autour du message.
Le proble`me principal des me´thodes par ge´ne´ration est la difficulte´ de cre´er un me´dia
support re´aliste. Les me´thodes par se´lection sont couˆteuses en temps de recherche, ce-
pendant elles offrent une bonne re´sistance aux attaques. Par exemple, les me´thodes par
substitution des LSB (Least Significant Bit), sont base´es sur le fait que modifier les
bits de poids faible qui codent les pixels d’une image par exemple est imperceptible
visuellement. Neeta et. al [88] e´valuent la technique sur les formats png et bmp. Il existe
d’autres me´thodes adaptatives pour l’image, qui se veulent plus suˆres comme HUGO
(Highly Undetectable steGO) [96], S-Uniward [46], ou ASO (Adaptive Steganography
by Oracle) [65].
3.3.2 Ste´ganalyse
La ste´ganalyse est l’art de de´celer la pre´sence ou non d’un message secret cache´
dans un me´dia sans pour autant pouvoir lire le message. Dans ce cas, il ne suffit plus
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de conside´rer un gardien seulement passif ou actif, il faut le supposer malicieux. En
effet, s’il suspecte un e´change entre deux prisonniers, il est plus inte´ressant de pouvoir
prouver que le me´dia partage´ contient un message et le cas e´che´ant d’essayer de l’ex-
traire. La surveillance active est rarement la meilleure solution car tre`s couteuse. De
plus, la de´gradation effectue´e par la surveillance active du me´dia visuel peut perturber
les e´changes classiques. Notons que pour un gardien il est pre´fe´rable de pouvoir espion-
ner discre`tement une communication secre`te si celle-ci est ave´re´e. Il peut alors analyser
un contenu suspect afin d’essayer d’extraire le message cache´ et d’estimer les parame`tres
d’insertion. Si la me´thode n’est pas suffisamment se´curise´e, et que le gardien a re´ussi
a` trouver une faille, alors celui-ci va pouvoir l’exploiter pour espionner les messages
e´change´s. Comme la ste´ganalyse cherche a` diffe´rencier les me´dias contenant un message
cache´ des me´dias n’en contenant pas, il est possible d’utiliser des filtres. Fridrich et
Kodovsky [32] ont propose´ une me´thode de ste´ganalyse d’image par “mode`les riches”.
L’ide´e est que les pixels partagent un nombre important d’informations avec leur voi-
sinage. Les pixels sont de´crits par leurs caracte´ristiques et leurs liens d’adjacences. Les
auteurs utilisent un ensemble de classificateurs et leur mode`le pour ste´ganalyser trois
me´thodes dont HUGO.
3.4 IDC haute capacite´
L’insertion de donne´e cache´es haute capacite´ de´finit les me´thodes ayant pour but un
enrichissement de contenu ou un ajout de me´ta-donne´es. Dans le cadre de l’IDC pour les
maillages 3D, il peut eˆtre utile d’inse´rer une information de texture ou de couleur par
exemple. Ceci peut permettre d’e´viter de transfe´rer deux fichiers, un pour le maillage,
un pour la texture. Cela permet aussi de cacher la texture a` un utilisateur qui n’a pas
connaissance de l’IDC, tout en lui permettant de visualiser et manipuler le maillage 3D
dans son afficheur standard. D’autres cas d’applications existent comme en me´decine ou`
les informations d’un patient et de diagnostic peuvent eˆtre inse´re´es directement dans
l’image me´dicale, pour e´viter la perte ou la se´paration de ces informations.
Ce genre d’information e´tant volumineuse, le principal challenge est d’augmenter
le plus possible la capacite´ des me´thodes. Du fait du compromis pre´sente´ Fig. 3.4, les
me´thodes d’IDC haute capacite´ sont tre`s peu robustes. La plupart des me´thodes haute
capacite´ sont base´es sur le remplacement de bits ou sur une quantification, comme les
me´thodes base´es LSB. Par exemple, la me´thode propose´e par Yang et. al [132] permet
d’inse´rer plusieurs bits par pixel. Ge´ne´ralement, ces me´thodes se placent dans le domaine
spatial. Cependant, certains auteurs atteignent e´galement une haute capacite´ dans les
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domaines transforme´s. Par exemple, Lin et Shiu [76] ont propose´s une me´thode de com-
pression d’image base´e DCT (Transforme´e en Cosinus Discre`te) en utilisant une e´tape
de quantification pour inse´rer l’information.
3.5 Dissimulation de droits d’auteur
Dans l’insertion de droits d’auteur, nous distinguons le tatouage robuste, le tatouage
fragile et le fingerprinting. Contrairement a` la ste´ganographie, un me´dia marque´ peut
eˆtre pre´sente´ comme tel. La marque peut servir pour l’identification, en effet elle permet
de clamer la proprie´te´ d’un me´dia ou d’identifier un utilisateur par sa copie du me´dia. Elle
peut aussi servir a` des buts de ve´rification d’inte´grite´ ou d’authenticite´ d’un me´dia. Ces
me´thodes sont re´parties en 3 sous-cate´gories pre´sente´es dans la Fig. 3.3. Les me´thodes
de tatouage fragile et les me´thodes de tatouage robuste l’identification du proprie´taire
ou de l’utilisateur (fingerprinting).
3.5.1 Tatouage fragile
Le tatouage fragile est conc¸u pour ve´rifier l’authenticite´ ou l’inte´grite´ d’un me´dia.
Dans le cas d’un me´dia dans lequel nous nous attendons a` retrouver une marque, si
celle-ci n’est pas pre´sente ou de´grade´e alors l’authenticite´ n’est pas ve´rifie´e et le me´dia
n’est pas de confiance. Lorsque le tatouage se fait pour savoir quelles modifications ont
eu lieu, le tatouage est sert a` la ve´rification d’inte´grite´. La marque est pre´vue pour eˆtre
de´te´riore´e en fonction des modifications faites au me´dia. Il est alors parfois possible de
de´tecter la zone du maillage 3D modifie´e [79] ou les pixels falsifie´s [140]. Le tatouage semi-
fragile est conc¸u pour re´sister quand meˆme a` certaines modifications usuelles comme la
compression.
3.5.2 Tatouage pour l’ayant droit
Le tatouage robuste permet de marquer un me´dia, avec un identifiant du proprie´taire.
Ce type de tatouage est pre´vu pour ve´rifier la proprie´te´ d’un me´dia par extraction de
la marque de l’ayant droit. Cette marque, conserve´e par un tiers, est cense´e servir pour
pouvoir revendiquer la proprie´te´ d’un me´dia. Cependant, la le´gislation n’a pas encore
tranche´ sur ce sujet. Ne´anmoins, ce type de tatouage doit eˆtre robuste aux attaques
jusqu’a` ce que le support soit trop de´grade´ pour qu’il ne soit encore utilisable ou qu’il
n’ait plus de valeur marchande.
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3.5.3 Fingerprinting
Dans le cas du fingerprinting, la marque inse´re´e est un identifiant correspondant a`
un utilisateur. Cette marque peut eˆtre inse´re´e dans le but de faire du trac¸age de traitres
dans le cas de piratage ou de divulgation d’information, comme les codes de Tardos [109].
Bien e´videmment, l’identifiant cache´ doit eˆtre robuste car les codes permettent la mise
en cause des utilisateurs implique´s dans une copie pirate. Par exemple, un me´dia falsifie´
peut eˆtre obtenue par fusion des contenus de plusieurs utilisateurs. Comme l’identifiant
des utilisateurs est inse´re´ dans leurs versions, la version pirate contient une partie de
tous les identifiants. Le but des de´codeurs est alors de retrouver une partie ou tous les
utilisateurs implique´s, tout en n’accusant pas d’innocents, comme la me´thode propose´e
par Desoubeaux et. al [26].
3.6 Se´curite´
La se´curite´ a e´te´ de´finie par Kalker [58] comme l’incapacite´ pour des utilisateurs non
autorise´s d’acce´der au canal de tatouage. Cela signifie qu’il est possible de lire le message.
Pour Perez-Freire et. al [94], la se´curite´ correspond a` la difficulte´ d’estimer les parame`tres
secrets de la me´thode d’insertion en observant un objet marque´. Il est important de
souligner la diffe´rence entre la se´curite´ et la robustesse, comme l’ont montre´ Cayre et.
al [13]. En effet, une attaque sur la robustesse peut permettre d’enlever une marque, ce
qui est proble´matique en tatouage mais moins geˆnant en ste´ganographie ou` le message
doit rester secret. Dans les deux cas, estimer les parame`tres secrets d’une me´thode peut
permettre une attaque cible´e d’une me´thode, par remplacement du message par exemple.
Une illustration de l’analyse de la se´curite´ par Furon et Bas [34]. Ils e´tudient l’efficacite´
de la longueur de la cle´ pour un sche´ma de tatouage utilisant une me´thode QIM avec
compensation des distorsions, dans lequel le vecteur de distorsions joue le roˆle de la cle´
secre`te.
3.7 Conclusion
Dans cette section nous avons pre´sente´ les caracte´ristiques, les proprie´te´s ainsi que
quelques application en insertion de donne´es cache´es (IDC). Nous avons pre´sente´ les
principaux sce´narios d’utilisation avec des exemples de la litte´rature. Ces me´thodes re-
posent ge´ne´ralement sur un compromis entre l’imperceptibilite´, la robustesse, la capacite´
et la se´curite´. Il est possible de se´parer les me´thodes d’IDC en deux grandes cate´gories,
a` savoir la ste´ganographie qui utilise l’IDC comme moyen de communication ou l’IDC
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comme moyen d’ajouter de l’information (additionnelle ou de droits d’auteur). Pour
re´sumer, dans la premie`re cate´gorie le message cache´ a plus de valeur que le support et
inversement pour la seconde cate´gorie.
A` cause du compromis entre la robustesse, l’imperceptibilite´ et la capacite´, en choisir
une essentielle pour une me´thode d’IDC, implique de re´duire les autres fortement ainsi
les me´thodes les plus robustes ont une tre`s faible capacite´ et sont facilement de´tectable.
En pratique la majorite´ les auteurs proposent des me´thodes apportant des compromis
adapte´s a` l’application. Par exemple, il existe des me´thodes haute capacite´ qui sont
robustes a` certaines attaques. Ge´ne´ralement, il est pre´fe´rable d’utiliser des me´thodes
aveugles respectant le principe de Kerckhoffs, avec l’objectif de maintenir les parame`tres
secrets et le message cache´ inaccessible.
Dans nos travaux de recherche, nous proposons de de´velopper des me´thodes d’IDC
haute capacite´ afin d’inse´rer une grande quantite´ d’information dans un maillage 3D,
tout en produisant le moins de distorsions possible et en offrant un bon niveau de
se´curite´.

Chapitre 4
Insertion de donne´es cache´es 3D
4.1 Introduction
L’insertion de donne´es cache´es (IDC) dans des maillages 3D est un domaine
d’e´tude re´cent. Dans ce chapitre, nous effectuons le lien entre les Chapitres 2 et 3.
La repre´sentation de surfaces dans R3, sous forme de maillage, permet d’utiliser ces
maillages 3D comme support d’un message secret. Les maillages pour lesquels les algo-
rithmes sont les plus e´tudie´s, sont des maillages triangulaires et 2-varie´te´s. Cependant,
nous conside´rons e´galement d’autres types de maillages. Nous conside´rons, ici, les mo-
difications des maillages 3D comme des attaques contre la robustesse d’une me´thode
d’IDC. D’autre part, les me´thodes d’ordonnancement pre´sente´es servent comme e´tapes
de synchronisation pour l’IDC. Nous commenc¸ons par proposer un aperc¸u des me´thodes
de chiffrement pour les maillages 3D. Ces me´thodes apportent des solutions pour cer-
tains proble`mes, comme re´duire l’acce`s a` certaines informations a` un utilisateur. Nous
montrons les avantages et les limites de ces me´thodes par rapport a` celles d’IDC. La
repre´sentation des objets sous forme de maillage permet d’utiliser plusieurs domaines
d’insertions, en particulier le domaine spatial, ou les domaines transforme´s. Les me´thodes
d’IDC sont classifie´es selon leur domaine d’insertion, comme dans les panoramas pro-
pose´s par Rondao et. al [101] et Wang et. al [123]. L’insertion dans les domaines trans-
forme´s garantit une meilleure robustesse que dans le domaine spatial. Ne´anmoins, le
domaine spatial offre une plus grande capacite´ (voir Table.3.1). Dans cet e´tat de l’art
sur l’insertion de donne´es cache´es dans des maillages 3D, notre e´tude porte sur les
types d’IDC pre´sente´s Fig. 3.3. Cependant, nous analysons plus en de´tails les me´thodes
a` haute capacite´. Contrairement aux de´finitions strictes de la ste´ganographie intro-
duites Section 3.3.1, en 3D les auteurs utilisent plus facilement le terme ste´ganographie
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afin de s’opposer au tatouage robuste. Dans ce contexte, la ste´ganographie est sou-
vent de´crite comme une me´thode d’IDC a` haute capacite´ produisant peu de distor-
sions dans un maillage 3D. Ne pas divulguer l’existence du message est le but de la
ste´ganographie. Pour valider cette inde´tectabilite´ statistique, il faut proce´der a` une
e´tape de ste´ganalyse the´orique ou pratique. En effet, l’imperceptibilite´ d’une marque
ne la rend pas inde´tectable. Ge´ne´ralement, l’inde´tectabilite´ implique l’imperceptibilite´
qui est aussi un point cle´ de la ste´ganographie. En effet, l’objet support doit avoir un
inte´reˆt et eˆtre conside´re´ comme le message final. Dans les parties suivantes nous classi-
fions donc les me´thodes qui n’utilisent pas cette de´finition, comme des me´thodes d’IDC
a` haute capacite´. Contrairement a` l’IDC dans les images, il n’existe pas de ste´ganalyses
avance´es en 3D.
Dans ce chapitre, apre`s avoir pre´sente´ la confidentialite´ visuelle Section 4.2, nous
explorons les diffe´rentes me´thodes d’IDC, pour la haute capacite´ Section 4.3, et pour
le droit d’auteur Section 4.4. Finalement, la Section 4.5 est structure´e autour d’une
pre´sentation des me´thodes d’analyse de la se´curite´ et des me´thodes de ste´ganalyse.
4.2 Confidentialite´ visuelle
La confidentialite´, l’inte´grite´, la disponibilite´, l’authentification et la non re´pudiation
sont parmi les principaux objectifs des applications de se´curite´ 3-D. De pre´fe´rence, un
objet prote´ge´ doit eˆtre dans le meˆme format que l’original. Les me´thodes de chiffrement
transforment les donne´es d’origines afin qu’elles ne soient pas identifiables et sont utiles
pour la confidentialite´ visuelle. La confidentialite´ visuelle peut eˆtre re´alise´e par masquage
des donne´es 3-D afin de produire un maillage inintelligible pour ceux qui ne partagent
pas la cle´. Un chiffrement se´lectif des donne´es peut eˆtre utile pour permettre la visuali-
sation restreinte a` des donne´es non sensibles. Apre`s le de´chiffrement, le maillage de´code´e
n’est plus prote´ge´. Ne´anmoins, une approche pratique qui repose sur la permutation des
coordonne´es des sommets, est pre´sente´e dans la Fig. 4.1. Ce chiffrement complet pre´serve
la boˆıte englobante de l’objet.
Le chiffrement se´lectif peut eˆtre effectue´ en chiffrant une partie du maillage ou en
chiffrant les plus petites de´cimales des coordonne´es de chaque sommet, comme illustre´
dans la Fig. 4.2. Les deux me´thodes respectent la condition de pre´servation du format
de chiffrement comme explique´ par Bellare et al. [5].
Ces me´thodes posse`dent un inte´reˆt dans certains domaines pour masquer des
e´le´ments, comme dans le jeu vide´o ou l’animation. Comme les repre´sentations peuvent
produire des maillages non ferme´s, non manifold, le temps de rendu est affecte´ et a e´te´
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Figure 4.1: Sche´ma classique de chiffrement complet.
Figure 4.2: Sche´ma classique de chiffrement se´lectif.
analyse´ par Eluard et al. [30]. Cependant, ces me´thodes ne peuvent eˆtre utilise´es que
pour partager un maillage avec un tiers de confiance. Une fois de´crypte´ le maillage n’est
plus prote´ge´.
4.3 IDC 3D haute capacite´
4.3.1 Domaine de repre´sentation
L’IDC dans le domaine de repre´sentation consiste a` utiliser les redondances dans la
repre´sentation du maillage comme support de l’information [133]. Ces me´thodes sont
sans distorsion puisque ni la ge´ome´trie ni la topologie du maillage ne sont affecte´es. Les
maillages sont ge´ne´ralement repre´sente´s par une liste de sommets, leurs coordonne´es
dans R3 et une liste de polygones. L’ordre d’apparition de ces e´le´ments dans les listes
n’affecte pas le rendu 3D. Bogomjakov et. al [8] re´ordonnent les sommets et les facettes
ainsi le message est inse´re´ dans les permutations de primitives par rapport a` leur ordre
de parcours dans le maillage. La me´thode peut utiliser n’importe quelle synchronisation
de´terministe comme “Edgebreaker”. Le support de l’information est donc le fichier et
non l’information ge´ome´trique ou topologique, ce qui est inte´ressant pour une utilisation
en ste´ganographie. La capacite´ de leur me´thode est calcule´e comme : ⌊∑|V |i=1 log2i⌋ +
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⌊∑|F |i=1 log2i⌋, ou` |V | est le nombre de sommets et |F | le nombre de facettes du maillage.
Par la suite, Huang et. al [47] et Tu et. al [116] ame´liorent la capacite´ de la me´thode en
s’approchant des valeurs the´oriques optimales. Ces me´thodes sont tre`s sensibles, puisqu’il
suffit de changer de repre´sentation ou simplement de re´organiser les primitives pour
faire disparaitre la marque. Plus re´cemment, Lin et. al [77], proposent de combiner
cette approche avec une approche d’IDC haute capacite´ [15] pour augmenter la capacite´
de leur me´thode. Ils atteignent une capacite´ de (αp + 2βp + 3nlayers)|V |, ou` αp est le
nombre de permutations possibles des sommets dans le domaine de repre´sentation, 2βp
le nombre de permutations possibles des triangles dans le domaine de repre´sentation et
3nlayers le nombres de couches utilise´es par la me´thode de Chao et. al [15]. En pratique,
cette me´thode offre plus de capacite´ mais produit des distorsions.
L’insertion dans le domaine de repre´sentation permet une capacite´ importante et
aucune distorsion. Il serait important d’e´tudier la se´curite´ de ces me´thodes ainsi que
l’imperceptibilite´ au sens ste´ganographique. Il est e´galement inte´ressant de pouvoir com-
biner ces me´thodes avec des me´thodes qui modifient la topologie. En effet graˆce a` ce
message on peut imaginer de´tecter un changement de format ou une attaque malicieuse
visant l’ordonnancement des primitives dans le fichier.
4.3.2 Domaine spatial
Cette cate´gorie d’IDC contient les me´thodes qui changent la ge´ome´trie d’un maillage,
i.e. qui modifient la position des sommets dans l’espace de plongement de la topolo-
gie. Les me´thodes dans le domaine spatial permettent en ge´ne´ral une grande capacite´,
mais ont une plus faible robustesse. La plupart des me´thodes haute capacite´ ou de
ste´ganographie appartiennent a` cette cate´gorie. Ces sche´mas d’insertion se basent sou-
vent sur le concept de QIM, qui permet une grande capacite´ avec peu de distorsions du
vecteur support.
Une des premie`res me´thodes dite haute capacite´ a e´te´ propose´e par Cayre et
Macq [12], pour de l’insertion dans des maillages triangulaires. L’e´tape de synchronisa-
tion consiste d’abord a` ordonner les triangles qui vont servir de support a` l’information,
graˆce a` la me´thode TSPS, et ensuite a` inse´rer l’information en utilisant une technique
base´e sur la me´thode QIM, illustre´e Fig. 4.3.
L’ide´e principale de la me´thode consiste a` d’inse´rer un bit en conside´rant la projec-
tion d’un sommet sur l’areˆte oppose´e comme support. La Fig. 3.3 illustre l’insertion du
bit “1” dans deux configurations diffe´rentes, le sommet est de´place´ pour que sa projec-
tion soit dans un intervalle qui code la valeur “1”. Les auteurs proposent de choisir le
premier triangle qui est le de´part de la me´thode de synchronisation avec deux me´thodes.
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(a) (b)
Figure 4.3: Me´thode d’insertion de l’algorithme de Cayre et Macq [12], le bit “1” est
inse´re´ en de´plac¸ant le sommet C0 a` la position C1 pour que sa projection sur l’areˆte
oppose´e correspondent a` l’intervalle qui convient. L’areˆte oppose´e est divise´e : a) en
deux intervalles, b) en quatre intervalles.
La premie`re en choisissant le triangle ayant l’aire minimale et la seconde consiste a` ef-
fectuer une ACP (Analyse en Composantes Principales) et d’utiliser les triangles qui
intersectent les trois axes principaux. Cette me´thode permet une certaine robustesse
contre des transformations affines. De plus, la capacite´ de la me´thode est d’environ 1
bit par sommet (bps). Ne´anmoins cette me´thode ne´cessite des maillages triangulaires,
pour la synchronisation mais e´galement comme support. L’extension de la me´thode aux
maillages de polygones n’est pas triviale.
La capacite´ de la me´thode de Cayre et Macq [12] a e´te´ ame´liore´e par Wang et Cheng
[121] pour atteindre au minimum 3 bps. Les auteurs utilisent une proce´dure d’insertion
multi-niveaux qui inse`re de la meˆme manie`re que la me´thode de re´fe´rence, puis dans la
hauteur du triangle graˆce a` un seuil et enfin dans la rotation de l’angle entre la base et la
hauteur du triangle. Cette me´thode est limite´e par la pre´cision nume´rique en fonction du
nombre de divisions choisi. Les auteurs proposent de conserver une capacite´ entre 3 et 6
bps tout en prenant en compte les distorsions visuelles dans leur nouvelle me´thode [17].
Cette me´thode e´tend le type des maillages d’entre´e aux maillages polygonaux, et de´finit
une nouvelle synchronisation base´e sur la diffusion contagieuse, comme si le polygone
d’entre´e et une de ses areˆtes e´taient contamine´s. La transmission se faisant par areˆte
commune, le couˆt en temps pour parcourir tout le maillage est O(n).
Pour augmenter la capacite´, Chao et. al [15] utilisent une me´thode d’insertion
multi-niveaux sur chaque coordonne´e d’un sommet. Dans un premier temps les au-
teurs de´finissent un ordre pour l’insertion en utilisant la proce´dure de TSPS. Ensuite,
les auteurs identifient des sommets extre´mite´s Va, Vb et Vc graˆce a` l’ACP . Va et Vb sont
les sommets aux extre´mite´s de l’axe principal et Vc est le sommet a` l’extre´mite´ la plus
e´loigne´e du second axe principal. Ils alignent les axes avec le repe`re carte´sien, puis le
segment [Va, Vb] est divise´ en re´gion a` deux e´tats R0 et R1 de fac¸on alternative, comme
illustre´ Fig. 4.4. La re´gion dans laquelle tombe le sommet est note´e qi et ri indique sa
position. Chaque intervalle posse`de deux e´tats, l’e´tat change´ et l’e´tat inchange´. La taille
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des intervalles d’e´tat inchange´ est calcule´e pour qu’aucun sommet n’y appartienne. Si
la valeur a` inse´rer est k et qi ∈ Rk tel que k ∈ {0, 1} alors le sommet n’est pas de´place´.
Dans le cas contraire le sommet est de´place´ a` la re´gion de changement la plus proche.
Figure 4.4: Illustration propose´e par Chao et. al [15] d’un niveau d’insertion , ici
qi ∈ R0.
La Fig. 4.4 pre´sente l’insertion sur un niveau, qui est extensible facilement en multi-
niveaux en ajoutant directement d’autres couches. En se servant des trois coordonne´es
x, y et z d’un sommet, la me´thode permet d’inse´rer 3 bits par sommet et ce dans chaque
couche, excepte´ les 3 sommets utilise´s pour la synchronisation, ce qui donne une capacite´
de 3(|V |−3)nlayers. Cette capacite´ est borne´e par la pre´cision du nombre flottant utilise´
pour stocker la position des sommets. Le standard IEEE 754 simple offre 23 bits pour
la mantisse, ce qui permet aux auteurs d’affirmer que leur me´thode avec ce standard a
une capacite´ maximale the´orique de 69 bps.
Dans un sce´nario de ste´ganographie, augmenter la taille d’un maillage en ajoutant des
sommets est envisageable. La seule contrainte est le couˆt de stockage, et e´ventuellement
la se´curite´ si le maillage original peut eˆtre obtenu. Outre ces conside´rations, Li et. al [75]
ont propose´ la premie`re me´thode de ste´ganographie base´e sur l’e´chantillonnage. L’ide´e
se de´compose en deux e´tapes, la ge´ne´ration du message a` inse´rer sur une sphe`re unitaire
dans R3 et la projection de la sphe`re sur un maillage de couverture. La premie`re e´tape
consiste a` diviser une sphe`re unitaire en M ×N re´gions, ces re´gions sont e´chantillonne´es
ale´atoirement pour coder le message secret. Par la suite, le centre de la sphe`re est place´ au
centre de gravite´ d’un maillage et les points caracte´ristiques, note´s P codant le message
sont projete´s sur la surface. Comme la sphe`re n’est pas uniforme´ment e´chantillonne´e, les
auteurs ge´ne`rent des points pour compenser les zones moins denses. Cette me´thode ne
provoque pas de distorsions sur les sommets existants. Cependant l’ajout de sommets a
un impact sur la qualite´ du maillage difficile a` e´valuer. La me´thode transmet seulement
le nuage de points comme objet ste´go. Tsai [115] fait une liste d’autres inconve´nients de
cette me´thode, par exemple, si la position du centre de gravite´ du maillage est hors de
celui-ci la projection est impossible. Il souligne aussi le couˆt important en temps du calcul
d’intersection de la projection sur les polygones. Sa me´thode ame´liore celle de Li et. al
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en diffusant l’e´chantillonnage sur l’ensemble du maillage de couverture, en utilisant une
grille unitaire a` la place d’une sphe`re et en projetant les points e´chantillonne´s, note´s P ,
sur le volume englobant de l’objet support. Cette ame´lioration prend aussi en compte
des nuages de points comme objet support en reconstruisant la surface pour avoir une
projection adapte´e.
Dans le cadre de l’IDC haute capacite´ et robuste Gao et. al [36] ont propose´ une
me´thode semi-aveugle qui a une capacite´ pratique d’environ 1-2 bps. Ils utilisent les
quadrilate`res coplanaires convexes comme support de parties du message. L’insertion
se fait en modifiant les ratios de longueurs de ces quadrilate`res. En outre, ces ratios
sont invariants aux transformations affines. L’insertion se fait en modifiant la notation
de´cimale des ratios entre deux bornes note´es H et L. Les auteurs utilisent une partie des
bits disponibles a` chaque e´tape pour inse´rer l’ordre de reconstruction du message. La
capacite´ the´orique de la me´thode, C = 3(H−L+1)Ω, de´pend du nombre de quadrilate`res
Ω, et de la taille de l’intervalle d’insertion. De plus, ils inse`rent plusieurs copies du
message pour re´sister aux attaques de types de´coupage, ce qui re´duit la charge utile.
Yang et. al [135] ont analyse´ la corre´lation entre un bruit ge´ome´trique applique´
a` un maillage et un bruit sur la normale des triangles. Leurs re´sultats montrent un
rapport line´aire entre ces deux bruits. Comme il est connu qu’un changement de normale
d’une facette provoque des distorsions, les auteurs proposent une me´thode d’IDC de
haute capacite´ offrant un compromis entre la capacite´ et la distorsion des normales. La
capacite´ maximale de leur me´thode de´pend du degre´ de de´gradation tole´re´e, en pratique
une capacite´ entre 45 et 60 bps est atteignable sans provoquer trop de distorsions. Une
me´thode de type LSB adaptative est applique´e pour inse´rer le message. Chaque sommet
a une quantification diffe´rente, en fonction du parame`tre de tole´rance aux distorsions.
Cette information est inse´re´e pour eˆtre connue a` l’e´tape de de´codage. L’ordonnancement
des sommets a` l’e´tape d’insertion est donne´ par la projection des sommets quantifie´s sur
le premier axe principal. La synchronisation entre l’e´tape d’insertion et d’extraction est
alors permise si l’extraction des taux de quantification est exacte.
Wang and Wang [122] ont propose´ deux des seules me´thodes a` s’inte´resser aux points
e´chantillonne´s non maille´s. Premie`rement, ils ordonnent les sommets graˆce aux trois
axes principaux donne´s par une ACP. La premie`re me´thode consiste a` inse´rer un bit par
coordonne´e d’un sommet. L’insertion se fait en modifiant une valeur ci+1 par rapport a`
la valeur me´diane mi,i+2, entre ci et ci+2, ou` 1 ≤ i ≤ |V |. En e´tendant cette me´thode, les
auteurs proposent d’inse´rer les valeurs dans des MEPs (Macro Embedding Primitive),
les valeurs sont alors de´place´es conjointement sur les trois axes principaux. Les auteurs
affirment que leur me´thode est se´curise´e dans le meˆme sens que celle de Cayre et Macq.
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Tableau 4.1: Re´capitulatif des me´thodes d’IDC haute capacite´ dans le domaine spa-
tial.
Me´thode
capacite´ the´orique pour un
maillage de |V | sommets capacite´ bps
Cayre et Macq [12] |V | < 1
Wang et Cheng [121] 3× |V | 3
Cheng et Wang [17] |V | × α un entier donne´ 3-6
Chao et. al [15] 69× |V | 40
Li et. al [75] |P | × ⌊log2(M ×N)⌋ 50
Tsai [115] |P | × ⌊log2(M ×M)⌋ > 8
Gao et. al [36] 3× (H − L+ 1)Ω 1-2
Yang et. al [135]
|V |× fonction du facteur de
tole´rance aux distorsions ε
45-60
Wang and Wang [122] 1.5× |V | < 1.5
Finalement, l’e´volution des techniques d’IDC haute capacite´ dans le domaine spatial,
pre´sente´e dans le Tableau. 4.1, permet d’offrir une grande capacite´ supe´rieure a` 40
bps avec de faibles distorsions. Les me´thodes base´es sur l’ajout de sommets [75, 115]
augmentent la taille du fichier, et produisent seulement un nuage de points (qui peut
eˆtre maille´ sans changer la ge´ome´trie). Les me´thodes [15, 135] posse`dent e´galement une
grande capacite´ mais sont ne´anmoins tre`s sensibles a` la de´synchronisation.
4.3.3 Domaines transforme´s
Il existe peu de me´thodes d’IDC haute capacite´ dans les domaines transforme´s
puisque le domaine spatial offre une plus grande capacite´. Ne´anmoins certains auteurs at-
teignent une capacite´ assez e´leve´e comme Kaveh et Moin [61] qui proposent une me´thode
base´e sur une transformation en surfacelettes (ST). L’insertion se fait par la modifica-
tion des coefficients ST. La me´thode offre une capacite´ de 3|V |, cependant elle n’est que
partiellement robuste aux transformations affines et au de´coupage.
4.4 IDC pour les droits d’auteurs
4.4.1 Tatouage fragile
Les me´thodes de tatouage fragile s’appuyant sur la connectivite´ topologique, sont
des techniques qui ne modifient pas la ge´ome´trie du maillage. Les changements topolo-
giques sont limite´s, ce qui offre une faible capacite´ a` ces me´thodes. Mao et. al [83] ont
propose´ une me´thode pour les maillages triangulaires qui subdivise les triangles pour
inse´rer l’information. La synchronisation est de´finie a` l’aide d’un chemin de triangles.
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En principe cette me´thode ne cre´e pas d’erreurs ge´ome´triques et a une capacite´ de 8 bits
par areˆte. Ne´anmoins, couvrir tout le maillage est complique´ avec cette me´thode et le
poids du fichier est conside´rablement augmente´. De plus, une marque inse´re´e dans une
zone du maillage peut eˆtre de´tecte´e comme une zone de plus haute densite´. Amat et.
al [1] utilisent les arbres couvrant de poids minimum (ACPM) pour synchroniser des
quadrangles, deux triangles partageant une meˆme areˆte, coplanaires et convexes. L’in-
sertion se fait en flippant cette areˆte selon la valeur du bit a` inse´rer. Pour le bit “0”
l’areˆte doit appartenir a` l’ACPM, et l’inverse pour la valeur “1”. E´videmment ce genre
de me´thodes ne sont pas robustes aux attaques sur la connectivite´.
Yeo et Yeung [137], ont propose´ une des premie`res approches de tatouage fragile.
L’insertion modifie la ge´ome´trie de l’objet de telle sorte que pour chaque sommet la
valeur des fonctions de hachage soit la meˆme. Leur me´thode ve´rifie l’inte´grite´ d’un
maillage 3D en comparant deux fonctions de hachage donne´es, sur chaque sommet,
si leur valeur est diffe´rente alors il y a eu une modification. La synchronisation de la
me´thode est donne´e par une fonction de hachage qui n’est pas robuste et peut poser des
proble`mes de causalite´. Lin et. al [79], propose une me´thode semi-fragile qui re´siste a`
certaines manipulations comme la quantification et le re´-ordonnancement des sommets.
Cette me´thode permet d’e´viter les proble`mes de causalite´ de la me´thode de Yeo et Yeung.
4.4.2 Tatouage robuste
Le tatouage robuste est conc¸u pour eˆtre pre´serve´ meˆme apre`s des attaques. A` cause
du compromis entre la capacite´ et la robustesse, ces me´thodes inse`rent peu de charge
utile. Cependant pour certaines applications, un identifiant de 64 ou 128 bits peut suffire.
Domaine spatial
La premie`re me´thode d’IDC dans des maillages 3D a e´te´ propose´e par Ohbuchi et.
al [90], en inse´rant une marque visible sur le maillage. Une des premie`res me´thodes
de tatouage robuste invisible est la me´thode de Benedens [6]. Elle est base´e sur la
construction d’un histogramme des normales des sommets, chaque classe est utilise´e
pour inse´rer 1 bit. Cette me´thode est robuste aux me´thodes de simplification puisqu’elle
pre´serve la forme du maillage. Par contre, l’ajout d’un bruit ge´ome´trique perturbe for-
tement les normales. Les me´thodes utilisant les histogrammes ont l’avantage d’eˆtre ro-
bustes et de ne pas ne´cessiter d’ordre sur les primitives du maillage. L’utilisation des
caracte´ristiques statistiques ge´ome´triques a e´te´ propose´e par Zafeiriou et. al [138]. Les
auteurs se placent dans un repe`re sphe´rique a` partir du centre de gravite´ et d’une ACP.
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Dans une premie`re me´thode, les sommets sont synchronise´s en fonction de leurs coor-
donne´es θ. Cette me´thode n’e´tant pas robuste a` la simplification, les auteurs proposent
une seconde me´thode qui regroupe les sommets qui appartiennent a` un intervalle d’angle
θ. L’insertion se fait en utilisant les distances radiales de chaque groupe. Ces distances
sont suppose´es suivre une distribution gaussienne, l’insertion se fait en modifiant la va-
riance a` droite ou a` gauche. Cette me´thode produit peu de distorsions mais re´duit la
capacite´. Les me´thodes statistiques sont utilise´es ensuite par Cho et. al [18], les som-
mets sont groupe´s par leur distances radiales, puis les groupes sont normalise´s entre
[0, 1]. Les auteurs proposent deux techniques d’insertion en modifiant la moyenne ou
la variance des distributions. Dans le premier cas, un bit est inse´re´ en de´plac¸ant les
sommets d’un groupe de fac¸on a` ce que la moyenne de la distribution soit supe´rieure ou
infe´rieure a` 0.5. Roandao-Alface et al. [102] utilisent la saillance pour de´finir des zones
d’insertion. Cette me´thode est conc¸ue pour eˆtre robuste au de´coupage car les zones de
fortes courbures ne doivent pas eˆtre alte´re´es par une modification du maillage comme la
simplification, la compression ou des attaques dans le but d’e´viter une perte de qualite´.
L’insertion se fait suivant la me´thode de Cho et. al pour chaque zone. En the´orie, la
me´thode re´siste au de´coupage si les zones sont entie`rement conserve´es, ce qui n’est pas
automatiquement le cas en pratique. Bors et Luo [9] proposent une me´thode statistique
qui ame´liore celle de Cho et. al en optimisant les de´placements des sommets de fac¸on a`
produire le moins de distorsions possible en fonction de l’erreur quadratique moyenne.
Rolland-Nevie`re et. al [100] reprennent cette technique pour re´soudre le proble`me de
causalite´, i.e. conserver la meˆme position du centre de gravite´. Leur optimisation per-
met le de´placement des sommets non seulement sur la direction radiale mais autour, ce
qui permet un plus grand nombre de possibilite´s. De plus, leur me´thode prend mieux en
compte les distorsions visuelles.
Certains auteurs proposent d’autres me´thodes comme, Vasic et Vasic [118] qui uti-
lisent un algorithme de se´lection de sommets stables, au sens qu’ils sont ge´ne´ralement
pre´serve´s lors de modifications. L’insertion se fait alors sur ces sommets avec une
me´thode base´e sur QIM et un code correcteur d’erreurs. Motwani et. al [87] ont propose´
une me´thode originale qui utilise un SVM (Support Vector Machine) et une classe de
caracte´ristiques pour de´terminer les zones d’insertions du message.
Domaines transforme´s
Les domaines transforme´s offrent en ge´ne´ral une bonne robustesse aux me´thodes
de tatouage et sont souvent utilise´s en image a` l’aide des DFT, DCT ou DWT par
exemple. Cependant, en 3D il n’existe pas d’analyse spectrale aussi efficace et robuste et
les me´thodes propose´es sont souvent tre`s couˆteuses en temps. Les premie`res me´thodes de
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tatouage dans le domaine spectral sont base´es sur la modification des coefficients basses
fre´quences de la matrice laplacienne combinatoire, comme la me´thode non-aveugle de
Ohbuchi et. al [91]. Le message est inse´re´ dans la diffe´rence des coefficients entre le
maillage tatoue´ et l’original. Cette me´thode est e´tendue par Lavoue´ et. al [72] qui offre
20% de robustesse en plus. Les nuages de points 3D sont pris en compte dans des tra-
vaux [92, 22], cependant les auteurs utilisent une e´tape de maillage. Une autre transfor-
mation MHT (Manifold Harmonics Transform) permet de prendre en compte la forme du
maillage en injectant la ge´ome´trie dans la laplacienne. Ce qui permet de de´velopper des
me´thodes de tatouage robustes et aveugles. Par exemple, les me´thodes de Liu et. al [80]
et de Wang et. al [126], permettent une grande robustesse aux attaques. Cependant,
leurs capacite´s sont de respectivement 5 et 16 bits par maillage. L’utilisation d’autres
domaines est e´tudie´, par exemple, Konstantinides et. al [64] ont propose´ une me´thode
robuste base´e sur les harmoniques sphe´riques mais cette me´thode est de´pendante de la
position du centre de gravite´ ce qui peut poser des proble`mes de causalite´ notamment
lors de de´coupages. Maret et. al [84] de´crivent un espace invariant aux transformations
affines. La capacite´ de la me´thode atteint 0.5 bps, ce qui est une assez haute capa-
cite´ pour ce genre de me´thode. Cependant elle est moins robuste que les me´thodes
classiques dans les domaines transforme´s. Wu et. al [130] ont pre´sente´ une me´thode
base´e sur un ensemble de fonctions de base radiales. Leur tatouage est non-aveugle, ra-
pide et utilisable pour des maillages de grande taille. Certains auteurs se basent sur la
de´composition multi-re´solution des maillages pour proposer des me´thodes de tatouage de
type transforme´e en ondelettes. Praun et. al [97] ont propose´ une me´thode de tatouage
robuste non-aveugle base´e sur la multi-re´solution par contraction d’areˆte de Hoppe [42].
D’autres me´thodes s’appuient sur la transformation en ondelettes de maillage re´gulier de
Lounsbery [81], comme les me´thodes de Kanai et. al [59], de Ucchedu et. al [117] et de
Wang et. al [124]. Par rapport aux autres me´thodes utilisant les domaines transforme´s,
ces me´thodes permettent un meilleur controˆle des distorsions, et permettent d’utiliser les
diffe´rents niveaux de re´solutions pour l’insertion. Par exemple, la me´thode de Wang et.
al [124] permet d’inse´rer plusieurs marques (une robuste, une fragile et une haute capa-
cite´). Cependant, ces me´thodes sont tre`s sensibles aux attaques sur la connectivite´ des
maillages comme la simplification, le de´coupage ou le remaillage.
4.5 Ste´ganalyse et se´curite´
La ste´ganalyse ainsi que la se´curite´ de´finie Section 3.6, sont souvent peu analyse´es
en 3D. En se´curite´, les auteurs conside`rent qu’une complexite´ the´orique e´leve´e permet
de maintenir une bonne se´curite´. Nous pensons donc qu’une e´tude cryptographique des
me´thodes d’IDC est utile comme nous l’avons explique´ dans [51]. Nous montrons qu’il est
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possible d’estimer le parame`tre de se´curite´ de la me´thode de tatouage de Bors et Luo [9].
La synchronisation des bits inse´re´s est controˆle´e par un parame`tre qui est conside´re´
comme le seul parame`tre de se´curite´. Dans cette me´thode l’insertion de bits se fait en
modifiant l’histogramme des normes de sommets (leur distance au centre). Le parame`tre
ε controˆle la gamme de rognage des valeurs extreˆmes de l’histogramme, pour augmenter
la robustesse. Cependant, estimer ce parame`tre demande un nombre limite´ d’estimations,
de ce fait la me´thode n’est pas assez se´curise´e. Nous proposons des pistes d’ame´lioration,
comme un rognage asyme´trique de l’histogramme des normes. Et l’ajout de parame`tres
de se´curite´, comme par exemple sur la position du centre.
Dans un contexte de ste´ganalyse, il est important de pouvoir de´tecter si un maillage
3D a e´te´ marque´. Yang et. al [136] proposent une ste´ganalyse de la me´thode de tatouage
de Cho et. al [18] modifiant la moyenne de groupe de sommets, de´crite Section 4.4.2.
Dans un premier temps, les auteurs cherchent le nombre de classes de l’histogramme
de la distribution des coordonne´es radiales. Ensuite, ils montrent que cette distribution
pour un mode`le marque´ est bimodale. Une version ste´ganographique de la me´thode de
Cho et. al est e´galement propose´e. L’origine des coordonne´es sphe´riques est de´place´e
pour augmenter la variance des coordonne´es radiales. L’information est alors inse´re´e
dans la diffe´rence entre deux classes successives de l’histogramme. Cette me´thode per-
met de baisser le taux d’accusation d’environ 98% pour la me´thode de Cho et. al, a`
environ 70% pour la version modifie´e de Yang et. al. Re´cemment, Yang et Ivrissimt-
zis [134] ont propose´ une premie`re me´thode de ste´ganalyse pour les maillages 3D base´e
sur les travaux faits en image. L’ide´e est d’entraˆıner un classifieur sur les diffe´rences des
caracte´ristiques des maillages ste´gos et supports. Les auteurs ont analyse´ leurs re´sultats
sur des me´thodes de tatouage 3D, ce qui produit de bons re´sultats de classification.
Ne´anmoins, ces me´thodes ne sont pas conc¸ues pour eˆtre inde´tectables, de plus le nombre
de caracte´ristiques prises en compte est bien plus faible que le nombre de caracte´ristiques
utilise´es actuellement en image [32]. En outre, les me´thodes de ste´ganalyse d’image les
plus re´centes utilisent des re´seaux d’apprentissage “deep learning” et proposent des per-
formances comparables [99].
4.6 Conclusion
Dans ce chapitre nous avons pre´sente´ un e´tat de l’art actuel des me´thodes d’IDC 3D.
Nous nous sommes inte´resse´s aux capacite´s maximales des algorithmes ainsi qu’a` leurs
me´thodes de synchronisation. Apre`s avoir pointe´ les de´fauts des me´thodes de chiffrement,
nous avons montre´ que les me´thodes posse´dant les plus hautes capacite´s sont base´es sur
la ge´ome´trie du maillage, ou sur le domaine de repre´sentation. Cependant, l’insertion
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dans le domaine de repre´sentation est tre`s lie´e au format de stockage et peut facilement
eˆtre de´tache´e du maillage. Par la suite nous nous sommes penche´s sur les me´thodes de
tatouage fragile qui permettent de ve´rifier l’inte´grite´ des maillages. Nous avons com-
pare´ diffe´rentes me´thodes de tatouage robuste. Ces me´thodes sont souvent conc¸ues pour
re´sister a` un type de modification ou d’attaque et la re´sistance au de´coupage est encore
un challenge. De plus elles posse`dent une faible capacite´. Finalement, nous pre´sentons
les analyses re´centes concernant la se´curite´ de ces me´thodes.
Dans nos recherches, nous avons souhaite´ concevoir une me´thode d’IDC 3D haute
capacite´. D’apre`s notre e´tude de la litte´rature, les me´thodes base´es sur la ge´ome´trie
du maillage permettent d’atteindre nos objectifs. Plus pre´cise´ment, les me´thodes base´es
QIM, comme la me´thode de Chao et. al [15], proposent une capacite´ importante tout
en produisant peu de distorsions. Nous nous sommes base´s sur ces travaux comme point
de re´fe´rence. Nous nous sommes particulie`rement inte´resse´s aux me´thodes de synchroni-
sation base´es sur la construction de graphe. Ces graphes permettent de de´finir un ordre
sur les e´le´ments des maillages et peuvent eˆtre utilise´s comme e´tape de synchronisation.
Pour synchroniser les sommets d’un graphe de´fini sur un nuage de points, les graphes
ont un avantage par comparaison aux me´thodes synchronise´es a` l’aide d’ACPs. En effet,
il en existe un grand nombre sur un nuage de points et ils peuvent eˆtre se´curise´s par
l’ajout de parame`tres secrets. En ge´ne´ral, les auteurs conside`rent que la se´curite´ de la
me´thode re´side dans la me´thode d’insertion. Nous voulons e´tudier le comportement de
l’ajout de se´curite´ de`s l’e´tape de synchronisation. Dans nos contributions nous allons
donc e´tudier un sche´ma d’IDC en deux e´tapes pre´sente´es dans la Fig. 4.5.
Figure 4.5: Sche´ma d’IDC e´tudie´ : ε parame`tre de synchronisation, k la cle´ secre`te,
∆ le pas de quantification et m le message.
Dans le Chapitre 5, nous e´tudions la synchronisation des nuages de points 3D a`
l’aide de chemins hamiltoniens apre`s l’e´tude des arbres couvrant de poids minimum.
Nous y de´finissons le parame`tre ε comme la stabilite´ de la construction d’une structure
sur le nuage de points. Le graphe est stable pour cette valeur, si l’ajout d’un sommet au
graphe se fait quelque soit la position du sommet a` ±ε. Dans un second temps, dans le
Chapitre 6, nous e´tudions comment utiliser cette synchronisation afin de proposer une
me´thode d’IDC haute capacite´ a` l’aide du parame`tre de quantification ∆. Enfin, dans
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le Chapitre 7, nous proposons de revenir sur l’e´tape de synchronisation pour proposer
une me´thode plus se´curise´e, d’autre part nous proposons une se´rie d’ame´liorations afin
d’obtenir des meilleures me´thodes d’IDC.
Ces travaux on fait l’objet d’une publication dans la confe´rence internationale IEEE
ICIP 2014 [51].
Deuxie`me partie
Contributions
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Chapitre 5
Nouvelle me´thode de
synchronisation base´e sur les
chemins hamiltoniens
5.1 Introduction
Dans ce chapitre, nous proposons une nouvelle me´thode de synchronisation base´e
sur les chemins hamiltoniens. Nous nous sommes inspire´s des travaux effectue´s autour
des ACPMs (Arbres Couvrant de Poids Minimum) pre´sente´s Section 2.4.3.1. Nous y
de´finissons la synchronisation comme le parcours de l’ACPM construit sur les sommets
d’un nuage de points 3D. Cette synchronisation posse`de des proprie´te´s essentielles, que
nous recherchons :
— elle est unique,
— elle ne de´pend pas de la connectivite´ du maillage,
— elle donne un ordre graˆce a` l’algorithme de construction.
Nous pre´sentons et expliquons la nouvelle me´thode de synchronisation base´e sur la
construction d’un chemin hamiltonien dans la Section 5.2. Dans la Section 5.3, nous
proposons une solution pour augmenter la stabilite´ de la me´thode sugge´re´e. La Sec-
tion 5.4 pre´sente les re´sultats de notre approche et son comportement contre des at-
taques ge´ome´triques. Enfin, la Section 5.5 conclut le chapitre et donne quelques pistes
futures des recherches.
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5.2 Nouvelle me´thode de synchronisation
Dans cette partie, nous proposons une e´tude et une analyse de´taille´e de la construc-
tion d’ACPM sur des nuages de points 3D. Nous mettons en avant que cette construction
est peu stable en raison du nombre important de distances proches entre deux sommets
dans un maillage 3D. Pendant la construction d’un chemin, il est possible, qu’a` l’e´tape de
comparaison de distances, deux sommets soit presque a` la meˆme distance d’un sommet
donne´, nous appelons cette configuration une “ambigu¨ıte´” a` ε pre`s. Nous proposons donc
d’utiliser un chemin hamiltonien au lieu des ACPMs pour re´duire les cas de ambigu¨ıte´s.
5.2.1 Analyse des ACPMEs
Nous avons d’ailleurs analyse´ le comportement d’un ACPME construit graˆce a` l’al-
gorithme de Prim [98] qui est plus adapte´ aux graphes denses. La Fig. 5.1 pre´sente le
proble`me de sensibilite´ des ACPMEs. La Fig. 5.1.a donne une configuration initiale de
sommets et la construction d’un ACPME sur ces sommets.
(a) (b)
Figure 5.1: Exemple du proble`me de sensibilite´ des ACPMs.
Apre`s le de´placement d’un sommet, la Fig. 5.1.b illustre le changement de se´lection
de l’areˆte. Nous avons soumis un ACPME, construit sur le nuage de points d’un objet
nume´rique 3D, au de´placement de ses sommets afin de de´finir une borne de de´placement
pour chaque point [54]. Notre approche utilise l’algorithme de Prim pour avoir une
construction ite´rative de l’arbre. A` chaque e´tape, un sous-arbre Ti = (Vi, Ei) de l’ACPM
est construit. L’algorithme commence avec un sommet v0 ∈ V . L’algorithme ajoute le
sommet le plus proche vi ∈ Vi−1 a` V \Vi−1 et ajoute dans Ei−1 la connexion entre vi et
son sommet le plus proche dans Vi−1 appele´ “pe`re” et note´ f(vi). Nous supposons que
la perturbation des sommets est simplifie´e aux deux hypothe`ses suivantes :
Hypothe`se 5.2.1. A` l’e´tape i > 0 de l’algorithme de Prim, nous perturbons seulement
la position du sommet vi, a` sa nouvelle position v
∗.
Hypothe`se 5.2.2. La perturbation ge´ome´trique est restreinte a` la demi-droite
]f(vi); vi).
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Apre`s la perturbation, T ∗i = (V
∗
i , E
∗
i ) de´note la se´quence de construction. Pour
maintenir la meˆme connectivite´ de l’ACPME (Tk = T
∗
k ), il faut ve´rifier deux conditions :
1. v∗ = v∗i , v
∗ est se´lectionne´ a` l’e´tape i de l’algorithme de Prim.
2. f(v∗) = f(v∗i ), le pe`re de v
∗ est toujours le pe`re de vi.
Sous ces hypothe`ses, nous pouvons de´finir un radius de de´placement pour chaque
sommet. Nous calculons dans un premier temps, les de´placements maximums suivant la
demi-droite. Le rapprochement maximal et l’e´loignement maximal sont note´s respecti-
vement r−i et r
+
i . Le rapprochement maximal est la limite a` partir de laquelle le sommet
courant vi est se´lectionne´ avant l’e´tape i au de´codage. Cette limite de´pend du poids
maximal d’une areˆte dans le sous-arbre, soit f(vi) = vk et Vk = {vj : j ≤ k}, alors nous
utilisons les sommets vj ∈ Vi\Vk et les areˆtes ej ∈ Ei−1\Ek pour de´finir :
r−i = ω({f(vi), vi})−max{ω(ej) : ej ∈ Ei−1\Ek}. (5.1)
L’e´loignement maximal de´pend de la distance entre le sous-arbre et le second plus
proche sommet s(vi) ∈ V \Vi :
d1i = ω((f ◦ s)(vi), s(vi)). (5.2)
S’il est de´place´ plus loin, le sommet ne sera plus le plus proche du sous-arbre. De
plus, pour conserver le meˆme pe`re f(vi), il faut calculer l’intersection x(vk) entre la
demi-droite et la bissectrice du segment [f(vi), vk], vk ∈ Vi−1, vk 6= f(vi) :
d2i = min{ω(f(vi), x(vk)) : vk ∈ Vi−1, vk 6= f(vi)}. (5.3)
r+i est alors de´fini comme :
r+i = min{d1i , d2i } − ω(vi, f(vi)), (5.4)
Le rayon de de´placement d’un sommet est ri = min{r−i , r+i }. Nous avons montre´
dans [54] que si le sommet reste dans ce rayon alors l’areˆte e{v∗
i
,v∗
i+1}
est pre´serve´e
e´galement. Ces re´sultats peuvent permettre d’utiliser les sommets les plus robustes
comme support d’un message, par exemple dans le cas de l’IDC. Cependant, nous avons
montre´ la complexite´ de la recherche du rayon de de´placement sous des hypothe`ses fortes.
Nous proposons alors une e´tude plus simple de la construction d’un chemin hamiltonien.
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5.2.2 Chemin hamiltonien
Si l’on conside`re toutes les strate´gies possibles alors pour un graphe de n sommets,
il existe nn−2 arbres couvrants diffe´rents (Formule de Cayley) contre (n − 1)! circuits
Hamiltoniens. La Fig. 5.2 compare les e´tapes de construction d’un ACPME Fig. 5.2.a
et d’un chemin Hamiltonien Fig. 5.2.b, a` partir d’un point d’entre´e. La construction
du chemin Hamiltonien se fait par se´lection de l’areˆte de poids minimum en distance
euclidienne. A` l’instant t = i, les areˆtes en rouge appartiennent a` la structure, les areˆtes
en vert indiquent les areˆtes qui sont compare´es pour trouver vi+1, une des strate´gies
peut eˆtre de choisir le poids minimum. On constate que le nombre de poids d’areˆtes a`
comparer a` chaque e´tape est plus beaucoup plus important dans le cas des ACPMEs.
La construction d’un chemin Hamiltonien, avec une recherche du plus proche voisin,
propose moins de candidats possibles que la construction d’un ACPME avec l’algorithme
de Prim.
(a) (b)
Figure 5.2: E´tat de la construction d’un chemin a` l’instant i, les sommets et les areˆtes
en rouge sont de´ja` parcourus, les areˆtes en vert sont compare´es pour trouver le sommet
du chemin a` l’instant i + 1, dans le cas : a) d’un ACPME avec l’algorithme de Prim,
b) d’un chemin Hamiltonien.
Ce crite`re est important lorsque l’on cherche a` e´valuer la robustesse d’un point dans le
chemin, i.e. si le sommet vi est de´place´ dans l’espace a` la position v
′
i, l’ordre de parcours
des sommets ne doit pas eˆtre change´. De plus, pour comparer la complexite´ pour un
graphe complet de n sommets, on sait qu’une imple´mentation na¨ıve de l’algorithme de
Prim donne un ACPME en O(n2), tandis que la construction d’un chemin Hamiltonien
se fait en O(n).
Pour un nuage de sommets posse´dant n sommets, le chemin hamiltonien est construit
sur le graphe complet ponde´re´ par les distances euclidiennes des sommets. Ce graphe est
note´ Gn = (Vn, Em, ω) tel que ω : E → R+. L’ensemble Em = {{vi, vj}|vi, vj ∈ Vn, vi 6=
vj} repre´sente les areˆtes ponde´re´es du graphe et m = n(n− 1)/2. Le chemin construit a`
l’e´tape i est un sous-chemin hamiltonien note´ Pi construit sur l’ensemble des sommets
Vi = {v0, . . . , vi}, et qui passe par les areˆtes oriente´es E′ = {e{v0, v1}, . . . , e{vi−1, vi}}.
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Tous les sommets sont soit dans Vi, l’ensemble des sommets de Pi, soit dans Vn\Vi =
{vi+1, . . . , vn}, l’ensemble des sommets non visite´s. Ces ensembles sont illustre´s dans la
Fig. 5.3.
Figure 5.3: E´tat des ensembles a` l’e´tape i.
Nous utilisons une cle´ secre`te pour obtenir le sommet de de´part v0 sur les n sommets
possibles. Le sommet est donne´ soit par ses coordonne´es, soit a` l’aide d’une fonction
de hachage. Un chemin hamiltonien passe une et une seule fois par chaque sommet du
graphe. Pour le construire, nous choisissons re´cursivement le plus proche sommet vi+1
du sommet courant note´ vi, i ∈ [0, n− 1]. La recherche du plus proche sommet se fait en
choisissant l’areˆte de poids minimal en distance euclidienne ei entre un sommet vi ∈ Vi
et un des sommets non-visite´s vi+1 ∈ Vn\Vi. L’ensemble de recherche est alors re´duit
a` E′i, de´fini comme l’ensemble des areˆtes de vi, tel que ek = e{vi, vk}, k ∈ Vn\Vi et
|E′i| = n− i− 1. L’areˆte ei est alors choisie comme :
ω(ei) < ω(ek), i 6= k, (5.5)
ou` ei, ek ∈ E′i. Clairement, a` la fin de la construction, Pn est un chemin hamiltonien sur
G = (Vn, Em).
5.2.3 Analyse des proble`mes d’ambigu¨ıte´
Nous avons vu que des ambigu¨ıte´s peuvent apparaitre dans la construction d’un che-
min hamiltonien. Ces ambigu¨ıte´s sont la source d’erreur de reconstruction d’un chemin
si la position des sommets varie le´ge`rement. Soit vi le sommet courant, soit vj son plus
proche voisin et vk un sommet non-relie´ au chemin vj, vk ∈ Vn\Vi Nous notons eij l’areˆte
entre vi et vj et eik l’areˆte entre vi et vj . Alors pour k 6= j, nous exigeons que :
ω(eij) < ω(eik),
|ω(eij)−min(ω(eik))| > ε.
(5.6)
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Si cette condition est respecte´e, il n’y a pas d’ambigu¨ıte´ entre les deux sommets, et le
sommet choisi devient le nouveau sommet courant. Ce sommet est ajoute´ au sous-chemin
en construction et il est connecte´ au chemin par l’areˆte eij . Lorsque le dernier sommet
est ajoute´ au chemin, nous obtenons un chemin hamiltonien sur l’ensemble des sommets
du graphes. Si a` une e´tape de la construction du chemin, la condition de l’e´quation 5.6
n’est pas respecte´e, nous proposons une solution pour la contraindre en partie dans la
section suivante.
5.3 Augmentation de la stabilite´ du chemin hamiltonien
Nous choisissons de simplifier le proble`me en effectuant une synchronisation sur moins
de sommets. Pour choisir les sommets a` synchroniser, nous proposons une me´thode de
de´cimation s’appuyant sur le regroupement de sommets. Les me´thodes de de´cimation
sont souvent utilise´es pour compresser ou pour simplifier des maillages de mode`les 3D.
Dans le cas du regroupement des sommets, des travaux ante´rieurs ont mis l’accent sur
la segmentation des maillages 3D guide´e par la forme, comme celle de Tierny et. al [112]
ou guide´e par la connectivite´ comme la me´thode de Schroeder et. al [105]. Nous ne
nous sommes pas inte´resse´s a` ces me´thodes car elles supposent des maillages avec des
complexes (humano¨ıdes, animaux, etc.) ou de´pendent de la connectivite´. La Fig. 5.4
donne un aperc¸u de notre me´thode qui comporte deux e´tapes principales.
Figure 5.4: Sche´ma de la me´thode propose´e.
La premie`re, appele´e regroupement de sommets, consiste a` diviser le nuage de som-
mets 3D en groupe et a` calculer leurs isobarycentres. La deuxie`me e´tape consiste a`
construire un chemin hamiltonien sur l’ensemble des centres, d’une manie`re ite´rative en
utilisant une cle´ comme point de de´part, tout en ve´rifiant et maintenant la stabilite´ du
chemin. Cette synchronisation peut eˆtre utilise´e pour ordonner des zones de´finies par
d’autres me´thodes, ou des zones saillantes comme propose´es par Lee et. al [74].
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5.3.1 Regroupement de sommets
Nous proposons d’utiliser les chemins hamiltoniens pour la synchronisation de
groupes de sommets. Cette synchronisation est base´e sur l’ordre donne´ par la construc-
tion d’un chemin hamiltonien reliant les centres des groupes. Le but est de proposer
une me´thode de synchronisation plus stable, dans un premier temps nous pre´sentons
comment sont groupe´s les sommets, puis comment est construit le chemin en prenant en
compte les cas d’ambigu¨ıte´s.
Nous effectuons une e´tape d’alignement du maillage en utilisant l’ACP (Analyse en
Composantes Principales), dans le but de le positionner dans l’espace suivant la meˆme
direction. Puis nous calculons le volume englobant du nuage de sommets 3D. Ce volume
est alors divise´ en un certain nombre de sous-volumes. Cela permet de calculer des
groupes identiques et re´gulie`rement re´partis, qui sont facilement calcule´s meˆme sur un
maillage modifie´. La difficulte´ de cette approche est alors de de´finir la taille d’un sous-
volume et le nombre de groupes. Un groupe contient tous les sommets inclus dans le
sous-volume dont il est issu. De manie`re ge´ne´rale (i.e. dans le cas d’une distribution non-
uniforme), l’algorithme produit des sous-volumes vides, chaque sous-volume non vide
de´finit un groupeKi. La Fig. 5.5, pre´sente les e´tapes de segmentation et de simplification
de notre me´thode pour un maillage de 188609 sommets. La premie`re e´tape consiste a`
diviser le volume englobant, comme illustre´ dans la Fig. 5.5.a. Ensuite, les sommets
contenus dans un sous-volume appartiennent a` un meˆme groupe, ils sont colore´s de la
meˆme couleur dans la Fig. 5.5.b. Finalement, les isobarycentres des groupes sont calcule´s
et pre´sente´ dans la Fig. 5.5.c. Dans la suite nous appelons un centre Ci, l’isobarycentre
d’un groupe.
(a) (b) (c)
Figure 5.5: Sur un maillage de 188609 sommets : a) Division du volume englobant,
b) construction des groupes, c) les barycentres de ces groupes.
Pour obtenir le nombre de groupes, nous choisissons une valeur approximative de
sommets que nous souhaitons avoir dans chaque groupe. Comme nous ne disposons pas
d’informations a priori sur la forme des nuages de points 3D, nous supposons que les
|V | sommets sont re´partis uniforme´ment dans le volume englobant. Alors le nombre de
groupes note´ nbC correspond au nombre de sous-volumes. Nous notons le volume de la
boite englobante volB . Nous de´finissons la relation entre deux centres Ci et Cj comme
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une areˆte ponde´re´e note´e eij , i 6= j, i, j ∈ [0, nbC ]. La valeur d’une arreˆte note´e ω(eij)
est donne´e par la distance euclidienne entre les deux centres. Le nombre de groupes est
alors calcule´ :
nbC =
volB
ω(eij))3
. (5.7)
Re´ciproquement, on peut chercher a` connaˆıtre la distance moyenne entre deux centres
pour un nombre de groupe donne´ :
ω(eij) =
(
volB
nbC
)1/3
. (5.8)
Comme nous conside´rons une distribution uniforme, le nombre de sommets |K| dans
chaque groupe est constant pour chaque groupe dans le volume d’un sous-cube volC , et
de fac¸on triviale nous obtenons :
|K| = |V |
nbC
. (5.9)
Dans le cas d’une distribution uniforme, la distance ω(eij) devrait eˆtre supe´rieure
aux variations de la ge´ome´trie produites par un bruit dans la position des sommets
contre lequel le syste`me doit pouvoir re´sister. Dans la Section 5.4, nous montrons l’in-
fluence de ces parame`tres dans la robustesse de la synchronisation. Certains groupes
posse`dent un trop petit nombre de sommets et ne sont pas conserve´s, car ils sont trop
instables. Les sommets des groupes supprime´s sont remis en jeu a` l’aide d’un algorithme
de type k-moyennes, dans un but de stabiliser les bords des groupes. Lorsque l’e´tape
de de´cimation est finie, on peut limiter la construction d’un chemin Hamiltonien a` ces
nouveaux sommets.
La Fig. 5.6 illustre la construction du chemin hamiltonien sur les centres. Une cle´
secre`te donne le premier groupe K1 et son centre est le sommet initial de la construction
du chemin. La cle´ indique la position d’un sous-cube du volume nume´rote´ comme une
grille 3D, si il est vide nous de´terminons le plus proche non vide. A` chaque ite´ration,
l’algorithme ve´rifie s’il y a un autre candidat a` une distance proche, infe´rieure a` ε. Ce
seuil de´pend de la distance moyenne entre deux centres.
Cependant, il ne s’agit pas de simple de´cimation, nous utilisons les groupes comme
e´le´ments principaux pour permettre des changements. En effet, la me´thode permet une
adaptabilite´ lors de la construction du chemin. Afin de de´finir des relations entre les
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Figure 5.6: Sche´ma de la construction ite´rative du chemin hamiltonien.
groupes, nous conside´rons qu’un groupe est voisin a` un autre si les sous-cubes aux-
quels ils appartiennent sont des voisins (i.e. les sous-cubes partagent une face et nous
conside´rons un 6-voisinage). L’algorithme maintient les relations entre groupes voisins a`
chaque changement d’e´chelle, nous expliquons l’importance pour un groupe de connaˆıtre
ses voisins, pour re´soudre les ambigu¨ıte´s qui pourraient survenir.
Lorsqu’il existe une ambigu¨ıte´ entre deux sommets, nous proposons d’inclure une
e´tape de ve´rification lors de la construction du chemin hamiltonien. L’ide´e est de modi-
fier les groupes, appartenant a` l’ensemble des groupes Ek construit a` l’e´tape de regrou-
pement. Le but est de supprimer les sommets centre en cause et de les remplacer par de
nouveaux sommets. La mise a` jour va changer l’organisation des groupes et leur nombre
tout en pre´servant le sous-chemin construit aux e´tapes pre´ce´dentes. Nous e´tudions une
ambigu¨ıte´ entre deux sommets et nous conside´rons deux cas :
1. Les deux sommets appartiennent a` deux groupes voisins.
2. Les deux sommets ne font pas partie de deux groupes voisins.
Cette e´tude peut eˆtre e´tendue a` plus de deux sommets, en effet nous proposons un
processus ite´ratif prenant en compte le sommet dans une configuration ambigue¨ le plus
proche. Par la suite, les changement apporte´s changent les relations entre sommets et
les cas d’ambigu¨ıte´ e´galement. Lorsque deux sommets se retrouve eˆtre les plus proche
a` ε pre`s, le changement d’e´chelle provoque une modification de EK , note´ E
′
K . Pour
changer d’e´chelle dans le premier cas, nous fusionnons les deux groupes qui contiennent
les candidats et |E′K | = |EK | − 1. Dans le second cas, nous avons divise´ ces groupes et
|E′K | = |EK |+ 2.
5.3.2 Fonction de fusion
Fusionner deux groupesKi,Kj implique de regrouper les sommets en un seul nouveau
groupeKk = Ki∪Kj, puis nous calculons le nouveau centre. Pour conserver le voisinage,
notons N (Ki) l’ensemble des voisins de Ki, tel que :
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N (Kk) = (N (Ki)− {Kj}) ∪ (N (Kj)− {Ki}). (5.10)
La fonction de fusion e´vite les ambigu¨ıte´s en supprimant deux candidats et en calcu-
lant un nouveau pre´tendant unique qui est la moyenne des deux originaux. La Fig. 5.7
illustre un cas de fusion entre deux groupes. Les groupes sont voisins dans le maillage
(leurs volumes englobants partagent une face), il n’existe pas de se´paration dans l’espace
entre les deux volumes englobant autre que celle de´fini par notre me´thode de regroupe-
ment.
(a) (b)
(c)
Figure 5.7: a,b) Groupes originaux, c) Nouveau groupe issu de la fusion.
La fusion est un me´canisme simple, cependant si le seuil ε est grand par rapport a`
la distance moyenne entre deux centres de gravite´, il pourrait il y avoir trop de fusion.
En conse´quence, dans le pire des cas, la me´thode peut fusionner les groupes jusqu’a` ce
qu’il n’y en ait plus qu’un. Inversement, si le seuil ε est trop petit, il n’y aura pas de
fonctions de fusion.
5.3.3 Fonction de division
Dans l’e´tape dite de division, la fonction divise les deux groupes qui provoquent une
ambigu¨ıte´. Cela e´vite d’avoir a` faire un choix entre deux sommets trop pre`s, et ainsi les
erreurs lors de la reconstruction. Contrairement a` la fusion, qui est assez simple, nous
devons de´finir la proce´dure de se´paration. Afin d’e´viter les ambigu¨ıte´s apre`s l’e´tape de
se´paration, les distances entre le sommet courant Ci et tous les groupes cre´e´s doivent ne
pas eˆtre trop proches. Nous notons respectivement Kk,1, Kk,2 et Kj,1, Kj,2 les nouveaux
groupes cre´e´s par la division de Kk et de Kj . Si le centre de gravite´ Cj,1 de Kj,1 est le
sommet choisi a` l’e´tape suivante, alors il doit ve´rifier la condition :
ω(Ci, Cj,1) + ε < min(ω(Ci, Cj,2), ω(Ci, Ck,1), ω(Ci, Ck,2)). (5.11)
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Si la condition est ve´rifie´e, alors il n’y a plus d’ambigu¨ıte´ et l’algorithme passe a`
l’e´tape de recherche de voisin suivante, comme illustre´ dans la Fig. 5.6. Ne´anmoins, si
l’e´quation 5.11 n’est pas respecte´e parce que le seuil ε est trop e´leve´ apre`s division d’un
groupe, notre syste`me pourrait entrer dans une boucle infinie. Pour e´viter cela, nous
relaxons la contrainte sur le seuil. Quand un groupe est le re´sultat d’une division, s’il est
a` nouveau en configuration d’ambigu¨ıte´ et qu’un autre appel de la fonction de division
se produit, la valeur du seuil applique´e sur elle est divise´ par deux (i.e. ε/2). Afin de
satisfaire l’e´quation 5.11, nous devons trouver le plan qui maximise la diffe´rence :
diff = |ω(Ci, Cj,1)− ω(Ci, Cj,2)|. (5.12)
Pour calculer ce plan, nous introduisons une ve´rification de la coline´arite´ entre le
vecteur directeur et la norme de la surface du groupe pour e´viter un e´chec de la division.
En effet, dans ce cas, un groupe cre´e´ est vide et le second est le meˆme que l’original. Elle
est de´finie comme suit : elle tente d’abord de scinder le long de l’axe X, ensuite de l’axe
Y et enfin de l’axe Z. L’algorithme s’arreˆte lorsque la distribution de sommets entre les
groupes se situe entre 40% et 60%, et la division se fait le long de cet axe. Nous devons
maintenir cet ordre au lieu de chercher le meilleur candidat pour avoir l’algorithme le
plus de´terministe possible.
(a) (b) (c)
Figure 5.8: a) Groupe original, b) division selon le plan donne´ par l’axe choisi, c) les
deux groupes cre´e´s.
Le me´canisme illustre´ Fig. 5.8, calcule le plan de divisions d’un groupe Ki. Cette
me´thode permet de de´finir le plan de division 3D graˆce au vecteur normal calcule´ en
fonction du choix de l’axe de division et en conside´rant que le centre d’un groupe fait
parti du plan se´parateur pour re´partir les sommets dans les nouveaux groupes. L’e´tape
suivante consiste a` calculer le centre des nouveau groupes. Ensuite, ils sont connecte´s
aux autres en recalculant leur voisinage. Apre`s une fusion ou une division, nous ve´rifions
que les conditions de´crites dans l’e´quation 5.11 sont bien respecte´es. Par conse´quent,
l’algorithme ne doit pas ajouter au chemin le centre d’un nouveau groupe cre´e´ sans
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ve´rifier qu’il convient. Comme pre´sente´e dans la Fig. 5.6, la construction ite´rative repasse
une e´tape de ve´rification d’existence d’ambigu¨ıte´, avec la nouvelle configuration. Graˆce
a` l’adaptation du seuil, l’algorithme se termine en produisant un chemin hamiltonien
de´terministe.
5.4 E´tude expe´rimentale
Dans cette section, nous utilisons une base de quatre maillages triangulaires d’objets
3D, pre´sente´s Fig. 5.9. Ces maillages sont varie´s en terme de forme et de nombre de
sommets. Nous avons analyse´ notre me´thode de synchronisation sur ces quatre maillages
normalise´s de fac¸on a` ce que la plus longue distance soit e´gale a` 1.
(a) (b) (c) (d)
Figure 5.9: Maillages utilise´s : a) Armadillo 172974 sommets, b) Blade 220559 som-
mets, c) Bunny 34834 sommets, d) Horse 48485 sommets.
Nous commenc¸ons par pre´senter la complexite´ de l’imple´mentation de l’algorithme.
La classification de n sommets en m groupes se fait en temps line´aire O(n). La construc-
tion ite´rative du chemin hamiltonien est rapide puisque le nombre de sommets est faible.
Ne´anmoins, dans le pire des cas, le temps de calcul est polynomial en O(m3).
Une illustration de notre me´thode de classification est pre´sente´e Fig. 5.10. La
Fig. 5.10.a pre´sente les groupes avant la construction du chemin. La construction du
chemin se fait alors ite´rativement et le re´sultat final est pre´sente´ Fig. 5.10.b, ou` les nou-
veaux groupes issus de fusions sont en rouge et les deux nouveaux groupes cre´e´s apre`s
division sont en noir ou en blanc.
Nous voulons que le chemin re´siste a` un bruit gaussien σ = 10−2 applique´ sur les
sommets d’un maillage. Au dela` de cette limite, les distorsions sont trop importantes
pour que le maillage ait encore de la valeur. Il est connu que pratiquement toutes les va-
leurs soient contenues dans trois e´carts-types 3.σ autour de la moyenne µ = 0, excepte´es
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(a) (b)
Figure 5.10: a) Groupement avant la construction ite´rative du chemin, b) groupement
apre`s les fusions en rouge et les divisions en noir et blanc.
quelques valeurs aberrantes. Nous choisissons une distance ε = 10−1, beaucoup plus
grande que 3.σ, comme la re´partition des sommets n’est pas uniforme dans le volume.
Ensuite, nous calculons le nombre de sommets de chaque groupe, graˆce a` l’e´quation 5.7.
Par exemple, pour le maillage du mode`le 3D Armadillo qui a un volume englobant d’en-
viron 0.640, il apparaˆıt qu’un bon choix pour le nombre de groupes est 0.640
ε3
= 640,
ce qui donne environ 270 sommets par groupe. En the´orie, le parame`tre de nombre
de sommets est exact si les sommets sont re´partis uniforme´ment dans la boˆıte englo-
bante. Comme les formes des objets varies et que certains groupes sont vides, c’est donc
plutoˆt une me´thode pour calibrer la me´thode. Dans des cas re´els, les groupes posse`dent
en moyenne entre 800 et 1000 sommets, en fonction du nombre total de sommets des
mode`les 3D de notre base. Pour e´valuer les re´sultats et montrer l’influence du nombre de
sommets et de la forme d’un objet, nous comparons tous les mode`les avec le parame`tre
de nombre de sommets par groupe fixe´ a` 200.
Tableau 5.1: Re´sultats obtenus pour diffe´rents mode`les.
Mode`le # de sommets # G # S du chemin # Fusion # Division
Bunny 34834 88 98 0 5
Horse 48485 94 104 0 5
Armadillo 172974 229 164 3 19
Blade 220559 291 673 2 192
Le Tableau 5.1 illustre le comportement de notre imple´mentation sur notre base de
test. La seconde colonne donne le nombre de sommets du maillage. La troisie`me montre
le nombre initial de groupes. La quatrie`me indique le nombre de sommets dans le chemin
hamiltonien construit. Les deux colonnes suivantes indiquent le nombre de fusions et de
divisions. Logiquement, les mode`les plus grands produisent plus de groupes. Le nombre
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de fusion/division devient plus grand avec la taille du mode`le en raison du choix fait
sur la taille fixe´e des groupes. Notons qu’il y a moins d’e´tapes de fusion que d’e´tapes
de divisions. Un des principaux de´fis est de trouver la taille qui maximise le nombre
de groupes dans le chemin hamiltonien tout en maintenant une bonne robustesse. Le
nombre de groupes obtenus n’est pas pre´visible. Nous pouvons l’expliquer par la forme
et la densite´ d’un maillage. Plus il est dense, plus le facteur de seuil va provoquer des
ambigu¨ıte´s. En effet, la forme de l’objet peut induire un grand volume englobant ou` les
sommets du mode`le sont condense´s dans la meˆme zone.
Tableau 5.2: Pourcentage d’areˆtes communes entre le chemin construit sur un mode`le
3D d’origine et celui construit sur le maillage bruite´ avec un bruit gaussien σ = 10−6.
Mode`le Bunny Horse Armadillo Blade
Me´thode na¨ıve 77% 80% 20% 27%
Me´thode propose´e 100% 100% 100% 100%
Dans le but de confronter la robustesse du chemin au bruit, nous proposons de
comparer les re´sultats de notre me´thode avec ceux d’une me´thode na¨ıve. La me´thode
na¨ıve consiste a` construire un chemin hamiltonien sur un ensemble de sommets donne´s
par un regroupement simple sans conside´ration des ambigu¨ıte´s. Le Tableau 5.2 pre´sente
les re´sultats de notre me´thode et ceux de la me´thode na¨ıve pour une taille de groupe
d’environ 200 sommets et un bruit gaussien σ = 10−6. Ils montrent que notre me´thode
re´siste tre`s bien a` ce type de bruit, alors que la me´thode na¨ıve ne produit jamais un
chemin robuste meˆme avec un faible bruit. Puisque les maillages des objets 3D Bunny et
Horse sont plus petits, le chemin hamiltonien construit par la me´thode na¨ıve est moins
de´grade´ que ceux construits sur de plus grands mode`les. Pour illustrer le contenu du
Tableau 5.2, nous montrons un exemple dans la Fig. 5.11 qui est une comparaison entre
le proce´de´ na¨ıf et notre me´thode.
Les areˆtes en bleu sont les areˆtes communes, celles en rouge sont celles du chemin
obtenu sur le maillage original et en vert celles du chemin obtenu sur le maillage bruite´.
Nous appliquons un bruit gaussien avec σ = 10−6 sur l’objet Armadillo, puis nous
calculons les chemins hamiltoniens sur le maillage original et le bruite´ en utilisant la
de´cimation na¨ıve et notre me´thode. Le pourcentage d’areˆtes communes (en bleu) est de
seulement 20% alors qu’avec notre me´thode il est de 100%.
Un autre re´sultat inte´ressant que nous mettons en avant est que notre me´thode
est clairement robuste contre les attaques de connectivite´, car elle ne repose pas sur
les relations entre sommets. Par conse´quent, nous avons analyse´ le comportement de
l’algorithme contre une attaque ge´ome´trique sur les positions des sommets. Les re´sultats
sont pre´sente´s Fig. 5.12. Nous comparons notre me´thode avec la me´thode na¨ıve, dont
les re´sultats sont note´s “DN” (De´cimation Na¨ıve). La robustesse est le pourcentage
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(a) (b)
Figure 5.11: a) Construction d’un chemin hamiltonien a` partir d’une de´cimation na¨ıve,
b) construction d’un chemin hamiltonien avec notre approche.
d’areˆtes communes entre le chemin hamiltonien calcule´ sur un maillage 3D et le chemin
hamiltonien calcule´ sur le meˆme maillage 3D bruite´.
Figure 5.12: Courbes de robustesse contre un bruit gaussien.
Les courbes montrent que pour un bruit gaussien σ < 10−4, le chemin hamiltonien est
stable et robuste contre les attaques de de´placement des sommets. Nous voulons atteindre
la robustesse contre un bruit d’environ σ = 10−2, mais nos re´sultats the´oriques sont base´s
sur une hypothe`se forte. Pour un bruit plus important, nous notons qu’il y a encore plus
de 50% d’areˆtes communes. Comme mentionne´ pre´ce´demment, les parame`tres doivent
eˆtre de´finis : la taille moyenne d’un groupe est fixe´ a` 200 sommets, ce qui est assez
petit pour avoir un bon nombre de groupes pour les petits mode`les. Cependant, il est
trop petit pour assurer la robustesse des mode`les plus grands contre plus de bruit. Ces
Chapitre 5. Me´thode de synchronisation base´e sur les chemins hamiltoniens 70
courbes montrent que nous devons faire des compromis et adapter les parame`tres aux
maillages. Cependant, notre me´thode est toujours meilleure que la me´thode na¨ıve.
5.5 Conclusion
Dans ce chapitre, nous avons propose´ une nouvelle me´thode robuste et adaptative
pour de´crire un mode`le 3D en utilisant un chemin hamiltonien qui est unique. En ef-
fet, notre syste`me multi-e´chelle e´vite certaines ambigu¨ıte´s. L’approche propose´e est ef-
ficace contre les attaques ge´ome´triques de type ajout de bruit gaussien, nos re´sultats
expe´rimentaux le montrent. Cette approche peut eˆtre utilise´e comme me´thode de syn-
chronisation afin d’inse´rer des donne´es cache´es dans des mode`les 3D. En effet, cette ap-
proche pre´sente de bonnes proprie´te´s, est aveugle et ne modifie pas le mode`le de maillage
3D. Le proce´de´ propose´ peut eˆtre ame´liore´ a` plusieurs e´gards. Nous conside´rons qu’un
parame´trage automatique des variables sensibles comme la taille d’un groupe ou le seuil
des fonctions fusion/division serait inte´ressant a` de´finir en fonction, par exemple, du
nombre de groupes souhaite´. Afin d’obtenir le meˆme chemin entre un maillage original
et sa version attaque´e, nous souhaiterons e´galement ame´liorer les re`gles de construction
pour augmenter la robustesse. Cependant, un des principaux challenges reste la robus-
tesse aux attaques de de´coupage qui perturbent l’ACP et le regroupement des sommets.
En perspective, il serait inte´ressant d’utiliser cette synchronisation afin d’e´laborer un
tatouage robuste pour inse´rer des donne´es dans les maillages 3D.
Ces travaux ont fait l’objet de trois publications, une dans une revue internationale
Computer-Aided Design [54], une confe´rence internationale IEEE MMSP [50], et une
confe´rence nationale CORESA [49].
Chapitre 6
Insertion de donne´es cache´es
haute capacite´ dans un nuage de
points 3D
6.1 Introduction
Dans ce chapitre, la me´thode propose´e se concentre principalement sur la ca-
racte´ristique de capacite´. Pour rappel, nous avons de´fini les contraintes entre la ca-
pacite´ et la robustesse dans la Section 3.2. L’approche propose´e repose sur une e´tape
d’ordonnancement des sommets graˆce a` un chemin hamiltonien [43]. Cette phase de syn-
chronisation est essentielle pour effectuer exactement le meˆme trajet entre l’insertion et
l’e´tape d’extraction. Nous proposons de construire un chemin hamiltonien et l’insertion
du message de fac¸on conjointe, comme pre´sente´ dans la Fig. 6.1. Cette figure illustre
le comportement de deux me´thodes d’insertion que nous pre´sentons dans ce chapitre.
Apre`s un recalage du maillage par une ACP et la construction du graphe complet, l’al-
gorithme commence la construction du chemin, qui est analyse´e dans la Section 6.2. A`
partir d’un sommet donne´, pour chaque sommet ajoute´ au chemin, l’algorithme inse`re
une partie du message. L’e´tape d’insertion se fait sur les trois dimensions spatiales par
de le´gers de´placements des sommets. L’ide´e est de de´placer le sommet dans une inter-
section d’intervalles qui correspond aux donne´es a` inse´rer. Cette me´thode est base´e sur
les me´thodes de type Quantization Index Modulation (QIM) propose´ par Chen et Wor-
nell [16], en particulier celle de Chao et al. [15]. Dans la Section 6.3, nous pre´sentons la
premie`re me´thode qui offre une capacite´ de 3 bps, en ge´rant les proble`mes de causalite´.
71
Chapitre 6. Insertion de donne´es cache´es haute capacite´ 72
Figure 6.1: Sche´ma ge´ne´ral de la me´thode d’IDC propose´e.
Puis, dans la Section 6.4, nous e´tendons cette me´thode pour obtenir une capacite´ adap-
tative qui peut atteindre 24 bps. Nous proposons e´galement une extension permettant
une meilleure inde´tectabilite´.
6.2 Analyse de la synchronisation par chemin hamiltonien
Dans cette section, nous analysons la nouvelle synchronisation introduite dans [50],
qui ne de´pend que de la ge´ome´trie du maillage et non des relations entre areˆtes. Ainsi,
une attaque sur la connectivite´ ne peut pas entraˆıner la perte de l’ordre de´fini sur les
sommets. L’ide´e principale est de construire une structure ordonne´e sur les sommets.
Cet ordre doit eˆtre stable, c’est-a`-dire ne pas changer entre deux re´alisations du chemin,
nous ve´rifions la stabilite´ du chemin lors d’un de´placement de sommets. Pour simplifier
le proble`me, nous supposons le de´placement d’un sommet a` la fois. Dans un contexte
d’IDC, les zones ou` sont cache´es les donne´es doivent eˆtre synchronise´es suivant le meˆme
ordre a` l’insertion et a` l’extraction. Cependant, le de´placement d’un sommet a` l’insertion
peut introduire un proble`me de causalite´, qui se produit lorsque l’insertion provoque une
de´synchronisation. Notre analyse permet de de´terminer si les me´thodes d’IDC, pre´sente´es
Section 6.3 et Section 6.4, engendrent ce proble`me.
Nous analysons la construction d’un chemin hamiltonien, dans le cas d’insertion de
donne´es cache´es dans un maillage 3D comportant |V | sommets. Si on conside`re une
insertion en de´plac¸ant les sommets, il faut pre´server le chemin de fac¸on a` ce que les
donne´es inse´re´es soit extraites dans leur ordre d’insertion. Nous simplifions le proble`me
en conside´rant le de´placement d’un sommet a` chaque e´tape de la construction du chemin.
Il faut donc maintenir le chemin construit a` l’e´tape pre´ce´dente soit le sous chemin Pi+1,
lors du de´placement du sommet vi+1. A` l’ite´ration i de la construction du chemin, un
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Figure 6.2: vi+1 est de´place´ trop
pre`s du sous-chemin.
Figure 6.3: vi+1 est de´place´ trop
loin de son pe`re.
sommet est soit dans le chemin, soit dans l’ensemble des sommets a` ajouter. Un sommet
vj , j ∈ [0, |V | − 1] est dans Pi si j ∈ [0, i]. Ainsi, il y a deux cas pour un sommet vj ,
j 6= i+ 1 :
(i). j ∈ [0, i]⇔ vj ,∈ Vi,
(ii). j ∈ [i+ 2, n]⇔ vj,∈ Vn\Vi.
Pour le premier cas, (i), le sommet vi+1 pourrait eˆtre de´place´ trop pre`s du sous-
chemin Pi et un sommet de l’ensemble des sommets utilise´s vj ∈ Vi, j 6= i pourrait
devenir son pre´de´cesseur, comme illustre´ dans la Fig. 6.2. Le sommet vi+1 est de´place´ a`
une nouvelle position v′i+1 proche de vj , alors la distance di = ‖vi, v′i+1‖2 de ei devient
supe´rieure a` la distance dj = ‖vj , v′i+1‖2 de ej . En conse´quence, a` l’e´tape de de´codage,
l’areˆte ej entre vj et v
′
i+1 serait choisie et celle-ci changerait le chemin hamiltonien. La
contrainte a` respecter est donne´e par :
‖vj , vj+1‖2 < ‖vj , v′i+1‖2, ∀vj ∈ Vi, j 6= i, (6.1)
Dans le second cas (ii), le sommet vi+1 est de´place´ a` une nouvelle position v
′
i+1 qui
est trop loin de son pre´de´cesseur dans le chemin appele´ pe`re. Dans cette situation, un
autre sommet vj ∈ Vn\Vi devient le plus proche de vi. Ce cas est illustre´ dans la Fig. 6.3
qui montre que l’autre sommet sera choisi a` l’e´tape d’extraction. Il faut donc que :
‖vi, v′i+1‖2 < ‖vi, vj‖2, ∀vj ∈ Vn\Vi, j 6= i+1. (6.2)
Nous pouvons de´finir un rayon de de´placement pour chaque sommet, on pose r−
la distance maximale du rapprochement du sommet vers le sous-chemin au dela` de
laquelle le sommet courant est choisi avant dans la construction du chemin a` l’extrac-
tion. Re´ciproquement, on note r+ la distance maximale d’e´loignement par rapport au
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sous-chemin, a` partir de laquelle le sommet ne sera pas choisi a` la meˆme ite´ration a`
l’extraction. Le rayon est alors donne´ par :
ri+1 = min(r
+
i+1, r
−
i+1), (6.3)
ou` r− et r+ sont obtenus par :
r−i+1 = min(‖vj , vi+1‖2 − ‖vj , vj+1‖2), vj ∈ Vi, j 6= i, (6.4)
r+i+1 = min(‖vi, vj‖2)− ‖vi, vi+1‖2, vj ∈ Vn\Vi, j 6= i+1. (6.5)
Ce rayon est inte´ressant pour de´finir des sommets plus sensibles ou plus robustes
comme dans [54]. On peut e´galement chercher un chemin plus robuste en fonction du
point d’entre´e. Ne´anmoins, ce rayon est tre`s restrictif sur la direction du de´placement,
nous proposons de controˆler sommet par sommet chaque de´placement. Cette e´tape
consiste a` ve´rifier les e´quations 6.1 et 6.2 pour chaque de´placement. Si les e´quations
sont respecte´es, alors l’algorithme continue, au contraire si un de´placement n’est pas
valide il faut e´tablir une strate´gie.
Du coup, en utilisant cette synchronisation nous constatons que le de´placement des
sommets, est limite´. En effet, pour que le de´placement d’un sommet soit valide´, il faut
qu’il se fasse en respectant les conditions des e´quations 6.1 et 6.2. Le de´placement peut
eˆtre borne´ pour re´duire le nombre d’erreurs. Nous notons md la distance moyenne entre
deux sommets du chemin hamiltonien :
md =
n∑
i=0
ω(ei), ei ∈ P|V|. (6.6)
Pour estimer cette valeur avant la construction du chemin, nous pouvons calculer la
valeur moyenne des areˆtes d’un maillage. Ensuite, nous pouvons borner le de´placement
par cette distance moyenne. Si le de´placement est de l’ordre de grandeur de md, alors
nous pouvons dire que la synchronisation va interdire beaucoup de de´placements et donc
produire beaucoup d’erreurs.
6.3 IDC base´e sur la construction d’un chemin hamilto-
nien
Dans cette partie nous pre´sentons une me´thode d’IDC de haute capacite´ base´e sur
les analyses pre´ce´dentes. Dans cette partie, l’objectif est de re´aliser une me´thode d’IDC
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Figure 6.4: Sche´ma d’insertion et d’extraction d’un logo.
permettant l’insertion d’un logo de taille importante, comme illustre´ dans la Fig. 6.4.
Dans un premier temps, le logo est chiffre´. Il est ensuite inse´re´ dans un maillage a` l’aide
d’une cle´ secre`te. Cette cle´ permet l’extraction du logo et la ve´rification de la proprie´te´
du maillage. La cle´ secre`te permet de ge´ne´rer ale´atoirement une position 3D dans l’espace
du volume englobant, le maillage e´tant recale´ cette position reste inchange´e apre`s des
transformations affines. Le premier sommet est alors obtenus en cherchant le sommet
du maillage le plus proche de cette position. L’utilisation d’un point d’entre´e ale´atoire
ne garantie pas d’avoir le chemin le plus stable, ne´anmoins il permet de produire des
chemins diffe´rents dans le maillage ce qui le rend moins e´vident a` retrouver sans cle´, que
l’utilisation d’un parcours unique, comme un chemin de poids minimum.
Nous proposons d’utiliser la construction du chemin hamiltonien pour obtenir une
relation entre deux sommets. Cette relation est donne´e par les areˆtes du chemin. Pour
chaque ite´ration i de la construction du chemin, les donne´es seront inse´re´es en de´plac¸ant
le´ge`rement le sommet vi+1, par rapport a` son pre´de´cesseur vi, a` sa nouvelle position v
′
i+1.
Le processus d’insertion est joint a` la synchronisation propose´e, cela afin de connaˆıtre
la nouvelle position du sommet a` chaque ite´ration et de maintenir le chemin inchange´.
Nous proposons de de´placer le sommet sur les trois coordonne´es ρ, θ et φ apre`s avoir
converti les coordonne´es carte´siennes en coordonne´es sphe´riques. La conversion se fait
par rapport au sommet pre´ce´dent, nous calculons le vecteur pi entre vi(xi, yi, zi) et
vi+1(xi+1, yi+1, zi+1), tel que :
pi =


xi+1 − xi
yi+1 − yi
zi+1 − zi

 (6.7)
Nous calculons ensuite les coordonne´es sphe´riques de pi(ρi, θi, φi). Apre`s l’insertion
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et la conversion en coordonne´es carte´siennes, la nouvelle valeur de vi+1, note´e v
′
i+1, est
calcule´e a` l’aide de la nouvelle valeur de pi(p
′
xi , p
′
yi , p
′
zi) :
v′i+1 =


p′xi + xi
p′yi + yi
p′zi + zi

 . (6.8)
Nous pre´sentons le processus d’insertion sur ρ puisque le meˆme processus peut eˆtre
applique´ sur toutes les coordonne´es. Pour de´finir la valeur d’une areˆte ei qui correspond
a` ρi, la valeur de ρi est alors divise´e a` l’aide d’un pas donne´ ∆. Chaque intervalle
correspond a` un bit du message cache´, qui est alternativement un 0 ou un 1. Nous
pouvons extraire la valeur bi d’un sommet vi+1 par :
bi =
⌈(ρi
∆
)⌉
modulo(2), (6.9)
ou` ρi = ‖vi, vi+1‖2, est la distance euclidienne entre vi et vi+1. La Fig. 6.5 illustre la
division de la distance et la valeur correspondante a` la position initiale du sommet vi+1.
Figure 6.5: Division de la longueur d’une areˆte pour l’insertion sur ρi.
Puisque nous connaissons la valeur de bi nous pouvons la comparer avec le bit mi a`
inse´rer. Il existe alors deux cas, le bit du message et le bit lu sont soit identiques soit
diffe´rents. S’ils sont e´gaux, nous devons calculer la nouvelle valeur ρ′i de la coordonne´e
du sommet vi+1. Cette valeur correspond au centre de l’intervalle courant et la position
du sommet est mise a` jour et note´e v′i+1. Si les bits sont diffe´rents, nous de´plac¸ons le
sommet vi+1 en modifiant la valeur de ρi centre de l’intervalle adjacent le plus proche,
a` sa nouvelle position v′i+1. La Fig. 6.6 illustre les deux cas, en bleu, l’e´galite´, en rouge,
la diffe´rence.
Figure 6.6: De´placement du sommet en fonction de ρi.
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Pour trouver le centre du plus proche intervalle adjacent qui minimise ‖vi+1, v′i+1‖2,
nous calculons d+ et d− qui sont les distances entre le sommet vi des limites de l’inter-
valle :
d+ = ⌈(ρi
∆
)⌉ ×∆− ρi, (6.10)
d− = ρi − ⌊(ρi
∆
)⌋ ×∆. (6.11)
Puis, nous obtenons dm :
dm = min(d+, d−) +
∆
2
. (6.12)
La dernie`re e´tape est d’effectuer la transforme´e inverse de vi+1 des coordonne´es
sphe´riques en coordonne´es carte´siennes. De plus, en utilisant la meˆme strate´gie sur θ et φ
nous pouvons inse´rer 3 bps. Comme nous pouvons re´pe´ter l’insertion pour i ∈ [0, |V |−1],
il est possible d’inse´rer 3× (|V |−1) bits dans le maillage d’un objet 3D de |V | sommets.
Ne´anmoins, un proble`me peut se produire quand nous nous de´plac¸ons un sommet, en
effet le de´placement peut changer la synchronisation a` l’e´tape d’extraction. Pour re´soudre
ce proble`me, nous proposons d’utiliser les re´sultats de la Section 6.2.
6.3.1 Algorithme de la me´thode
La Fig. 6.1 illustre le sche´ma d’insertion propose´, il posse`de trois grandes e´tapes,
l’ordonnancement, l’insertion et la ve´rification du de´placement. Ces e´tapes sont re´ite´re´es
pour chaque sommet vi, i ∈ [0, |V |−1]. L’algorithme 1 de´crit la me´thode d’IDC propose´e.
En entre´e de l’algorithme, il faut un sommet de de´part v0 qui est donne´ par la cle´
secre`te k comme explique´ dans l’introduction. L’algorithme rec¸oit e´galement le message
a` inse´rer M et une structure de liste P stockant le chemin hamiltonien sur le graphe
Gn. La premie`re e´tape consiste en la recherche du plus proche voisin qui est effectue´e
par la fonction rechercheP lusProcheV oisin() a` la ligne 4 de l’algorithme 1. La seconde
e´tape est l’insertion de´crite dans la Section 6.3 et appele´e nouvellePosition() ligne 6.
La dernie`re grande e´tape est une e´tape de ve´rification pour de´terminer si un proble`me
de de´synchronisation est induit. Ce re´sultat est donne´ par la fonction verficication() a`
la ligne 5. Comme explique´ Section 6.2, si une de´synchronisation peut se produire, nous
devons avoir une strate´gie. Si le de´placement d’un sommet n’est pas compatible avec
les e´quations 6.1 et 6.2, nous choisissons d’interdire le de´placement, pour que le sommet
soit choisi a` la meˆme e´tape lors de la reconstruction du chemin. Dans ce cas, le message
ne peut pas eˆtre dissimule´ dans cette areˆte.
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Algorithme 1 Insertion jointe a` la synchronisation
Entre´e : P = (E,Vin), Vout, k,M,Gn = (Em, Vn)
1: Vout = Vn
2: v1 ← vk ∈ Vout
3: tant que Vout 6= ∅ faire
4: v2 ← rechercheP lusProcheV oisin(v1)
5: si verficication() alors
6: v2 ← nouvellePosition(v2,M)
7: fin si
8: Vin ← {v1}
9: Vout ← Vout \ {v1}
10: E ← {v1, v2}
11: v1 ← v2
12: fin tant que
6.3.2 Code correcteur d’erreurs
Dans la Section 6.3.1, nous nous permettons donc de perdre trois bits afin de conser-
ver la synchronisation entre l’insertion et l’extraction. La perte de bits du message
produit une perte d’informations et un bruit sur le logo extrait. Nous proposons d’uti-
liser un CCE (Code Correcteur d’Erreurs) pour corriger les erreurs commises lors de
l’insertion. Nous avons choisi le code de Golay (23, 12, 7) [38], qui est un code classique
de la litte´rature simple a` utiliser. Il ajoute 11 bits correcteurs pour 12 bits de message,
afin de produire le message a` inse´rer. Apre`s l’e´tape d’extraction, le message est de´code´
en utilisant une me´thode rapide propose´e par Chang et al. [14] qui permet de corriger
jusqu’a` 3 bits par bloc de 23 bits du message. Bien entendu, la taille du message utile
est re´duite et sa taille sm donne´e par :
sm =
⌊3(|V | − 1)
23
⌋× 12. (6.13)
En outre, en utilisant une cle´ pseudo-ale´atoire pour brouiller le message par permu-
tation, la distribution des erreurs est uniforme sur le message de´chiffre´. Ne pas avoir
trop d’erreurs dans le meˆme bloc ame´liore le taux de correction. En effet, des erreurs
sont ge´ne´re´es par l’e´tape de ve´rification qui de´pend du voisinage d’un sommet. Puisque
le maillage peut avoir des zones de densite´s diffe´rentes, nous pouvons dire que les erreurs
ne sont pas re´parties uniforme´ment dans le maillage marque´.
6.3.3 Extraction du message cache´
La Fig. 6.7 illustre le sche´ma d’extraction. Connaissant le sommet initial v0, le pas
choisi ∆ et la cle´ pseudo-ale´atoire utilise´e pour chiffrer le message, il est facile d’extraire le
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message inse´re´ en construisant le chemin hamiltonien et de “lire” les trois bits contenus
dans chaque sommet en utilisant l’e´quation 6.9. Ensuite, l’ensemble du message est
de´chiffre´ en utilisant la cle´ secre`te. Une fois de´chiffre´, il peut eˆtre corrige´ si un CCE a
e´te´ utilise´.
Figure 6.7: Extraction du message cache´.
E´tablir la se´curite´ de la me´thode seulement sur le premier sommet n’est pas suf-
fisant pour assurer un niveau de se´curite´ e´leve´. Mais nous pensons que la complexite´
d’estimation des parame`tres ainsi que le chiffrement du message sont suffisants pour as-
surer un bon niveau de se´curite´. Ne´anmoins, nous pensons qu’il est inte´ressant d’e´valuer
plus pre´cise´ment la se´curite´ de notre me´thode, en se basant sur les travaux de Cayre et
al. [13]. Cet objectif majeur est pre´sente´ dans le cas ge´ne´ralise´ dans la Section 6.4.
6.3.4 Re´sultats expe´rimentaux
Dans cette section, nous pre´sentons les re´sultats de l’insertion d’un logo dans un
maillage graˆce a` la me´thode d’IDC propose´e. Dans un premier temps, nous pre´sentons
le comportement du processus d’IDC sur un exemple complet. Ensuite, nous discutons
des ame´liorations propose´es a` l’aide d’exemples. Enfin, une expe´rimentation comple`te
sur de nombreux objets diffe´rents est propose´e.
6.3.4.1 Exemple d’application
Dans cette section, nous pre´sentons un exemple de´taille´ de la me´thode applique´e a`
la forme de l’inte´rieur d’une chaussure. La Fig. 6.8 pre´sente le maillage qui est utilise´
pour illustrer les re´sultats. Cet objet est une version simplifie´e du maillage original 1 et
1. STRATEGIES S.A. http ://www.cadwin.com
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Figure 6.8: Maillage ShoeS avec 45002 sommets.
posse`de 45002 sommets et 90000 facettes. Le maillage est normalise´ afin de comparer les
re´sultats obtenus sur diffe´rents maillages, avec les meˆmes parame`tres. La normalisation
est donne´e par un facteur d’e´chelle k qui de´pend de la taille du volume englobant :
k = max{xmax − xmin, ymax − ymin, zmax − zmin}, (6.14)
il fixe la taille du plus grand cote´ du volume englobant a` 1. La capacite´ du syste`me
d’IDC de base sans l’ajout de CCE, permet de cacher un logo binaire carre´ de taille :
s = ⌊
√
3(|V | − 1)⌋ × ⌊
√
3(|V | − 1)⌋. (6.15)
La Fig. 6.9 pre´sente le logo a` inse´rer, et sa taille est donne´e par l’e´quation 6.15. Cette
image repre´sente en fait le logo de la socie´te´ STRATEGIES1.
Figure 6.9: Logo redimensionne´ : 367× 367 pixels.
Pour bien comprendre l’aspect majeur de la synchronisation, la Fig. 6.10 pre´sente
les re´sultats du proce´de´ sans l’e´tape de ve´rification. Nous utilisons la me´thode propose´e
avec un pas ∆ = 10−6 pour inse´rer le logo dans le maillage, il est ensuite extrait. Nous
proposons d’illustrer ce re´sultat par quatre exemples du processus d’insertion/extraction
avec quatre sommets de de´part diffe´rents et donc quatre cle´s. Notons l’importance de la
synchronisation et e´galement du choix du premier sommet.
Chapitre 6. Insertion de donne´es cache´es haute capacite´ 81
cle´ : #1 cle´ : #2 cle´ : #3 cle´ : #4
Figure 6.10: Logos extraits pour diffe´rentes cle´s, pas : ∆ = 10−6.
Ces re´sultats nous montre, l’importance de ve´rifier l’ordonnancement avec l’e´tape
autorisant un de´placement. Nous pre´sentons d’autres expe´riences utilisant l’e´tape de
ve´rification pour maintenir la synchronisation. La Fig. 6.11 pre´sente les logos binaires
extraits. Nous analysons leur qualite´ en comparant ceux extraits avec l’original.
pas : ∆ =
10−6
pas : ∆ =
10−5
pas : ∆ =
10−4
pas : ∆ =
10−3
Figure 6.11: Logos extraits avec pre´servation du chemin, en fonction du pas d’insertion
∆.
Le Tableau 6.1 pre´sente les valeurs de CCN [39] (Corre´lation Croise´e Normalise´e)
entre le logo original et ceux extraits. Plus la valeur est proche de 1 plus les images
sont corre´le´es, a` l’inverse plus elle se rapproche de 0 moins elles sont corre´le´es. Dans ce
contexte, nous avons choisi de pre´senter les re´sultats en termes de CCN, car c’est une
me´trique classique de comparaison d’image au contraire du taux d’erreurs BER (Bit
Error Rate) qui est plus inte´ressant en traitement du signal pour comparer les flux de
bits.
Tableau 6.1: CCN entre le logo original est les logos extraits en fonction du pas
d’insertion ∆.
Pas ∆ 10−6 10−5 10−4 10−3
CCN 0.9997 0.9973 0.9755 0.8032
Nous constatons, dans la Fig. 6.11, que le message est bruite´, ce qui est duˆ a` l’e´tape de
ve´rification qui interdit certains de´placements de sommets. Cependant, cette ve´rification
garde la synchronisation inchange´e et le logo reste reconnaissable. De plus, le Tableau 6.1
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pre´sente des bons re´sultats en terme de CCN pour des pas ∆ infe´rieurs a` 10−3. Toutefois,
le logo est encore reconnaissable pour ∆ = 10−3. La limite de la valeur du pas de´pend de
la distance moyenne md, entre deux sommets du chemin hamiltonien. Dans cet exemple
le maillage pre´sente´ dans la Fig. 6.8 a une distance moyenne de md = 4.40368 × 10−3,
calcule´ avec l’e´quation 6.6. En fixant le pas avec un meˆme ordre de grandeur ∆ = 10−3,
les erreurs sont tre`s fre´quentes. La Fig. 6.12 illustre les difficulte´s a` de´placer un sommet
lorsque le pas est trop proche de md.
pas : ∆ = 10−6 pas : ∆ = 10−3
Figure 6.12: De´placement des sommets en fonction du pas ∆, les sommets ne pouvant
pas eˆtre de´place´s en rose.
Nous pouvons voir que de nombreux sommets ne peuvent pas eˆtre de´place´s et qu’ils
ne sont pas distribue´s avec la meˆme probabilite´ sur tout le maillage. Le pourcentage de
sommets non-de´place´s pour diffe´rentes valeurs du pas ∆ est donne´ dans le Tableau 6.2.
Nous notons que le nombre de sommets ne pouvant eˆtre de´place´s est directement in-
fluence´ par la valeur de ∆.
Tableau 6.2: Pourcentage de sommets non-de´place´s en fonction de ∆.
Pas ∆ 10−6 10−5 10−4 10−3
Pourcentage
de sommets
non-de´place´s
0.035 % 0.253 % 1.857 % 16.957 %
6.3.4.2 Me´thode ame´liore´e avec codes correcteurs d’erreurs
Pour ame´liorer ces re´sultats, nous ajoutons au message a` inse´rer le CCE pre´sente´
dans la Section 6.3.2, cela afin de re´duire le bruit. La charge utile change puisqu’une
partie de la capacite´ maximale est utilise´e pour ajouter de l’information redondante. Le
nombre de bits du message est alors donne´ par l’e´quation 6.13. La taille sm du logo carre´
a` inse´rer est de :
sm =
⌊√⌊3(|V | − 1)
23
⌋× 12⌋× ⌊
√⌊3(|V | − 1)
23
⌋× 12⌋. (6.16)
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Figure 6.13: Logo redimensionne´ : 265× 265 pixels.
La Fig. 6.13 pre´sente le logo redimensionne´ avec l’e´quation 6.16, nous l’inse´rons
pour diffe´rentes valeurs du pas dans le maillage de forme de chaussure pre´sente´ dans la
Fig. 6.8. La Fig. 6.14 donne les re´sultats de l’extraction du logo binaire cache´. Pour les
diffe´rentes valeurs du pas ∆, nous extrayons le message et nous corrigeons les erreurs
pour obtenir le logo. Pour une comparaison visuelle, nous pre´sentons les re´sultats de
l’extraction avec ou sans correction pour chaque valeur de ∆. Les logos note´s (a) ne sont
pas corrige´s, tandis que ceux note´s (b) correspondent au message de´code´ avec le CCE.
(a) (b)
pas : ∆ = 10−6
(a) (b)
pas : ∆ = 10−5
(a) (b)
pas : ∆ = 10−4
(a) (b)
pas : ∆ = 10−3
Figure 6.14: Logos extraits en fonction du pas ∆ : a) sans CCE, b) avec CCE.
Pour appuyer ces re´sultats visuels, le Tableau 6.3 pre´sente la CCN entre le logo
original et les logos extraits avec ou sans CCE.
Nous constatons que sans l’ajout du CCE, les re´sultats sont corrects pour ∆ < 10−3
mais ils sont presque parfaits en utilisant le CCE. Pour ∆ = 10−3, la CCN chute a` cause
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Tableau 6.3: CCN entre le logo original et les logos extraits.
Pas ∆ 10−6 10−5 10−4 10−3
sans CEE 0.9998 0.9974 0.9764 0.8051
avec CEE 1 1 0.9999 0.8796
du nombre de sommets non-de´place´s puisque la valeur du pas atteint l’ordre de grandeur
de la moyenne du poids des areˆtes du chemin hamiltonien. La Fig. 6.15 illustre le ratio
entre la CCN et le pourcentage de sommets non-de´place´s. E´videmment, le pourcentage
de sommets non-de´place´s est corre´le´ avec la valeur du pas ∆. Nous pouvons e´galement
noter que l’ajout de CCE tend a` stabiliser la courbe et elle de´croit moins vite que sans
l’utilisation du CCE.
Figure 6.15: CCN en fonction du nombre de sommets non-de´place´s.
Nous nous sommes e´galement inte´resse´s aux distorsions qui sont produites sur le
maillage par l’IDC. Le Tableau 6.4 pre´sente la diffe´rence entre le maillage initial et
ceux marque´s. Les re´sultats sont pre´sente´s a` l’aide de trois me´triques pre´sente´es dans
le Chapitre 3, a` savoir la distance de Hausdorff, l’erreur quadratique moyenne RMSE
(Root Mean Square Error) en utilisant Metro [19] et le MSDM2 de Lavoue´ [71] qui est
mieux corre´le´ avec la vision humaine.
Tableau 6.4: Diffe´rences entre le maillage initial et les maillages marque´s.
Step ∆
distance de
Hausdorff
RMSE MSDM2
10−6 1.10−6 0 0.00259
10−5 10.10−6 0 0.00310
10−4 82.10−6 2.10−6 0.03556
10−3 724.10−6 16.10−6 0.16246
Ces re´sultats montrent que le sche´ma d’insertion propose´ produit des distorsions
presque imperceptibles. En effet, les distances obtenues par les me´thodes classiques sont
tre`s faibles et les distances donne´es par la me´trique MSDM2 sont proches de ze´ro, ce qui
Chapitre 6. Insertion de donne´es cache´es haute capacite´ 85
correspond a` une distorsion presque invisible pour le Syste`me Visuel Humain (SVH).
L’invisibilite´ du proce´de´ est illustre´e sur un exemple dans la Fig. 6.16.
(a) (b)
Figure 6.16: a) Maillage original de l’objet 3D “Rabbit”, b) maillage marque´ avec les
sommets non-de´place´s en rose.
De plus, dans la Fig. 6.17, nous analysons la distribution des de´placements des som-
mets pour chaque valeur du pas ∆.
Figure 6.17: Distribution des de´placements en fonction de la valeur du pas ∆.
La distance de de´placement est de´finie comme ne´gative si sa direction est oriente´e vers
le centre du maillage, elle est positive sinon. Notons que les de´placements des sommets
sont distribue´s e´galement autour de l’axe y. En outre, une valeur importante du pas ∆
produit une variance plus large, mais plus de de´placements ont une valeur nulle puisque
plus de sommets ne sont pas de´place´s.
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6.3.4.3 Expe´rimentation sur une base he´te´roge`ne
Dans cette partie, nous pre´sentons une expe´rimentation comple`te sur diffe´rents
maillages provenant de diffe´rentes sources, Horse2, Bunny3, Hand 2, ShoeS1, Dragon3,
Rabbit2, Armadillo 3, et Shoe1. Le maillage “ShoeS” est la version simplifie´e, pre´sente´e
dans Section 6.3.4.1 et obtenue a` partir du maillage “Shoe”. Les maillages utilise´s
pour analyser le comportement ge´ne´ral de la me´thode ont des formes et des densite´s
diffe´rentes. Ils sont pre´sente´s dans le Tableau 6.5, la premie`re colonne donne le nombre
de sommets, la seconde, la distance moyenne entre deux sommets dans le chemin hamil-
tonien, et la troisie`me le temps de l’ensemble du processus. Comme nous pouvons voir
la distance moyenne est proportionnelle au nombre de sommets. Cela est duˆ a` la nor-
malisation des maillages calcule´s par l’e´quation 6.14. Cependant, notre imple´mentation
a une complexite´ cubique en temps, notamment a` cause de l’e´tape de ve´rification.
Tableau 6.5: Pre´sentation des maillages.
Maillage Horse Bunny Hand ShoeS Dragon Rabbit Armadillo Shoe
# sommets 5002 34834 36616 45002 50000 70658 172974 188609
md×10−3 14.4384 6.2245 11.3314 4.4227 8.9123 6.0781 3.4081 2.2879
Tempsd’exe´cution 4.5s 8′34s 9′58s 14′53s 24′25s 36′57s 3h52′ 4h42′
Les re´sultats en terme de CCN sont pre´sente´s dans la Fig. 6.18 qui permet de com-
parer les valeurs de CCN entre les logos inse´re´s et les logos extraits pour diffe´rentes
valeurs du pas. Pour chaque maillage, nous trac¸ons deux courbes, une en pointille´ qui
correspond au logo extrait sans l’utilisation du CCE, l’autre en trait continu de la meˆme
couleur correspond au logo extrait apre`s l’application du CCE.
Figure 6.18: CCN entre le logo initial et les logos extraits en fonction du pas ∆.
Nous constatons que l’utilisation du CCE est presque toujours pre´fe´rable. Par
ailleurs, la CCN est supe´rieure a` 0.97 pour ∆ < 10−3. Pour les petits maillages, les
2. http ://www-rech.telecom-lille1.eu/madras
3. http ://www-graphics.stanford.edu
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re´sultats restent bons avec ∆ = 10−3 en raison de leur densite´. En effet, leur valeur md
est plus e´leve´e que la valeur du pas, de sorte que leurs sommets peuvent eˆtre de´place´s
facilement. Au contraire, les maillages comportant plus de sommets, pour lesquels l’algo-
rithme interdit plus de de´placements, ont une faible CCN. Cependant, comme la capacite´
est plus importante, la taille du logo cache´ est importante, le logo extrait est encore re-
connaissable mais il est tre`s bruite´. Comme nous le montrons dans la Section 6.3.4.2, la
valeur de la CCN est en corre´lation avec le nombre de sommets non-de´place´s. Le pour-
centage de sommets non-de´place´s de´pend de la valeur du pas ∆ et la Fig. 6.19 pre´sente
ces pourcentages pour les maillages e´tudie´s.
Figure 6.19: Pourcentage de sommets non-de´place´s en fonction du pas ∆.
Lorsque nous e´tudions les re´sultats pre´sente´s Fig. 6.18 et Fig. 6.19, nous constatons
que la CCN est inversement proportionnelle au pourcentage de sommets non-de´place´s,
ce qui confirme les hypothe`ses de corre´lation. Afin de montrer comment la me´thode
d’insertion modifie le maillage, la Fig. 6.20 pre´sente les distorsions mesure´es par la
distance de Hausdorff entre le maillage d’origine et celui marque´.
Figure 6.20: Distorsions mesure´es en distance de Hausdorff en fonction du pas ∆.
En utilisant cette me´trique ge´ome´trique, nous pouvons voir que les distorsions sont
de l’ordre de grandeur de la valeur du pas. Ce re´sultat est tre`s inte´ressant car il permet
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de choisir la distorsion d’un maillage en fonction du pas choisi. Ici, la surface de l’objet
n’est pas visiblement de´forme´e. Afin de comparer notre me´thode avec l’e´tat de l’art, le
Tableau 6.6 compare les re´sultats de la me´thode en terme de capacite´, de distance de
Hausdorff et de PSNR1 [15], pour le maillage de l’objet “Bunny” qui comporte 34834
sommets.
Tableau 6.6: Comparaison avec l’e´tat de l’art sur le mode`le “Bunny”.
Capacite´
Distance de
Hausdorff
PSNR1
Chao et al. [15] 940464 × 100.57
Gao et al. [36] 51408 548.10−6 ×
Me´thode propose´e
avec ∆ = 1.10−6
54289 1.10−6 127.3
Nous notons que pour une capacite´ e´quivalente, notre me´thode de´forme moins le
mode`le que la me´thode de Gao et al.. Nous pouvons voir que notre capacite´ est infe´rieure
a` celle de Chao et al. mais pour un PSNR supe´rieur. Nous avons produit des re´sultats
pour d’autres mode`les avec ∆ = 1.10−6, ces re´sultats sont pre´sente´s dans le Tableau 6.7.
Tableau 6.7: Capacite´, distance de Hausdorff et PSNR1 pour des maillages avec
∆ = 1.10−6.
Mode`le # de sommets Capacite´
Distance de
Hausdorff
PSNR1
Horse 5002 7744 1.10−6 127.635
Dragon 50000 77841 2.10−6 132.247
Rabbit 70658 110224 1.10−6 130.002
Venus 100759 157609 1.10−6 133.582
Buddha 144628 225625 1.10−6 111.985
Shoe 188209 294849 1.10−6 126.087
Ces re´sultats montrent que notre me´thode d’IDC produit de faibles distorsions tout
en conservant une capacite´ inte´ressante, et que la distance de Hausdorff correspond bien
au pas d’insertion.
6.4 Insertion de donne´es cache´es a` tre`s haute capacite´
Dans cette section, nous pre´sentons une me´thode a` tre`s haute capacite´ base´e sur la
ge´ne´ralisation de la me´thode pre´sente´ dans la Section 6.3. Nous fixons les bornes de la
capacite´ de la me´thode. Puis nous pre´sentons deux fac¸ons de coder l’information dans un
intervalle. Notre e´tude expe´rimentale montre les performances de la me´thode en terme
de capacite´ et d’imperceptibilite´. Finalement nous analysons la se´curite´ de la me´thode
contre un potentiel attaquant.
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6.4.1 Ge´ne´ralisation de la me´thode d’insertion
Dans cette partie, nous pre´sentons comment inse´rer un message M de taille |M| <
n − 1 sur un alphabet S = {s0, ..., sq}, dans un maillage de |V | sommets. En utilisant
la synchronisation de´finie dans la Section 6.2, le message M est inse´re´ en de´plac¸ant
un sommet v ∈ V a` une nouvelle position note´e v′. Notre synchronisation fournit un
chemin P|V| sur le graphe G|V |. Nous avons vu dans la Section 6.3 que la relation entre
deux sommets du chemin u, v est donne´e par l’areˆte e{u, v} et son poids ω(e) ∈ R+
est donne´ par la distance euclidienne ‖u, v‖2. A partir d’un sommet de de´part v0, le
chemin est construit conjointement avec l’insertion. Pour chaque ite´ration i, 0 ≤ i < n
de la construction du chemin, le sommet vi+1 est de´place´ par rapport a` son pre´de´cesseur
vi. Cette me´thode nous permet d’inse´rer des donne´es sur les n − 1 areˆtes du chemin
Pn. Par ailleurs, nous avons propose´ dans la Section 6.3 de de´placer le sommet sur
les trois composantes ρ, θ et φ apre`s avoir converti les coordonne´es carte´siennes en
coordonne´es sphe´riques. Cette nouvelle me´thode de´finit un intervalle de valeur dans
lequel les coordonne´es du sommet peuvent eˆtre change´es. Ces intervalles sont partitionne´s
en sous-intervalles et chaque sous-intervalle correspond a` un mot sj. Ensuite, pour inse´rer
une partie du message, nous devons assigner la valeur de la coordonne´e a` une valeur
appartenant au sous-intervalle correspondant. Cette me´thode a une capacite´ the´orique
inte´ressante, et nous montrons la limite et les valeurs inte´ressantes du nombre de sous-
intervalles.
Figure 6.21: De´placement de ρi+1, projete´ sur un plan.
La Fig. 6.21 pre´sente une projection dans un plan de R2, dans laquelle nous
pre´sentons notre me´thode d’insertion sur la composante ρ. L’ide´e principale est de de´finir
un intervalle de mobilite´ note´ ∆ dans lequel un composant ρi+1 est de´place´ a` sa nou-
velle valeur ρ′i+1. L’intervalle est divise´ en un nombre donne´ de sous-intervalles note´s
δx, x ∈ R+, pour inse´rer une valeur sj du message M. De plus, en supposant que x = q,
la me´thode nous permet d’inse´rer une valeur sj, 0 ≤ j < q en assignant la valeur ρi+1 au
sous-intervalle correspondant δj . La Fig. 6.22 illustre un exemple pour 8 sous-intervalles,
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ou` le sommet vi+1 est de´place´ a` sa nouvelle position v
′
i+1 pour coder la valeur du mot
s6.
Figure 6.22: De´placement de vi+1 a` sa nouvelle position, dans le sous-intervalle cor-
respondant a` valeur du mot s6.
Afin de trouver la borne infe´rieure bl d’un intervalle, nous calculons :
bl = ⌊ρi+1
∆
⌋ ×∆. (6.17)
La limite supe´rieure est simplement donne´e par bu = bl +∆. Puis, comme nous sou-
haitons fixer une capacite´ par coordonne´e a` l’initialisation de la me´thode, nous savons
exactement les tailles de chaque sous-intervalle, qui sont donne´es par une me´thode uni-
forme ou une me´thode de codage arithme´tique statique, pre´sente´es respectivement dans
les Section 6.4.3 et Section 6.4.4. Ainsi, les limites infe´rieures de chaque sous-intervalle
correspondent a` une valeur a` coder sw, ou` w ∈ [0, x − 1] est choisi en fonction de la
capacite´ souhaite´e. La nouvelle valeur c′i+1, d’une coordonne´e ci+1 d’un sommet vi+1
est :
c′i+1 =

bl + wb si ci+1 < bl + wbbl + wb+1 − γ sinon, (6.18)
ou` γ est e´gal a` 1k de la taille du sous-intervalle k ∈ N , k > 1.
Pour distribuer les valeurs dans les intervalles, nous pouvons aussi calculer :
c′i+1 = bl + wb +A, (6.19)
ou` A est une variable ale´atoire re´elle suivant une distribution uniforme sur l’ensemble
[0, wb+1 −wb[. Cette me´thode produit plus de distorsions puisque, nous n’essayons plus
de rapprocher la nouvelle valeur de l’ancienne.
Comme mentionne´ pre´ce´demment, les e´quations 6.18 et 6.19 sont valables pour
chaque coordonne´e sphe´rique du sommet, en fonction des coordonne´es du pe`re du som-
met dans le chemin.
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6.4.2 Analyse de la capacite´
Dans la suite de cette section, nous expliquons comment x, le nombre de sous-
intervalles, est de´fini et comment choisir la capacite´ de la me´thode.
La capacite´ de la me´thode de´pend du nombre de divisions x de l’intervalle de
de´placement. Pour e´valuer x, nous distinguons deux parame`tres importants, la taille
de l’intervalle ∆ et l’erreur nume´rique. En effet, ils sont lie´s en raison de la pre´cision que
nous pouvons atteindre avec la norme IEEE-754 qui standardise le codage des flottants.
Le proble`me est de savoir comment de´finir ∆ pour produire le moins de de´formations
sur le maillage, et la fac¸on de choisir x en fonction de la limite de pre´cision. La valeur
de ∆ de´pend fortement du maillage (forme et densite´), du chemin hamiltonien (voir la
distance moyenne d’une areˆte Section 6.2) et la fac¸on dont il est normalise´. Nous choisis-
sons de laisser ce parame`tre a` l’appre´ciation des utilisateurs pour les re´sultats pre´sente´s
dans la Section 6.4.5. Nous posons x, comme la valeur maximale qui peut eˆtre code´e sur
un nombre donne´ de bits c, alors c = log2(x). Dans le cas applicatif il est inte´ressant de
pouvoir fixer une capacite´ et donc a` partir d’une capacite´ souhaiter trouver le nombre
de sous-intervalles. La capacite´ the´orique totale de notre approche pour un maillage de
|V | sommets est donc la suivante :
cp = 3× log2(x)× (|V | − 1). (6.20)
Si nous choisissons c = 1, nous avons un syste`me binaire comparable a` la me´thode
pre´sente´e dans la Section 6.3. C’est-a`-dire que pour un message sur un alphabet binaire
S = {0, 1}, les sous-intervalles δ0 ou δ1 correspondent a` un bit du message M. D’un
point de vue pratique, il semble qu’une valeur de c = 8, est inte´ressante car l’alphabet
S peut eˆtre de´fini comme l’ensemble des mots code´s sur un octet. En outre, cette valeur
permet d’inse´rer un octet du messageM, sur chaque composante de chaque sommet. La
capacite´ est alors de 24 bits par areˆte du chemin et notre ide´e est d’utiliser cette grande
capacite´ pour inse´rer des objets complexes comme des images en couleur par exemple.
Par ailleurs, pour avoir un ordre de grandeur de ∆, e´tant donne´ c = 8, si nous choisissons
∆ = 10n, nous avons besoin d’une pre´cision de mesure de 10n−3. Cette valeur est re´aliste
pour la pre´cision des nombres flottants qui sont utilise´s par les formats de fichier binaire
comme le STL 4 ou le PLY 5 par exemple, qui sont utilise´s quotidiennement dans le
domaine du traitement des maillages 3D dans le milieu industriel.
Dans les sections suivantes, nous pre´sentons comment diviser l’intervalle ∆ en x
sous-intervalles. Dans la Section 6.4.3, nous expliquons le cas ge´ne´rique dans lequel nous
4. de´veloppe´ par 3D Systems
5. de´veloppe´ par l’universite´ de Stanford
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n’avons pas de connaissance a priori sur la distribution de messages et nous supposons
qu’elle est uniforme. Puis, dans la Section 6.4.4, nous sommes en mesure d’utiliser la
distribution de probabilite´ du message afin de subdiviser l’intervalle a` l’aide du codage
arithme´tique statique.
6.4.3 Codage uniforme
Nous supposons que nous n’utilisons pas l’information du message, cela signifie que
nous savons seulement que le message appartient a` l’ensemble des mots sur un alphabet
M ∈ S∗ et que sa taille est |M|. Nous devons simplement supposer que chaque valeur
sj, a la meˆme probabilite´ d’apparaˆıtre dans M, alors : p(sj) =
|M|sj
|M| =
1
|S| . Ainsi, la
probabilite´ de chaque valeur possible est p(sj) =
1
x , nous pouvons donc en de´duire la
taille d’un sous-intervalle δsj , |δsj | = ∆x . Par exemple, la Fig. 6.23 pre´sente comment ∆
est divise´ avec c = 2. Cette me´thode est simple, mais elle posse`de quelques inconve´nients
comme le fait que certaines valeurs possibles sj peuvent ne pas appartenir au messageM,
|M|sj = 0. Un autre proble`me concerne la se´curite´, en effet la re´partition uniforme des
sommets dans l’intervalle peu eˆtre estime´ et est pre´sente´ en de´tail dans la Section 6.4.6.
Figure 6.23: Exemple de division de ∆ avec c = 2 en utilisant un codage uniforme,
avec p(si) =
1
4
.
6.4.4 Codage adaptatif statique
Dans cette section, nous proposons de transformer la me´thode uniforme en l’adap-
tant, en fonction des probabilite´s d’apparitions dans M. La me´thode est base´e sur le
Codage Arithme´tique Statique (CAS), introduit par Langdon [69]. Le principe du CAS
est de repre´senter une se´quence de symboles par un intervalle d’un nombre re´el entre 0
et 1. Chaque valeur dans cet intervalle correspond a` un mot unique a` coder. Le CAS
commence a` calculer les probabilite´s, il associe chaque symbole au sous-intervalle cor-
respondant. La me´thode propose´e tient compte de la distribution du message d’origine
pour adapter la valeur de l’intervalle de division ∆ en q sous-intervalles, ou` q ≤ x. En
effet, nous savons exactement quelles lettres sk ∈ S sont utilise´es, et dans quelle pro-
portion. Par conse´quent, la probabilite´ de chaque valeur sj ∈ [0, q − 1] est donne´e par
sa probabilite´ d’appartenance au message M donne´e par p(sj) =
|M|sj
|M| . Chaque sous-
intervalle δsj , est d’une longueur qui de´pend de la probabilite´ p(sj), |δsj | = p(sj)∆ . Par
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exemple, la Fig. 6.24 pre´sente comment ∆ est divise´ avec c = 2, p(s0) = 0.15, p(s1) = 0.4,
p(s2) = 0.2, p(s3) = 0.25.
Figure 6.24: Exemple de division de ∆ avec c = 2 en utilisant un CAS,
avec p(s0) = 0.15, p(s1) = 0.4, p(s2) = 0.2, p(s3) = 0.25.
Notons que, comme nous voulons garder notre me´thode aveugle c’est-a`-dire sans a
priori sur le maillage ou le message, nous devons inse´rer la distribution de probabilite´
dans le de´but du message. Ce qui affecte la capacite´ parce que cette insertion ne´cessite
le meˆme nombre de sommets que la taille de S. Par rapport a` la capacite´ de la me´thode,
cette perte est ne´gligeable. Nous pouvons e´galement conside´rer que la cle´ donne cette
distribution de probabilite´ pour plus de se´curite´.
6.4.5 Re´sultats expe´rimentaux
Dans cette section, nous pre´sentons des re´sultats expe´rimentaux. Dans un pre-
mier temps, nous introduisons les donne´es conside´re´es et le protocole. Ensuite, nous
pre´sentons l’ensemble des re´sultats. Dans nos expe´riences, nous conside´rons une base
de donne´es 31 maillages d’objets 3D 6, ceux-ci fournissent une diversite´ repre´sentative
de formes et tailles. Le nombre de sommets des maillages 3D est compris entre 1000
et 200000. Dans le but d’utiliser ∆ comme un parame`tre commun, nous normalisons la
base en fixant la distance moyenne des areˆtes a` la valeur 1. Pour illustrer la diversite´
des formes et des maillages nous pre´sentons quatre maillages repre´sentatifs de la base
de donne´es dans la Fig. 5.9 et la Fig. 6.25.
Cependant, l’e´cart-type peut varier fortement entre deux maillages, comme illustre´
dans la Fig. 6.26. En moyenne le poids d’une areˆte est de 1 a` cause de la normalisation,
l’e´cart-type moyen est de 0.47, les valeurs minimales de l’e´cart-type sont autours de 0.15
et les valeurs maximales supe´rieures a` 1 pour les maillages de CAD (Crank et Cad).
Dans la Fig. 6.27 nous pre´sentons un exemple complet de la me´thode propose´e.
Nous utilisons un objet 3D de forme de chaussure qui est de´cime´ afin d’avoir environ
1000 sommets (dans le but de pre´senter des chiffres lisibles et de voir a` quoi le chemin
hamiltonien ressemble). Cet objet nous permet d’inse´rer 1001× 24 = 24024 bits. Ce qui
e´quivaux a` environ une image RVB de 31× 31 pixels (312 × 3× 8 = 23064 bits).
6. Donne´es fournies par Strategies S.A, le projet MADRAS, l’universite´ de Stanford, et LGMA
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(a) (b) (c) (d)
Figure 6.25: E´chantillons utilise´s : a) Baby 5075 sommets, b) CAD 1426 sommets, c)
Chair1 12326 sommets, d) Dragon 50000 sommets.
−0.5
0
0.5
1
1.5
2
2.5
3D meshes
M
ea
n
 e
d
g
e 
w
ei
g
h
t
al
ie
n
A
rm
ad
il
lo
b
ab
y
b
it
o
ru
s
b
la
d
e2
b
o
y
b
u
n
n
y
ca
d
ca
st
in
g
ch
ai
r1
ch
ai
r2
co
w
cr
an
k
d
in
o
p
et
d
ra
g
o
n
ea
g
le
h
an
d
h
an
d
1
h
o
rs
e
h
o
rs
e1
h
o
rs
e2
L
9
3
0
5
ra
b
b
it
S
h
o
eS
S
h
o
eS
2
ta
b
le
1
ta
b
le
2
U
S
3
2
6
6
U
S
3
2
6
6
2
u
s5
1
0
5
c−
r
v
en
u
s
Figure 6.26: L’e´cart-type du poids des areˆtes de notre base de maillages 3D.
A` partir d’un maillage original pre´sente´ dans la Fig. 6.27.a, nous conside´rons seule-
ment sa ge´ome´trie i.e. les positions des sommets qui correspondent au nuage de som-
mets illustre´ dans la Fig. 6.27.b. Ensuite, dans la Fig. 6.27.c nous pre´sentons le chemin
construit pendant l’e´tape d’IDC. Le chemin dans la Fig. 6.27.d, est le parcours effectue´ a`
l’aide la cle´ secre`te pour extraire les donne´es cache´es du maillage marque´. Nous consta-
tons que le meˆme ordre de parcours des sommets est effectue´, ce qui est essentiel pour
extraire tout le message inse´re´. Apre`s, l’IDC dans le chemin hamiltonien, le maillage
3D est reconstruit graˆce a` l’information de connectivite´, le maillage est pre´sente´ dans la
Fig. 6.27.e. Le maillage initial et le maillage marque´ sont compare´s dans la Fig. 6.27.f.
Pour l’ensemble de sommets une distance signe´e est calcule´e entre la position de deux
sommets associe´s des deux maillages. Les distances faibles tendent vers le vert, les dis-
tances ne´gatives plus importantes tendent vers le bleu, et les distances importantes
positives tendent vers le rouge.
Nous constatons que les distorsions ne sont pas visibles, et qu’elles sont assez faibles
et uniformes sur la surface, a` l’exception de sommets particuliers. Les distorsions entre
les deux maillages sont autour de 6.4 × 10−5 en terme de distance de Hausdorff. Sur
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Figure 6.27: Exemple complet, a) Maillage initial avec 1002 sommets, b) nuage de
points, c) chemin hamiltonien sans insertion, d) chemin hamiltonien marque´, e) maillage
marque´ avec la me´thode CAS, f) comparaison entre le maillage initial et celui marque´.
cet exemple, tous les sommets sont de´place´s ce qui conserve la synchronisation. Ainsi
le message extrait ne comporte pas d’erreur et l’image extraite est exactement la meˆme
que celle inse´re´e.
Dans le but de pre´senter des re´sultats plus repre´sentatifs nous donnons un exemple de
la me´thode propose´e pour le mode`le “Bunny” qui comporte 34834 sommets. L’exemple
complet est de´veloppe´ dans la Fig. 6.28. Nous utilisons un intervalle de de´placement
fixe´ a` ∆ = 10−4 qui produit de faibles distorsions et des re´sultats comparables avec
d’autres techniques de l’e´tat de l’art. Nous fixons e´galement la valeur γ = 110 dans
l’e´quation 6.18, lorsque la valeur d’une coordonne´e est tire´e jusqu’a` la limite supe´rieure
de son sous-intervalle. Le Tableau 6.8 pre´sente les diffe´rences entre le message extrait
pour chaque me´thode en termes de PSNR et de BER (bit error rate).
Tableau 6.8: Qualite´ du message extrait, pour le maillage “Bunny”.
Me´thode uniforme Me´thode CAS
# de sommets
non-de´place´s
1 (0.003%) 2 (0.006%)
PSNR (dB) 58.50 52.61
BER (×10−3) 0.017 0.042
Nous constatons que, pour e´viter les effets de de´synchronisation, la me´thode perd un
faible pourcentage de l’information. Ne´anmoins, l’image extraite est de bonne qualite´
avec une valeur de PSNR d’environ 50 dB. Nous tenons a` souligner qu’il est possible de
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Figure 6.28: a) Maillage original de 34834 sommets, b) nuage de sommets, c) chemin
hamiltonien construit sur le nuage de sommets, d) maillage marque´ avec la me´thode de
CAS, e) comparaison des distorsions.
re´parer les pixels faux par insertion d’un code correcteur d’erreurs ou d’utiliser des outils
de traitement d’image a posteriori. La Fig. 6.29 pre´sente les images extraites, l’image
originale qui est inse´re´e dans le maillage est pre´sente´e dans la Fig. 6.29.a. Ici, nous
utilisons une image classique du traitement d’images, l’image “mandrill”. La Fig. 6.29.b
est l’image extraite avec la me´thode uniforme, et la Fig. 6.29.c est l’image extraite avec
la me´thode CAS. La capacite´ maximale du maillage est de |V |×24 = 836016 bits et nous
voulons inse´rer une image carre´e. L’image RGB est donc redimensionne´e a` une taille de
186 × 186 pixels, ce qui correspond a` une charge utile de 186 × 186 × 3 × 8 = 830304
bits. De plus, nous choisissons d’utiliser la distribution CAS comme la cle´, afin d’avoir
une comparaison e´quitable en terme de charge utile. Nous pouvons e´galement inte´grer
la distribution dans des sommets identifie´s dans le chemin pour la transmettre de fac¸on
cache´e, il faut alors compter 256× 3 = 768 sommets pour contenir cette distribution.
Nous pouvons voir dans la Fig. 6.29, que les images sont tre`s similaires visuellement,
mais certains pixels sont faux. Dans le but de comparer notre me´thode avec celles de
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Figure 6.29: a) Image inse´re´e, b) Image extraite avec la me´thode uniforme, c) Image
extraite avec la me´thode CAS.
l’e´tat de l’art, le Tableau 6.9 pre´sente les re´sultats de la me´thode en terme de capacite´
de distance de Hausdorff [19] et de PSNR1 [15].
Tableau 6.9: Comparaison avec l’e´tat de l’art sur le maillage Bunny.
Capacite´ (bits)
Distance de
Hausdorff ×10−3
PSNR1 (dB)
Chao et al. [15] 940464 × 100.57
Gao et al. [36] 51408 0.55 70.02
Itier et al. [52] 54289 1.00 127.30
Me´thode propose´e
avec ∆ = 1.10−4
830304 0.27 127.24
Nous proposons d’e´valuer les re´sultats sur toute la base de maillages, afin d’ana-
lyser les de´formations et la qualite´ du message extrait. Nous fixons les parame`tres de
l’algorithme a` ∆ = 10−4 et γ = 110 , ces parame`tres sont expe´rimentalement choisis
pour eˆtre le meilleur compromis entre la distorsion et le nombre d’erreurs. Le Ta-
bleau 6.10 pre´sente les re´sultats pour la me´thode CAS, la me´thode uniforme produit
des re´sultats comparables les variations de´pendant de la forme des maillages. Nous utili-
sons deux me´triques pour mesurer les distorsions du maillage la me´trique PSNR1 [15] et
la me´trique MSDM2 [71]. Afin d’e´valuer la qualite´ du message extrait, nous proposons
d’utiliser le BER pour comparer le flux de bits. Comme nous avons choisi d’inse´rer une
image dans chaque maillage, nous e´valuons e´galement la qualite´ des images extraites avec
le PSNR. E´videmment, la taille de l’image i.e. la taille du maillage, influence les re´sultats,
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Tableau 6.10: Re´sultats de la me´thode SAC.
Maillage # de Charge
Distorsion du maillage Qualite´ du message
sommets utile (en
pixels)
PSNR1
(dB)
MSDM2
(×10−3)
PSNR
(dB)
BER
(×10−3)
alien 7401 7056 123.219 3.75 48.03 0.164
Armadillo 172974 172225 134.44 1.27 23.49 2.632
baby 5075 4761 123.375 0.95 +∞ 0
bitorus 3000 2704 116.862 0.55 31.34 4.024
blade2 24738 24336 123.375 3.52 48.6 0.067
boy 8441 8100 123.232 0.30 39.07 0.489
bunny 34834 34225 127.236 0.41 52.61 0.042
cad 1426 1156 117.206 1.33 28.38 5.121
casting 5096 4761 118.308 3.48 32.77 2.411
chair1 12326 11881 125.168 4.54 5.49 457.288
chair2 13463 12996 124.716 4.35 2.39 466.227
cow 2904 2601 118.587 25.80 41.65 0.461
crank 50004 49729 127.694 2.14 39.29 0.147
dinopet 4500 4225 118.968 1.88 35.6 1.486
dragon 50000 49729 128.618 1.84 55.07 0.031
eagle 1000 729 112.824 1.32 +∞ 0
hand 36619 36100 125.463 1.72 36.11 0.807
hand1 26000 25600 126.428 2.52 30.02 2.913
horse 112642 112225 134.965 2.09 48.68 0.047
horse1 20000 19600 126.58 0.69 45.37 0.149
horse2 2450 2116 117.893 0.53 33.10 2.098
L9305 31088 30625 127.679 2.71 40.44 0.438
rabbit 70658 70225 131.27 0.41 46.34 0.103
ShoeS 45002 44521 128.954 1.80 47.12 0.062
ShoeS2 5002 4624 120.147 2.20 +∞ 0
table1 10082 9801 123.722 6.70 8.67 417.223
table2 13579 13225 123.594 7.72 28.45 3.515
US3266 199093 198025 136.006 2.15 42.42 0.334
US3266-2 50002 49729 128.927 2.89 45.81 0.134
us5105c-r 83698 82944 132.52 5.95 38.43 0.705
venus 100759 100489 130.454 1.56 44.02 0.189
mais cette me´trique permet de valider la qualite´ de l’image. Dans ces expe´riences, nous
proposons d’inse´rer les distributions du message dans les 256 premiers sommets, dans le
but de disposer d’une me´thode d’IDC totalement aveugle.
Dans le Tableau 6.10, qui pre´sente les re´sultats avec la me´thode CAS, les distorsions
du maillages sont tre`s faibles comme constate´ sur les premiers exemples Fig. 6.27 et
Fig. 6.28. Les distorsions en terme de MSDM2, correspondent a` des distorsions imper-
ceptibles pour le syste`me visuel humain. Nous notons que trois maillages (chair1, chair2,
table1 ), ne permettent pas une bonne extraction du message. Ces maillages sont ceux
qui posse`dent la plus petite variance du poids de leurs areˆtes, c’est-a`-dire qu’elles ont
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une longueur re´gulie`re. La majorite´ de leurs sommets se trouve a` des distances simi-
laires et par conse´quent l’e´tape de controˆle pre´sente´e dans la Section 6.2, interdit les
de´placements. En revanche, nous soulignons que chaque sommet qui n’est pas de´place´,
augmente la qualite´ du maillage. Cependant, en ge´ne´ral, la me´thode propose´e a un bon
compromis entre la fide´lite´, la capacite´ et la qualite´ du message extrait.
Tableau 6.11: Moyenne des re´sultats sur la me´thode CAS et la me´thode uniforme.
Me´thode Capacite´
Distorsion du maillage Qualite´ du message extrait
(bps)
PSNR1
(dB)
MSDM2
(×10−3)
PSNR
(dB)
BER
(×10−3)
CAS 22.89 125.46 0.00320 36.15 44.17
Uniforme 22.89 126.52 0.00301 38.39 40.38
Le Tableau 6.11, pre´sente les re´sultats moyens pour la me´thode CAS et la me´thode
uniforme. Les re´sultats obtenus avec la me´thode uniforme sont tre`s proches des re´sultats
obtenus la me´thode CAS. Pour la me´thode uniforme, nous n’avons pas besoin d’inse´rer
la distribution. Cependant pour une comparaison entre les deux me´thodes nous choisis-
sons d’inse´rer la meˆme charge utile, c’est-a`-dire des images de meˆme taille. Comme la
distribution des sommets n’est pas inse´re´e dans la me´thode uniforme, il y a donc moins
de sommets de´place´s, et le maillage est ge´ne´ralement moins de´forme´ par cette me´thode.
Les diffe´rences de´pendent e´galement de la forme et de la variance des poids des areˆtes
de chaque maillage. En outre, nous pouvons voir que la charge utile moyenne obtenue
sur les re´sultats expe´rimentaux est de 22.89 bits par sommet, ces re´sultats sont proches
de la capacite´ optimale the´orique de 24 bits par sommet. De plus, le nombre de bits
de l’image ne correspond pas exactement a` la capacite´ exacte disponible puisque nous
souhaitons inse´rer une image. Pour les autres applications, telles que l’inte´gration d’un
message binaire, la charge utile est plus proche de la capacite´ the´orique, a` l’exception
des pertes du message en raison de sommets non-de´place´s.
6.4.6 Analyse de la se´curite´
Dans cette partie, nous sommes inte´resse´s par les aspects se´curite´ de la me´thode.
En effet, le message inse´re´ doit eˆtre accessible aux seuls utilisateurs autorise´s. Nous
conside´rons trois cas e´nume´re´s par par Perez-Freire et Perez-Gonzalez [94] : les attaques
de messages connus KMA (Known Message Attack), les attaques a` message constant
CMA (Constant Message Attack) et les attaques seulement sur le support marque´ WOA
(Watermarked Only Attack). Le cas le plus e´tudie´ est le WOA, en effet il est le plus
fre´quent.
Pour le cas WOA, le plus simple est de faire une attaque par force brute en testant
tous les sommets du maillage comme sommet de de´part v0 du chemin. En supposant
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que tous les autres parame`tres sont connus, l’attaque re´ussirait, pour un couˆt en temps
en fonction du nombre de sommets. Le cas KMA a plus de chance de re´ussir parce que
nous ne pouvons pre´dire la position d’un sommet qu’en connaissant le message. Cela
signifie que pour chaque partie du message nous pouvons pre´dire ou` les coordonne´es
du sommet ont e´te´ de´place´s dans leurs intervalles ∆. Le cas CMA est plus difficile.
Cette attaque est inutile si nous supposons que seulement le premier sommet est secret,
puisque pour extraire le message, un adversaire peut utiliser une attaque de type WOA.
Dans l’autre cas, si ∆ est secret, un adversaire peut l’estimer si il connait le nombre
de sous-intervalles, en trouvant la valeur qui conduit a` la proprie´te´ suivante : chaque
coordonne´e de chaque sommet du maillage, correspondant au meˆme message, aura la
meˆme position dans son intervalle.
En conside´rant que le cas WOA est le plus fre´quent, et que la me´thode respecte
le principe de Kerckhoffs, le but de l’attaquant est d’estimer la position du sommet
initial, ainsi que la valeur du pas de quantification ∆. Nous supposons que la capacite´
est connue, c’est a` dire le nombre de subdivisions. En utilisant une recherche exhaustive,
un attaquant peut trouver tous les chemins hamiltoniens possibles sur le graphe des
sommets. Ensuite, pour chaque chemin, il peut estimer ∆. Bien que nous pensons que le
syste`me est suˆr dans un sens cryptographique, en raison de la complexite´, nous proposons
d’analyser les attaques d’estimation de ∆. En supposant que le chemin est connu, nous
essayons d’estimer la valeur de ∆ pour les me´thodes uniforme et CAS. Les probabilite´s
ne sont pas inse´re´es dans le but de maximiser la se´curite´. Un message est inse´re´ dans le
maillage de l’objet 3D “Dinopet”, avec ∆ = 10−3. La Fig. 6.30, illustre le taux d’erreurs
BER du message extrait en fonction de l’estimation de ∆. En commenc¸ant par 10−4, la
valeur de ∆ est incre´mente´e de 10−4 jusqu’a` 3.10−3. La distribution de probabilite´ est
conside´re´e comme uniforme. En effet, on ne peut pas estimer la distribution du message
cache´.
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Figure 6.30: Taux d’erreurs BER en fonction de l’estimation de ∆ : a) me´thode
uniforme, b) me´thode CAS.
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Dans la Fig. 6.30.a, nous pouvons voir que pour extraire un message inse´re´ avec une
me´thode uniforme, nous devons faire une estimation exacte de ∆, afin de re´cupe´rer le
message correct. Contrairement a` la me´thode CAS, dans la Fig. 6.30.b, le message ne
peut pas eˆtre extrait exactement, meˆme avec la valeur correcte de ∆. Ce re´sultat est duˆ
au secret de la distribution du message. Nous notons qu’il existe un pic correspondant a`
la valeur de ∆ utilise´e pour l’insertion. Ne´anmoins, un attaquant a encore a` estimer la
distribution de probabilite´ du message si il veut l’extraire. Nous pensons que la somme
des difficulte´s rencontre´es par un attaquant, rend le proble`me complexe, et enfin, il est
beaucoup plus facile de rendre inaccessible le message par de´synchronisation ou ajout
de bruit ge´ome´trique, que d’acce´der au message.
En outre, la ste´ganalyse des me´thodes d’IDC 3D, est re´cente ou conc¸ue pour des
me´thodes spe´cifiques. Pour e´tudier l’effet de la me´thode propose´e sur la distribution
de la position des sommets, nous proposons d’analyser comment le message affecte le
de´placement des sommets dans l’intervalle ∆. Pour illustrer notre exemple, nous appli-
quons la me´thode sur le maillage qui est une forme de chaussure (“us5105c-r”) posse´dant
83698 sommets, et pre´sente´ dans la Fig. 6.31. Nous fixons les parame`tres a` ∆ = 10−4 et
l’image Mandrill est le message a` cacher. Nous calculons la nouvelle position du sommet
de fac¸on ale´atoire avec l’e´quation 6.19.
Figure 6.31: Forme de chaussure avec 83698 sommets.
La Fig. 6.32. illustre l’histogramme de la position d’une coordonne´e des sommets
dans leur intervalle ∆. Premie`rement, nous constatons dans la Fig. 6.32.a que la valeur
initiale des coordonne´es de chaque sommet est uniforme´ment distribue´ dans l’intervalle
des valeurs possibles. Dans la Fig. 6.32.b et la Fig. 6.32.c nous pre´sentons la meˆme
distribution apre`s l’insertion dans les cas (b) de divisions uniformes, (c) de divisions CAS.
En rouge, nous avons ajoute´ l’histogramme normalise´ de la distribution du message a`
inse´rer sur cette coordonne´e. Cette distribution correspond ici aux valeurs de la premie`re
composante de couleur de l’image, i.e. le canal rouge. Nous constatons dans la Fig. 6.32.b,
que la distribution des valeurs des coordonne´es des sommets correspond a` la distribution
des valeurs du message pour le proce´de´ d’insertion uniforme. Alors que, la distribution
des valeurs de coordonne´es du sommet semble plus uniforme et est plus se´curise´ comme
illustre´ dans la Fig. 6.32.c.
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Figure 6.32: a) Distribution originale des valeurs ρi des sommets dans ∆, b) distribu-
tion des valeurs ρi des sommets dans ∆ apre`s l’insertion uniforme, c) distribution des
valeurs ρi des sommets dans ∆ apre`s l’insertion CAS.
Les re´sultats de la me´thode CAS en terme de distribution des positions des sommets
et la difficulte´ d’estimer l’intervalle est une perspective inte´ressante pour une me´thode
de ste´ganographie inde´tectable.
6.5 Conclusion
Dans ce chapitre, nous nous sommes inte´resse´s a` de´velopper des me´thodes d’IDC
haute capacite´. Nous avons utilise´ la ge´ome´trie du maillage, ce qui permet une plus
grande capacite´. Dans le but d’utiliser la position dans l’espace de tous les sommets
comme support du message, nous avons pre´sente´ une me´thode de synchronisation.
Celle-ci est base´e uniquement sur la ge´ome´trie du maillage qui ordonne les sommets
en construisant un chemin hamiltonien. Cette me´thode a e´te´ analyse´e en de´tail et nous
montrons comment conserver cet ordre entre deux re´alisations. Nous avons propose´ deux
me´thodes d’IDC haute capacite´ utilisant cet ordonnancement. Dans ces me´thodes, l’in-
sertion se fait conjointement avec la synchronisation. L’insertion se fait en de´plac¸ant un
sommet par rapport a` son pre´de´cesseur dans le chemin. En conside´rant les areˆtes du
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chemin comme support du message, la me´thode peut de´placer n− 1 sommets, ou` n est
le nombre de sommets du maillage.
Dans la premie`re me´thode, pour les composantes sphe´riques vρ, vθ et vφ de chaque
sommet support, l’algorithme divise les valeurs en intervalles a` l’aide d’un pas de quan-
tification. Chaque intervalle correspond alternativement a` un bit 0 ou 1. Pour inse´rer
le message, les valeurs des coordonne´es sont assigne´es dans l’intervalle correspondant.
Dans ce cas, la me´thode atteint une capacite´ proche de 3 bits par sommet. La me´thode
est invisible pour un pas ∆ faible, et permet un controˆle des distorsions. En outre, la
me´thode permet d’obtenir une bonne se´curite´ puisque la charge utile ne peut pas eˆtre
extraite sans la connaissance de la cle´ secre`te. La me´thode propose´e posse`de des pro-
prie´te´s inte´ressantes, mais nous avons des pistes possibles pour nos travaux futurs. La
premie`re ame´lioration consisterait a` calculer l’e´tape ∆ de fac¸on fiable et automatique-
ment, en fonction du maillage. La normalisation propose´e dans nos premiers re´sultats
expe´rimentaux ne permet pas une comparaison parfaite entre des maillages diffe´rents.
Nous avons donc normalise´ les maillages de fac¸on a` ce que la longueur moyenne d’une
areˆte soit e´gale a` 1 dans nos re´sultats suivants. Nous pensons qu’une e´tude approfondie de
l’impact des normalisations sur les re´sultats serait productive. Nous voulons e´galement
ame´liorer les performances en terme de complexite´ en temps.
Dans notre seconde me´thode, nous avons fortement augmente´ la capacite´. Nous
de´finissons un intervalle de de´placement, qui est subdivise´ pour atteindre une capa-
cite´ d’environ 24 bps. Notre me´thode est conc¸ue pour inse´rer par exemple, une image
couleur dans le maillage d’un objet 3D, comme une texture ou un message secret. Cepen-
dant, la me´thode peut eˆtre utilise´e pour inse´rer tout type de donne´es. Nous proposons
deux me´thodes, une prenant en compte la distribution du message, l’autre la conside´rant
comme uniforme. Nous pensons que ces me´thodes sont plus se´curise´es, dans le sens ou`
le message n’est pas accessible sans la cle´ puisque le proble`me est complexe en fonc-
tion du nombre de sommets et des parame`tres d’insertion a` estimer. Nous pre´sentons
comment utiliser la distribution du message pour obtenir une me´thode plus inde´tectable.
Cependant une ste´ganalyse pourrait permettre de valider si la me´thode peut eˆtre utilise´e
comme me´thode de ste´ganographie haute capacite´. Une autre ame´lioration consisterait a`
rendre le proce´de´ moins de´terministe. Le choix du sommet suivant dans la construction
du chemin peut de´pendre de la cle´ secre`te pour ge´ne´rer un chemin qui n’est pas base´
sur le plus proche voisin.
Ces travaux on fait l’objet de deux publications dans des confe´rences internationales,
la premie`re me´thode dans la confe´rence internationale SPIE EI 2015 [52] et la seconde
dans la confe´rence internationale IEEE ICIP 2015 [53]. Une version e´tendue est en cours
de re´vision dans la revue internationale IEEE Transaction on Multimedia [56].

Chapitre 7
Synchronisation de donne´es
cache´es haute capacite´ avec
se´curisation de l’e´tape de
synchronisation
7.1 Introduction
Les chemins hamiltoniens sont inte´ressants pour traverser un nuage de points, ce-
pendant sa se´curite´ peut eˆtre insuffisante. En effet, si nous pouvons trouver le point
d’entre´e, il est facile de reconstruire tout le parcours. Dans ce chapitre nous proposons
une nouvelle me´thode de synchronisation base´e sur des sauts ale´atoires sur la surface
du maillage de l’objet 3D ce qui permet d’augmenter la se´curite´ du syste`me. En effet,
l’objectif est de disposer d’une me´thode d’IDC haute capacite´ et se´curise´e. L’e´tape d’in-
sertion s’appuie sur la me´thode d’insertion pre´sente´e dans la Section 6.4. Cette nouvelle
synchronisation nous a conduit a` rede´finir le proble`me de causalite´ et nous apportons
une nouvelle solution qui e´vite une perte de bits du message. Nous nous sommes aussi
focalise´s a` de´velopper une me´thode d’IDC permettant de re´duire les cas engendrant
les proble`mes de de´synchronisation. Cette me´thode permet de minimiser les distorsions
sur la surface du maillage et est efficace afin de re´duire le nombre de configurations
proble´matiques appele´es ambigu¨ıte´s. Cette me´thode peut eˆtre utilise´e dans un premier
temps, avant de choisir une strate´gie permettant la conservation de l’ordre de´fini, comme
le non de´placement propose´ dans le Chapitre 6.
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La nouvelle me´thode d’IDC est introduite dans la Section 7.2. Nous analysons et
proposons une solution au proble`me de causalite´ et nous discutons de sa se´curite´. Des
ame´liorations de l’ensemble des me´thodes propose´es permettant la diminution du nombre
d’ambigu¨ıte´s et la re´duction des distorsions sont pre´sente´es dans la Section 7.3.
7.2 IDC se´curise´e base´e sur 3 classes de sommets
Dans cette section, nous de´crivons les principales e´tapes de la nouvelle me´thode
d’IDC propose´e qui sont illustre´es dans la Fig. 7.1.
Figure 7.1: Sche´ma de la me´thode de dissimulation de donne´es propose´e.
La synchronisation consiste a` construire un chemin sur les sommets pour les ordonner
comme de´crit dans le Chapitre 6. Nous proposons une synchronisation base´e sur des
sauts ale´atoires sur le maillage en fonction d’une cle´ secre`te. Les sommets supports
de l’information sont alors se´lectionne´s suivant cet ordre afin d’assurer la se´curite´ et
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pour diffuser le message sur l’ensemble du maillage. L’insertion est effectue´e par le
de´placement d’un sommet vi en fonction de la position de son sommet de re´fe´rence,
qui est de´fini comme son sommet le plus proche. La me´thode d’insertion est base´e sur
les me´thodes pre´sente´es dans le Chapitre 6, en fixant la capacite´ a` 24 bits par sommets
pour avoir une me´thode haute capacite´. Le message est inse´re´ partie par partie, lors
de la synchronisation de fac¸on conjointe. Pour e´viter les proble`mes de causalite´ lors
de l’insertion, nous proposons une e´tape de ve´rification. Le processus de dissimulation
de donne´es ne de´pend pas de la connectivite´ des sommets, mais seulement de leurs
positions dans l’espace. La Fig. 7.1, donne un aperc¸u de la me´thode propose´e pour
l’insertion d’un message, qui peut eˆtre une image par exemple. La boucle correspond au
processus ite´ratif qui inclut a` la fois la synchronisation pre´sente´e dans la Section 7.2.1 et
l’e´tape consistant a` inse´rer la charge utile. Pour chaque pixel d’une image couleur i.e. 24
bits, la me´thode propose´e se´lectionne un sommet de support en fonction d’un sommet
ge´ne´re´ de fac¸on pseudo ale´atoire. Puis l’insertion, pre´sente´e dans la Section 7.2.2 se fait
en de´plac¸ant le sommet support relativement a` son sommet de re´fe´rence. Ensuite, si le
de´placement est autorise´ par la ve´rification pre´sente´e dans la Section 7.2.3, l’algorithme
passe a` l’e´tape suivante d’insertion. Au contraire, si le de´placement est interdit, pour
conserver l’ordonnancement de´fini, nous proposons de supprimer le sommet de support
courant. Cette e´tape est explique´e dans la Section 7.2.4. Enfin, lorsque l’inte´gralite´ du
message est inse´re´e, les trous e´ventuels dans la surface de l’objet 3D, cause´e par la
suppression des sommets, sont ferme´s par remaillage. Nous expliquons l’inte´reˆt de la
me´thode pour la se´curite´ dans la Section 7.2.5. Finalement, la Section 7.2.6 propose des
expe´rimentations.
7.2.1 Synchronisation base´e sur un chemin de sauts ale´atoires
Le but de cette nouvelle me´thode de synchronisation est de produire un chemin sur
les sommets graˆce a` des sauts ale´atoire sur la surface d’un objet. Les sauts ale´atoires
permettent de rendre le choix du prochain sommet a` ajouter au chemin non pre´visible
au contraire de la se´lection par plus proche voisin. Ils permettent e´galement de diffuser
le message et donc les distorsions sur le maillage, en particulier si le message n’occupe
pas toute la capacite´ disponible. Ce qui est pre´fe´rable que de condenser toute la marque
dans une zone. L’ide´e est de ge´ne´rer une se´quence ale´atoire de sommets dans l’espace du
volume englobant de l’objet. Cette se´quence est utilise´e pour obtenir le sommet suivant
lors de la construction du chemin. Le chemin est cre´e´ ite´rativement pour de´finir un ordre
pour l’insertion de l’information a` l’aide d’une cle´ secre`te. En fait, la synchronisation
permet d’ordonner des paires de sommets dans le maillage. Ce couple de sommets sert de
support d’information, comme pre´sente´ et de´fini dans la Section 7.2.2, un des sommets
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est de´place´, l’autre non et est appele´ sommet de re´fe´rence. La position du premier
sommet du chemin est choisi en utilisant une cle´ spe´cifique a` l’utilisateur et le sommet
choisi est conside´re´ comme un sommet de re´fe´rence. La Fig. 7.2 repre´sente une e´tape
d’ordonnancement des sommets, le sommet vi et sa re´fe´rence ref(vi) est trouve´e par
rapport a` son pe`re dans le chemin f(vi) et du sommet ale´atoire rd(vi) ge´ne´re´ avec le
rayon ri.
Figure 7.2: Vue d’ensemble de la construction du chemin. Le sommet pre´ce´dent f(vi)
est en bleu. Le sommet ale´atoire ge´ne´re´ rd(vi), centre´ sur f(vi) et de rayon ale´atoire ri
est en rouge. Le sommet courant vi est en magenta et son sommet de re´fe´rence ref(vi)
en vert. Avec en bleu les sommets supports, en vert les re´fe´rences et en gris ceux qui
ne sont pas utilise´s.
Tant qu’il reste des sommets a` ordonner, l’algorithme ge´ne`re une sphe`re centre´e sur
le sommet de re´fe´rence et de rayon ale´atoire. C’est ce rayon qui permet de de´finir la
longueur moyenne d’un saut. Sur cette sphe`re, un point ale´atoire rd(v) est calcule´ et
sert pour trouver le sommet suivant sur le maillage. Le sommet suivant v correspond
au plus proche sommet non-utilise´ du maillage a` partir du point ge´ne´re´ ale´atoirement,
et son plus proche sommet est son sommet de re´fe´rence. L’emplacement du point sur la
sphe`re est calcule´ avec la me´thode de Marsaglia [85], illustre´e dans la Fig. 7.3.
Figure 7.3: Distribution ale´atoire de 1000 points sur la sphe`re unitaire calcule´e avec
la me´thode de Marsaglia [85]
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Cette me´thode ge´ne`re des points re´partis uniforme´ment sur une sphe`re a` l’aide de
valeurs ale´atoires obtenues en utilisant une cle´ secre`te ge´ne´re´e ale´atoirement. Nous uti-
lisons e´galement une variable ale´atoire pour de´terminer le rayon de chaque sphe`re. Il
de´pend de la distance la plus longue sur le maillage Dmax, et est calcule´ comme :
ri = k ·Dmax, k ∈ [0, 1]. (7.1)
Soit deux valeurs uniformes g1 et g2 sur l’intervalle [−ri, ri], pour une valeur s =
g21 + g
2
2 , tel que s < ri, le sommet rdi sur la sphe`re de centre v et de rayon ri, est
calcule´ :
rdi =


2g1
√
ri − s+ vx
2g2
√
ri − s+ vy
ri − 2s+ vz

 . (7.2)
En utilisant une petite valeur de k, nous pourrions obtenir une trajectoire pre´visible
en choisissant le sommet le plus proche a` chaque e´tape. Ce qui revient a` faire un che-
min qui ne permet pas de diffuser le message sur le maillage et est moins se´curise´. Au
contraire, la synchronisation propose´e nous permet de distribuer le message sur l’en-
semble du maillage, en faisant des sauts en fonction du rayon de la sphe`re.
7.2.2 Me´thode d’IDC base´e sur la synchronisation se´curise´e
Dans cette section, nous proposons d’inse´rer un message dans un objet 3D en utilisant
comme support la paire de sommets support/re´fe´rence de´finie par la synchronisation.
Le but est d’avoir une haute capacite´ tout en assurant un haut niveau de se´curite´.
La me´thode d’insertion entre deux sommets se base sur celle pre´sente´e dans le Cha-
pitre 6. Les coordonne´es de chaque sommet sont converties en coordonne´es sphe´riques.
Un intervalle de distance ∆ est utilise´ comme intervalle de de´placement du sommet.
Pour inse´rer un octet par coordonne´es, l’intervalle ∆ est divise´ en 256 sous-intervalles.
Ainsi, il est possible d’inse´rer 24 bits dans une paire de sommets. L’insertion se fait
a` chaque e´tape de la construction du chemin, pour chaque paire de sommets ajoute´e,
nous inse´rons une partie du message. Ce processus est ite´ratif, afin de ne pas perturber
un chemin qui a e´te´ construit pre´ce´demment. En raison de l’utilisation de sauts, les
distances entre un sommet vi et son pre´de´cesseur f(vi) dans le chemin peuvent eˆtre re-
lativement grandes. Nous proposons d’utiliser un sommet comme re´fe´rence ref(vi) pour
l’insertion. Le de´placement du sommet support courant vi se fait pas rapport au sommet
de re´fe´rence. Il est de´fini comme e´tant le sommet le plus proche de vi. Ce sommet est
utilise´ comme re´fe´rence pour la conversion en coordonne´es sphe´riques et il est utilise´
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pour trouver le nouvel emplacement v′i de vi. Pour inse´rer une valeur n ∈ [0, 255], dans
une des coordonne´es du sommet vi(c1, c2, c3), nous utilisons la fonction suivante :
c′1 =
⌊c1
∆
⌋
∆+ n
∆
256
. (7.3)
Nous de´finissons trois classes diffe´rentes pour caracte´riser les sommets du maillage
d’un objet 3D : les sommets supports qui sont de´place´s pour inse´rer des donne´es, les
sommets re´fe´rences et les sommets qui ne sont pas utilise´s. Un sommet de re´fe´rence peut
eˆtre utilise´ par plusieurs sommets de support. L’insertion est jointe a` la synchronisation
avec un fonctionnement ite´ratif. Le sommet courant vi est de´place´ par rapport a` son
sommet re´fe´rence, ref(vi). L’utilisation de sommets de re´fe´rence nous permet d’avoir
une plus grande se´curite´ ainsi qu’une plus faible distorsion puisque les sommets ne sont
pas de´place´s. La capacite´ de dissimulation de donne´es n’est pas trop affecte´e car la
meˆme re´fe´rence de sommet peut eˆtre utilise´e pour le de´placement de plusieurs sommets.
En effet, selon nos re´sultats expe´rimentaux, nous pouvons utiliser la meˆme re´fe´rence
pour trois sommets de support en moyenne. Nous pouvons donc dire qu’en moyenne
un maillage a` une capacite´ de 2324(|V | − 1) bits. De plus, la me´thode propose´e permet
l’insertion des donne´es dans des repre´sentations d’objets denses en sommets, ce qui
augmente de manie`re significative la charge utile qui peut eˆtre inse´re´e dans ces maillages.
Pour extraire le message d’un maillage marque´, il faut connaˆıtre la cle´ secre`te afin
d’en extraire le message correctement puisque la me´thode suit le principe de Kerckhoffs.
L’ordre des sommets est re´cupe´re´ graˆce a` la cle´ secre`te. Ensuite, pour chaque paire
de sommets support et re´fe´rence et avec connaissance du pas ∆ nous pouvons extraire
l’information :
x = 256(cj −
⌊cj
∆
⌋
∆). (7.4)
Lorsque tout le message est extrait, le message est reconstitue´ en concate´nant les
parties en suivant l’ordre du chemin.
7.2.3 Analyse du proble`me de causalite´
Lorsque l’on conside`re une insertion jointe a` la synchronisation par sauts ale´atoires,
il faut ve´rifier que l’ordre de parcours et les classes des sommets sont maintenus durant
tout le processus d’insertion. En effet, le de´placement des sommets, peut influer sur
l’ordre des sommets pre´ce´demment ajoute´s au chemin ou alors changer la classe d’un
sommet. C’est un proble`me crucial, car dans de telles situations, nous ne sommes pas en
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mesure d’effectuer la meˆme traverse´e du maillage et donc de re´cupe´rer les informations
inse´re´es. Nous pre´sentons alors les situations pouvant se pre´senter a` l’e´tape d’insertion,
nous devons ve´rifier deux cas :
1. Il faut conserver le sommet vi, et sa re´fe´rence a` l’e´tape i.
2. Il faut maintenir le sous-chemin Pi.
Ces conditions se basent sur les meˆme ide´es que celles pre´sente´es dans le Cha-
pitre 6. Cependant, l’utilisation des classes de sommets ainsi que les sauts changent
les contraintes a` ve´rifier. Dans un premier temps il faut que le sommet courant vi, ne
soit pas de´place´ trop loin ni de sa valeur ale´atoire correspondante rdvi , ni de sa re´fe´rence
ref(vi). Il faut e´galement nous assurer que le sommet courant vi ne soit pas choisi a`
une e´tape pre´ce´dente lors d’un second parcours. C’est la raison pour laquelle les som-
mets supports des couples de sommets dans le sous-chemin sont e´tiquete´s comme des
re´fe´rences apre`s avoir e´te´ de´place´s. Notons qu’un proble`me au niveau du sous-chemin a
moins de chance de se produire puisque les sommets sont e´loigne´s par le saut. Dans un
souci de clarte´ nous diffe´rencions trois cas et fixons des re`gles :
— Pour la ve´rification du sommet courant vi par rapport au sous-chemin Pi, il faut
que ∀vk ∈ Vi :
‖vk, rdk‖2 < ‖rdk, v′i‖2, (7.5)
et que :
‖vk, ref(vk)‖2 < ‖v′i, vk‖2, (7.6)
c’est-a`-dire qu’il faut que le sommet ne soit pas choisi comme sommet support ou
re´fe´rence avant l’e´tape i.
— Pour la ve´rification du sommet courant vi par rapport aux sommets non-utilise´s,
il faut que ∀vj ∈ Vn\Vi, j 6= i+1 :
‖vi, rdi‖2 < ‖rdi, vj)‖2, vj 6= vi, (7.7)
‖vi, ref(vi)‖2 < ‖vi, vj)‖2, vj 6= ref(vi), (7.8)
c’est-a`-dire qu’il faut que le sommet courant soit choisi a` l’e´tape i.
— Pour la ve´rification du couple support/re´fe´rence courant, il faut que :
‖rdi, v′i‖2 < ‖rdi, ref(vi)‖2, (7.9)
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c’est-a`-dire le cas pour lequel il n’y a pas d’inversion de classification entre le
sommet support et son sommet de re´fe´rence.
Nous avons de´fini formellement les relations et les contraintes de´pendantes de la
me´thode d’ordonnancement. Nous illustrons, sur un exemple de configuration ces rela-
tions de distances dans la Fig. 7.4. Cette figure est une projection en 2D illustrant les
conditions a` ve´rifier, afin de respecter les e´quations pre´ce´dentes. Dans cette figure, nous
Figure 7.4: Sche´ma des distances.
pre´sentons en bleu les sommets non-utilise´es, avec un bord rouge les sommets re´fe´rences,
et en orange les sommets supports du chemin. Nous listons les diffe´rents cas a` respecter
pour conserver l’ordonnancement.
1. La paire courante : di1 < di7.
2. A` l’e´tape i : di1 < di3, di2 < di4.
3. Le sous-chemin Pi : dk1 < di6, dk2 < di5.
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Les distances pre´sente´es dans la Fig. 7.4 sont colore´es en fonction des trois cas pro-
pose´s, violet pour la paire courante (cas 1), vert pour l’e´tape i (cas 2) et bordeau pour
le sous-chemin (cas 3).
Le chemin de sommets choisis doit eˆtre le meˆme pour les e´tapes d’insertion et d’ex-
traction de la proce´dure de dissimulation de donne´es. Nous avons de´fini les conditions
a` ve´rifier a` chaque e´tape de de´placement d’un sommet. Si ces conditions ne sont pas
respecte´es, nous produisons un proble`me de causalite´ puisque l’insertion modifie la syn-
chronisation. En effet, un petit nombre d’erreurs peut changer de manie`re significative le
chemin sur les sommets et donc la synchronisation. Au contraire lorsque les conditions
sont ve´rifie´es, nous pouvons affirmer que l’ordre de parcours du maillage reste inchange´
lorsqu’il est recalcule´ avec les meˆmes parame`tres. Les situations qui conduisent a` un
proble`me de causalite´, de´pendent de la forme du mode`le 3D, de la densite´ des som-
mets et de la re´gularite´ du maillage. Il faut donc envisager une strate´gie pour e´viter ou
re´soudre ces proble`mes.
7.2.4 Re´solution du proble`me de causalite´
Nous avons vu dans le Chapitre 6 que lorsqu’un de´placement n’est pas autorise´,
nous pouvons simplement ne pas de´placer le sommet au couˆt d’une perte d’une partie
du message. Ici, nous proposons une autre strate´gie pour e´viter de perdre la synchroni-
sation. Nous proposons de supprimer le sommet support ne pouvant eˆtre de´place´ et de
combler le trou re´sultant. En re`gle ge´ne´rale, nous pouvons conside´rer dans les maillages
denses et comportant de nombreux sommets, que le voisinage des sommets est une sur-
face plane. Donc la suppression d’un sommet ne cre´e pas de distorsions importantes.
Ensuite, l’ouverture laisse´e dans le maillage est referme´e en la divisant en faces trian-
gulaires simples. Afin de minimiser les distorsions de la surface de l’objet, les areˆtes
cre´e´es sont place´es aussi pre`s que possible de l’emplacement du sommet supprime´. Cette
strate´gie est efficace et simple a` mettre en œuvre pour tout type de maillage. Ne´anmoins
elle est particulie`rement adapte´e dans le cas de maillages triangulaires 2-varie´te´s. En ef-
fet, le remaillage est simple et l’orientation des facettes permet d’obtenir des normales
dans la bonne direction pour le rendu. Dans le cas de formats sans de´finitions explicites
des normales, il suffit d’utiliser une orientation des facettes compatible avec les facettes
existantes, ce qui est simple puisque ce type de maillage est orientable. Pour combler
l’ouverture dans le maillage, nous proposons l’utilisation d’un algorithme re´cursif qui
divise en deux parties le trou par l’ajout d’une areˆte, jusqu’a` ce que les parties corres-
pondent a` des faces triangulaires. Pour trouver l’areˆte qui divise en deux le trou, nous
recherchons l’areˆte passant le plus pre`s possible de l’ancienne position du sommet sup-
prime´ tout en essayant de conserver des surfaces identiques. Le ratio entre les aires A1
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et A2 sert a` ponde´rer la distance d1 entre la droite passant par une nouvelle areˆte de et
le sommet supprime´ v. Soit vs la repre´sentation vectorielle du sommet alors la distance
d1 est calcule´e comme :
d1(de,v) =
|(vs − vi)(vs − vj)|
|vj − vi| , vi,vj ∈ de. (7.10)
Le ratio des aires est de´fini comme :
rA =
A1
A2
, A1 ≤ A2, (7.11)
pour que sa valeur soit comprise dans l’intervalle [0, 1]. Soit Vt l’ensemble des sommets
a` la frontie`re du trou cre´e´ par la suppression d’un sommet, alors nous cherchons les
sommets de l’areˆte e(vi, vj), i 6= j, vi, vj ∈ Vt qui minimise la distance ponde´re´e :
argmin
vi,vj∈Vt
d1((vi, vj),v)
rA
. (7.12)
Ge´ne´ralement, les ambigu¨ıte´s entre sommets se trouvent dans des zones plutoˆt
re´gulie`res ou semi-re´gulie`res du maillage dans lesquelles les distances sont similaires
et souvent planes. A` l’oppose´, l’insertion ne pose pas de proble`me dans les zones des
zones plus texture´es. La suppression d’un sommet dans les zones planes n’affecte pas la
surface, ni le rendu. Par contre la connexite´ au niveau de la partie du maillage comble´e
est visible notamment si la zone du maillage est re´gulie`re ou semi-re´gulie`re.
7.2.5 Analyse de la se´curite´
Dans cette section, nous analysons un certain niveau de se´curite´ de l’approche pro-
pose´e pour l’IDC haute capacite´ et se´curise´e. Tout d’abord, en se basant sur le principe
de Kerckhoff, la se´curite´ repose sur le secret de la cle´. La cle´ secre`te est utilise´e comme
graine pour la ge´ne´ration ale´atoire de l’ordonnancement des sommets. Les cle´s secre`tes
assurent qu’un potentiel attaquant n’est pas en mesure de re´cupe´rer la se´quence de som-
mets et l’ordre d’insertion. En outre, pour un attaquant cherchant a` trouver les paires
support/re´fe´rence, il est difficile de classer les sommets dans une des deux cate´gories.
La complexite´ augmente si nous choisissons de ne pas utiliser tous les sommets et donc
d’affecter des sommets a` une troisie`me classe dite des sommets non-utilise´s. Nous sup-
posons diffe´rents sce´narios d’attaque tels que ceux propose´s par Perez-Freire et Perez-
Gonzalez [94] : KMA, CMA et WOA de´cris dans la Section 6.4.6. L’attaquant, en ayant
l’objet d’origine, peut tenter de faire une attaque de quantification. Toutefois, afin de
trouver le message cache´, il faudrait connaˆıtre l’ordre des sommets de´place´s. Si l’atta-
quant connait les sommets qui sont de´place´s, il peut deviner leurs sommets de re´fe´rence
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en trouvant leur plus proche voisin. Ensuite, il peut faire une attaque de quantification
pour trouver la valeur inte´gre´e dans chaque sommet en conside´rant une insertion uni-
forme. La difficulte´ consiste ici, a` synchroniser les valeurs extraites. Ne´anmoins, dans
un sce´nario d’attaque plus pertinente, le WOA qui conside`re que l’attaquant posse`de
seulement le maillage marque´, nous pensons qu’il est impossible de de´terminer ou` le
message est inse´re´.
7.2.6 Re´sultats expe´rimentaux
Les re´sultats sont produits en utilisant une base de donne´es de maillages 3D qui
pre´sentent diffe´rentes formes et tailles. Les maillages des objets 3D sont d’abord norma-
lise´s, afin de rendre le poids moyen des areˆtes e´gal a` 1. Nous fixons le parame`tre ∆ a` 10−4
dans l’e´quation 7.3, qui est expe´rimentalement, un bon compromis entre l’imperceptible
et la charge de donne´es pouvant eˆtre inse´re´e dans chaque sommet. Nous utilisons un
ge´ne´rateur ale´atoire pour l’algorithme de Marsaglia [85]. La Fig. 7.5 illustre la position
des sommets ale´atoires, repre´sente´s par des cercles colore´s, autour du maillage de l’objet
3D “Alien”. Dans la suite, nous inse´rons des images en couleur dans l’objet 3D puisque
nous pouvons inse´rer 3 octets dans chaque sommet se´lectionne´. Comme les images sont
en deux dimensions, nous devons inte´grer la hauteur et la largeur de l’image dans les
deux sommets du chemin, les premiers par exemple ou a` une position donne´e par la cle´.
Figure 7.5: Positions des sommets ale´atoires repre´sente´s par des cercles colore´s,
ge´ne´re´s pour le maillage “Alien” posse´dant 7401 sommets.
Afin de choisir en toute se´curite´ des sommets supports des donne´es, nous ge´ne´rons
une se´quence de sphe`res. Le rayon de ces sphe`res est choisi comme un nombre ge´ne´re´ de
fac¸on ale´atoire a` partir d’une distribution uniforme. Dans la courbe de la Fig. 7.6 nous
analysons l’impact de la longueur du rayon sur le nombre de sommets cre´ant des situa-
tions d’ambigu¨ıte´s et donc qui doivent eˆtre supprime´s pour conserver l’ordonnancement.
La longueur du rayon est choisie en pourcentage k ∈ [0.1, 0.9] de la longueur maximale
dans le maillage Dmax, selon l’e´quation 7.1.
Nous e´valuons l’influence du rayon des sphe`res produites sur le nombre de sommets
qui sont supprime´s par l’algorithme. L’analyse porte sur dix maillages de diffe´rentes
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formes et tailles. Nous avons standardise´ les re´sultats en calculant la moyenne centre´e
re´duite du pourcentage de sommets supprime´s pour chaque maillage. C’est a` dire que les
re´sultats de chaque sommet sont obtenus en retranchant la moyenne a` chaque donne´e
et en divisant ces valeurs par l’e´cart-type de la se´rie. La Fig. 7.6, illustre la moyenne des
valeurs normalise´es obtenues en fonction du rayon des sphe`res pour tous les maillages.
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Figure 7.6: Moyenne centre´e re´duite du pourcentage de sommets supprime´s en fonc-
tion du rayon des sphe`res, calcule´e comme le pourcentage de la distance maximale du
maillage, Dmax.
Dans nos hypothe`ses nous pensions que la courbe devait suivre une loi normale
centre´e sur 50% de la distance maximale. Nous constatons qu’un pic se trouve a` 20%,
et que le pic maximal correspond a` 60%, nous pensons que ces re´sultats pourraient eˆtre
lisse´s sur un plus grand nombre d’e´chantillons. D’autre part, nous pouvons voir que
l’utilisation d’un petit rayon conduit a` peu de sommets supprime´s, cependant comme
souligne´ dans la Section 7.2.1 un rayon trop faible revient a` faire un chemin base´ sur la
recherche du plus proche voisin. Selon ces re´sultats, nous avons constate´ qu’un intervalle
de rayon k ∈ [0.15, 0.35] pre´sente un faible nombre d’erreurs et permet au chemin de
faire des sauts inte´ressants dans le maillage. Nous pre´sentons un exemple pour l’insertion
de l’image couleur “Mandrill” pre´sente´e Fig. 7.7.b dans le maillage de l’objet “Venus”,
pre´sente´ dans la Fig. 7.7.a. Pour nos expe´riences, nous avons conside´re´ la capacite´ du
maillage comme c = 24(|V |−1)2 , i.e la capacite´ de la me´thode d’insertion pour un sommet
sur la moitie´ des sommets du maillage. Cette approximation permet d’eˆtre suˆr que la
limite n’est pas atteinte pour le maillage. Cependant, expe´rimentalement il est possible
d’utiliser environ les deux tiers des sommets. Dans cet exemple, la capacite´ est de 11.95
bits par sommet, mais 15637 sommets (environ 15%) ne sont pas utilise´s et il y a 0.69
re´fe´rences par sommet en moyenne. Pour atteindre la capacite´ optimale du maillage,
nous pouvons inse´rer un message tant qu’il y a des sommets supports disponibles.
La Fig. 7.8, pre´sente le re´sultat lors de l’inte´gration d’un message dans le maillage de
l’objet “Dinopet”. Dans la Fig. 7.8.a, nous montrons le maillage Dinopet original tandis
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(a)
(b)
Figure 7.7: a) Maillage original avec 100759 sommets, b) Image inse´re´e 224 × 224
pixels : 1204224 bits.
que l’objet marque´ est pre´sente´ dans la Fig. 7.8.b. Nous pouvons voir que les sommets
supprime´s se trouvent principalement dans les zones re´gulie`res du maillage. Le maillage
est relativement petit (4500 sommets), de sorte que le remplissage des trous, re´sultant de
la suppression des sommets, est parfois visible. De plus, il ne semble pas toujours naturel
surtout lorsque les sommets supprime´s sont adjacents et cre´ent un trou plus large.
(a) (b)
Figure 7.8: a) Maillage original avec 4500 sommets, b) maillage marque´ avec 4493
sommets, en bleu : les sommets supports, en vert : les sommets re´fe´rences, en rouge :
les trous correspondant aux sommets retire´s qui sont remaille´s et en gris : les sommets
non-utilise´s.
Cependant, sur des maillages plus grands et moins re´guliers, le remplissage est
presque imperceptible. Nous constatons sur le maillage marque´ de l’objet “Horse” illustre´
dans la Fig. 7.9.a, qu’apre`s la fermeture du trou, les distorsions qui en re´sultent sont
imperceptibles. En outre, dans le grossissement sur la surface du maillage pre´sente´ dans
la Fig. 7.9.b, nous remarquons que le remplissage est lisse et ne fausse pas la surface.
Afin d’e´valuer l’algorithme d’IDC propose´, nous utilisons deux me´triques pre´sente´es
dans le Chapitre 3, a` savoir la distance de Hausdorff, et la distance MSDM2 [71]. Contrai-
rement a` la distance de Hausdorff, la distance MSDM2 est plus en corre´lation avec le
SVH et nous sert a` montrer que malgre´ une plus grande distance de Hausdorff la me´thode
reste imperceptible. Le Tableau 7.1 pre´sente les re´sultats des distorsions produites par
la me´thode sur plusieurs maillages. Nous n’avons pas pris en compte les maillages avec
de grandes zones planes et re´gulie`res, parce que la me´thode propose´e a tendance a` sup-
primer e´norme´ment de sommets et pourrait introduire des distorsions dans ces objets.
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(a)
(b)
Figure 7.9: a) Maillage marque´ posse´dant 19995 sommets, b) Gros plan sur la surface
du maillage, en bleu : les sommets supports, en vert : les sommets re´fe´rences, en rouge :
les trous ferme´s et en gris : les sommets non-utilise´s.
Cependant, nous pensons que les maillages de ce type peuvent eˆtre utilise´s apre`s avoir
subi une ope´ration de simplification.
Tableau 7.1: Distortion results.
Mode`le
Nombre de
sommets
Nombre de
sommets
supprime´s
Distance de
Hausdorff
×10−3
MSDM2
×10−2
Capacite´
bps
Bitorus 3000 28 (0.930%) 1.581 9.69 11.55
Dinopet 4500 7 (0.160%) 4.659 8.10 11.78
Casting 5096 51 (1.0%) 0.272 14.51 11.77
Horse 20000 9 (0.045%) 1.347 2.59 12
Blade 24738 4 (0.016%) 1.550 2.23 11.95
Bunny 34834 44 (0.126%) 1.796 6.844 11.83
Shoe 45002 12 (0.027%) 0.152 1.28 11.99
Rabbit 70658 47 (0.067%) 0.816 1.07 11.87
Shoe2 83698
149
(0.178%)
0.429 12.77 11.93
Venus 100759 64 (0.064%) 0.800 4.21 11.95
Dans le Tableau 7.1, nous pre´sentons les re´sultats lors de l’insertion des donne´es
pour un ensemble de dix maillages d’objets 3D, posse´dant une forme et des proprie´te´s
diffe´rentes. La distance de Hausdorff semble corre´le´e a` la forme de l’objet et a` sa taille.
Par exemple dans les petits maillages posse´dant des courbures, comme le maillage de
l’objet “Dinopet”, la suppression d’un sommet implique l’aplatissement de la surface.
Lors de l’insertion des donne´es dans le maillage de l’objet “Casting”, nous avons beau-
coup de sommets supprime´s en raison de la re´gularite´ habituellement trouve´e dans les
objets de type CAO. Il a cependant de faibles distorsions, puisque la suppression d’un
sommet n’a presque aucun effet. Au contraire, la suppression d’un sommet sur un bord
de ce type d’objet, produit des distorsions visuelles, qui sont repre´sente´es par le score
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MSDM2. En ge´ne´ral, ces re´sultats montrent que les distorsions re´sultantes de la ferme-
ture des trous ne sont pas significatives pour le syste`me visuel humain, selon la mesure
MSMD2.
Bien que le domaine de l’e´valuation de la se´curite´ en IDC 3D en est encore a` ses
de´buts, nous estimons que les autres me´thodes de grande capacite´ ne fournissent pas une
se´curite´ importante. Nous montrons, en outre que la me´thode propose´e a une grande
capacite´ pour de faibles distorsions. Nous comparons la me´thode propose´e avec d’autres
me´thodes haute capacite´ [15, 36, 52] en termes de capacite´, et graˆce aux me´triques
pre´sente´es dans le Chapitre 2, la distance de Hausdorff et le PSNR1 [15]. Les re´sultats
obtenus sur le maillage de l’objet “Bunny ” sont pre´sente´s dans le Tableau 7.2 (les
cellules vides correspondent a` des re´sultats qui ne sont pas donne´s par les auteurs).
Tableau 7.2: Comparaisons avec d’autres me´thodes sur le mode`le Bunny.
Me´thode Capacite´
Distance de
Hausdorff
×10−6
PSNR1
[15] 940464 × 100.57
[36] 51408 548 ×
[52] 54289 1 127.3
Me´thode propose´e
avec ∆ = 1.10−4
411864 1796 82.55
Nous pouvons voir que notre me´thode produit plus de distorsions que les autres
me´thodes en raison de la suppression de sommets. Ne´anmoins, les distorsions sont encore
faibles et les me´triques nous permettent de dire qu’elles ne sont pas visibles lors de
l’insertion dans de grands maillages. La me´thode propose´e fournit donc un compromis
entre une meilleure se´curite´ the´orique et une me´thode d’IDC de haute capacite´.
7.3 Ame´liorations des me´thodes propose´es
Dans cette section, nous proposons des ame´liorations de l’ensemble des me´thodes
d’IDC pre´sente´es dans ce manuscrit. Nous avons propose´ deux types d’insertion : une
me´thode uniforme et une me´thode base´e sur le codage arithme´tique statique. Nous
avons propose´ de synchroniser les sommets du maillage a` l’aide de deux me´thodes, la
construction d’un chemin hamiltonien avec une approche “plus proche voisin” et la
construction d’un chemin a` l’aide de sauts ale´atoires. Pour re´soudre les cas d’ambigu¨ıte´,
qui surviennent a` cause de l’insertion pendant la synchronisation, nous avons propose´
deux strate´gies. La premie`re consiste a` ne pas de´placer un sommet et la seconde supprime
le sommet en cause. Ces me´thodes peuvent eˆtre combine´es diffe´remment en fonction
du besoin. Pour ces me´thodes, nous proposons premie`rement de re´duire les distorsions
Chapitre 7. Synchronisation pour l’insertion de donne´es cache´es de haute capacite´ 120
dues au de´placement des sommets dans la Section 7.3.1. Ensuite, nous proposons de
re´duire le nombre d’ambigu¨ıte´s et donc l’application d’une strate´gie d’e´vitement dans la
Section 7.3.2. La Section 7.3.3, pre´sente un moyen efficace de diminuer les distorsions
tout en re´duisant le nombre de ambigu¨ıte´s. Finalement, la Section 7.3.4 pre´sente des
re´sultats expe´rimentaux.
7.3.1 Re´duction des distorsions
Dans cette section, nous proposons de re´duire les distorsions lors de l’e´tape d’inser-
tion. En effet en re´duisant l’e´cart entre les valeurs des coordonne´es d’un sommet et ses
nouvelles coordonne´es apre`s insertion, le de´placement du sommet produit est plus faible.
Et nous pouvons supposer qu’un de´placement plus faible implique en ge´ne´ral moins de
distorsions. Il est impossible de diminuer l’intervalle de de´placement ∆ en dessous d’une
certaine limite. Donc nous proposons de re´duire l’e´cart entre les valeurs en utilisant les
intervalles de de´placement adjacents. Nous utilisons les intervalles adjacents comme dans
la me´thode d’IDC offrant une capacite´ de 3 bps propose´e dans la Section 6.3. En effet,
le de´placement peut eˆtre re´duit avec cette strate´gie, comme illustre´ sur la Fig. 7.10.
Dans la me´thode ge´ne´ralise´e de la Section 6.4, nous fixons les de´placements a` une va-
leur moyenne de ∆2 , ce qui est inte´ressant pour pre´dire les distorsions du maillage mais
nous n’utilisons pas les intervalles adjacents. De plus, avec la technique du de´placement
dans un intervalle adjacent, les re´sultats ne sont que tre`s le´ge`rement ame´liore´s. Dans la
Fig. 7.10, nous voyons que pour inse´rer le message a, l’e´cart des valeurs dans l’intervalle
de de´placement ∆0 est supe´rieur a` l’e´cart des valeurs dans l’intervalle de de´placement
adjacent ∆1.
Figure 7.10: Comparaison des de´placements, en rouge de´placement classique, en vert
de´placement dans l’intervalle adjacent.
Il est clair que si la valeur d’une coordonne´e doit eˆtre de´place´e de plus de ∆2 dans son
intervalle, il est pre´fe´rable de choisir sa nouvelle valeur dans un intervalle adjacent. Cette
technique permet de re´duire certains e´carts entre les valeurs. Mais le plus inte´ressant
est que nous avons constate´ que cette me´thode permet d’e´viter des cas d’ambigu¨ıte´s. En
effet, le de´placement dans une autre direction du sommet peut permettre de respecter
les conditions de conservation de la synchronisation.
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7.3.2 Diminutions du nombre d’ambigu¨ıte´s
Afin de diminuer les distorsions, nous pouvons utiliser les intervalles adjacents pour
l’insertion d’une valeur. Cependant, un autre cas d’application consiste a` utiliser ces
intervalles adjacents lorsqu’un de´placement est interdit par l’e´tape de ve´rification. En
effet, nous pouvons conside´rer qu’il est plus important de ne pas utiliser de strate´gie de
conservation du chemin, que de produire plus de distorsions en utilisant les intervalles
adjacents. Pour l’insertion, si nous autorisons les intervalles adjacents et que nous ac-
ceptons plus de distorsions, nous pouvons essayer de trouver trois nouvelles coordonne´es
pour vi(ρi, θi, φi), dont la nouvelle position v
′
i est valide´e par l’e´tape de ve´rification. Pour
cela, nous rede´finissons la valeur d’une coordonne´e comme :
c′ =
⌊ c
∆
⌋
∆+ n
∆
256
+ kc∆, kc ∈ Z, c ∈ {ρ, θ, φ}, (7.13)
ou` n correspond a` la valeur a` inse´rer. Pour limiter les recherches et les de´placements,
nous choisissons de limiter le nombre d’intervalles tel que kc ∈ [−2, 2]. Les intervalles
sont illustre´s sur la Fig. 7.11.
Figure 7.11: Illustration des valeurs possibles de la coordonne´e ρ en rouge, dans les
intervalles de de´placement adjacents.
La premie`re intuition est alors de changer d’intervalle a` chaque fois que la nouvelle
position d’un sommet est interdite. Cependant cette me´thode ne garantie pas de bonnes
performances en terme de distorsions.
7.3.3 Strate´gie d’optimisation
Lors de l’insertion de bits du message dans chaque sommet, nous devons calculer les
nouvelles valeurs de chacune des coordonne´es. Notre ide´e consiste a` trouver les valeurs
k dans l’e´quation 7.13 permettant de minimiser les distorsions du maillage. Le but est
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de minimiser une distance note´e d en fonction de l’ancienne position du sommet et
la nouvelle position du sommet qui de´pend du triplet u = (kρ, kθ, kφ), u ∈ Z3. Nous
cherchons alors :
argmin
u∈Z3
d(v, v′(u)), (7.14)
Cette e´quation nous permet de classer les positions des sommets, de celle produisant
le moins de distorsions a` celle en produisant le plus, en fonction de la de´finition de la
distance d. Cette technique permet e´galement d’e´viter les proble`mes de causalite´ en pre-
nant la position suivante du sommet si le de´placement est interdit pour une position. En
limitant l’intervalle de recherche a` k ∈ [−2, 2] par exemple, nous simplifions le proble`me
et limitons les distorsions possibles. Cependant, il se peut que toutes les positions pos-
sibles pour un sommet soient interdites par l’e´tape de ve´rification. Il faut alors employer
une strate´gie, soit le non-de´placement, soit la suppression du sommet.
Pour le choix de la distance d, la premie`re strate´gie consiste a` tester quelles valeurs
de kc dans l’e´quation 7.13, produisent les plus faibles e´carts entre la valeur c et c
′.
Nous pouvons supposer qu’en prenant les trois valeurs minimisant les e´carts, la nouvelle
position du sommet est la position minimisant les distorsions. Nous de´finissons alors d
simplement comme la distance euclidienne :
d(v, v′) =
∥∥v, v′∥∥
2
. (7.15)
Cependant, nous conside´rons que pour ce proble`me de minimisation des distorsions,
il est pre´fe´rable d’e´valuer les distorsions sur le maillage directement que de minimiser
les de´placements. Dans ce but, nous proposons de minimiser le de´placement par rapport
au plan tangent calcule´ a` partir de la position initiale du sommet, comme illustre´ dans
la Fig. 7.12.
Dans un premier temps, nous calculons la normale du plan tangent p, au sommet a`
de´placer v. Cette normale est calcule´e comme la moyenne des normales ponde´re´es des
facettes adjacentes au sommet v. Une comparaison des algorithmes de calcul de normales
de sommets a e´te´ propose´e par Jin et. al [57], nous utilisons la moyenne ponde´re´e
e´galement puisque son exe´cution est rapide et que pour une bonne re´solution du maillage,
ses performances sont correctes. Nous calculons alors la distance d entre un point v′ et
un plan de´finit par sa normale n en un point v comme :
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Figure 7.12: Illustration de la nouvelle position d’un sommet en rouge, minimisant la
distance avec le plan tangent de son ancienne position.
d(v, v′) =
|v′xnx + v′yny + v′znz|√
n2x + n
2
y + n
2
z
. (7.16)
Cette optimisation est donc un moyen de re´duire les distorsions et d’e´viter les
proble`mes de de´synchronisation sans pour autant les e´liminer comple`tement.
7.3.4 Re´sultats expe´rimentaux
Dans cette partie nous utilisons la base de maillages pre´sente´e dans le Chapitre 6.
Pour comparer les re´sultats et montrer le gain de performances de cette optimisation,
nous proposons de reprendre le Tableau 6.10 pre´sente´ dans la Section 6.4.5. Nous uti-
lisons la me´thode d’optimisation base´e sur la re´duction de la distance au plan tangent
avec la strate´gie de non de´placement du sommet en cas d’interdiction de de´placement.
La strate´gie de suppression garantie d’obtenir le bon re´sultat, ce qui fausserait la com-
paraison.
Nous e´valuons donc les re´sultats sur toute la base de maillages, afin d’analyser les
de´formations et la qualite´ du message extrait. Les parame`tres de l’algorithme sont
conserve´s a` savoir ∆ = 10−4 et γ = 110 . Le Tableau 7.3 pre´sente les re´sultats pour
la me´thode CAS (Codage Arithme´tique Statique) et nous utilisons les meˆmes me´triques
pour mesurer les distorsions du maillage la me´trique PSNR1 [15] et la me´trique
MSDM2 [71]. La qualite´ du message est toujours donne´e par le BER et le PSNR.
Nous pouvons voir que dans la plupart des maillages, il n’y a aucun proble`me
lors de l’insertion et tout le message peut eˆtre inse´re´ correctement. Nous consta-
tons e´galement que les distorsions sont ge´ne´ralement plus faibles. Cependant, cer-
tains maillages posse`dent des distorsions plus importantes que dans l’expe´rimentation
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Tableau 7.3: Re´sultats de la me´thode SAC avec optimisation base´e sur la re´duction
de la distance au plan tangent.
Maillage # de Charge
Distorsion du maillage Qualite´ du message
sommets utile (en
pixels)
PSNR1
(dB)
MSDM2
(×10−3)
PSNR
(dB)
BER
(×10−3)
alien 7401 7056 117.87 3.79 +∞ 0
Armadillo 172974 172225 128.81 1.78 45.68 0.0278
baby 5075 4761 117.01 0.39 +∞ 0
bitorus 3000 2704 112.14 0.30 +∞ 0
blade2 24738 24336 128.75 3.07 +∞ 0
boy 8441 8100 118.22 0.15 +∞ 0
bunny 34834 34225 121.93 0.25 +∞ 0
cad 1426 1156 111.35 3.55 +∞ 0
casting 5096 4761 112.54 2.89 +∞ 0
chair1 12326 11881 118.16 7.89 30.71 0.0032
chair2 13463 12996 118.85 4.88 31.35 0.0023
cow 2904 2601 113.44 25.35 +∞ 0
crank 50004 49729 122.09 7.83 +∞ 0
dinopet 4500 4225 116.10 1.50 +∞ 0
dragon 50000 49729 123.31 1.28 +∞ 0
eagle 1000 729 111.23 0.63 +∞ 0
hand 36619 36100 121.95 8.49 59.19 0.0120
hand1 26000 25600 120.53 2.97 49.76 0.0088
horse 112642 112225 128.62 1.24 +∞ 0
horse1 20000 19600 120.99 0.19 +∞ 0
horse2 2450 2116 111.76 0.25 +∞ 0
L9305 31088 30625 122.23 4.55 +∞ 0
rabbit 70658 70225 125.55 0.26 71.67 0.0018
ShoeS 45002 44521 122.63 1.39 +∞ 0
ShoeS2 5002 4624 114.42 1.07 +∞ 0
table1 10082 9801 118.79 5.10 33.98 0.0014
table2 13579 13225 118.28 5.66 +∞ 0
US3266 199093 198025 129.49 2.36 +∞ 0
US3266-2 50002 49729 123.51 1.61 +∞ 0
us5105c-r 83698 82944 126.39 4.06 +∞ 0
venus 100759 100489 125.62 1.37 56.44 0.0027
pre´ce´dente. Ces re´sultats sont dus au fait que dans ces maillages tre`s peu de sommets
e´taient de´place´s et donc le message e´tait partiellement inse´re´. Ici nous constatons que
les distorsions sont plus importantes puisque presque tous les sommets sont support
d’information et donc de´place´s. Le message extrait est de meilleure qualite´ puisque les
taux d’erreurs sont tre`s faibles. De plus, dans le cas d’une image le fait que le PSNR soit
e´leve´ indique que l’image extraite est presque identique a` l’originale. Finalement, nous
attendons que cette me´thode se comporte de la meˆme manie`re par rapport aux analyses
statistiques concernant la se´curite´. En effet, cette nouvelle me´thode est conc¸ue sur le
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sche´ma d’IDC base´e sur le CAS qui permet d’e´viter l’estimation des parame`tres d’inser-
tion, ainsi que la distribution uniforme des valeurs des coordonne´es dans les intervalles
de de´placement.
7.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ une nouvelle synchronisation pour l’IDC haute
capacite´ pour des maillages d’objets 3D. Nous proposons une synchronisation base´e sur
la construction d’un chemin hamiltonien et de sauts ale´atoires sur le maillage. L’ide´e
est de diffuser le message sur le maillage, qui n’exploite pas force´ment toute la capacite´
disponible. Le chemin permet d’ordonner des paires de sommets qui contiennent l’in-
formation cache´e. La me´thode d’IDC propose´e accroit la se´curite´ graˆce a` l’utilisation
d’une cle´ secre`te, qui est utilise´e pour choisir le sommet initial et le rayon du saut. Les
couples de sommets sur le maillage 3D sont classe´s comme sommets de re´fe´rence qui
ne sont pas de´place´s ou comme sommets supports qui eux le sont. Lors de l’insertion
jointe a` la synchronisation dans un algorithme ite´ratif, peu de sommets interfe`rent avec
la stabilite´ du chemin. Nous proposons de supprimer ces sommets du maillage de l’objet
3D. Les trous dans la forme 3D sont ferme´s par remaillage triangulaire. Les distorsions
du maillage apre`s la suppression des sommets qui produisent des proble`mes, ne sont pas
importantes. Cette me´thode offre une capacite´ d’insertion de donne´es d’environ 12 bits
par sommet, tout en produisant de faibles distorsions.
Plus ge´ne´ralement, nous pre´sentons comment ame´liorer toutes les me´thodes d’IDC
propose´es dans ces travaux. Inde´pendamment de la me´thode d’ordonnancement et
quelque soit la strate´gie de conservation de la synchronisation choisie, nous proposons
une me´thode permettant de re´duire les distorsions. Cette me´thode est base´e sur l’utilisa-
tion d’un intervalle de de´placement adjacent a` celui donne´ par la me´thode d’insertion. A`
partir de cette ide´e, nous avons utilise´ plusieurs des intervalles adjacents dans le but de
trouver une position du sommet qui respecte les conditions de maintient de la synchro-
nisation. Finalement, nous expliquons comment choisir parmi les diffe´rentes positions
respectant les conditions, la position minimisant les distorsions.
Ces travaux on fait l’objet d’une publication dans une confe´rence internationale,
IS&T EI 2016 [55].

Chapitre 8
Conclusion et perspectives
Dans ce chapitre, nous pre´sentons un bilan du travail effectue´ ainsi que nos pistes
de recherches. Dans la Section 8.1, nous re´capitulons le contenu du manuscrit et nous
dressons un bilan des contributions apporte´es. Finalement, dans la Section 8.2 nous
pre´sentons quelques challenges a` conside´rer ainsi que nos ide´es pour y contribuer.
8.1 Conclusion
Dans cette the`se, nous avons propose´ de nouvelles me´thodes de synchronisation pour
l’insertion de donne´es cache´es haute capacite´. Apre`s avoir explique´ et de´fini les diffe´rentes
notions concernant les maillages 3D et la se´curite´ des me´dias visuels, nous avons dresse´
un e´tat de l’art de´taille´ des me´thodes de re´fe´rences a` partir desquelles nos travaux ont
e´te´ aborde´s. Dans le cadre applicatif fixe´ par la socie´te´ STRATEGIES, en fonction des
sce´narios d’utilisation envisage´s et des contraintes, nous nous sommes particulie`rement
inte´resse´s a` l’insertion de donne´es haute capacite´ en utilisant la ge´ome´trie du maillage
comme support du message a` inse´rer. Dans ce contexte ge´ne´ral, nous avons voulu pro-
poser des solutions permettant d’ajouter des me´ta-informations dans un maillage, un
nume´ro d’utilisateur, et si possible de ve´rifier son inte´grite´. Un sche´ma d’insertion de
donne´es cache´es classique consiste a` de´finir une e´tape de synchronisation pour ordonner
les e´le´ments du maillage, suivie d’une e´tape d’insertion des donne´es. Dans nos condi-
tions, nous utilisons le plongement des sommets dans l’espace, c’est-a`-dire leur position
donne´e par des coordonne´es, comme e´le´ments de base sur lequel nous voulons de´finir un
ordre et que nous souhaitons utiliser comme support du message a` cacher.
Notre premie`re contribution a` donc consiste´ a` de de´finir une synchronisation sur la
ge´ome´trie du maillage, apre`s avoir analyse´ en de´tail les ACPMs (Arbres Couvrants de
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Poids Minimum). Pour cela, nous avons e´tudie´ les chemins hamiltoniens. Ces chemins
nous permettent de de´finir un ordre des sommets stable a` ε pre`s. Nous avons alors utilise´
une me´thode de regroupement de sommets afin d’augmenter la stabilite´ du chemin.
Nos re´sultats montrent que cette solution permet d’ame´liorer la re´sistance a` l’ajout de
bruit. De plus, cette e´tude nous a permis de comprendre la construction des chemins
hamiltoniens avec leurs avantages et leurs faiblesses.
Dans notre seconde contribution, du fait de la sensibilite´ de la construction des che-
mins, lorsque nous de´plac¸ons un sommet pour l’insertion, la synchronisation peut eˆtre
perdue. Nous proposons donc de joindre les e´tapes de synchronisation et d’insertion
pour prendre en compte ces proble`mes de causalite´ au moment ou` ils pourraient sur-
venir. L’insertion de donne´es cache´es que nous avons propose´e se fait en de´plac¸ant un
sommet suivant les trois dimensions de l’espace dans un intervalle de de´placement borne´
afin de limiter les distorsions. Puisque la synchronisation et l’insertion sont re´alise´es
conjointement, nous pouvons e´viter un de´placement qui impliquerait un proble`me de
causalite´. L’insertion d’une partie du message se fait alors en modifiant la valeur d’une
coordonne´e afin qu’elle corresponde a` un sous-intervalle de valeurs qui codent cette par-
tie du message dans l’intervalle de de´placement. La capacite´ d’un intervalle est borne´e
par la pre´cision du format de stockage des valeurs, mais peut atteindre 8 bits par coor-
donne´e, ce qui donne en the´orie 24 bits par sommet. Cependant, e´viter un de´placement
pour conserver la synchronisation implique de ne pas inse´rer une partie du message.
Nous montrons que ce proble`me peut eˆtre re´solu en utilisant des codes correcteurs d’er-
reurs. Nous avons ensuite analyse´ la se´curite´ de cette me´thode. Le fait d’utiliser une
re´partition uniforme des valeurs du message dans les intervalles, permet de de´celer la
pre´sence ou non d’un message. Nous avons donc propose´ de changer cette re´partition
afin d’uniformiser la distribution des valeurs des sommets. Pour cela, nous avons propose´
d’utiliser un codage arithme´tique statique afin de rede´finir la taille des sous-intervalles.
Cette me´thode pre´sente de bons re´sultats en terme de de´tection d’un message.
Dans notre troisie`me contribution, nous avons conclu qu’un des de´fauts en matie`re de
se´curite´ des me´thodes pre´ce´dentes propose´es est principalement la synchronisation. En
effet, la construction d’un chemin hamiltonien est de´terministe et si le secret du premier
sommet n’est pas conserve´, il est aise´ de reconstruire correctement le chemin complet
des sommets. Nous proposons donc d’utiliser un chemin ale´atoire sur le maillage de´fini a`
l’aide d’une ge´ne´ration pseudo-ale´atoire de sommets a` partir d’une cle´ secre`te. En outre,
nous avons constate´ que l’insertion de donne´es n’utilisant pas la capacite´ maximale
du maillage, cache le message dans une zone autour du point d’entre´e. Ce qui n’est
pas efficace d’un point de vue se´curite´ et pour la distorsion du maillage. Cette nouvelle
me´thode propose´e permet d’effectuer des sauts dans le maillage afin de diffuser le message
inse´re´. Cette nouvelle synchronisation se´curise´e est utilise´e pour de l’insertion haute
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capacite´ offrant une capacite´ d’environ 12 bits par sommet, puisque nous ne pouvons pas
utiliser l’ensemble des sommets comme support. Nous proposons e´galement une nouvelle
me´thode de re´solution du proble`me de causalite´ pour les maillages triangulaires denses.
L’ide´e est que la suppression d’un sommet sur ce type de maillage est pratiquement
invisible dans les zones planes. Par conse´quent, la suppression d’un sommet permet de
conserver une synchronisation sur des sommets tous porteurs d’information. Finalement,
nous montrons comment re´duire le proble`me de causalite´ en utilisant des intervalles de
de´placement adjacents, ce qui permet de choisir une position pour un sommet parmi
plusieurs contenant l’information. Ce choix est fait afin d’e´viter la de´synchronisation et
de minimiser les distorsions.
En conclusion, dans ces travaux de recherche nous avons apporte´ plusieurs solutions
a` notre proble`me re´pondant a` divers sce´narios d’utilisation. Bien qu’inte´ressantes, ces
me´thodes pre´sentent tout de meˆme des de´fauts, c’est pour cela que nous proposons des
pistes afin de les ame´liorer.
8.2 Perspectives
Dans cette section, nous pre´sentons dans un premier temps des perspectives d’inser-
tion de donne´es cache´es 3D, puis nous listons des ame´liorations possibles a` apporter a`
nos travaux.
Contexte ge´ne´ral :
L’IDC dans les objets 3D souffre de la comparaison avec l’IDC dans des images ou
dans des vide´os. Les enjeux, comme la synchronisation ou l’utilisation des domaines
transforme´s, sont de´pendants du volume des maillages 3D et trouver une me´thode a` la
fois robuste et rapide est important dans ces domaines. D’autre part, des travaux re´cents
ne s’inte´ressent principalement qu’au de´veloppement de nouvelles me´thodes d’IDC et de
ste´ganographie des maillages 3D, et la se´curite´ n’est pas souvent analyse´e. Dans le cas de
la ste´ganographie 3D, tre`s peu de me´thodes ont e´te´ propose´es. Cependant, la re´alisation
d’une me´thode de ste´ganalyse et d’une plateforme de tests comparable a` ce qui se fait en
2D est un objectif important. En effet, il peut eˆtre inte´ressant de ve´rifier la pre´sence d’un
message dans un maillage 3D, aussi bien pour une me´thode de ste´ganographie que pour
une me´thode de tatouage robuste. Dans le cas de l’IDC haute capacite´, les me´thodes de
la litte´rature et celles propose´es atteignent des capacite´s importantes. Ne´anmoins, ces
me´thodes sont rarement contraintes par le maillage et ses proprie´te´s. Il pourrait eˆtre
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inte´ressant de proposer une me´thode base´e sur l’optimisation minimisant les distorsions
du maillage de fac¸on globale, comme ce qui est fait en tatouage robuste de maillages 3D.
Perspectives lie´es a` nos travaux de recherches :
Nous pensons que la synchronisation base´e sur les graphes posse`de des proprie´te´s
inte´ressantes et qu’il serait inte´ressant d’e´tudier l’ordonnancement d’autres e´le´ments
des maillages comme sommets du graphe. Nous avons utilise´ les ACPMs et les chemins
hamiltoniens mais d’autres structures peuvent e´galement eˆtre analyse´es. L’augmenta-
tion de la stabilite´ par regroupement, peut mener a` des me´thodes d’IDC. Cependant,
nous estimons que cette me´thode posse`de des inconve´nients a` re´soudre en priorite´. La
de´pendance au volume englobant et la supposition de la re´partition uniforme des som-
mets dans ce volume sont proble´matiques dans les calculs des estimations du compor-
tement. De plus ces approches ne sont pas robustes aux attaques par de´coupage. Nous
souhaitons e´galement analyser le comportement et la stabilite´ de ces chemins sur d’autres
transformations du maillage comme par exemple l’utilisation des re´solutions infe´rieures
d’un maillage ou une autre me´thode de regroupement des sommets.
Dans les me´thodes d’IDC propose´es dans nos travaux, un des principaux in-
conve´nients a e´te´ de s’occuper du proble`me de causalite´. Nous re´fle´chissons alors
a` des crite`res de construction de structures e´vitant ces ambigu¨ıte´s. D’autres part,
le de´veloppement d’une me´thode adaptative a` la taille du message, permettant de
sub-diviser un intervalle selon les besoins et selon les distorsions semble eˆtre une
piste inte´ressante. Lors d’un proble`me de causalite´, il est important de conside´rer un
de´placement permettant de perdre le moins de message possible en fonction des distor-
sions locales. Par exemple, une approche inte´ressante serait de de´placer un sommet dans
un plan ou suivant une direction qui respecte les contraintes de de´placement et les limites
de distorsions. Ce processus pourrait se faire en conservant une partie du message, si
conserver son inte´gralite´ est impossible. Le message peut dans ce cas contenir un code
correcteur d’erreurs.
Notre me´thode de minimisation consiste a` minimiser la distance au plan tangent d’un
sommet, calcule´ par son 1-voisinage. Cette mesure de distorsions prend en compte une
information tre`s locale a` la surface. Il peut eˆtre inte´ressant d’e´tudier une minimisation
en fonction d’autres me´triques. Enfin, nous pensons qu’il est possible de ge´ne´rer un
chemin pseudo-ale´atoire sur la ge´ome´trie du maillage capable de se resynchroniser en
cas d’attaques, peux pas voire de de´coupage sur la ge´ome´trie du maillage.
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Abstract
This thesis addresses issues relating to the protection of 3D object meshes. For instance, these objects can be
created using CAD tool developed by the company STRATEGIES. In an industrial context, 3D meshes creators
need to have tools to verify the integrity of their meshes, or check permissions for 3D printing for example. In
this context we study data hiding on 3D meshes. This approach allows us to insert information in a secure and
imperceptible way in a mesh. This may be an identifier, a meta-information or a third-party content, for instance,
in order to transmit secretly a texture. Data hiding can address these problems by adjusting the trade-off between
capacity, imperceptibility and robustness. Generally, data hiding methods consist of two stages, the synchronization
and the embedding. The synchronization stage consists of finding and ordering available components for insertion.
One of the main challenges is to propose an effective synchronization method that defines an order on mesh
components. In our work, we propose to use mesh vertices, specifically their geometric representation in space, as
basic components for synchronization and embedding. We present three new synchronisation methods based on the
construction of a Hamiltonian path in a vertex cloud. Two of these methods jointly perform the synchronization
stage and the embedding stage. This is possible thanks to two new high-capacity embedding methods (from 3 to
24 bits per vertex) that rely on coordinates quantization. In this work we also highlight the constraints of this kind
of synchronization. We analyze the different approaches proposed with several experimental studies. Our work is
assessed on various criteria including the capacity and imperceptibility of the embedding method. We also pay
attention to security aspects of the proposed methods.
keywords: Data-hiding, 3D mesh, synchronization, high capacity, security.
Re´sume´
Cette the`se aborde les proble`mes lie´s a` la protection de maillages d’objets 3D. Ces objets peuvent, par exemple,
eˆtre cre´e´s a` l’aide d’outil de CAD de´veloppe´s par la socie´te´ STRATEGIES. Dans un cadre industriel, les cre´ateurs
de maillages 3D ont besoin de disposer d’outils leur permettant de ve´rifier l’inte´grite´ des maillages, ou de ve´rifier
des autorisations pour l’impression 3D par exemple. Dans ce contexte nous e´tudions l’insertion de donne´es cache´es
dans des maillages 3D. Cette approche permet d’inse´rer de fac¸on imperceptible et se´curise´e de l’information dans un
maillage. Il peut s’agir d’un identifiant, de me´ta-informations ou d’un contenu tiers, par exemple, pour transmettre
de fac¸on secre`te une texture. L’insertion de donne´es cache´es permet de re´pondre a` ces proble`mes en jouant sur le
compromis entre la capacite´, l’imperceptibilite´ et la robustesse. Ge´ne´ralement, les me´thodes d’insertion de donne´es
cache´es se composent de deux phases, la synchronisation et l’insertion. La synchronisation consiste a` trouver et
ordonner les e´le´ments disponibles pour l’insertion. L’un des principaux challenges est de proposer une me´thode
de synchronisation 3D efficace qui de´finit un ordre sur les composants des maillages. Dans nos travaux, nous
proposons d’utiliser les sommets du maillage, plus pre´cise´ment leur repre´sentation ge´ome´trique dans l’espace comme
composants de base pour la synchronisation et l’insertion. Nous pre´sentons donc trois nouvelles me´thodes de
synchronisation de la ge´ome´trie des maillages base´es sur la construction d’un chemin hamiltonien dans un nuage
de sommets. Deux de ces me´thodes permettent de manie`re conjointe de synchroniser les sommets et de cacher un
message. Cela est possible graˆce a` deux nouvelles me´thodes d’insertion haute capacite´ (de 3 a` 24 bits par sommet)
qui s’appuient sur la quantification des coordonne´es. Dans ces travaux nous mettons e´galement en e´vidence les
contraintes propres a` ce type de synchronisation. Nous discutons des diffe´rentes approches propose´es dans plusieurs
e´tudes expe´rimentales. Nos travaux sont e´value´s sur diffe´rents crite`res dont la capacite´ et l’imperceptibilite´ de la
me´thode d’insertion. Nous portons e´galement notre attention aux aspects se´curite´ des me´thodes.
mots-cle´s : Insertion de donne´es cache´es, maillage 3D, synchronisation, haute capacite´, se´curite´.
