Abstract. It is well known that the generalized linear mixed model is useful for analyzing the overdispersion and correlation structure for multivariate discrete data. In this paper, we derive an approximation of the density function for the generalized linear mixed model. This approximation is found to satisfy the properties of probability density function under some conditions. Therefore, this approximation can be regarded as a class of multivariate distributions. Estimation of the parameters in this class can be carried out by the maximum likelihood method. We give the likelihood ratio criteria for testing several covariance structures. Several simulation studies were also conducted for the Poisson log-normal model when the proposed density function is regarded as an approximate likelihood of the generalized linear mixed model.
Introduction
This paper is concerned with the multivariate discrete distributions for count or binary observations. A review of multivariate discrete distributions is given in Joe (1997) . An approach for generalizing the univariate discrete distribution to multivariate distribution has been attempted by formulating a mixture model. For multivariate count data, Steyn (1976) proposed the multivariate Poisson normal model by adding a random e¤ect to the mean parameter of the Poisson distribution, but the resultant distribution ignores the fact that the mean parameter is positive. Aitchison and Ho (1989) modified this fault, and proposed the multivariate Poisson log-normal model. For multivariate binary data, Coull and Agresti (2000) have proposed the multivariate Binomial logit-normal model. The generalized linear mixed model is an extension of the generalized linear model (McCullagh and Nelder, 1989) , which is generated by adding a random e¤ect to the linear predictor. This model is useful for analyzing the overdispersion and correlations, and includes the multi-variate Poisson log-normal model and the multivariate Binomial logit-normal model. Although these multivariate models are flexible, their calculations are problematic since they all involve multidimensional integrals and their probability density functions have no closed forms. Therefore, some numerical methods are needed in practice. It is di‰cult to apply these models to real data analysis when the dimension of response is large, because such complicated calculations are needed that the data analysis takes too much time. In order to avoid calculating a multiple integral, many authors have proposed approximations of the likelihood functions. Breslow and Clayton (1993) have proposed the penalized quasi-likelihood (PQL) method and the marginal quasilikelihood (MQL) method. The PQL approach produces biased estimates for the regression e¤ects and the variance component of random e¤ects. Breslow and Lin (1995) provided a bias correction for the single variance component model. The MQL estimating equation approach requires the first and second order marginal moments of the responses, but those are not available under the generalized linear mixed model. Breslow and Clayton (1993) have used an approximation of the mean vector and a ''working covariance matrix'', as in Zeger, Liang and Albert (1988) , to construct the estimating equations for the regression parameters. For estimating the variance component, they used a pseudo-likelihood method proposed by Carroll and Ruppert (1982) . Sutradhar and Rao (2001) proposed the MQL estimating equation approach for both regression and variance parameters by deriving the marginal moments up to the fourth order. The purpose of this paper is to construct a class of multivariate discrete distributions with an analytical probability density function for a full likelihood analysis. In this sense, our approach di¤ers from the methods mentioned above. This paper is structured in the following way. In section 2, we present several models for multivariate discrete data. In section 3, we derive an approximation for the density, and examine its basic properties. Based on the approximate density, we propose a new class of multivariate discrete distributions. Sections 4 and 5 present some methods for estimating and testing the parameters. In section 6, we present some simulation studies.
Multivariate discrete models
This section presents several multivariate discrete models. There are several approaches which extend the univariate discrete model to the multivariate version. In this section, we focus on an approach based on the mixture model. The multivariate models reviewed in this section are connected with the class of multivariate distributions which appears in section 3. Then for y ¼ 0; 1; 2; . . . ,
The resultant distribution is a negative binomial distribution. In modeling for count data, it is important that the resultant model has an overdispersion, which means that the variance is larger than the mean (in the Poisson model, its variance is equal to the mean). The Poisson-Gamma model has an overdispersion, since EðY Þ ¼ l and VarðY Þ ¼ l þ l 2 s 2 . More generally, assume that Z is a random variable with mean m Z and variance s 2 Z . Then, we have
Hence VarðY Þ b EðY Þ such that it has equality only when Z has a degenerate distribution. Therefore, general mixtures of the Poisson distribution have an overdispersion relative to the Poisson distribution.
Multivariate Poisson model
McKendrick (1916, 1926) 
From (2.6), (2.7) and (2.8), we can see that the marginal distribution has an overdispersion relative to the Poisson distribution through the parameter s ii , and the sign of correlation between the count Y i and Y j depends on that of s ij .
Since jCorrðY i ; Y j Þj < jCorrðe z i ; e z j Þj, the range of possible correlation values is not as wide as that of the log-normal distribution, but can be close to this range if a i and a j are large.
We consider an alternative parameterization by shifting a mean of the random e¤ect z i as follows,
where s ¼ ðs 11 ; . . . ; s pp Þ 0 . Based on (2.9), the first two moments are rewritten by
11Þ where m C y ¼ mðm À 1Þ . . . ðm À yÞ=y!, and p is a random variable which follows a beta distribution with two parameters a; b > 0, whose probability density function is given by gðp; a; bÞ ¼ 1 Bða; bÞ p aÀ1 ð1 À pÞ bÀ1 ;
where 0 < p < 1 and Bða; bÞ ¼ GðaÞGðbÞ=Gða þ bÞ. Then, the probability density function of Y is expressed by 
Then the multivariate Binomial logit-normal model is expressed by incorporating a random e¤ect, such that where gðz i ; 0; SÞ denotes the multivariate normal density function with mean vector 0 and covariance matrix S. There are no closed-form expressions for its moments. Coull and Agresti (2000) showed asymptotic forms for small s ij which are expressed by
and
Coull and Agresti (2000) have conducted a simulation study of various properties of the multivariate Binomial Logit-Normal distribution, and suggested that these approximations tended to break down when s ii > 0:6.
Generalized Linear Mixed Model
The GLMM (Generalized Linear Mixed Model) is an extension of the GLM (Generalized Linear Model) with the normal random e¤ects included in the linear predictor (see, for example, Gueorguieva, 2001 ). The GLMM is constructed by two steps: (i) Conditional independent, (ii) Random e¤ects. . . . ; NÞ. Given y i , the conditional probability density function of y i is expressed by a product of p independent exponential family, i.e.,
where f j is a dispersion parameter and b j ðÁÞ, c j ðÁÞ are known functions (see, e.g., Table 1 ). From the properties of the exponential family, the mean vector and covariance matrix are expressed by 
Here hðm i Þ ¼ ðh 1 ðm i1 Þ; . . . ; h p ðm ip ÞÞ 0 and h j ðÁÞ is a link function (see, e.g., Table 1 ). Under the model (2.17), the probability density function of y i is written by
where gðz i ; 0; SÞ denotes the multivariate normal density function with mean vector 0 and covariance matrix S. 
A class of multivariate distribution
In this section, we derive an asymptotic approximation expression for the density function of GLMM, and show that our approximation satisfies the properties of the probability density function. In order to avoid calculating the multidimensional integral (2.18), many authors have proposed approximations of the likelihood function. It is known that the approximate inference based on such quasi-likelihood has biases (see, for example, Breslow and Lin, 1995) .
We derive an approximation of the density function (2.
where W ¼ ðw ab Þ is a p Â p matrix whose elements are given by
1Þ thenf f ðy; h; SÞ is a proper probability density function.
Proof. Let E exp ðÁÞ denote the expectation under the exponential family density f exp ð y; hÞ, it follows E exp ðw ij Þ ¼ 0 from (3.1) and (3.2). Then, we have
Eðw ab Þs ab ¼ 1:
Moreover, note that let 
From these results,f f ðy; h; SÞ is the proper probability density function under the condition (3.4). r
From this theorem, we note that under the condition (3.4),f f ðy; h; SÞ can be regarded as a class of multivariate density functions rather than an approximate density function of (2.18). We denote this class of distributions by ME p ðh; SÞ. Next, we consider the first two moments of ME p ðh; SÞ. Let m denotes the rth order derivative of b j ðy j Þ with respect to y j . Using these expressions, we obtaine the following lemma.
Lemma 3.1. Proof. and for a 0 b, Summarizing these results lead to Lemma 3.1. r Using Lemma 3.1 and (3.5), we obtaine the following theorem.
Theorem 3.2. The mean, variance and covariance of ME p ðh; SÞ are expressd as follow,
If s jj 's are small, the variance and covariance of ME p ðh; SÞ are simplified as in the following corollary.
Corollary 3.1. For small s jj , the variance and covariance of ME p ðh; SÞ are written by Moreover, for small s jj , the first two moments are expressed by
(3.7) and (3.8) also correspond to the approximations of the exact moments of the multivariate Poisson log-normal distribution described in section 2. Figure 2 to 5 are the surface of (3. Moreover, for small s jj , the first two moments are expressed by 
Next, we consider the improvement of approximation when (3.3) is used as an approximation formula. If the response variables are independent, the density function can be expressed by a product of the marginal distributions. If s jj is small, it can be expanded by where rðr ij Þ is a smooth weight function which satisfies rð0Þ ¼ 1 and rð1Þ ¼ rðÀ1Þ ¼ 0, for example rðrÞ ¼ 0:5f1 þ cosðrpÞg. The last term in (3.9) corresponds to the higher order term in the independent case. Note that (3.9) may not be the density probability function under the condition (3.4).
Parameter estimation
The maximum likelihood estimation of the parameters y ¼ ðh; SÞ is complicated computationally for the models described in section 2 because of the multidimensional integrals in (2.5), (2.15) and (2.18). In previous works, some numerical optimizations were applied. Aitchison and Ho (1989) Note that the condition (3.4) restricts the parameter space of y as follows,
The maximum likelihood estimator due to (3.3) can be obtained through the numerical optimization based on the SPIDER algorithm proposed by Ohtaki and Izumi (1999).
Tests of covariance structures
Based on the type of covariance parameter S, there are a number of interesting hypotheses. For example, in the bivariate case, y ¼ ðY 1 ; Y 2 Þ 0 , we are interested in the following hypotheses,
The hypothesis (i) leads to an independent univariate generalized linear mixed model, hypothesis (iii) presents an independent generalized linear model, and hypothesis (ii) is an intermediate hypothesis of (i) and (iii) which presents that Y 1 and Y 2 are independent, are a generalized linear mixed model and a generalized linear model, respectively. These hypotheses can be examined by the likelihood ratio test based on (3.3),
where y 0 is the maximum likelihood estimator under the null hypothesis. Since the parameter values under the null hypothesis (ii) or (iii) is on the boundary of the parameter space, the asymptotic distribution of the likelihood ratio test statistic is not a chi-squared distribution. Self and Liang (1987) derived the asymptotic distribution of the likelihood ratio statistics under such a situation. The hypotheses (ii) and (iii) correspond to Case 6 and Case 9 in Self and Liang (1987) . From their results, the asymptotic distributions under the null hypotheses (i), (ii) and (iii) are given by respectively, where w 2 k denotes the central chi-squared variable with k degrees of freedom.
Simulation study
The numerical experiments are studied under two situations (simulations I and II). In simulation I, it is assumed that the true distribution is the GLMM, and in simulation II, it is assumed that the dataset are generated by the proposed class of distribution (3.3) . In each experiment, the number of repetitions is 1,000.
Simulation I: The purpose of this simulation study is to see the tendencies of the maximum likelihood estimator and the likelihood ratio test criterion when the proposed density function is regarded as an approximate density of GLMM. It is assumed that the true model is the symmetric bivariate Poisson log-normal model, such as Tables 2, 3 In both of cases, the sample size is 400. The parenthesized values are standard deviations which is defined by f P R r¼1 ðŷ y r À yÞ 2 =Rg 1=2 where y ¼ P R r¼1ŷ y r =R, R denotes the number of repetitions and y r denotes the maximum likelihood estimate of l 1 , l 2 , s Table 4 is based on (3.9). Table 5 From Tables 2, 3 and 4, it can be seen that that there are some biases for the estimator of the variance component and instability for the estimator of the 
: ð6:1Þ Figure 1 illustrates the interval of the correlation coe‰cient supported by the multivariate Poisson Log-Normal model, which is the plot of d and (6.1) in the case of l ¼ 1; 5. From Figure 1 , it follows that the range of the correlation coe‰cient supported by this model is not wide, when the mean parameters l j 's are not large. From Table 5 , we can see that the actual test sizes are close to the corresponding nominal sizes in almost all cases except for the case of hypothesis (i) and small d, and that the power of test for the correlation is poor. It can be seen that these poor results are obtained due to the same problem that caused the instability of the estimation of r. Simulation II: In this simulation, we generate the dataset from the proposed class of distribution (3.3). The conditional distribution approach (Johnson, 1987 , Chapter 3) is used to generate a p-variate random vector from MEðh; SÞ. The purpose is to see the numerical behavior of MLEs. It is assumed that the true model is the Poisson type as in Example 3.1, and the settings of the parameters are l j ¼ l ¼ 5, s jj ¼ s 2 ¼ 0:05; 0:10; 0:15 ð j ¼ 1; 2Þ and s 12 ¼ À0:6s 2 ; 0; 0:6s 2 . Table 6 gives the MLEs of ðl 1 ; l 2 ; s 11 ; s 22 ; s 12 Þ. From Table 6 , it can be seen that the performances of the MLEs are good in almost all cases, except for the estimation of s 12 in the case in which the sample size is small. From these simulation studies, we recommend using (3.3) not as the approximation, but as the density function. The advantage of our approach is that our method needs no assumptions on the conditional distribution. Therefore, it is possible to apply a similar approach to other conditional distributions not included in the exponential family. For example, assuming that the conditional distribution is the Weibull distribution, a new multivariate distribution for analyzing multivariate survival data can be constructed.
