Abstract. This is a survey article on uniqueness, sampling and interpolation problems in complex analysis. Most of these problems are motivated by applications of great practical importance in signal analysis and data transmission, but they also admit other mathematical formulations relating them to fundamental questions about existence of good bases in function spaces. This circle of ideas in complex analysis has experienced in recent years a notorious revitalization, mostly because of its connections with analogous problems in time-frequency and wavelet analysis, some of which will be discussed as well.
Sampling and Interpolation for Band-Limited Functions
In this paper we will be talking mostly about sampling, and the most well-known sampling result is the one dealing with band-limited functions, known as the Kotelnikov-Shannon-Whittaker theorem. A r-band-limited function is one with finite energy, i.e. J \f(t)\ 2 dt < +00, whose Fourier transform /(£) The KSW sampling theorem states that the general form of such a function is given by the so-called cardinal series V" " sin(rt -Trfe) Thus, / can be completely recovered, at least theoretically, from its samples {f(tk)}k in a stable way, meaning that small errors in the samples will produce small errors in the reconstruction. But, how does it perform this reconstruction? This is a matter of (infinite dimensional) linear algebra, that is, Hilbert spaces. To show that, it is convenient to work on the frequency side, that is in L 2 (-r, r); in terms of g = f the above inequality is written in the kernel of T*. Among all these expressions, the one minimizing ^ \ck\ 2 is k of the form Ck = (u,ëk) for some family {ëk}k which turns out to be a frame as well, the dual frame. The dual frame of {ëk}k is {ek}k so that the reconstruction formula for u is ]P(u, ë k )e k = ^2(u, e k )ë k .
The redundancy of these expressions comes from linear relations between the vectors ejt, êfe, k G Z, that is, from the kernel of T*. Hence there is no redundancy as soon as kerT* = {0}; since kerT* is the orthogonal of Range T, this leads in a natural way to the following notion: a family of vectors (ek)kez in a Hilbert space H is called a Riesz-Fischer family (or a free family) if this corresponds to the sequence A = {tk} being an interpolating sequence in the sense that /(£&) = afe, & G Z, has a solution f e B 2 for every (afe) G t 2 [Z) . The frames with no redundancy are thus those for which T is an isomorphism; this amounts to T* being an isomorphism, i.e. every u has a unique expression u = J^Cfeefc with ||w||2 comparable to ^ |cfc| 
Sets of Uniqueness
In this paragraph, B T will denote any of the spaces B 2 , B^°. Complexifying time, that is, viewing / G B T as entire functions, it is evident that every A with a finite accumulation point is of uniqueness. These are the uninteresting uniqueness sets, whence we will assume A discrete. It is intuitively clear that such a A must have sufficiently many points; put in another way, if S is not a sequence of uniqueness, then there exists / G B T , f ^ 0, such that /|S = 0, that is, S is included in the zero set S(f) of / and hence it cannot have too many points. Hence the question becomes one about distributions of (real) zeros of functions in B T . Since whenever f £ B T and f(a) = 0 the function g(z) -f(z)jE^ is again in B T and g(ß) -0, changing a finite number of points cannot have any effect. Altogether, this means that some asymptotic density must be "small" for sequences S and "big" for sequences A.
It is convenient to introduce the characteristic function of S 
Stable Sampling and Interpolation in Dimension One
A. Beurling characterized stable sampling and interpolating sequences in the supnorm case, for Ä£°, using complex analysis methods ( [5] ); he introduced the upper and lower uniform densities of a separated sequence A = {tk}k=-oe (meaning that inf \t k -U\ > 0) as
where n + {r) (resp. n~(r)) denotes the maximum (resp. minimum) number of points of A to be found in an interval of length r.
Note that D(A) > D~(A).
Beurling proved that A C M is of stable sampling for B^° if and only if it contains a separated sequence Ao with D~(AQ) > J and Actis interpolating for B^° if and only if it is separated and 22+(A) < J. In particular, no stable sampling interpolating sequences exist in the sup-norm case. Beurling results had been recently extended to arbitrary sequences A C C in [24] .
In the L 2 -case Ä 2 ., it is not hard to see that an interpolating sequence must be separated, and, on the other hand every stable sampling sequence contains a separated stable sampling subsequence. Thus one can restrict attention to separated sequences. For separated sequences Beurling results for B^° imply in a trivial way that
D+(A) < T/TT => A free interpolation =^> D+(A) < T/TT
and hence it is clear that the sequences of stable sampling with no redundancy (£ (A) Riesz basis) must have uniform density
meaning that for large r, every integral of length r must have Jr + o(r) points of A. Of course, the prototype is the sequence Z^.
The description of the stable sampling no redundant sequences of B\ (that is the Riesz basis of L 
)(t-t k )'
There are different formulations of Pavlov's theorem none of which is easy, as they are all related to BMO functions or A2 weights. We record one of them for completeness (see [11] ): £(A) is a Riesz basis for L 2 (-7r, -K) if and only if S has an exponential type 7r and L^U satisfies the Muckenhoupt ^-condition:
"There exists a constant C such that
In spite of all this progress, the description of stable sampling (separated) sequences for B^ has been an open and subtle question till very recently. Indeed, it has been known since 1995 that the stable sampling sequences A with D~ (A) > ^ contain a stable sampling and non-redundant (interpolating) subsequence, but also examples of stable sampling sequences with no such subsequences are known ( [32] ).
A very important breakthrough has been recently achieved in [25] . OrtegaCerdà and Seip succeed, by bringing into the picture the de Branges's theory of Hilbert spaces of entire functions, to give a complete characterization of the stable sampling sequences for the Paley-Wiener space B\, or, which is the same thing, the Fourier frames £(A). This is one more example of the remarkable influence of de Branges work in modern analysis.
A de Branges space is a Hilbert space H of entire functions fulfilling: With these definitions, the result by Ortega-Cerdà and Seip is stated as follows: a separated sequence A of real numbers is stable sampling for B% if and only if there exist two entire functions E,F G HB such that H(E) = B% and A is the zero-sequence of E F + E* F*.
The functions E G HB such that H (E) = B\ have been described in [18] . An obvious comment about this theorem is that the description does not involve A itself alone; such a description is probably not possible with a simple formulation. In spite of this, Ortega-Cerdà and Seip are able to draw some interesting applications of the theorem. For instance, they show that there exists a complete interpolating sequence T = {^k}kez such that for every k G Z there is at least one t G A with 7fc < t < 7fc+i, that is, a stable sampling sequence is always denser than some complete interpolating sequence. Another interesting feature that they show is the following: if A is a stable sampling sequence for B% there is another Hilbert space H of entire functions, bigger than B%, such that A becomes a complete interpolating sequence for H in the appropriate sense.
As far as I know, no analogous progress has been made in the problem of describing the interpolating sequences for B%.
In connection with signal analysis applications to band-limited functions the following problem might be interesting: for which sequences of measures {/j,k}kez, say with disjoint supports, does it hold that in case A is of free interpolation. In particular, one has that D~(A) > ^p, D+ (A) < 2^-are necessary conditions for sampling and interpolation, respectively, in J5|. It must be pointed out that in the multiband case the BeurlingLandau conditions cannot provide a complete solution to these problems; arithmetic relations among the points of A then play an important role and no density condition seems appropriate. Indeed, for instance Landau [14] constructed a symmetric sequence A arbitrarily close to the integers for which £(A) is complete in L 2 (5) , where S is any finite union of the intervals \x-2irn\ <-K-5, with arbitrarily large measure. A recent improvement of Landau's results is due to Ulanovskii [33] . As far as I know the following basic question is still unanswered.
Question. Does there at all exist, for every finite union S = I\ U • • • U I m of finite intervals, a real sequence A such that S (A) is a Riesz basis in L 2 (S)?
It is known that there exist complex sequences A lying in horizontal strips such that S (A) is a Riesz basis. The answer to the question is yes if the lengths of the intervals li are commensurable, and also for two intervals ( [17] ). The question is essentially a trivial one in case S is a convenient explosion of an interval of the same length |5|, as pointed out in general in the next section. 
Uniqueness and Stable Sampling for Multidimensional Signals

{S).
There are of course certain trivial cases that can be treated just making "direct product" of the one-variable results: if 5 is a rectangle |^| < r», i = l,...,n, and A» C R is a uniqueness sequence for Ti) ) it is immediate that Ai x • • • x A n is a uniqueness sequence for B|, and an analogous fact occurs with frames or Riesz basis. It is also easy to produce examples for some special sets S. We show this for the case of orthonormal basis; from the proof of the KSW theorem indicated at the beginning, it is clear that one will have a "cardinal series" development for functions in n such that up to sets of measure 0, the sets S + t, t e T are disjoint and fill R n . Fuglede himself proves the conjecture if either A or T is a lattice. The convex sets S tiling R n by translations have been completely characterized ( [20] ); in dimension n = 2, they are exactly the symmetric polygons of four or six sides. Moreover, in this case, T may be chosen to be a lattice, and hence, by Fuglede's theorem, L 2 (S) has an orthonormal basis of exponentials. Significant progress has been made on Fuglede's conjecture in some other special cases (see [13] and the references there).
As in dimension one, functions in Bg are restrictions to M n of certain entire functions in C n . As a space of entire functions, J5| can be described in neat terms only if 5 is convex: in this case / G i? § if and only if / G L 2 (R n ) and \f(x + iy)\ = 0(e <ps^) i
x,y G R n where <ps{y) = sup£ • y is the support function Ces of S. For instance, when S is the rectangle \Q\ < r^ i -l,...,n we get the condition log \f(z)\ < TI|2/I| H h r n \y n \ + c. Certain generalizations of Levinson's theorem are known ( [28, 1] In general dimension n, the most important contribution remains that of Landau ([15] ). He was able to generalize Beurling's necessary conditions for stable sampling and interpolation, for general 5, using methods from operator theory. The uniform upper and lower densities DJ (A) of a separated sequence are denned in an analogous way: if n + (r), n~(r) denote respectively the maximum and minimum number of points of A to be found in a translate of rU, U being the unit cube, 
m(S)
The method of proof of Landau is to give a firm-ground justification of the following, which a fortiori follows from the existence of stable sampling sequences. Suppose a rectangle R fixed, it has a finite number of points of A: if one thinks of functions well concentrated on R it is intuitively clear from the stability of the sampling that the sampled values of R must have little affect and may be thought as 0. In this way they are essentially characterized by a finite number of samples, whence one concludes that the space of functions in B 2 S which "live essentially in a rectangle R" has a "finite dimension". In a certain way, Landau reverses this line of reasoning. Landau's results imply that the Nyquist rate of sampling cannot be improved by any means.
Let us assume that n -2, S -[-ri,ri] x [-T2,T2], and let Ai, A2 be two separated sequences in R. Then it is not hard to see that A = Ai x A2 is of stable sampling for B 2 S if and only if each A* is for B 2 .. On the other hand, D~(A) is at least .D~(Ai)£>~(A 2 ), whence it may be made > I^p -taking D~(Ai) big enough and £)~(A2) small, say < ^. Combining both facts we see that D~(A) > ^J cannot be a sufficient condition if n > 2. The same considerations suggest that some "directional uniform density conditions" should come into the picture in order to obtain sharp results.
Concerning Riesz basis in L 2 (S), the following natural question seems unanswered.
Question. Does there at all exist a sequence A C lR n such that S (A) is a Riesz basis for L 2 {S)?
Besides the "direct product" situations and the trivial ones described before the only known result, as far as I know, is a recent one in [19] : the answer is yes if S is a convex symmetric polygon. This question is of interest for instance in computerized tomography (CT), where it is needed to sample the Radon transform Rf of the unknown function /. The case when S is a ball seems particularly appealing. For this case, Beurling gave a sufficient condition for stable sampling in B™: if S has radius r, and supdist(C, A) < 7r/2r, A is of stable sampling for B^ ([5, page 30]).
Let us close this section with some basic comments about entire functions in several variables. Dealing with these kind of questions, and leaving aside that only for convex S can we understand E § as a space of entire functions in C n , the common situation one encounters is: / G Bg vanishes on A C W 1 . Either / is given and we want to understand how small A must be or else A is given and we must construct f. In dimension 1, complete interpolating sequences and also stable sampling sequences appear, as we have mentioned, as zero sequences of generating functions, and one can use infinite products to construct entire functions. Now, in dimension n > 1, the zeros of analytic functions have complex dimension n -1, and one needs n -1 analytic functions to define, generically speaking, a discrete set. In one dimension, division of analytic functions is an easy task, not at all so in dimension > 2. All this helps explain the difficulties in dealing with the multidimensional problem.
In several complex variables, varieties of zeros of analytic functions and interpolation problems from these varieties have of course been considered, and very intensively, in the last decades. But the motivation comes from other sources. 
JM
A fortiori, these functions must be restrictions to N of entire functions but if N is totally real this would imply no restriction. Usually g is obtained from / by some kind of Fourier-Laplace transform too, so this is, vaguely, a question about inverting Fourier-Laplace transforms. A general scheme leading to such formulas, which includes most of the known cases, has been shown in [3] . Stable sampling sequences A for B 2 S correspond to N -5, M = A. In dimension n > 1, there is more choice for the dimension of M, e.g. it could be of dimension k, 0 < k < n -1. For instance, for Paley-Wiener spaces P| with S C W 1 it makes sense, mathematically speaking, (maybe not so from the signal analysis point of view) to ask for "sampling manifolds" M of dimension k > 1, which would correspond to "continuous frames". The point we want to emphasize is that the techniques developed in several complex variables so far are better adapted to deal with the case k = n -1.
Time-Frequency Analysis and Gabor Wavelets
In time-frequency analysis, the exponentials e %^'1 are replaced by localized versions Gb y ç(t) -G(t -b) The windowed Fourier transform / is of interest in signal analysis because it provides local information about / simultaneously in time and frequency. The "precision" of this information is measured by a in time and â = er (G) in frequency (because /(b, C) -(fi^bx) -(/?Gb^)). The uncertainty principle in Harmonic Analysis states that aâ is bounded below, meaning that it is impossible to make precise both pieces of information simultaneously. It is well known that a(G)o~(G) achieves its minimum value for Gaussian windows. The Gb t ç are called Gabor atoms or Gabor wavelets. It is intuitively clear that /(&, C) being a function of two variables, there exists redundancy in the above representation. It is therefore quite natural to try to discretize this representation and to extract redundancy. In this way we are led to the following questions: for which discrete sequences A = {(6fc, Çk)}kez of points in E 2 is the family G(A) of time-frequency atoms G^ = Gb k £ k complete, a frame, or a Riesz basis in L 2 (M)? This is equivalent to the sequence A being of uniqueness, of stable sampling or complete interpolating for the space HG-For some special choices of the window function G the space HG is isometric to a Hilbert space of where n + (r), n~(r) respectively denote the maximum and minimum number of points of A to be found in a disc of radius r. The Landau necessity conditions hold as well in this case for general windows ( [27] ), that is, a frame G(A) must satisfy Z)~(A) > ~ and a free system G (A) must satisfy D+(A) < ^. In particular, Riesz basis G (A) can occur only if A has a uniform density ^. For a regular lattice A of the form (n&o? ^Co)n,mGZ, this amounts to Ò0C0 -27r. But for regular lattices with Ò0C0 = 27T, the Balian-Low theorem establishes that if G (A) is a frame then either a(G) -+00 or o(G) = +00. That is, at the critical density, one cannot have a Riesz basis with good localization properties both in time and frequency (see [7] ). The situation is thus quite different from the one with band-limited functions.
I do not know whether there exists a version of the Balian-Low theorem for general (separated) sequences. It is known that for windows satisfying
for some e > 0, no orthonormal basis of G^'s exists. One might guess for instance that whenever a(G) + cr(G) is finite (or some other localization property of G, G) then Landau's necessary conditions can be strengthened to strict inequalities ß-(A) >£,!)+(A) <i For gaussian windows this is indeed the case, and even the converse is true: G (A) is a frame if and only if DZ (A) > ^ and a free system if and only if D+ (A) < ^. This has been proved by complex analysis methods, using the BargmannFock model space, in [29] and [30] . Incidentally, G(A) for a regular lattice with &0C0 = 27T is an example of a complete system which is not a frame (unstable sampling). Under mild conditions on the window G, it is not hard to see that if dist(p, A) < e = e{G) for every pGR 2 , then G(A) is a frame for L 2 (R). In particular a regular lattice A = (nòo,?n£o)n,mEZ wor ks if &0C0 is small enough (an obviously expected fact in view of the doubly continuous representation above).
In particular, no complete interpolating sequences exist in the BargmannFock space, no Riesz basis of Gabor wavelets exists in L 2 (R). This is in strong contrast with the Paley-Wiener space B% and leads naturally to the following question.
Question. Which is the property of a Hilbert space of entire functions upon which depends the existence of complete interpolating sequences, that is, the existence of a Riesz basis of Bergman kernels?
The boundedness properties of the Hilbert transform with respect the space norm seems to be related with the above question.
It must be pointed out that if one replaces the exponentials by suitable cosines and sines then it is possible to obtain an orthonormal basis of L For certain window functions G = e~^ there is a variant of the Bargmann transform allowing us to identify H G with Fi for some 4> depending on \l>; for these cases one has thus a way to obtain strict inequalities.
The results for the spaces F? have been recently generalized to several variables in [16] . In this case 0 is a 2-homogeneous, plurisubharmonic function, and the densities £>7(A), D^(A) are defined analogously replacing the discs D (z, v) 
as m Landau's result. This computation can be seen to hold for a general convex S. As with the Paley-Wiener spaces, one might guess that some condition involving "directional densities" should be necessary.
Time-Scale Analysis
In time-scale analysis, the atoms G&,c are replaced by wavelets ^6,a(0 = a" 1 . Analogously as before, it is quite natural to try to discretize this representation and to extract redundancy: for which sequences A = {zk}kez of points in the upper half space is the family W^(A) of wavelets fy tk a frame, a Riesz (or orthonormal) basis of L 2 (R)? This amounts to requiring A to be of stable sampling or a complete interpolating sequence for the space Wq, (it is precisely in this context that frames came back after their introduction in [8] ). The first historical example is the Haar basis, for which ^(x) equals 1 in (0,1/2), -1 in (1/2,1) and is zero otherwise, and A is the grid (n2 m , 2 m ) n>mG^. Notice that a grid of type (nboUQ 1 We will finish this section with some comments about wavelet bases in L 2 (R n ) with n > 1. One of the basic constructions is the "tensor product technique" leading to separable wavelet bases of L 2 (R n ) (see [7] ), but other constructions which do not single out the n axis directions are possible. In the more general context, for a mother wavelet ^ G L 2 (R n ), ||^||2 = 1, a family of wavelets {^ò,M} is obtained from ^ replacing the scale parameter a in one dimension by a matrix M in the linear group GL(R n ):
The 
