The optimal allocation of indivisible resources is formalized as a stochastic optimization problem involving discrete decision variables. A general stochastic search procedure is proposed, which develops the concept of the branch and bound method. The main idea is to process large collections of possible solutions and to devote more attention to the most promising groups. By gathering more information to reduce the uncertainty and by narrowing the search area, the optimal solution can be found with probability one. Special techniques for calculating stochastic lower and upper bounds are discussed. The results are illustrated by a computational experiment.
The aim of this paper is to develop a stochastic version of the branch and bound method for optimization problems involving discrete decision variables and uncertainties. The proposed procedure can be applied in cases when conventional deterministic techniques run into di culties in calculating exact bounds. Such situations are typical for optimization of stochastic systems with indivisible resources.
To illustrate the complexity encountered, let us recall two classical decision models. At rst, consider the following well-known hypothesis testing problem. Suppose that there are two actions i = 1; 2 with random outcomes i ; i = 1; 2. The distribution of i depends on i, but is unknown. By using random observations of i , we want to nd the action with the smallest expected outcome E i . Obviously, this problem is equivalent to the veri cation of the inequality: E 1 < E 2 . Even this problem with only two alternatives is a nontrivial problem of mathematical statistics.
A more general problem which is often referred to as the automaton learning or the multi-armed bandit problem is the following (see Git89] ). Let f1;:::;Ng be the set of possible actions of the automaton and let i be the response of the \environment" to action i. Again, the distribution of i depends on i but is otherwise unknown. The automaton attempts to improve its behavior (current action) on the basis of the responses to previous actions. In other words, the goal is to nd a strategy which generates a sequence of actions i 0 ; i 1 ; : : : evolving (in some sense) to the action with the smallest expected outcome
Here the number of actions may be larger than two, but it is still assumed that it is possible to test all of them. Let us now discuss a seemingly similar, but in fact, a much more di cult example of a discrete stochastic optimization model. The main concern again is the choice among actions with random outcomes, but the set of feasible actions is given implicitly and their number N may be astronomically large. For example, a feasible action may be associated with a vector x = (x 1 ; : : :; x n ), satisfying the constraint where components x j take on values 0 or 1. The parameters b and d j ; j = 1; : : : ; n; are assumed to be positive. The outcome of a feasible action x is characterized by a random value n X j=1 c j x j ;
where the distribution of random coe cients c j ; j = 1; : : : ; n is unknown. As in the automaton learning problem, the main question may be the choice of an action leading to the smallest (largest) expected outcome
This is a stochastic version of the well-known knapsack problem encountered in many applications involving allocation of indivisible resources. A more complicated version of this problem arises when some demands d j ; j = n 1 ; : : :; n, and the resource b are random, too, and we allow the decisions about the values of x j ; j = n 1 ; : : : ; n, to be made after the values of the random parameters are observed.
In section 1 we discuss various other applications and models of discrete stochastic optimization. Their common feature is that some indivisible resources of di erent categories have to be allocated to a number of competing activities, sometimes in succesive time periods. An important property of these problems is that the number N of possible solutions (actions) may be very large. Therefore, the use of standard hypotheses testing techniques or techniques developed for automaton learning becomes practically impossible, because they are based on sequential observations of outcomes of all feasible actions.
There are only few works devoted to solving stochastic discrete programming problems, which are usually concerned with special cases, e.g., YuTs74, DuHe82, Sto85, RiSt88, LLRS88, LaLo93, LoVl93, SSV93, Vle95] . An alternative approach is to use random search techniques, which aim at nding an acceptable sub-optimal solution And94, HoLa95, Tan94, YaMu92] .
Generally, the development of solution techniques for stochastic discrete programming problems is in an embryonic state. The purpose of the present paper is to discuss the capabilities and properties of one of the most popular discrete programming methodsthe branch and bound method -when applied to stochastic discrete programming. The remarkable feature of the branch and bound method is that it can combine global search and local search (heuristic) procedures (for calculating bounds) in a natural way.
In the stochastic branch and bound method, the whole search area is subdivided into subsets. Random upper and lower bounds are used, which are calculated with an accuracy depending on the size of the set and on previous values of the estimates. The updating procedure consists of calculating more precise bounds for the subsets by using additional observations and/or subdividing some of the subsets. A special role is played by the record set, which is the subset having the smallest lower bound. The record set is partitioned at each step of the method. Thus the optimal action (solution) is constructed sequentially without examination of each feasible action. In section 2 the method is described in detail and its convergence is proven. The discussion of section 3 concerns the estimation of stochastic upper and lower bounds. In section 4 we provide a numerical illustration. Finally, we have a conclusion section.
Models of discrete stochastic optimization
Let us now discuss some stochastic optimization problems which can be approached by using the techniques proposed in the next section.
A rather general model is formulated as follows. Suppose that actions or solutions are characterized by vectors x = (x 1 ; : : : ; x n ) from a nite set X R n . For example, X may be de ned as the intersection of some (in particular integer) lattice in R n with a hypercube in R n . Often, components of the vector x take on 0?1 values.
Assume that outcomes of an action x can be described by a function f(x; ), where 2 and ( ; ; P) is a probability space. The problem is to nd the action x that minimizes the expected outcome F(x) = Ef(x; )
(1) among x 2 X \ D;
(2) where D is a subset in R n given, for example, by some inequalities D = fx 2 R n : g i (x) 0; i = 1; : : : ; mg:
Let us now consider some important applied problems which are later as illustrations for proposed techniques. where t ij ( ) are some random transfer coe cients. Finally, there are some target levels (ambient norms) of deposition q j for the receptors j = 1; : : :; n. They are used to formulate a penalty cost ' j (y j ) associated with each deposition, e. g., ' j (y j ) = max(0; y j ? q j ):
The problem is to nd the technologies k 1 ; : : :; k m so as to minimize the penalty function A set N = f1;2;:::;ng of potential facility locations and a set of clients I = f1;2;:::;mg are given. A facility placed at location j costs c j and has capacity u j . Clients have random demands d i ( ), i = 1; : : : ; m, and the unit cost to satisfy the demand of client i from facility j is q ij . There is also a shortage cost q i0 for each unit of client's i demand, which is not satis ed by any of the facilities. The problem is to choose locations of facilities that minimize the total expected cost.
De ning binary variables
1 if facility is placed at j; 0 otherwise; one can formalize the problem as follows y ij x j u j ; j = 1; : : : ; n: y ij 0; i = 1; : : : ; m; j = 1; : : : ; n; where y ij is the demand of client i served by facility j.
Example 3. Project nancing
There are n prospective projects to be implemented. The cost of starting project j is c j . The projects use resources i = 1; : : : ; m, initially available in quantities b i , and the initial demand for resource i by project j is d ij . After the projects are started, additional random quantities of resources i ( ) become available, random inputs ij ( ) of resources necessary to continue the projects, and random incomes q j ( ) from successfully completed projects become known. At this stage one has to decide which projects are to be continued. The problem is to nd the initial set of projects started so that the expected pro t from the whole enterprise is maximized, while the resource constraints at the initial stage and the nal stage are satis ed.
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Using binary variables
1 if project j is started; 0 otherwise; we can de ne the feasible set as X = 
Example 4. Expansion of a network
Consider a network with the set of nodes N, the set of arcs A and with the node-arc incidence matrix M. The arc capacities x ij ; (i; j) 2 A, have to be chosen from some nite sets X ij with costs c ij (x ij ). There is a random supply/demand in the network: d i ( ); i 2 N, and the unit cost of ow on arc (i; j) is q ij . The problem is to invest in arc capacities (select x ij 2 X ij ) so as to minimize the objective function
The rst part of F(x) represents direct investment costs, while '(x; ) represents transportation costs de ned as the minimum value of the network ow problem: min All these examples have common features. There are some indivisible resources to be distributed among many possible activities which makes the number of feasible solutions (actions) very large. In addition, exact evaluation of the objective function at any of the feasible points is very di cult. For non-trivial distributions of the uncertain parameters, one can only simulate the random outcomes and calculate some estimates of the objective. It is quite clear that we need a method that would be capable to nd a solution without exhaustive examination of all feasible points. In other words, we need a way to direct the search to the regions where promising solutions can be found. 
where X is a nite set in some solution space X, D is some (possibly in nite) subset of the space X, is an elementary event in a probability space ( ; ; P) and E denotes the mathematical expectation operator. For example, the n-dimensional Euclidean space R n may serve as the solution space X, the set D may be given in R n by some inequalities and the set X may be de ned as an intersection of some (in particular integer) lattice in R n with a bounded box.
In the branch and bound method the original set X is iteratively subdivided into subsets X p generating a partition P of X. Consequently, the original problem is subdivided into subproblems min
Let F (X p ) denote the optimal value of this subproblem. Clearly, the optimal value of the whole problem equals F (X) = min
The main idea of the stochastic branch and bound method is to iteratively execute three operations:
partitioning into smaller subsets, estimation of the objective within the subsets, removal of some subsets. The procedure continues until some stopping criterion is satis ed, e.g., until promising subsets X p become singletons. The exhaustive examination of X is reduced by using statistical estimates of lower and upper bounds of optimal values F (X p ).
We make the following assumption.
(A1) There exist functions L : 2 X ! R and U :
U(X p ) = F(x 0 ) for some x 0 2 X p ;
and if X p is degenerated into a singleton then
We also assume that if X p \ D = ; then this case can be identi ed and, by de nition,
The functions L and U are usually obtained from some auxiliary stochastic optimization problems de ned on the subsets X p . In section 3 we shall discuss some ways to construct such subproblems. Obviously, the optimal value F (X) cannot be achieved on those sets X p where L(X p ) > min
so such sets could be deleted from the current partition, if we knew the bounds. However, in stochastic problems the bounds L(X p ) and U(X p ) need to be constructed in a special way (e.g. with the use of the mathematical expectation operator). They can be computed exactly only in some special cases and at the expense of high costs. In general, however, we can only assume that some statistical estimates of L(X p ) and U(X p ) are available.
(A2) In some probability space ( ; ; P), for each subset X p X, there exist sequences of random estimates l (X p ; !), l = 1; 2; : : :, and m (X p ; !), m = 1; 2; : : :, ! 2 , such that lim
Possible structure of the probability space ( ; ; P) is described in section 2.3. Let us mention here that if the bounds L and U are de ned by some auxiliary stochastic optimization problems with continuous variables, a broad collection of methods can be used to generate estimates satisfying (A2) (see Erm76]).
The algorithm
The key role in the algorithm is played by the record set, i.e. the set which has the least lower bound, and by an approximate solution, which is de ned as an element of the subset with the least upper bound. As the record set is partitioned into smaller subsets, new estimates of the objective within the subsets are generated, new approximate solution is selected, and the iteration continues. Since the bounds are random, the record set is random; consequently, all objects generated by the method are random. For brevity, we skip the argument ! from the random indices l and m, random partitions P and random sets.
Initialization. Form initial partition P 0 = fXg. Calculate the bounds 0 = l 0 (X) and
Partitioning. Select the record subset Y k 2 argmin f k (X p ) : X p 2 P k g and an approximate solution x k 2 X k 2 argminf k (X p ) : X p 2 P k g:
8 If the record subset is a singleton, then set P 0 k = P k and go to Bound Estimation. Otherwise construct a partition of the record set, P 00 k (Y k ) = fY k i ; i = 1; 2; : : : ; n k g.
De ne new full partition
Elements of P 0 k will also be denoted by X p .
Bound estimation. For all subsets X p 2 P 0
Deletion. Clean partition P 0 k of infeasible subsets, de ning P k+1 = P 0 k n fX p : X p \ D = ;g:
Set k := k + 1 and go to Partitioning.
If the estimates are exact, i.e., if k (X p ) = L(X p ) and k (X p ) = U(X p ), then at the Deletion
Step we can also delete all sets X p for which k (X p ) > k (X p ).
Convergence
In the deterministic case one need not prove convergence of the branch and bound method, owing to the nite number of possible solutions. On the contrary, convergence in the stochastic case requires some validation, because of the probabilistic character of bound estimates. The situation is similar to the hypothesis testing problem with two possible decisions and random outcomes, but much more involved. For example, due to random errors, a subset containing the global solution may not be the record set and may remain unpartitioned. Therefore, if we stop the algorithm after a nite number of iterations, the probability of an error and the size of the error have to be estimated. First of all, let us construct a probabilistic model of the basic algorithm. Assume that partitioning is done by some deterministic rule P 00 : for every subset Y X, P 00 (Y ) is a collection of disjoint subsets Y j of Y such that S j Y j = Y . Consider a deterministic tree T(X) obtained from the initial set X by sequential application of the rule P 00 to all sets arising in this process, until they become singletons. The set X is the root node. At level 1 there are nodes corresponding to the subsets in P 00 (X). Level 2 contains all sets of P 00 (Y ) for all Y 2 P 00 (X), etc. For each set X 0 2 T(X), we denote by k(X 0 ) the location depth of X 0 in T(X).
Suppose that for each set X 0 2 T(X) there exists a probability space ( X 0 ; X 0 ; P X 0 )
such that for all subsets X 00 2 P 00 (X 0 ) there are sequences of random estimates l (X 00 ; ! 0 ); ! 0 2 X 0 ; l = 1; 2; : : : ;
for L(X 00 ) and m (X 00 ; ! 0 ); ! 0 2 X 0 ; m = 1; 2; : : : ; 9 for U(X 00 ). Denote by
the product of probability spaces ( X 0 ; X 0 ; P X 0 ) over all X 0 which may arise at iteration k. By construction, the algorithm performs no more than N partitions, where N is a number of elements of X. Let us consider the product of probability spaces: ( ; ; P) = ( 0 N ; 0 N ; P 0 P N ); and denote ! = (! 0 ; : : : ; ! N ) 2 . We shall consider all random objects produced by the algorithm as de ned on this general probability space.
Let us denote by X the solution set of (4) and by F the optimal value of the objective.
Theorem 1 Assume that the indices l k (X p ) and m k (X p ) are chosen in such a way that, if a subset X 0 2 P k for in nitely many k, then
Then with probability one there exists an iteration number k 0 such that for all k k 0 
for all subsets X p that remain in the partition P 1 ; k k 2 . Passing to the limit in the last inequality, we obtain F(Y ) L(X p ) a:s:;
for all subsets X p 2 P 1 , which completes the proof of assertion (i). Consider now the approximate solutions x k 2 X k . By de nition
By assumption, and due to the niteness of X, m k ( Let a set X 0 2 P 1 be the set X k with the least upper bound for in nitely many k, and let the point x 0 2 X 0 be chosen in nitely often as the point x k . By niteness of the partition P 1 and by niteness of the sets, there exists k 3 such that for all k k 3 each X k and each x k is recurrent in the above sense. Then
i.e., x 0 2 X a.s.. Taking k 0 = max(k 1 ; k 2 ; k 3 ) completes the proof.
Let us now discuss some issues concerning possible implementation of the conceptual method discussed above. Stochastic lower and upper bounds for the subproblems can be calculated by making some experiments (observations) on the subproblems. In the next section we describe some general rules for calculating the bounds. In any case, however, with no loss of generality one can assume that the numbers l and m in assumption (A2) correspond to the numbers of observations. The assumptions of the theorem can be satis ed by making new observations for each subset at in nitely many iterations (not quitting observations for any of the subsets). This is a major di erence between the stochastic method and the deterministic branch and bound method: we do not delete subsets X 0 for which and another number of observations to all remaining sets. The choice of the particular non-record sets observed at the current iteration can be random; for example, with equal probabilities. In this way the assumptions of the theorem are satis ed, but nonprospective subsets are observed with a low frequency. Another possibility would be to assign some unequal probabilities (X p ) of observations to the subsets. The probabilities may be functions of the current estimates. In particular, the idea of observing sets with the smallest lower bounds, introduced for the multi-armed bandit problem in Lai87], may prove successful here, because it resolves in a natural way the con ict between estimation and optimization.
Another important implementational and theoretical issue is the stopping criterion. Clearly, because of the stochastic nature of the bounds, a solution obtained after anite number of observations is, in general, an approximation. Only some probabilistic statements can be made about its accuracy.
Lemma 2 Assume that the algorithm stops at iteration s and that we can build for all X p P s con dence intervals (X p ); 1) for L(X p ) and a con dence interval (?1; ( and F(x s ) (x s ). Combining these two inequalities we obtain the required result.
It is clear from the error estimate (6) that the quality of the approximate solution x s can be improved by making small (that is the motivation for the choice of x s ) and by moving up lower bounds of the con dence intervals for L(X p ). It suggests that more observations should be devoted to non-record subsets which have small (X p ). It should be noted though, that the con dence intervals cannot be constructed in a straightforward way. At the iteration s, the numbers of observations devoted to particular subsets of the nal partition are random. Indeed, such a number for a set X p depends on the iteration (X p ) at which X p was created. It also may depend, if non-trivial rules for generating numbers of observations are used, on the outcomes of observations, e.g., on the number of times X p was a record set.
The basic procedure allows a number of modi cations. Sets of reasonably good suboptimal solutions are often rather rich and it may be su cient to nd one of them by stopping the method relatively early. It is possible to introduce simple (random) rules for cleaning partitions at Step 3 which allow to reach a recurrent partitioning 1 (di erent in general from P 1 ) fairly quickly. The recurrent singleton record set from 1 may be selected as an approximate solution of the problem. For example, the rule may be to keep
The idea is to restart the calculations after reaching a recurrent record singleton from 1 . We employ this idea in section 4.
Estimation of lower and upper bounds
The main question which remains to be answered is the estimation of the lower and upper bounds. In this section we shall discuss two general ideas: interchange of minimization and mathematical expectation operators, and dual estimates. They will be used to construct other discrete or continuous optimization problems which have their optimal values below the optimal value of the original problem. Clearly, some well-known deterministic methods for generating bounds (such as relaxation of the integrality condition) may be used together with the ideas discussed here.
Interchange of minimization and mathematical expectation operators
Consider a discrete stochastic optimization problem without additional general constraints:
The following estimate is true: provides a lower estimate for the optimal value F (X). In many cases, for a xed , it is easy to nd x ( ). The lower bound L(X) can be improved by noting that for every n-dimensional random vector ( ) such that E ( ) = 0 the following relations hold: F (X) = min x2X Ef(x; ) = min x2X E f(x; ) + ( ) T x] Emin x2X f(x; ) + ( ) T x]: (7)
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This yields a valid lower bound 
where i ; i = 1; : : : ; n; are i.i.d. random variables with distribution P.
As an upper bound U(X) for the optimal value F (X) the value of the objective function at some feasible point x 0 2 X can be taken: U(X) = F(x 0 ) = Ef(x 0 ; ):
It is important to choose the point x 0 in such a way that F(x 0 ) is as small as possible. Such points can be found by any (heuristic) local stochastic discrete optimization method like, for instance, the stochastic approximation (over integer lattice) method DuHe82] or a descent direction method Ser88]. The same idea of interchanging minimization and mathematical expectation operators can be applied to two-stage stochastic programming problems: where x 2 X; 2 ; y 2 Y (x; ), X and are some sets, Y (x; ) is a multi-valued mapping, ( ; ; P) is a probability space, x is a deterministic rst stage solution, y( ) is a random second stage solution (correction), and f 1 (x) and f 2 (x; y; ) are performance measures related to the rst and the second stage, respectively. Let F (X) be the optimal value. Then for every ( ) such that E ( ) = 0 the following estimate holds:
We assume here, of course, that the expectation operation is well-de ned. Internal minimization problems, under xed , can often be solved quickly, as the following example shows.
Example 6. Project nancing (continued)
Let us consider the project nancing problem of Example 3 and a subproblem min x2X\X 0 F(x) 14 with X 0 = fx 2 f0;1g n : l j x j u j ; j = 1; : : : ; ng; where l j ; u j 2 f0;1g, j = 1; : : : ; n. Denote Y 
y j 2 f0;u j g; j = 1; : : :; n:
Note that (11) guarantees the feasibility ofx. Consequently, the lower bound is obtained by postponing the decision to start the projects until the uncertain data become known. The multiknapsack problem (10)- (13) is much simpler than the original problem. Moreover, any lower bound for this problem may serve our purposes. For example, one can relax the integrality conditions in (13). By (7) and (8), for any random vector ( ) such that E ( ) = 0 and Pfc + ( ) 0g = 1, we can modify (10)-(13) as follows: min n X j=1 (c j + j ( ) ? q j ( ))y j ; (14) subject to (11)-(13). Clearly, the choice of the appropriate modi cation ( ) is crucial here; section 4 shows how this can be done in the special case of one resource.
If the distribution of is discrete with nitely many scenarios ; : : :; S , we can calculate the expectation of the optimal value in (9) exactly, by solving the multiknapsack problem (14) or its relaxation S times.
As the upper bound U(X \ X 0 ) we can take the objective value Optimal values of the second stage multiknapsack problem '(x 0 ; ) for randomly generated realizations of may then be used to construct random upper bounds.
An important matter is the reduction of variance in these kinds of statistical estimates. This is discussed in DaGl90] and Inf92].
Dual estimates in one-stage stochastic problems
Dual estimates in combination with nonsmooth optimization methods are widely used in deterministic discrete programming (see Min89] , NeWo88], Sho85]). Let us discuss properties of dual estimates when they are applied to stochastic discrete programming problems.
Consider a general stochastic programming problem: min F(x) = Ef(x; )]
(15) subject to G i (x) = Eg i (x; ) 0; i = 1; : : : ; m; (16) x 2 X; (17) where X is some compact (in particular discrete) set, 2 , where ( ; ; P) is a probability space, and E is a mathematical expectation operator. Some of nonlinear inequality constraints may be deterministic. Denote by F the optimal value of the problem and is concave in (it is supposed to be integrable in ). Thus, for any 0, the quantity
is a dual lower estimate for the optimal value F . The quantity
is the optimal dual lower estimate for F . The estimates h( ); 0, can be calculated, for example, by Monte Carlo simulation and h can be found by convex stochastic programming methods (see ErWe88] ). In the last case, one need not solve the stochastic optimization subproblem to optimality: it is possible to stop at any feasible approximation.
When calculating dual estimates, one has to solve the following internal minimization problems min x2X l(x; ; ) for xed and . In many cases these problems can be analytically or numerically solved by nonlinear or discrete programming methods. For example, if functions f(x; ) and g i (x; ); i = 1; : : : ; m, are concave in x and X is a convex polyhedron then the minimal value of l(x; ; ) is achieved at a vertex of X.
Dual estimates for two-stage stochastic problems
Let us consider a two-stage stochastic programming problem of the following form: 
Assume that the coe cients q k and b ik are non-negative and do not depend on , P K k=1 b ik > 0, functions f(x; ) and g i (x; ) are lower semi-continuous in x, integrable in and locally bounded from below by a function integrable in . Here, variable x is the rst stage decision, variable y is the second stage decision (or correction), and (environment state)
is an elementary event in some probability space ( ; ; P). In (19) It can easily be shown that the function F(x) is lower semi-continuous; hence, the problem has optimal solutions. Denote its optimal value byF and de ne the Lagrangian function:
L(x; y; ; ) = f 1 (x; ) + 
Let, additionally, X = X 0 \ K be an intersection of a set X 0 given by deterministic constraints, and of a set K = fx 2 R n : j x j j ; x j integer; j = 1; : : :; ng;
where j and j , j = 1; : : : ; n, are integers. Assume that non-emptiness of X can be easily checked (cf. the Deletion Step of the branch and bound algorithm). Then the estimate It is worth noting that for two-stage stochastic programming problems with integer recourse considered in LaLo93, LoVl93, Vle95] similar lower bounds in closed form can also be derived.
If the de nition of the set X in (19) involves some constraints of form (16), it is possible to combine the techniques of the last two sections to derive dual bounds for such a problem. Technically, it means augmenting the Lagrangian function (21) with terms associated with direct constraints (16), as in (18). All the remaining steps are essentially the same as above.
Illustrative examples
Let us discuss some advantages of the proposed approach in contrast to the conventional optimization techniques. For this purpose we consider a simpli ed version of the project nancing problem (Examples 3 and 6) for the case of nitely many possible outcomes (scenarios) 1 ; : : :; S . We also assume that there is only one deterministic resource. Under these assumptions we obtain an equivalent large scale 0-1 programming problem: 
f0;1g 3 y s j x j 2 f0;1g; j = 1; : : :; n; s = 1; : : : ; S:
Here q s j = q j ( s ), s j = 1j ( s ), and the subscript i is dropped from the resource constraints. Still, with all these simpli cations (23)- (25) is a rather large problem with (S +1)n binary variables, S knapsack constraints (24) and Sn implications (25).
The advantage of our approach is that instead of the optimization problem (23)-(25) in the very large space of variables x and y, we deal with the optimization of an implicitly given function F(x) of variables x, de ned by (3). Observe that for a given x the calculation of the minimum value of (23)-(25) with respect to y decomposes into S independent knapsack problems, which can be quickly solved by dynamic programming NeWo88, pp. 420-421].
To generate upper and lower bounds for this problem we use the techniques discussed in section 3.
Upper bound
To obtain an upper bound for some set X 0 = fx : x j 2 fl j ; u j g; j = 1; : : : ; ng we consider at rst the expected value problem: 
so r (t+1) r (t) , t = 1; : : : ; n. For all j such that l j = u j we set x 0 j = l j and we correct the resource by calculating b 0 = b ?
P n j=1 l j d j . Finally, we allocate the remaining resource to other projects in the order given by NeWo88, p. 452].
For the point x 0 obtained in this way the objective value is calculated by solving the second stage knpsack problem for all S scenarios. By using randomly sampled scenarios one obtains a stochastic upper bound.
Lower bound
To obtain a lower bound for X 0 = fx : x j 2 fl j ; u j g; j = 1; : : : ; ng we use the idea of interchanging minimization and expectation operators (9), which leads to the following procedure. For some chosen cost corrections s j ?c j , such that In this case we simply set s j = 0 for s = 1; : : : ; S and j = 1; : : : ; n. This corresponds to the basic bound (9). 2. E ciency correction.
To motivate this correction let us note that the quality of the lower bound generated in the basic case depends on the di erences among the rst stage decisionsx s j = maxfl j ;ŷ s j g, which follow from the solutionsŷ s of (27)- (29) for all s, we de ne s j = j s j , where j 2 0; 1], j = 1; : : :; n, is a scaling factor.
Branching
The branching rule was based on the upper bound solution x 0 in the record subset: the rst (in the sense of the ordering ) nonzero of x 0 , for which branching was possible, was selected as the next branching variable.
A number of instances of problem (23)-(25) were generated randomly as follows. For a xed number of projects n the rst stage costs and the rst stage resource demands were generated randomly from the uniform distribution in the interval 0,50]. The left ends of the intervals for second stage demands and pro ts, and the lengths of these intervals, were generated in the same way. Then, for a given number of scenarios S, pro ts and resource demands were generated from these intervals according to the uniform distribution.
Next, a second series of problems were generated. The same procedure was used as before, but the randomly generated numbers were squared. The lower bounds for demands and pro ts/costs were generated with the use of the same random number, so correlation of these quantities occured. In this way, a non-uniform distribution of dependent variables was created.
The number of projects ranged through n = 10; 20; 50; 100, and two number of scenarios were considered: S = 10 and S = 100. Note that the case n = 100 and S = 100 correspond to a 0-1 linear programming problem with 10100 variables, 100 knapsack constraints and 10000 implications. The resourse available was always 500, and there were always 5 to 15 projects started at the optimal solution.
As a benchmark we used the general-purpose MIP programming system CPLEX CPL93], which was applied directly to the large scale problem (23)- (25) with the priority order preferring the rst stage variables x, and other parameters set at their default values.
The results are summarized in Table 1 . We see that the proposed method solved all instances of the problem in a relatively short time. The price correction scheme based on e ciency equilibration was very successful; it always decreased the solution time. The problems with uniform and independent distributions were easier, because the upper bound solution reached the optimal point very quickly. The problems with non-uniform distributions, which had large di erences in sizes and pro ts of projects, turned out to be more di cult for the stochastic method and too di cult for CPLEX. The reason for it is rather clear: our approach has a linear growth of complexity, when the number of scenarios increases, while in the general branch and bound method the growth is exponential. The relatively smaller gain from the cost correction in our second method was due to the fact that small scaling factors j had to be used to ensure the inequalities c j + s j 0.
To illustrate the progress of the method with price correction we show in Figure 1 the best upper and the best lower bound as the function of the iteration number.
Our next experiment aimed at assessing the capabilities of the method for larger problems, where stochastic bounds had to be used. A problem with n = 10 and S = 1000 and with a non-uniform distribution was generated, and two versions of the method were compared. The rst one used deterministic bounds based on all 1000 scenarios (as in the earlier experiments). The second version used stochastic bounds calculated as follows: at each iteration 10 scenarios were drawn at random from the whole population and for these Table 1 : Performance of the branch and bound methods. \u" and \n-u" denote the uniform and non-uniform distribution. \Nodes" denotes the number of subsets generated. \Time" is the CPU time in seconds on a SUN Sparcstation 2. \Failed" means that CPLEX reached the maximum number of nodes (10 5 ). scenarios the bounds were calculated by the techniques described earlier in this section. The stochastic method stopped the rst time when the record set was a singleton and the true objective value was calculated on the basis of the whole set of scenarios. Ten such passes (regenerative cycles) of the stochastic method were made, with di erent seeds for the random number generator used to sample the scenarios. The results are shown in Table 2 . Additionally, in Figure 2 we illustrate the progress of the deterministic method and the stochastic method in Pass 9 (note the non-monotonicity of the bounds). We see that the stochastic method does surprisingly well on these examples, even with such a small sample size. All cycles found solutions which were better than the rst heuristic solution based on the expected value problem (the rst upper bound in Pass 0) and the optimal solution was hit twice.
The nal experiment aimed at assessing the capabilities of the stochastic method on very large problems, which seem to be intractable otherwise. A problem with n = 100 projects and with S = 1000 non-uniformly distributed scenarios was considered, which had a very large deterministic equivalent. To obtain stochastic bounds, 100 scenarios were drawn at random at each iteration and the lower and upper bounds were calculated as described earlier in this section. The algorithm stopped when the record set was a singleton and this point was considered as a candidate for the solution. Figure 3 illustrates one pass of the method, which took 5734 iterations in 8838 CPU seconds. Of course, we do not know the optimal solution in this case, but the objective value at the solution found (calculated with the use of all scenarios) was ca. 7% better than the objective value for the heuristic solution based on the expected value problem.
Of course, it is to early to draw de nite conclusions about the capabilities of the proposed approach, but it seems to have a potential to solve some large scale stochastic integer programming problems. It appears to be useful (at least in the examples discussed here) to take advantage of the stochastic nature of the problem in the derivation of the Table 2 : Performance of the stochastic branch and bound method on a problem with 10 projects and 1000 non-uniformly distributed scenarios. At Pass 0 exact bounds were calculated. At Passes 1{10 random bounds based on 10 observations were used. \Nodes" denotes the number of subsets generated. \Time" is the CPU time in seconds on a SUN Sparcstation 2, including the time of the nal objective estimation. \Objective" is the true objective value at the solution. 
Conclusions
The stochastic branch and bound method presented in this paper combines two basic ideas. The rst one is to partition the set of decisions into smaller subsets and to use bounds on the objective within the subsets to guide this process, similarly to deterministic discrete optimization. The second idea is to exploit the stochastic nature of the problem in order to obtain stochastic or specialized deterministic bounds. We use the concept of recursive allocation of random observations to the subsets to improve stochastic bounds. As a result, a rather general and exible scheme has been obtained in which partition and observation can be dependent on the outcomes of the previous observations. The method is convergent with probability one under quite general assumptions. Constructive methods for calculating stochastic bounds for a broad class of problems have been developed. If the problem has a nite discrete distribution of random parameters, then the proposed bounds can be calculated exactly. In this way one obtains a highly specialized deterministic branch and bound method for stochastic programming problems. Some initial computational experiments with the method indicate that it has a potential to solve some large stochastic discrete optimization problems. However, there is still a number of theoretical and practical questions that have to be investigated.
There is a need to develop a probabilistic concept of e ciency of the method. This would allow to introduce more speci c partitioning and observation rules. Ideally, one would like to have something similar to the optimal allocation indices of Gittins for the multi-armed bandit problem Git89]. Indeed, the proposed approach can be viewed as the generalization of the solution procedure for the multi-armed bandit problem with the following di erence: observations are made for collections of actions (arms), not just one. Therefore the decision is not only the choice of the next action, but also the partition of the subsets. It is clearly a much more di cult problem, but with a great theoretical and practical importance. Presumably, some more detailed results can be obtained for some speci c classes of stochastic discrete problems. Finally, further computational experience has to be gained for a su ciently broad class of application problems to better understand the advantages and the disadvantages of various possible versions of the method. We hope to make some progress in these directions in the near future.
