Visual short-term memory (VSTM) is a capacity-limited system for maintaining visual information across brief durations. Limits in the amount of information held in memory reflect processing constraints in the intraparietal sulcus (IPS), a region of the fronto-parietal network also involved in visual attention. During VSTM and visual attention, areas of IPS demonstrate hemispheric asymmetries. While the left hemisphere represents information in only the right-hemifield, the right hemisphere represents information across the visual field. In visual attention, hemispheric asymmetries are associated with differences in behavioral performance across the visual field. In order to assess the degree of hemifield asymmetries in VSTM, we measured memory performance across the visual field for both single-and two-feature objects. Consistent with theories of right hemisphere dominance, there was a memory benefit for single-feature items in the left visual hemifield. However, when the number of features increased, the behavioral bias reversed, demonstrating a benefit for remembering two-feature objects in the right-hemifield. On an individual basis, the cost of remembering an additional feature in the hemifields was correlated, suggesting that the shift in hemifield biases reflected a redistribution of resources across the visual field. Furthermore, we demonstrate that these results cannot be explained by differences in perceptual or decision making load. Our results are consistent with a flexible resource model of VSTM in which attention and/or working memory demands result in representation of items in the right hemifield by both the left and right hemispheres.
Introduction
In dynamically changing environments, it is important to represent information for brief durations in the presence of distraction and incoming sensory stimulation. In the visual system, visual short-term memory (VSTM) serves as a short-term buffer, allowing the system to maintain information over several seconds (Phillips, 1974) . However, the amount of information held in VSTM is severely limited, reflecting constraints in the processing capabilities of underlying brain networks (Phillips, 1974; Cowan, 2001 ).
The amount of information stored in memory is directly related to limits in neural resources in brain https://www.nihms.nih.gov/pmc/articlerender.fcgi?artid=600555 activity underlying VSTM (Todd and Marois, 2004; Vogel and Machizawa, 2004; Xu and Chun, 2006) . A presumptive neural marker of VSTM, the contralateral delay activity (CDA), assumes that brain activity in each hemisphere represents memory items in the contralateral visual field (e.g., right hemisphere represents the left visual field) (Vogel and Machizawa, 2004; Vogel et al., 2005) and is argued to reflect the number of items held during VSTM, with activity increasing with the number of items presented and plateauing when memory resources are fully distributed (Vogel and Machizawa, 2004; Vogel et al., 2005) .
Studies using functional magnetic resonance imaging (fMRI) have demonstrated that activity within the intraparietal sulcus (IPS) is central to VSTM (Todd and Marois, 2004; Xu and Chun, 2006) . Similar to the CDA, thought to be elicited by sources in posterior parietal and lateral occipital cortex, activity in IPS strongly corresponds to the amount of information held in memory. Areas of IPS involved in VSTM overlap fronto-parietal networks (Sheremata et al., 2010) , known to be involved in perception and attention (Corbetta and Shulman, 2002) . However, contrary to the simple contralateral nature of CDA, recent fMRI studies demonstrate hemispheric asymmetries in regions of IPS. Specifically, activity in right IPS reflects VSTM items presented across the entire visual field, resulting in a decreased contralateral bias in the right as compared to the left hemisphere (Sheremata et al., 2010) .
Consistent with anatomical overlap of VSTM and attention, these apparent hemispheric asymmetries in IPS observed during VSTM mirror asymmetries observed during visual attention. Behavioral performance biases across the visual field on visuo-spatial attentional tasks correlate with anatomical and functional measures of hemispheric asymmetries. For example, greater white matter volume in right than left hemisphere has been associated with an attentional bias to the left visual field (Thiebaut de Schotten et al., 2011) , supporting right hemisphere dominance theories of visual attention (Mesulam, 1981) . Right hemisphere dominance theories have been associated with biases toward the left visual field, a phenomenon known as pseudoneglect (Bowers and Heilman, 1980) . Consistent with right hemisphere dominance for visual attention, a recent VSTM study documented a similar behavioral benefit in the lefthemifield during an orientation change detection task (Gamble and Somers, 2012) .
In contrast, behavioral benefits for items presented in the right visual field have been argued to reflect the right hemisphere representing the right, or ipsilateral, visual field to a greater extent than the left hemisphere can represent the left visual field. Behavioral bias toward the right visual field is greater in participants with stronger hemispheric asymmetries across the fronto-parietal attention network (Szczepanski and Kastner, 2013) . Evidence therefore suggests that hemispheric asymmetries in frontoparietal networks can result in both left-and right-hemifield behavioral biases.
Hemispheric asymmetries observed in VSTM using fMRI, as well as mirrored asymmetries observed in attentional selection, set up directly testable predictions as to how VSTM performance should vary across the visual field. We hypothesized that if, as has been assumed, each hemisphere directs resources toward the contralateral visual field, there should be no difference in performance for items presented in the left and right visual field regardless of memory load. In contrast, if VSTM demonstrates right hemisphere dominance, there should be a benefit for items presented in the left, or contralateral, visual hemifield. However, if hemispheric asymmetries result in representation of the right visual field by both the left and right hemispheres, then dual representation should result in behavioral benefits of items for the right, as compared to the left, hemifield. Finally, behavioral (Wilson et al., 2012) and neural (Xu and Chun, 2006; Luria et al., 2010; Luria and Vogel, 2011) single-and multi-feature VSTM, suggesting additional resources are necessary for remembering multifeature items. As asymmetries have been shown to be memory load-dependent (Sheremata et al., 2010) , behavioral hemifield asymmetries may vary for single-and multi-feature items.
In order to investigate the effect of hemispheric asymmetries on VSTM performance across the visual field, we measured VSTM performance in two sets of behavioral experiments using single-and twofeature objects. In the first experiment, results showed set-size dependent memory enhancement for single-feature objects in the left hemifield, consistent with a right hemisphere benefit for VSTM (Gamble and Somers, 2012) . In addition, increasing the number of object features caused a change in the behavioral bias, with a benefit for items presented in the right visual hemifield. In a second set of experiments, each individual trial was cued to rule out the possibility that memory load dependent hemifield asymmetries were caused by perceptual or encoding strategies (Experiment 2a) or decision-making factors (Experiment 2b). We found that increasing the number of features biased performance across the visual field when participants were given a cue before the memory trial, but not after the memory probe, suggesting that hemifield asymmetries result from memory-related demands and not decision-making processes. Together these experiments demonstrate that hemifield asymmetries are evident in VSTM and emerge in a resourcedependent manner. Mechanisms that could potentially give rise to such hemifield asymmetries are proposed and discussed.
Experiment 1 Method
Twenty-four participants (12 female), naïve to the purpose of the study, completed the experiment for course credit. Participants ranged in age from 19 to 32 years, had normal or corrected-tonormal vision, and gave informed consent approved by the George Washington Institutional Review Board. Four participants were excluded due to poor performance (failure to remember at least 2 memory items in any condition) or incomplete data collection.
Experiments were run on a desktop PC using the Psychopy software package (Peirce, 2009) . Stimuli were presented on a Dell monitor (1280×1024 pixels, 75 Hertz refresh rate) at a viewing distance of approximately 62 cm.
Participants performed a change detection task in which colored shapes were presented against a mean gray luminance background. Maximally discriminable, common colors (dark blue, orange red, green, yellow, purple, plum, and maroon) and shapes (rhombus, cross, triangle, diamond, circle, club, and star) were pseudo-randomly chosen without repeat (Figure 1 ).
Figure 1
Stimuli and VSTM trial structure. (A) In the two-feature condition participants encoded a set of briefly presented items and determined whether there was a change. In half of the trials, a change in color or shape could occur. (B) Sample stimuli used ... Stimuli subtended 1.2° visual angle along the longest dimension and were presented on a perimeter of an imaginary circle with a radius of 5° from fixation, rendering all items equidistant from the fixation point. https://www.nihms.nih.gov/pmc/articlerender.fcgi?artid=600555
Cowan's K During each block, a single set size was chosen depending upon the feature condition (see below). In half of the blocks, items were presented left of fixation, and in the other half of the blocks items were presented right of fixation, with hemifield order counterbalanced across participants in both the singleand two-feature conditions. Participants were instructed to maintain fixation, and before each trial the fixation cross blinked off and then on to redirect participants gaze toward fixation.
Stimuli were presented for 500 ms followed by a 1000 ms memory delay period (Figure 1 ). After the memory delay, the items were again presented. In half of the trials one of the items changed in the relevant dimension (color, shape, or color or shape), and participants responded to indicate whether all items remained the same or if there was a change in one of the item's relevant dimension. Auditory feedback was given after each trial to indicate whether the participant answered correctly. Feature (color/shape) and visual field location (left/right hemifield) order were counterbalanced across participants.
The number of to-be-remembered features was manipulated in blocks. In the single-feature condition, an instruction screen indicated which feature dimension to monitor. All items were presented in a single value of the irrelevant feature dimension, pseudo-randomly chosen for each participant (e.g., dark blue objects in the shape blocks and triangles in the color blocks). In the two-feature condition, either color or shape could change and participants were instructed to detect a change in either dimension.
Capacity was initially calculated using Cowan's formula K = SS*(H+C-1) (Cowan, 2001) , where SS represents set size, H represents hit rate, and C represents correct rejection rate. Because the set sizes for the two-feature condition were dependent on participants' individual capacities, we calculated K from VSTM performance during the first hemifield presented in the single-feature condition, with the order of the first hemifield presentation counterbalanced across participants (i.e., half the participants performed the single-set size in the left hemifield first and the right hemifield last). Maximum capacity (K) was defined as the maximum number of items remembered for any set size (3-5 items) in the first presented hemifield. In cases where a participant's calculated capacity was not an integer, capacity was rounded to the nearest integer. Set sizes in the two-feature condition in both the left and right hemifield were based upon the maximum number of items remembered at any set size. After estimating each participant's maximum capacity (K) for the single-feature condition, participants were then tested at set sizes of K, K+1, and K+2. This procedure allowed us to reduce inter-subject variability by controlling task difficulty across participants. Following the multiple-feature condition, participants performed the single-feature task in the opposite visual hemifield.
A recent report demonstrates that Pashler's formula (Pashler, 1988) for measuring capacity (K ) more accurately reflects the number of items held in VSTM when memory is probed using a whole display (Rouder et al., 2011) . This is due to the fact that, as the number of probed items increases beyond subjects' capacity, the rate of informed guessing also increases. Even though the small set sizes used here might result in minimal differences between K and K , in order to be conservative, data were also analyzed using K . We therefore re-categorized participants' data using Pashler's formula, K = SS*((H+FA)/(1-FA)), where SS represents set size, H represents hit rate, and FA represents the false alarm rate, and analyzed the data after recategorizing based upon participants' K .
Results
On average, participants' memory capacity, measured by Cowan's K, was approximately 3 items for color and 2 items for shape in the single-feature condition (K =3.3, K =2.4). Therefore, in the two-feature condition, individualized set sizes K, K+1, and K+2 corresponded to 2, 3, and 4 items, respectively, for 13 participants, and 3, 4, and 5 items for 7 participants. For these set sizes, participants performed at 92±1, 86±1, 77±2% correct and 87±2, 79±1, 73±2% (mean ± std error) correct, for the single and two feature conditions, respectively. Change detection performance was measured using d′.
A within-subjects analysis of variance (ANOVA) was conducted with d′ as a measure, and main factors of hemifield (left/right), condition (single-feature/two-feature), set size (K/K+1/K+2), and feature (color/shape). The ANOVA revealed a main effect of: set size [F(2,38)=59.18, p<0.001], with higher discriminability for smaller set sizes; feature [F(1,19)=75.61, p<0.001], reflecting better performance in VSTM for color than shape; and condition (F(1,19)=11.85, p<0.01), driven by poorer performance in the two-feature than single-feature condition. The main effect of condition confirmed previous reports of increased demand for remembering objects with two-features (Xu and Chun, 2006; Luria et al., 2010; Luria and Vogel, 2011; Wilson et al., 2012) . The ANOVA also revealed a two-way interaction between feature and condition [F(1,19)=12.93, p<0.01] , reflecting a greater feature-cost for detecting changes in color than shape.
Crucially, there was a significant three-way interaction between hemifield, condition, and set size [F(2,38)=5.86, p<0.01]. Planned comparisons indicated that this interaction was driven by a change in performance at set size K+1 in the left-and right-hemifields: performance was better in the left hemifield in the single-feature condition [t(19)=3.08, p < 0.01], consistent with previous reports of working memory benefits in the left, as compared to the right, visual hemifield (Gamble and Somers, 2012) . In the twofeature condition, however, significantly better performance was seen in the right-hemifield [t(19)=2.38, p<0.05] (Figure 2 ). These results demonstrate that VSTM performance across the visual field is dependent upon the number of features held in memory, suggesting that remembering a second feature changed how resources across the visual field are distributed.
Figure 2 VSTM performance as measured by d′. Performance differed between the single-feature and two-feature conditions in a hemifieldand set size-dependent manner, with the greatest hemifield difference observed at set size K+1. Asterisks signify a ...
Performance on visuospatial tasks has been shown to reflect differences in fronto-parietal networks at the individual level (Thiebaut de Schotten et al., 2011; Szczepanski and Kastner, 2013) . We reasoned that if the difference across the visual field for single-and two-feature memory trials reflects a shift in resources from the left-to the right-hemifield, an individual's overall amount of resources should remain constant. Because the cost for remembering an additional feature in the left visual field should correlate with the cost in the right visual field across participants, we measured the relationship between the cost of remembering two features in the left-and right-hemifields. A feature-cost index was created to measure the cost of remembering two features for each hemifield for each participant: Pashler's K At the group level, there was a significant cost for remembering two features in both hemifields at set size K [left, t(19) =2.68, p<0.05; right t(19) =2.51, p<0 .05] while there was a significant cost for remembering two features in the left, but not right, hemifield at set size K+1 [left, t(19) =4.88, p<0.001; right, t(19)=0.25, p=0.80] . However, at both set sizes K and K+1 there was a significant correlation between the feature-cost index in the left and right visual field [K, r(18) =0.46, p<0.05; K+1, r(18) =0.56, p<0 .01] (  Figure 3 ). Therefore, although individuals vary in the degree of performance bias across the visual field, participants with greater feature-cost indices in the left hemifield also had greater feature-cost indices in the right hemifield. In contrast, at set size K+2, there was no significant difference in memory performance between the single-and two-feature conditions [left, t(19) =1.26, p=0.22; right t(19) =1.21, p=0.24] , suggesting that performance did not reflect the number of features held in memory. At this set size there was not a significant relationship between feature-cost across hemifields. This suggests that behavioral asymmetries reflect a shift within a constant set of resources for memory performance across the visual field.
Figure 3
Relationship between feature cost-indices in the left and right hemifields for set sizes K and K+1. The feature cost-index is a normalized measure of the change in performance for remembering 2 features vs. 1 feature, and was measured in both the left ... Given a recent report demonstrating that Pashler's measure of K (K ) (Pashler, 1988 ) accounts more accurately for guess rates when using a whole-display probe (Rouder et al., 2011) , we reclassified subjects using K . Five subjects (25%) were reclassified from having a K of 2 items to having a K of 3 memory items while there was no change in estimated memory capacity for the remaining 15 participants. Because set sizes in the two-feature condition were estimated using Cowan's estimation of K, leaving the participants subjects with incomplete data at each set size, we restricted our analysis to the set size K +1, which demonstrated hemifield differences in the original analysis. A within-subjects analysis of variance (ANOVA) was conducted with main factors of hemifield (left/right) and condition (single-feature/twofeature). After reclassifying participants' capacity based upon K , an ANOVA demonstrated a significant main effect of condition [F(1,19)=5.94, p < 0.05], reflecting an overall cost for remembering a second feature. Importantly, and replicating our finding using Cowan's K, a significant interaction between condition and hemifield [F(1,19) 
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Experiments 2A and 2B
In Experiment 1 we demonstrated that behavioral performance for items presented across the visual field varied in a feature-load dependent manner. However, it is possible that performance differences were modulated not only by memory demands, but also by perceptual and decision processes that varied between the conditions. In Experiment 2A we replicated results from Experiment 1 using cues for each trial to enable the use of identical memory arrays to investigate feature-load effects on hemifield asymmetries. By using identical stimuli in single-and two-feature conditions, we were able to rule out the possibility that hemifield differences reflected better perceptual representations across the visual field. Furthermore, by randomizing trials within a single block, we minimized the possibility that participants utilized different encoding strategies for the two conditions.
Experiment 2A
The methods in Experiments 2A were identical to those in Experiment 1 except as described below. Thirty-one additional participants (23 female), naïve to the purpose of the study, completed the experiment for course credit. Three participants were excluded because they were unable to remember a minimum of 2 items in the single-feature condition. On each trial, color and shape varied for each memory item, and a cue indicated the relevant feature-dimension. On single feature trials, a written cue "color" or "shape" directed subjects to detect a change in the relevant feature dimension, and in two-feature trials, the cue "either" directed subjects to detect a change in either color or shape. Cues were presented for 500 ms followed by a blank 200ms interval. In each block, trials for each condition were presented in a randomized order. In both the single-feature conditions (color and shape), memory performance was measured at set sizes 3, 4, and 5 to determine subjects' maximum capacity. Maximum capacity was defined as the maximum number of items reached for both single feature conditions (color and shape) across both hemifields at any set size, using both Cowan's and Pashler's formulas (K and K , respectively). Therefore, if a subject had a capacity of 2.4 in the left hemifield and 2.6 in the right hemifield, then the subject's maximum capacity would be estimated to be 2, because capacity in the left hemifield never reached 3. We restricted all further analyses to set size K+1 and K +1, the set size at which hemifield asymmetries were observed in Experiment 1.
At set size K+1, participants' performance was similar to performance in Experiment 1 (accuracy rate: single feature 82±1%, two feature 80±1%). A within subjects ANOVA with factors of hemifield (left, right), condition (single-feature/two-feature), and feature (one, two) and d′ as a measure revealed a main effect of: feature [F(1,27)=121.74, p<0.001], reflecting better performance in VSTM for color than shape; and condition [F(1,27)=7.00, p<0.05], driven by poorer performance in the two-feature condition. Importantly, the ANOVA also revealed a two-way interaction between hemifield and condition [F(1,27)=4.62, p<0.05] , replicating the Experiment 1 finding of feature-load dependent changes in VSTM performance across the visual field ( Figure 4A ). Paired-comparisons demonstrated that this interaction reflected significantly better performance in the single-feature condition than the two-feature condition in the left hemifield [t(27) Pashler K Methods 2A and 2B. (A) When participants were cued to remember either a single-or two-features before the memory trial, there was a significant cost for remembering a second feature in the left, ... We hypothesized that the increased memory demand for two-feature as compared to single-feature memory items resulted in a shift in hemifield asymmetries toward a right hemifield bias. In order to test this hypothesis, we calculated a feature cost index as in Experiment 1 (see methods). The feature cost index was significantly higher in the left than right visual hemifield [t(27)=2.15, p<0.05], demonstrating a greater cost for remembering an additional feature in the left hemifield than in the right hemifield.
In order to confirm that the observed results were not due to inaccuracies in the calculation of participants' capacity, we again reclassified participants' data based on K . One participant was reclassified from having a K of 2 items to having a K of 3 memory items while there was no change in estimated memory capacity for the remaining 27 participants. An ANOVA revealed a main effect of: feature [F(1,27)=122.4, p<0.001], reflecting better performance in VSTM for color than shape; and condition (F(1,27)=11.14, p<0.01), driven by poorer performance in the two-feature than single-feature condition. Importantly, the main result was replicated, showing a marginally significant interaction between condition and hemifield [F(1,27)=3.98, p=0.056], providing strong evidence for a change in hemifield biases with feature-load.
We conducted the same correlation in feature cost index across the hemifield analysis as in Experiment 1, however this analysis did not yield a significant correlation. As is the case with a null result, there are many possible explanations as to why this analysis did not yield significance. Here, we focus on two possible explanations. While it has been argued that all of an objects' features are encoded and stored in memory (Luck and Vogel, 1997) , participants can selectively control which features are stored in memory (Woodman and Vogel, 2008) . Because this selection is under participant's control, it is likely that it requires additional resources. The effect on performance in the left and right hemifield may vary because of different costs for remembering an additional feature. Alternatively, consistent with individual differences in controlling which objects are encoded into memory (Vogel et al., 2005) , individuals may vary in the extent to which they can selectively encode single features. In either case, this additional step of selecting a feature would affect our behavioral measure, making it harder to measure a relationship in feature cost across the visual field.
Experiment 2B
In Experiments 1 and 2A we demonstrated that hemifield asymmetries occurred in a feature-load dependent manner. However, it could be argued that decision making costs, higher in the two-feature than single-feature condition, modulated memory performance across the visual field in an apparent featureload dependent manner. Therefore, in Experiment 2B we utilized post-cues to test whether post-perceptual decision making processes resulted in hemifield asymmetries. We predicted that, because dynamic reallocation of resources requires preparation before the trial, then a cue given after the memory probe would be insufficient to bias memory, and no hemifield asymmetries should occur.
Twenty-eight additional participants (18 female), naïve to the purpose of the study, completed the experiment for course credit. Three participants were excluded due to poor performance (failure to 
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remember at least 2 memory items in any condition) or incomplete data collection. The methods in Experiment 2B were identical to those in Experiment 2A except the cue was presented after the memory probe (a post-cue), just before participants' response. In each trial, the cue was presented after a 500ms presentation of the memory probe and a 200ms blank interval. Therefore, while participants had to encode and remember both features, the post-cue allowed us to investigate the effect of detecting a change in a single feature dimension as compared to in two separate feature dimensions.
At set size K+1, participants' accuracy was 81±1% for the single feature condition and 80±1% for the two feature condition. As in Experiments 1 and 2A with d′ as a measure, a within-subjects ANOVA revealed a main effect of feature [F(1,24)=121.73, p<0.001], reflecting better performance in VSTM for color than shape. However, unlike in Experiments 1 and 2A, there was no significant effect of condition nor a significant interaction between condition and hemifield [all Fs <1], demonstrating that differences in decision-making processes could not account for the changes in performance across the hemifields reported in Experiments 1 and 2A ( Figure 4B ).
In order to directly compare the effect of feature-load on memory vs. decision making costs, we compared the feature-cost indices in Experiments 2A and 2B in the left and right hemifields, respectively. The feature-cost index was significantly lower in Experiment 2B than in 2A in the left hemifield [feature costindex 2A=0.11±0.03, 2B = 0.02±0.04, t (51) Classifying subjects using K , 3 participants were reclassified from having a K of 2 items to having a K of 3 memory items while there was no change in estimated memory capacity for the remaining 22 participants. An ANOVA revealed a main effect of: feature [F(1,24)=60.65, p<0.001], reflecting better performance in VSTM for color than shape, but no significant effect of condition (F(1,24)=0.37, p=0.55) nor an interaction between condition and hemifield (F(1,24) = 1.04, p = 0.32). Comparing Experiment 2B to Experiment 2A, we also found a marginally significant decrease in feature cost in the left [feature cost-index 2A=0.12±0.03, 2B= 0.03±0.04, t(24)=1.97, p = 0.06] but not the right [feature cost-index 2A=0.12±0.03, 2B= 0.03±0.04, t(51)=0.53 p = 0.52] hemifield, demonstrating that the feature-cost differences across the visual field were not related to differences in decision making.
Here, we asked whether hemispheric asymmetries seen in VSTM result in behavioral asymmetries across the visual field depending upon the number of features to be remembered. In a set of three experiments, we show an advantage for items held in VSTM in the left visual field when encoding and storing a single-feature. These results are consistent with a right hemisphere bias resulting in better performance for items in the left visual field during both visual attention (Bowers and Heilman, 1980; Thiebaut de Schotten et al., 2011) and working memory (Gamble and Somers, 2012) . However, when memory items had more than one feature, performance was better in the right-hemifield.
What mechanism can explain this change in behavioral biases? One possibility is that increased VSTM demands, associated with maintaining single-vs. multiple-feature items, result in the dynamic reallocation of resources from the left to the right hemifield. Recent studies demonstrate greater demand for VSTM resources for representing multiple-as compared to single-feature objects using both behavioral (Wilson et al., 2012) and neural (Xu and Chun, 2006; Luria et al., 2010; Luria and Vogel, 2011) measures of VSTM. It has also been demonstrated that with increasing memory load, the right hemisphere tends to represent items in both the left and right visual fields (Sheremata et al., 2010) . If we assume that resources can flexibly shift between items stored in memory (Bays et al., 2009) , then resources in the right hemisphere may shift from the left-to right-hemifield with increasing memory load. Similar hemispheric asymmetries have been shown to result in right hemifield biases in visual attention (Szczepanski and Kastner, 2013) . Therefore, remembering multiple-feature objects may tax VSTM resources, resulting in a shift toward the right hemifield. Representation of the right hemifield by both the left and the right hemisphere would result in a behavioral benefit in the right hemifield.
Further supporting this dynamic reallocation of resources hypothesis, is evidence within our data indicating that the cost of remembering an additional feature in one visual hemifield predicted a significant amount of variability in the opposite visual hemifield (i.e., participants showing a relatively large cost for remembering an additional feature in the left hemifield also demonstrated a relatively large cost for remembering an additional feature in the right hemifield), strongly suggesting that performance reflected an overall limited amount of resources for an individual regardless of how those resources were distributed across the visual field.
The feature-load dependence of hemifield asymmetries in VSTM is consistent with the role of IPS in VSTM. For single feature items we demonstrated a left visual field benefit, consistent with right hemisphere dominance theories in visual attention. At least one previous study has demonstrated a left visual field benefit for single feature memory items (Gamble and Somers, 2012) , suggesting that VSTM also exhibits right hemisphere dominance. However, there is also evidence that, as memory load increases, right IPS represents memory items not only in the left, but also the right, visual hemifield (Sheremata et al., 2010) . IPS areas that show hemispheric asymmetries have been shown to represent memory items in a feature-load dependent manner (Xu and Chun, 2006) , suggesting that increasing feature load for items held in VSTM increases the overall memory load, therefore causing the right hemisphere to represent both the left and right visual hemifields. Furthermore, similar visual field asymmetries have been shown to result in right visual field biases in visual attention (Szczepanski et al., 2013) .
While hemispheric asymmetries and visual feature load suggest IPS involvement, it is possible that additional cortical areas may underlie or contribute to our effects, for example frontal eye fields (FEF). Szczepanski et al. (2013) , using an attentional task, demonstrated spatial asymmetries in FEF, an area within the same fronto-parietal network as IPS. In addition, at least one paper has demonstrated FEF involvement in VSTM (Offen et al., 2010) , though not in a memory-load dependent manner.
Another possible mechanism that could account for differences in hemifield biases in single vs. multifeature VSTM could be remembering multiple features utilizes attentional demands that modulate memory representations in a hemifield-specific manner. A recent study demonstrated that, across fronto-parietal networks, attention modulates object-based memory activity when multiple features were monitored in a dual memory-attention task (Santangelo and Macaluso, 2011) . Furthermore, remembering multiple items in memory results in relatively poorer attentional performance in the left as compared to right visual field, a phenomenon know as transient neglect (Emrich et al., 2011) . Similar to deficits seen in hemispatial neglect (Behrmann and Tipper, 1999) , transient neglect can also be demonstrated not only in retinotopic (Emrich et al., 2011) , but also in object-based coordinates (Gozli et al., 2013) , with poorer performance https://www.nihms.nih.gov/pmc/articlerender.fcgi?artid=600555
for detecting a target on the left, as compared to right, side of an object. Together these studies demonstrate that attention and VSTM can interact in hemifield specific manner and strongly suggest that understanding how attention modulates the demands of VSTM will be crucial for understanding hemifield asymmetries in VSTM.
Contrary to our results, Szczepanski et al., (2013) did not find overall hemifield asymmetries across participants in the attention domain. There are many possibilities that may account for the divergence between the two studies. First, it is possible that the asymmetries we demonstrate are specific to VSTM. In contrast, Szczepanski et al., (2013) used a landmark version of a line bisection task to measure behavioral biases. The landmark task requires perceptual and attentional, but not memory, resources. Second, in our VSTM task, participants had to select, encode, and maintain multiple items. Therefore, it is possible that hemifield asymmetries emerged from dividing attention and/or memory resources across multiple items. Third, set-size and feature-load dependence of hemifield asymmetries suggest hemifield asymmetries emerge only when resources are taxed. Differences in task difficulty, therefore, may account for differences in asymmetries in the two studies. Finally, by comparing asymmetries across single-and twofeature memory conditions, we measured asymmetries in a within-subjects manner. It is possible that this measure of hemifield asymmetries is more sensitive than comparing asymmetries across participants.
Our findings raise a number of intriguing questions about how VSTM memory resources are distributed. Why were hemifield asymmetries only evident for a single, K+1, set size? Previously, we demonstrated set size dependent hemispheric asymmetries in IPS that emerge only when memory resources are taxed (Sheremata et al., 2010) . During a VSTM task performed at near ceiling (e.g., at set size K), memory resources in the left hemisphere may be sufficient to encode and store all the memory items presented in the right visual field, and the task may not necessitate additional resources be directed toward the right visual field. At another extreme, set size K+2, participants were presented with 2 memory items above their estimated memory capacity (Cowan, 2001 ), which we estimated as 2-3 items for our study design. Therefore at the highest set size participants were presented with approximately twice as many items as they could remember. If participants remembered all of the items presented, memory resources may be distributed amongst all of the items, resulting in poor resolution of memory item representations (Wilken and Ma, 2004; Bays et al., 2009) . Alternatively, if participants can successfully ignore or forget items beyond their memory capacity, performance might reflect not only memory resources, but also a number of cognitive processes including distractor filtering that may show differences between individuals (Vogel et al., 2005) . Significantly, Gamble & Somers (2012) only found behavioral differences across the visual field when memory items were presented in isolation but not when memory items were presented with distractor items. In either case, a more complete picture of how resources are allocated across the visual field may require more sensitive measurements of VSTM such as precision of individual memory representations. Hemifield asymmetries were apparent at set size at K+1 (Cowan's K) as well as at K +1 (Pashler's K) , suggesting that the set size dependence is relatively resilient to minor modifications in the computation of K for individual participants. In addition, we suggest using these individual set sizes serve as an advantage in that it reduces variability between participants as compared to set sizes based upon a total number of objects.
While our data strongly support data limits in the capacity of visual working memory, it could be argued that the observed hemifield asymmetries in our data reflect limitations in visual or attentional processing rather than VSTM. We argue that this interpretation is unlikely, given that the memory array was presented for 500 ms and such long presentation times are well within the time required to detect and identify several visual items. This argument is supported by a particularly rigorous study, suggesting that at the upper limit for detecting items even the most inefficient visual search was estimated to be 150 ms/item (Wolfe, 1998) . Given that our participants could remember a maximum of 3 items in the single-feature memory condition, it is unlikely that visual-or attention limits in encoding memory items constrained memory performance.
It is also possible that hemifield asymmetries reflect differences in encoding or consolidation rates across the hemispheres. One previous study argued that the consolidation rate for colored-squares was approximately 50ms/item (Vogel et al., 2006) . While it is possible that VSTM consolidation rate is slower for two-feature than single-feature memory items, a consolidation rate account of hemispheric asymmetries would require that a consolidation rate for two-feature items is less than half as compared to single-feature objects. Therefore, we suggest that it is unlikely that differences in consolidation rates across the visual field led to memory load hemifield asymmetries.
An alternative, arguably simpler, account of our findings could be suggested in which the left hemisphere demonstrates a benefit for remembering multiple feature objects, possibly through the binding of features in memory. However, this explanation is at odds with the neuropsychological and brain stimulation literature. Feature binding has typically been measured using conjunction search, a type of visual search in which discrimination of a target from distractors requires recognizing a specific combination of individual features (Treisman and Gelade, 1980) . Patients with left hemispatial neglect, precipitated by right hemisphere damage, display longer reaction times and poorer performance detecting targets defined by a conjunction of features than by an individual feature (Esterman, 2000) . Brain stimulation studies using transcranial magnetic stimulation have induced this effect in healthy populations by transiently inducing lesions in right, but not left, posterior parietal cortex (Ashbridge et al., 1997) . Several studies have demonstrated that stimulation of right parietal cortex causes interference of feature binding not only during visual search (Muggleton et al., 2008) , but also by inducing illusory conjunctions of features from different objects (Koivisto and Silvanto, 2012) and disrupting binding across sensory modalities (Kamke et al., 2012) . Feature binding deficits have also been demonstrated after stimulation of the right FEF (Muggleton et al., 2003) . Therefore, while it is possible that our results stem from hemispheric asymmetries in feature binding, these asymmetries point to right, not left, hemisphere involvement, putatively in the areas of posterior parietal cortex including IPS.
What could initiate a change in hemifield biases from a left to a right hemifield benefit? In VSTM, attention demands increase with the number of items remembered. Therefore, it is unclear whether the shift in performance across the visual field is driven by attention or memory demands. In spatial neglect, damage to ventral parietal networks results in the inability to attend to objects in the contralateral visual hemifield. However spatial neglect is more prevalent after damage to the right as compared to the left hemisphere (Kinsbourne, 1977; Mesulam, 1981; Shomstein et al., 2010) . This hemispheric asymmetry has been argued to reflect coding of left-and right-hemifield representations by the right hemisphere (Heilman and Van Den Abell, 1979; Mesulam, 1981) , or by inter-hemispheric inhibition that is stronger in the right than left hemisphere (Kinsbourne, 1977) . Inter-hemispheric inhibition argues that while increased attentional load increases attentional modulation symmetrically, inter-hemispheric inhibition by the right, but not left, hemisphere increases. Although our results suggest that the right hemifield is benefitting from dual representation by the left and right hemispheres, they also suggest that these whole field https://www.nihms.nih.gov/pmc/articlerender.fcgi?artid=600555
representations emerge only with sufficient memory or attention load. Therefore, further studies are needed to clarify the role of memory load on whole field representations.
Our results also have implications for using the Contralateral Delay Activity (CDA) to measure VSTM. It has been argued that the difference in activity for items presented to the contralateral vs. ipsilateral hemifield reflects resources underlying VSTM and that this activity correlates with measures of capacity (Vogel and Machizawa, 2004) . It is likely, therefore, that hemispheric asymmetries may also occur in the CDA. Indeed, at least one study found greater CDA activity in the left than right hemisphere (Machizawa et al., 2012) . However, it is important to keep differences between behavioral, fMRI, and EEG studies in mind when considering asymmetries across the three methodologies. For example, it is possible that our results occur due to hemifield asymmetries during encoding. Contrary to fMRI, where the relatively poor temporal resolution can confound encoding, maintenance, and retrieval, the CDA reflects only delay activity. Therefore, if asymmetries occur during encoding, asymmetries in the CDA may not be evident. Furthermore, in comparison to fMRI methods for measuring VSTM, which can separate out activity in the parietal and occipital lobes, the CDA likely measures activity in both parietal and occipital cortex (Vogel and Machizawa, 2004) . We demonstrated that asymmetries were only apparent in parietal, but not occipital cortices (Sheremata et al., 2010) . Therefore, it is unclear to what degree asymmetries in the CDA would be expected to occur. Further studies are needed to determine whether and to what degree the CDA is weighted toward one hemisphere or the other.
In summary, our results demonstrate that hemifield asymmetries in VSTM vary in a feature load dependent manner. Our results are inconsistent with a purely contralateral, slot-based model of memory in which memory is limited purely by a fixed number of objects regardless of the amount of information present in each object (Luck and Vogel, 1997) . In contrast, our results give further support to flexible resource models of memory, in which the amount of information remembered is dependent on the content of the objects remembered as well as the task demands (Alvarez and Cavanagh, 2004; Bays and Husain, 2008) .
In addition to increasing the understanding of resource allocation during VSTM, our findings have important implications for studying VSTM in spatial neglect. While the defining characteristic of spatial neglect is the inability to attend to the contralateral visual field, spatial memory deficits have been documented along the vertical meridian (Malhotra et al., 2005) as well as in the intact hemifield (Ferber and Danckert, 2006) . In VSTM for objects, one study failed to find impaired memory for memory for a single-feature (Pisella et al., 2004) . It is unknown, however, whether patients with hemispatial neglect are impaired for VSTM for multiple feature objects. It remains to be seen whether patients with neglect also have memory deficits for visual objects, and, if so, whether memory deficits are dependent on the number of features per remembered object.
