Abstract. In a recent paper by the authors, Lie bialgebras structures of generalized Virasorolike type were considered. In this paper, the explicit formula of the quantization of generalized Virasoro-like algebras is presented.
§1. Introduction
In Hopf algebras or quantum groups theory, there are two standard methods to yield new bialgebras from old ones, one is twisting the product by a 2-cocycle but keeping the coproduct unchanged, another is twisting the coproduct by a Drinfel'd twist element but keeping the product unchanged. Constructing quantization of Lie bialgebras is an important method to produce new quantum groups (cf. [V] , [PO] , etc). In the paper [M1] (cf. [M2, M3] ), a class of infinite dimensional Lie bialgebras containing Virasoro algebras was presented. This type Lie bialgebras was classified in [NT] , and the quantization of this type Lie algebras was determined in [G] . In the paper [SS] , Lie bialgebras structures of generalized Witt type were classified. The quantization of this type algebras was considered in [HW] . In the paper [WSS] , the structures of Lie bialgebras of generalized Virasoro-like algebras were determined.
In the preset paper, we will consider the quantization of this type Lie algebras. §2. Preliminaries §2.1 Generalized Virasoro-like Lie bialgebras. Let C denote the complex field, and let Γ be any nondegenerate additive subgroup of C 2 (namely Γ contains a C -basis of C 2 ). 
is called a generalized Virasoro-like algebras.
Remark: We use the convention that if an undefined notation appears in an expression, we always treat it as zero; for instance, The following theorem is the main result in [WSS] .
Theorem 2.2 Every Lie bialgebra structure on the Lie algebras L(Γ) is a coboundary triangular Lie bialgebra, namely, it is given by r-matrix r − r
Let A be a unital R-algebra (where R is a ring ), for any element
x ∈ A, a ∈ R, we set
where n ∈ Z , and we denote
The following lemma belongs to [G] and [GZ] .
Lemma 2.3 Let F be a field with char F = 0, and x be any element of a unital F -algebras A, for a, d ∈ F , and m, n, r ∈ Z , one has:
3)
The following definition belongs to [D] .
The following theorem is well known (cf.
[D]), it can be found in any book of hopf algebras.
Theorem 2.5 Let (H, µ, τ, ∆ 0 , ǫ 0 , S 0 ) be a hopf algebra over commutative ring, F be a
(2) The algebras (H, µ, τ, ∆, ǫ, S) is a new hopf algebra if we keep the counit undeformed and define ∆ : H → H ⊗ H, S : H → H by:
The main result of this paper is the following theorem.
Theorem 2.6 Let L(Γ) be the generalized Virasoro-like algebra over F with char F = 0,
, which preserves the product and the counit of U(L(Γ)) [[t] ], but the coproduct and antipode are defined by
. §3. Proof of the main result
We shall divide the proof of the Theorem 2.6 into several lemmas.
for some a 1 , a 2 ∈ F and any α = (α 1 , α 2 ) ∈ Γ. For any β = (β 1 , β 2 ) ∈ Γ, denote b =
, it easy to see that (2.1) is true for m = 1. Suppose that (3.1) is true for m, then for m + 1 we have
a−b . By induction on m, (3.1) holds. Similarly, we can obtain (3.2)-(3.6). For (3.7), we have:
The proof of formula (3.8) is similar to that of (3.7), using the following fact:
have:
Lemma 3.2. For a, d ∈ F , one has
Therefore the elements F a , F a , u a , v a are invertible elements with
Proof. Using the formula (2.6) we have:
Lemma 3.3. For any nonnegative integer m, and any a ∈ F we have
In particular, we have ∆ 0
Proof. Since ∆ 0 (T ) = T ⊗ 1 + 1 ⊗ T, it is easy to see that the result is true for m = 1.
Suppose it is true for m, then for m + 1, we have:
From induction the result hold on arbitrary m.
Proof. The second equation holds obviously, we just need to prove the first one. Since
on the other hand,
, it sufficient to show for a fixed m that:
. Now fix r, 0 ≤ i ≤ s, and set i = q, i + k = s, then we have
We see that the coefficients of
in both sides are equal. So the result holds.
Lemma 3.4. For a ∈ F , β ∈ Γ, we have
Proof. From (3.2) we have:
where b = α 1 β 2 + α 2 β 1 . This proves (3.9). For (3.10), using (3.7) we have:
So we have (3.10). Now we prove (3.11):
This proves (3.11). For (3.12) we have:
Using (2.3) and (3.8) we have:
So (3.13 ) holds. For (3.14) we have:
Now we prove (3.15):
For the last equation we have:
This complete the proof of the lemma.
Proof of Theorem 2.6. For arbitrary elements L β , ∂ j ∈ L(Γ), j = 1, 2, we have:
