The International Journal of Ethical
Leadership
Volume 3

Article 7

2015

High Pressure: The Inverse Relationship Between Funding and
Falsehood
Alex M. Gilewski

Follow this and additional works at: https://scholarlycommons.law.case.edu/ijel
Part of the Applied Ethics Commons, Business Law, Public Responsibility, and Ethics Commons,
Leadership Studies Commons, and the Legal Ethics and Professional Responsibility Commons

Recommended Citation
Gilewski, Alex M. (2015) "High Pressure: The Inverse Relationship Between Funding and Falsehood," The
International Journal of Ethical Leadership: Vol. 3 , Article 7.
Available at: https://scholarlycommons.law.case.edu/ijel/vol3/iss1/7

This Article is brought to you for free and open access by the Cross Disciplinary Publications at Case Western
Reserve University School of Law Scholarly Commons. It has been accepted for inclusion in The International
Journal of Ethical Leadership by an authorized administrator of Case Western Reserve University School of Law
Scholarly Commons.

Gilewski: High Pressure: The Inverse Relationship Between Funding and False

High Pressure

The Inverse Relationship Between Funding and Falsehood
Alex M. Gilewski, MS

Science is essentially the search for objective knowledge, or truth, concerning the natural universe. From nuclear chemistry to astrometric projections,
science is all-encompassing. Scientists use a disciplined approach to study
nature: the scientific method. Observations are developed into a hypothesis,
for which experiments are designed to either prove or disprove it. After
enough data is acquired, basic conclusions can be drawn, which can then
be put to further testing before communication to the rest of the scientific
community. Science is practiced worldwide, and, ideally, all scientists follow
this method. The field is purely objective in this regard; sufficient data must
provide for only one conclusion, which is subject to rigorous verification
by fellow scientists. However, times have changed, and science is not as
pure as it once was, or at the very least, should be.
But before we dive into the actual ethical dilemmas concerning this community, we ought to take a look at the career path of a scientist, beginning
with undergraduate education. A student majors in a scientific discipline
and becomes gradually more versed in his (or her) field’s theories as he takes
more and more specific classes. He also engages in research, which may at
first consist of menial tasks, such as dishwashing, simple solution preparation,
and other ancillary functions. Eventually, he may be given experiments to
perform, but there is often not much credibility given to his data.
Now he is a graduate student. He takes more advanced courses in his
field and is given actual projects on which to work. As he enters his third
or fourth year in his PhD track, he begins to feel more and more pressure
to produce results, so that he can graduate within a reasonable amount of
time. He works long days and weekends attempting to do so.
When he is awarded his doctorate, he then pursues a postdoctoral fellowship in his discipline, the primary function of which is to crank out
publications. If he can publish enough, he may be given an academic
professorship. As a professor, he writes grants dependent on students whom
he supervises and based on his students’ data in order to keep the lab func59
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tioning, as well as educating new students. Most professors finance their
salaries and laboratories through such federal grants. However, there is a
limited amount of funding available and, with increased budget cuts in
funding, the government must decide which projects to fund while axing
other valid scientific ideas. While the amount of funding is decreasing,
the number of professors writing grants continues to increase, as demands
imposed upon the professors continue to mount. Thus, the chances of getting a grant funded become slimmer and slimmer until the glut of demand
exceeds available resources.
The reality for professors is that with a low supply of funding, the pressure to find ways to cut corners and ignore negative data is ever present.
Thus, the pressure builds on the scientist to maintain his livelihood, and
so he may corrupt the scientific method to the detriment of the data. In
extreme cases, data is falsified in an attempt to compete for and secure grant
money. It may be harder and harder for the scientist to maintain ethical
integrity throughout his career. Here, I will describe several potential causes
behind corruption of science, anecdotal evidence of the demands of this
ethical quagmire, literature examples of moral failure, how science used
to be, how it is today, and how we can try to restore the study of truth to
its former glory.
The greatest threat to science is confirmation bias, the tendency to prefer
data that confirm or support a hypothesis. Rather than accepting data that
do not agree with the hypothesis, the professor’s first comment now may
be, “What did you do wrong?” Certainly, human error can factor in, but
then why believe data that support the hypothesis at first glance?
This support of positive (supporting the hypothesis) data is not only
observed in data analysis, but in acquisition as well. Scientists sometimes
actively search for data that will support their hypotheses, rather than
exploring all options. Questions are asked that the researcher may believe
he already has the answer to; he looks preferentially to results that he would
expect if his theory were true. This is not a phenomenon particular to
science, as humans tend to discard evidence contrary to their preexisting
beliefs (Mynatt, Doherty, and Tweney 1978; Lord, Ross, and Lepper 1979).
While confirmation bias cannot be totally avoided, the way hypotheses
are formulated can be altered to minimize its effects. The null hypothesis,
as proposed by Sir Robert Fisher, a noted statistician and geneticist, states
that two measured phenomena are unrelated (Fisher 1935). As such, it can
be disproved or rejected by data, but never proven during the course of
https://scholarlycommons.law.case.edu/ijel/vol3/iss1/7
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experimentation; “Only negative data resulting in rejection of a hypothesis
represent real progress; positive data in support of the hypothesis cannot
exclude the possibility that it may be rejected by future experiments”
(Anderson, Sprott, and Olsen 2013). In this approach, negative data is more
useful than positive data. Unfortunately, it is significantly harder to disprove
a null hypothesis than to use inductive reasoning to support an alternative
hypothesis. As such, a compilation of negative data is very difficult to publish
in a scientific journal, where separate groups of researchers are competing
to get credit for an idea or material and the benefits of negative data are
not shared within the walls of academia.
Outside of the academic setting, scientists are competing to gain patents
for their ideas and methods, as well as to please consumers and their employers, the research institutions, which provide them with the job, while at
the same time demanding results and funding for their work. Indeed, the
taint of scientific corruption may be more developed in industrial settings,
in which positive data may be the only thing that supports a scientist’s
livelihood. Against this backdrop, one can more easily see how and why a
professor feels compelled to consider falsification of data.
It is this overwhelming pressure to get positive results that favor a specific
hypothesis that can induce scientists into compromising their morality.
It does not start out with blatant falsification of data. It may originate in
something seemingly innocuous, such as omission of a data point that
results in a stronger correlation curve. Søren Kierkegaard suggested that
we slowly and perhaps unconsciously convince ourselves that small wrongs
are not wrong (Kierkegaard 1959). Thus, the challenge lies in avoiding
such self-deception, which can snowball so far as to allow for justification
of more egregious forms of data falsification.
So what qualifies as falsification? Is it merely limited to generating data
not resulting from an experiment, such as using Photoshop to add bands in
a Western Blot? Or does it extend to cherry-picking data points or adjusting significant figures to round numbers into ones more amenable to the
desired result? Or is it just adding a few percent to one’s chemical yield? If
the goal is to maintain the purity of science, reporting anything less than
the exact data is falsification.
This assertion is idealistic, so we ought to examine how some justify succumbing to the temptation of data adulteration. The most common case is,
perhaps, in reference to removing a data point on a graph because it disagrees
with the trend, simply because such a minor transgression doesn’t really alter
Published by Case Western Reserve University School of Law Scholarly Commons, 2015
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the results. More often than not, removing the outlying data point results in a
curve that retains the statistical significance otherwise present when the point
is included. And so, this scenario of rationalization falls to the interpreter to
determine whether or not the action is unethical. A consequentialist would
not begrudge the rationalization; duty ethics would forbid it.
In cases of extrapolating or conjuring up data, the answer is clearer. Both
a Kantian and a utilitarian would agree that blatantly making up data is
egregious. The only beneficiary would be the student falsifying the data
and perhaps his professor, though if caught, it could mean a revoking of
the student’s degree and sanctions against the professor. On the other hand,
chances are that only the student will know of his action and the data may
be published and communicated to the world as fact, to be adopted and
readopted as valid.
To protect against this, science utilizes a rigorous peer review process,
in which professors across the world review publications before they are
accepted into a journal. The perusals are more stringent for higher impact
journals. This, unfortunately, is not infallible. In early 2014, a paper was
retracted shortly after publication in Nature, a highly regarded science journal. Haruko Obokata of Japan was found guilty of research misconduct after
submitting two articles with radical claims about simple ways to fabricate
stem cells from white blood cells that could differentiate into any cell type.
This had been regarded as an enormous breakthrough. An inquiry was
conducted and the investigative committee found evidence of falsification
and fabrication. Images were spliced together to form improved images
of results. Data were duplicated from her dissertation to explain different
results. Science, another well-regarded scientific journal, quoted the Riken
committee, “Dr. Obokata’s actions and sloppy data management led us to
the conclusion that she sorely lacks not only a sense of research ethics, but
also integrity and humility as a scientific researcher” (Normile 2014). One
of the retracted publications had fourteen authors, and only one spoke up
against Obokata, initially sparking the investigation (Sample 2014). It is
shocking to note that these papers passed the most stringent peer review
process in the scientific community. Perhaps it does not fall to the reviewers
to determine deliberate fraud, but who else would be able to do so? Is the
system so clogged with potential publications that the review process no
longer works as effectively as it should?
Another case comes to mind—the infamous Schön scandal at Bell Labs in
2002. Jan Hendrik Schön published about ninety articles, many in leading
https://scholarlycommons.law.case.edu/ijel/vol3/iss1/7
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journals, within two years, claiming semiconductors (used in computer
circuits, LEDs, solar cells, and others) could be made from ordinary nonconductors, and thus, his work was considered another enormous scientific
breakthrough. In fact, these experiments gained him “Breakthrough of
the Year,” a prestigious award, as well as consideration for the Nobel Prize
in Physics. However, a small cadre of professors became suspicious when
they couldn’t reproduce his results in their well-equipped and well-funded
laboratories. Rumors began spreading and others noticed inconsistencies;
three unrelated papers Schön authored were found to have seemingly
identical graphs. Bell Labs conducted its own investigation, which showed
that Schön had “substituted figures from various papers, removed data
points that disagreed with his predictions, and used mathematical functions in place of real data points. In 16 of 24 cases [investigated], Schön’s
data was found to be manipulated or falsified.” In addition, the original
raw data was no longer available (admittedly deleted by Schön himself,
citing a lack of storage space on his computer) and the original transistors
used were broken and irreplaceable. He was subsequently fired and other
companies withdrew employment offers. But the true problem was just
barely uncovered, “when a researcher is able to publish at such a prolific
rate with the near awe-struck reverence of the entire physics community
and no one stops to question his experiments, it throws a negative light on
the reputation of objective scientific inquiry. The once ‘highly competent
system of rigorous analysis and observation’ doesn’t hold up any more under
the numerous publications in the field” (Brumfiel 2002; “Scandal” 2002).
While funding is a problem of too much demand, it seems publications
function with too much supply. So what do we do? Are there just too
many new scientists and too few jobs? Is the field now too competitive,
with regard to scientists racing to publish similar projects before others that
they succumb to the pressure to falsify data?
Indeed, falsification of one’s own data is not the only method used to gain
an edge in the field. It is sickening to note that scientists are stooping to the
level of sabotage when their own experiments do not work. In 2010, Dr.
Vipul Bhrigu, a postdoctoral scholar, pled guilty to malicious destruction of
personal property; in this instance, the property being “lab research” and
“cells.” “Bhrigu, over the course of several months at Michigan, had meticulously and systematically sabotaged the work of Heather Ames, a graduate
student in his lab, by tampering with her experiments and poisoning her
cell-culture media” (Maher 2010). The scholar was only caught after cameras
Published by Case Western Reserve University School of Law Scholarly Commons, 2015
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were installed months after the initial sabotage took place. This is but one
instance of questionable practices in science, others including withholding
key information about protocols, vindictive review, and dishonest references,
and in a meta-analysis of misconduct surveys, a third of scientists admitted
to such offenses, with 70 percent claiming to have observed these going on
in their work (Fanelli 2009). These figures are astounding. Seven out of ten
scientists note questionable activity going on around them, and most don’t
report it. Worse still, the government can’t bar a scientist from getting funded
unless they are specifically convicted of misconduct, which only involves
falsification and fabrication of data. Bhrigu actually returned to his old post
at the University of Toledo, claiming he quit his job in Michigan because
he didn’t get along with his boss, though he was subsequently relieved of
duty (Maher 2010). This behavior is reprehensible, and should not have been
allowed to progress to this stage.
In the past, science was quite different than it is today. For instance,
in the 1970s, there were relatively few PhD programs, compared to the
plethora available today. Professors did not have to spend a large portion
of their time trying to make grant deadlines and could actively mentor
their students. If students are being pressured to produce results, they may
be learning to commit fraud in their training. And then we are left with
professors with such mentalities. Graduate students and former professors
interviewed for this article agreed that the pressure is real and the world of
science has changed to the point where falsification, at any level, of data is
conspicuously present (Gardner 2014, Litman 2014, Mills 2014, Smith 2014).
During the scientific boom of the 1940s, 1950s, and 1960s, scientists
published using simple language, relatively free from esoteric concepts and
countless acronyms; e.g., “We shot the rat in the head; it died.” Aside from
colloquial diction, the journals would publish negative data. As mentioned
above, this is a true loss. Not only would a large contributor to temptation
to falsify be eliminated if negative data were permissible, but other scientists
would not repeat costly experiments only to come up with the same negative results, saving time and money. This would also take away the pressure
to falsify because the demands to publish and to achieve “breakthrough”
results would be minimized, or wouldn’t exist if the scientific community
and its selective backers permitted publishing of negative results.
The core issues corrupting science inevitably are influenced by these
demands and, in a word, are about profit generation and fame. We need a
society that values science and is willing to pay for it, without the interceshttps://scholarlycommons.law.case.edu/ijel/vol3/iss1/7
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sion of catastrophes and disasters. There are more and more scientists competing for less funding, who are looking to pad their resumes and academic
credentials to secure tenured teaching posts. Such invites fraud. Without
increasing the number of faculty positions, the pressure on young scholars
to publish increases. Such invites fraud. Publications are being skimmed,
rather than perused in the peer review process, due to inundation of the
system. Such invites fraud. Further, most journals will not publish negative
data. Such invites fraud.
Scientists must take the approach that any falsification, no matter how
minor, is fraud and should not be tolerated. Science is meant to be pure, but
this purity or idealistic purity is compromised by the pressures and demand/
supply problems discussed above. The scientific method does not work if
the scientist is not allowed to go down the wrong pathway. Scientists need
to learn that no sometimes actually does mean no. Failure allows for both
progress and education, yet it is not tolerated in the scientific community.
As one former professor from a national research institution, remarked:
“It is so important for things not to work [or to] get negative data that I
don’t think a student has had very rigorous training if they haven’t had
this experience. Not every idea is gold bullion; some are steaming piles
of shit. Get used to it.” The scientific community should get used to the
reality that not every experiment works out the way that it had hoped,
but to alter data and publish inaccuracy harms the greater good for all, or
so the utilitarian would believe, and the strict ethicists would gasp in horror. At the end of the day, something must be done, as more scientists are
grappling with these demands and pressures. Will they decide what is in
their best interests or what is the best interest for the scientific community
or the best interest for the world? Only time will tell.
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