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Abstract
This paper focuses on the connections between four stochastic and deterministic
models for the motion of straight screw dislocations. Starting from a description of
screw dislocation motion as interacting random walks on a lattice, we prove explicit
estimates of the distance between solutions of this model, an SDE system for the
dislocation positions, and two deterministic mean-field models describing the dislo-
cation density. The proof of these estimates uses a collection of various techniques in
analysis and probability theory, including a novel approach to establish propagation-
of-chaos on a spatially discrete model. The estimates are non-asymptotic and explicit
in terms of four parameters: the lattice spacing, the number of dislocations, the dis-
location core size, and the temperature. This work is a first step in exploring this
parameter space with the ultimate aim to connect and quantify the relationships
between the many different dislocation models present in the literature.
Keywords: Dislocations, particle system, SDE, mean-field limit, discrete-to-continuum
limit.
1 Introduction
Plastic deformation of crystals such as metals is a complex phenomenon. It depends cru-
cially on features at widely differing scales, ranging from the thermal motion of individual
atoms through the self-organisation of lattice defects to macroscopic aspects of curvature
and compatibility.
Dislocations are central to plastic deformation; these are curve-like defects in the
crystallographic lattice, and their motion is the prime generator of plastic slip [HL82].
Because of the multi-scale nature of plastic deformation, the literature contains a wide
range of models that describe the motion of dislocations. At an atomic scale, the motion
of a dislocation line is the net result of thermal atomic motion and the stress state of
the crystal lattice; models at this scale take into account all atomic positions and mo-
menta [MVBY02, AJH+18]. At scales larger than atomic distances, dislocations are de-
scribed as zero-thickness curves in a continuum elastic medium, and models at this scale
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(discrete dislocations) represent the system in terms of the positions of the dislocation
curves [BC06, ACT+07, Hud18]. At even larger scales, dislocation densities represent the
net effect of many dislocations together [Ach01, Gro97, GB99, GZI16]. Finally, at macro-
scopic scales, the dislocation densities on different slip systems combine to form a net
plastic slip, leading to descriptions in terms of continuum plasticity [Nag90, Cha08]. In
addition to the variation in scale, models also vary significantly in other ways, such as
whether the evolution is stochastic and whether dislocations are curved or straight.
It is important to note that in this zoo of different models for the same physical system,
none of the models is derived ab initio; all are phenomenological, in the sense that certain
aspects are postulated rather than derived. This is a necessity given the complexity of the
physical system, but it has led to the following core problem in plasticity:
How can one assess the trustworthiness of such theoretical descriptions, or
equivalently, how can one determine regions of parameter space in which one
can consider them valid?
In this paper we prove a number of rigorous results that exactly address this question. In
contrast to the approach taken in the literature previously, we prove quantitative estimates
which relate the different models we consider, rather than proving convergence statements
directly. The benefit of these estimates is they explicitly characterise the discrepancies
between models in various regions of parameter space mentioned in the question above,
and are moreover stronger, since they can then be used to deduce convergence statements.
Given the complexity of the physical system, we restrict ourselves to models of straight
and parallel screw dislocations, with the same Burgers vector up to a sign ±1. This allows
us to represent dislocation positions as points in a two-dimensional cross section with a
sign attached to each point.
We study four models in total, and prove the connections between them that are illus-
trated by Figure 1. Two of the four models are discrete in space (the top row in Figure 1),
while the other two are set in continuous space; along the other axis, two models are
stochastic evolutions of a finite number of dislocations (the left column), while the other
two are deterministic evolutions of dislocation densities.
The model (SDEn) in the bottom left corner is a stochastic differential equation for n
dislocations in continuous space, with pairwise interaction; single-sign versions of this
model have been studied extensively in the community around interacting particle sys-
tems [JW17]. In the bottom right corner, (MF ) is a mean-field model in continuous space,
which corresponds in an appropriate sense to the n → ∞ limit of (SDEn); the transi-
tion from (SDEn) to (MF ) is known as ‘propagation of chaos’ and is well studied for the
single-sign case with non-singular potentials [Szn91, Phi07].
The model (RW εn) in the top left corner is a random-walk model for n dislocations
in a lattice with spacing ε. This model appears to be new; following related work on
dislocations in lattices [AC09, ADLGP14, Hud17], we let dislocations jump between the
vertices of a lattice, with jump rates that depend on the elastic state of the whole system.
Finally, in the top right corner, the model (MF ε) is a mean-field version of this random
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Figure 1: Overview of the four models of this paper and the results which connect them.
walk, also in discrete space with lattice spacing ε. We give a precise definition of these
four systems in Section 1.2.
The aim of the paper is to prove the rigorous connections between these four models
that are shown in Figure 1. The vertical arrows in this figure correspond to estimates of
the difference between the laws of (RW εn) and (SDEn) (on the left) and the difference
between the solutions of (MF ε) and (MF ) (on the right). For Theorem 1.2, this estimate
is of the form∥∥law(RW εn)(t)− law(SDEn)(t)∥∥ ≤ f(∥∥law(RW εn)(0)− law(SDEn)(0)∥∥, ε, n, β, δ, t),
for some function f , and for Theorem 1.3 the structure is similar. For finite values of all the
parameters in the argument list of f above, such estimates bound the deviation between
the two models; in addition, in certain parameter limits the function f vanishes, implying
convergence.
The estimates of Theorems 1.2 and 1.3 can be interpreted as convergence results in
numerical analysis; for instance, the law of (SDEn) satisfies a partial differential equation,
and the law of (RW εn) satisfies an equation that can be interpreted as a finite-difference
discretization. As a consequence the method of proof that we use follows the established
method due to Lax of combining stability with consistency results.
The two horizontal arrows, on the other hand, indicate estimates of the distance between
the solutions of the interacting-particle systems on the left and their mean-field limits on
the right. These estimates are of the form
E
∥∥left(t)− right(t)∥∥ ≤ f(∥∥left(0)− right(0)∥∥, ε, n, β, δ, t).
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These estimates are proved by establishing propagation of chaos in the particle systems
(RW εn) and (SDEn). For (SDEn) this is a modification of a well-known argument by
Sznitman, while for (RW εn) the method of proof appears to be new.
In all of these estimates, the right-hand side f is an explicit function of the initial data
and the parameters. The following four parameters play a central role:
(i) ε, the lattice spacing,
(ii) n, the number of dislocations,
(iii) β, the inverse temperature, and
(iv) δ, the size of the dislocation core.
The parameter β characterizes the size of the noise in the two random models (RW εn) and
(SDEn); in the limit β → ∞ the noise vanishes. The parameter δ characterizes the scale
at which the interaction between dislocations changes from that of continuum elasticity (at
long range) to discrete elasticity (at short range); in a mathematical sense δ is the scale of
regularization of the interaction potential.
As consequences of the estimates that we prove, various new convergence statements
can be derived. Examples are
• (RW εn)→ (MF ε) as n→∞, with δ = δn → 0 sufficiently slowly;
• (RW εn) → (MF ) as n → ∞ and ε = εn → 0, with δn → 0 and βn → ∞ sufficiently
slowly;
• (SDEn)→ (MF ) as n→∞, with δn → 0 and βn →∞ sufficiently slowly.
We explain these and other consequences in more detail in Section 1.4.3. In particular,
we highlight that the limiting model (MF ) is the one developed in [Gro97, GB99]. This
fundamental model has been used as the basis for many more advanced dislocation den-
sity models, and our estimates give a new interpretation of this model as the continuum
description of the atomistic and microscopic models (RW εn) and (SDEn). We make this
connection more precise in Section 1.4.4.
Section 1.3 below gives the precise statements of the main theorems of this paper. We
first define the discrete and continuous configurations that we will be working with in
Section 1.1, and we specify the dynamics of the four models in Section 1.2.
1.1 Setting
1.1.1 Configuration spaces
Continuum configuration space. For the spatially-continuous models (SDEn) and
(MF ) we consider the flat torus T2 ∼= R2/Z2 as the spatial domain. This has the advantage
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that complications at the boundary and ‘at infinity’ are avoided. We often identify T2 with
translated copies of Q = [−1
2
, 1
2
)2. For x, y ∈ T2, we define the metric
dT2(x, y) := min
k∈Z2
|x− y + k|,
where | · | is the Euclidean norm in R2.
We denote the positions of individual dislocations by x ∈ T2 and the positions of n ≥ 2
dislocations by
x = (x1, x2, . . . , xn) ∈ (T2)n ∼= T2n.
Here and throughout, we will use boldface symbols to distinguish objects which relate to
systems of n dislocations.
Discrete configuration space. The spatially discrete models (RW εn) and (MF
ε) are
set in the cubic lattice Λε = (εZ
2)/Z2 ⊂ T2, where the atomic lattice spacing ε > 0 is
such that 1
ε
∈ N to fit it inside the torus. Since Λε ⊂ T2, we can use the metric dT2
to measure the distance between points in Λε. (The lattice Λε contains the positions of
the dislocations; the atoms can be considered to be situated on the vertices of the dual
lattice [AO05, ADLGP14, Hud17]).
To distinguish the positions of the dislocations in the lattice from those in the continuous
setting above, we write ℓ ∈ Λε for a dislocation position on the lattice, and
ℓ = (ℓ1, ℓ2, . . . , ℓn) ∈ Λnε := (Λε)n,
for the list of positions of n dislocations.
Lattice increments and difference operators. In the lattice model (RW εn) dislo-
cations are assumed to jump at random times to neighbouring lattice sites. The set of
directions to neighbouring sites is taken to be
Nε := {±εe1,±εe2} ⊂ εZ2. (1)
We refer to such lattice increments as h ∈ Nε. To denote possible spatial increments in
the n-dislocation configuration space, we define
N nε :=
n⋃
j=1
{(
0, . . . , 0︸ ︷︷ ︸
j−1 times
, h, 0, . . . , 0︸ ︷︷ ︸
n−j times
) ∣∣∣h ∈ Nε} ⊂ εZ2n. (2)
We write h for an element of N nε . For a function f defined on Λε or Λnε and increments
h ∈ Nε and h ∈ N nε , we define the finite-difference operators
Dhf(ℓ) :=
f(ℓ+ h)− f(ℓ)
ε
and Dhf(ℓ) :=
f(ℓ+ h)− f(ℓ)
ε
,
where we have used that ε = |h| = |h|.
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Burgers vectors and extended configuration spaces. We assign to each dislocation
a Burgers vector, which we identify by its sign b ∈ {±1}. As above, we define lists of
Burgers vector signs by
b = (b1, b2, . . . , bn) ∈ {±1}n.
For convenience, we divide the indices labelling dislocations according to the sign of their
Burgers vector, defining
I± := {i : bi = ±1} and n± = #I±. (3)
We note that n+ + n− = n.
For convenience we extend the spatial configuration spaces introduced above by iden-
tifying (x, b) ∈ T2 × {±1} and (ℓ, b′) ∈ Λε × {±1} with points in the spaces
T
2
± := T
2 × {±1} and Λε,± := Λε × {±1}.
1.1.2 Volume measures and probability distributions
Since our focus is on random models, we will consider distributions of dislocation positions,
described by probability measures on the configuration spaces. With this aim, we first
introduce reference volume measures with total volume scaled to 1. Using the n–fold
tensor product, which is defined for any positive measure λ ∈M+(T2) by
λ⊗n := λ⊗ · · · ⊗ λ︸ ︷︷ ︸
n times
,
the reference volume measures on the spaces T2 and T2n are
ν := L2∣∣
T2
and ν := ν⊗n, (4)
where L2 is the two-dimensional Lebesgue measure. Similarly, for the space Λε and Λnε we
set
νε := ε
2
∑
ℓ∈Λε
δℓ and νε := ν
⊗n
ε .
Next we introduce probability distributions. Since the two models involving n dislo-
cations are stochastic, we denote the related n–particle probability distribution by µ ∈
P(T2n) in the continuous case and by µε ∈ P(Λnε ) in the discrete case.
The two models for the dislocation densities are deterministic, however the dislocation
densities are most conveniently described as probability measures too. We write these
measures as ρ ∈ P(T2±) and ρε ∈ P(Λε,±), and note that they are trivially decomposed as
ρ = ρ+ ⊗ δ+1 + ρ− ⊗ δ−1, where ρ+, ρ− ∈M+(T2). (5)
For the limit n → ∞ it will be convenient to work with empirical measures for the
particle positions rather than with µ and µε. Given (x, b) ∈ T2n × {±1}n and (ℓ, b) ∈
Λnε × {±1}n, we define the related empirical measures by
ρn :=
1
n
n∑
i=1
δ(xi,bi) ∈ P
(
T
2
±
)
and ρn,ε :=
1
n
n∑
i=1
δ(ℓi,bi) ∈ P
(
Λε,±
)
.
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Note that the empirical measures are contained in the same spaces as ρ and ρε, respectively.
For these empirical measures we employ the same decomposition as in (5).
For the limit n→∞ there is no need to distinguish between the distributions ρ and ρε
and their densities given by the usual Radon–Nikodym derivatives dρ
dν
and dρε
dνε
. Yet, for
the limit ε → 0, the configuration space changes, and therefore we preserve the explicit
distinction between the probability distributions µ and µε and their densities
dµε
dνε
and dµ
dν
.
1.2 Models of dislocation motion
We now present the four models of dislocation motion that we consider in this paper.
1.2.1 Dislocation interaction potential
Dislocation motion is driven by the elastic energy of the solid, which in turn is induced
by the combination of external loading and the presence of the dislocations. The optimal
modelling would therefore be based on appropriate elastic energies for the discrete and
continuum systems. This is currently beyond our reach, however, and we take the second-
best option: we disregard external loading, and consider in all models energies of a similar,
two-point interaction form.
This form is inspired by linear elasticity theory, which characterizes the interaction
between any two dislocations at distances larger than the dislocation core by an interaction
potential V , defined by
−∆V ( · ) = δ0 − 1 on T2.
The derivation of V from linear elasticity is well-established, and the related interaction
energy is usually called the ‘renormalised energy’ of dislocations [CL05, BM17]; this name
is used in analogy with terminology first coined in the study of Ginzburg–Landau vortices
[BBH94, SS07].
An explicit expression for V is available in terms of Jacobi elliptic functions [Mam14,
Eq. (1)], and the Fourier series of V is given by
V̂k =
−
4π2
|k|2 k ∈ Z
2 \ {0}
0 k = 0.
The function V has a logarithmic singularity at the origin, which is related to the represen-
tation of the atomic lattice as a continuum elastic solid. We follow the common approach
in the literature to regularise this singularity over a length scale δ. One might interpret
the length scale δ as the size of the dislocation core; unfortunately, however, with the cor-
responding assumption δ ∼ ε the estimates that we prove in Section 1.3 diverge as ε and
δ tend to zero. We address the case δ ∼ ε further in Section 1.4.4.
We denote the resulting regularised potential by Vδ. The notion of ‘regularising over
the length scale δ’ is made precise by the following standing assumption:
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Assumption 1. For each δ > 0 the function Vδ is of class C
5, and there exists a constant
CV > 0 such that
‖Vδ‖∞ ≤ CV log 1
δ
and ‖dkVδ‖∞ ≤ CV
δk
for k = 1, . . . , 5,
where dk is the kth order derivative (see Appendix A).
One possible method to obtain Vδ is to use a higher-order linear theory of elasticity as
in [LM05]; another common choice is to use a mollification Vδ = V ∗ ϕδ as in [CAWB06].
In the latter case, admissible mollifiers ϕδ are non-negative smooth functions which vanish
on T2 \Bδ(0), scale as ϕδ(x) := δ−2ϕ1(x/δ), and have unit mass, i.e.
∫
Q
ϕδ = 1.
We choose to rescale the total energy in such a way as to ensure that it remains
bounded as the number of dislocations tends to infinity. Given a collection of dislocations,
the rescaled interaction energy En : T
2n × {±1}n → R is given by (see [GvMPS19])
En(x, b) :=
1
n2
n∑
i=1
i−1∑
j=1
bibjVδ(xi − xj).
The rescaled force acting on dislocation i is
Fi(x, b) := −n∇xiEn(x, b) = −
bi
n
∑
j 6=i
bj∇Vδ(xi − xj). (6)
We assemble these individual forces into a configurational force
F (x, b) = −n∇En(x, b) =
(
−bi
n
∑
j 6=i
bj∇Vδ(xi − xj)
)
i=1,...,n
. (7)
1.2.2 The spatially–discrete random process (RW εn)
We now define the four systems that we consider. Model (RW εn) is a continuous–time
random Markov process for the motion of n dislocations in the discrete space Λε. The
stateXε(t) at time t of this process is the vector of dislocation positions (Xε,1(t), . . . , Xε,n(t))
∈ Λnε ; the state jumps at random times from a position ℓ = Xε(t) to one of the neigh-
bouring positions ℓ + h ∈ Λnε with h ∈ N nε . The jump times are independently and
exponentially distributed with rate
Rεn,h(ℓ, b) :=
1
βε2
exp
(
1
2
βh · F (ℓ, b)
)
, (8)
where F is the dislocation interaction force defined in (7).
This model with exponential and independent transition times represents a simplified
model of a vibrating crystal lattice. In such a lattice, dislocations exist as local minima of
the atomistic energy, as demonstrated in [ADLGP14, HO14, HO15, Hud17]. As a result of
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thermal fluctuations, a dislocation may overcome the local energetic barrier and move to
an adjacent local minimum in any of the directions h ∈ Nε. The barrier level varies with
the stress near the dislocation, which is reflected in (8) by the dependence on the force F ;
for a derivation of (8), see [BP16, Sec. 1.6].
As described above, each dislocation Xε,i(t), i = 1, . . . , n has a sign bi ∈ {±1}. We
assume that the vector of signs b is fixed for all time, following the principle that the
Burgers vectors of dislocations are conserved [HL82, HB11]. At the initial time we assume
that Xε is randomly distributed according to some distribution, with the initial positions
denoted by X◦ε ∈ Λnε .
1.2.3 The spatially–continuous random process (SDEn)
In model (SDEn), the dislocations are points X = (X1, . . . , Xn) in the continuous spatial
domain T2n, and the motion is given by the following family of SDEs on T2n,
(SDEn) dX(t) = F (X(t), b) dt+
√
2β−1 dB(t), t ∈ (0, T ), (9)
where B is a 2n–dimensional Brownian motion. We note that this SDE can be interpreted
in the Itoˆ sense through the identification of T2n as (R2/Z2)n, and since F is globally
Lipschitz, it has well-defined strong solutions.
As in the case of the spatially discrete process (RW εn) described above, we take the
Burgers vectors b for a given realisation of {X(t)}t≥0 to be fixed in time. As before, we
assume that the initial positions are random, and are denoted by X◦ ∈ T2n.
1.2.4 The spatially-discrete mean-field model (MF ε)
Model (MF ε) is a mean-field model which describes the deterministic evolution of the
one-particle distribution of dislocations ρ ∈ P(Λε,±), where we recall the definition of
the extended configuration space Λε,± from §1.1.1. For any (x, b) ∈ Λε,±, h ∈ Nε and
ρ ∈ P(Λε,±), the transition rate from (x, b) to (x+ h, b) is taken to be
Rεh(x, b; ρ) :=
1
ε2β
exp
(
1
2
βh · F (x, b; ρ)
)
F (x, b; ρ) := −b∇Vδ ∗
(
ρ+ − ρ−)(x), (10)
where we recall that ρ± are defined by the decomposition in §1.1.2; this expression should
be compared with the rates for (RW εn), as given in (8). The spatially-discrete mean-field
model which describes the resulting evolution of ρ is then
(MF ε)

∂tρ
+
ε = ε
∑
h∈Nε
D−h
(
Rεh( · ,+1; ρε)ρ+ε
)
∂tρ
−
ε = ε
∑
h∈Nε
D−h
(
Rεh( · ,−1; ρε)ρ−ε
) on Λε × (0, T ). (11)
We suppose that initially the one particle distribution is given by the deterministic initial
condition ρ◦ε ∈ P
(
Λε,±
)
.
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1.2.5 The spatially-continuous mean–field model (MF )
The spatially-continuous mean-field model (MF ) is the continuum analogue of (MF ε),
and is given as the solution to the PDE system
(MF )
∂tρ
+ = − div (ρ+ F ( · ,+1; ρ))+ β−1∆ρ+
∂tρ
− = − div (ρ− F ( · ,−1; ρ))+ β−1∆ρ− on T2 × (0, T ), (12)
where F is as defined in (10). Taking β large and replacing Vδ with V , (MF ) was introduced
in [CEHMR10] as a viscosity approximation of the model in [GB99]. As in the case of
(MF ε), we suppose that at initial time the distribution is prescribed deterministically, and
is denoted ρ◦ ∈ P(T2±).
1.2.6 Model parameters and standing assumptions
We now review the various parameters and their interpretation.
• ε > 0 is the ratio of the lattice spacing in the atomistic model relative to the domain
size; we recall that T2 is the macroscopic reference domain with side length 1, and so
we assume that 1
ε
∈ N. In this case, we note that ε−2 is the number of lattice sites,
and ε2 is the volume per lattice site.
• δ > 0 is the length scale in the approximate interaction potential Vδ taken relative
to the domain size; this may be viewed as the ‘core radius’ of the dislocations. We
assume that ε ≤ δ ≤ 1; the results that we prove require ε≪ δ to be useful.
• n = n+ + n− ∈ N+ is the total number of dislocations in the reference domain,
where n+ ≥ 0 and n− ≥ 0 denote the number of positive and negative dislocations
respectively.
• β > 0 is the inverse temperature of the dislocations in the system, i.e. the mean
kinetic energy per dislocation in the crystal is assumed to be β−1.
• T ≥ 1 is the end time of the dynamics, which will be fixed throughout.
Apart from Assumption 1 and the natural assumptions on the parameters described above,
the only technical limitation on the physical parameters we make in order to prove our
results is the following.
Assumption 2. We assume that there are fixed constants C and C ′ such that
0 < C ≤ β ≤ C
′δ
ε
< +∞.
We can interpret this assumption physically as ensuring that the temperature of the
system cannot become arbitrarily high, which would lead to β → 0, nor can it be too low
10
relative to the scale of the lattice spacing; when ε ≪ δ, the latter still allows for the 0
temperature limit β →∞.
Since we seek results which take account of all of the parameters above, we introduce
the following convention to clarify this dependence and simplify the statement of our main
results.
Convention 1.1 (Polynomial boundedness). A quantity Q(α1, . . . , αK) ≥ 0 is said to be
polynomially bounded in the parameters α1, . . . , αK > 0 if there exist constants C > 0 and
p1, . . . , pk ≥ 0 independent of α1, . . . , αK such that
Q(α1, . . . , αK) ≤ C
K∏
k=1
αpkk for all α1, . . . , αK large enough. (13)
1.3 Main results
With the four models identified, we now present our main results, which give estimates of
the distance between solutions of the models as a function of the parameters. As mentioned
above, Figure 1 summarizes these results.
1.3.1 Discrete-to-continuum estimates
Our two discrete–to–continuum estimates establish bounds on L2 distances between the
laws of the corresponding models. The first of these connects the law of the random walk
model (RW εn) introduced in §1.2.2 with the law of the SDE model (SDEn) introduced in
§1.2.3.
Theorem 1.2 ((RW εn)↔ (SDEn)). Let Vδ, ε, n, δ, β and T satisfy Assumptions 1–2. Let
b ∈ {±1}n be a fixed collection of Burgers vectors. Suppose that µε : [0, T ] → P
(
Λnε
)
is
the law of {Xε(t)}t≥0 evolving under (RW εn) for some choice of initial conditions X◦ε with
law µ◦ε ∈ P(Λnε ). Suppose also that µ : [0, T ] → P(T2n) is the law of {X(t)}t≥0 evolving
under (SDEn) for some choice of initial conditions X
◦ with law µ◦ ∈ P(T2n).
If ‖dµ◦
dν
‖4,∞ is polynomially bounded in β, n, δ−1 (see (13)), then∥∥∥∥dµε(t)dνε − dµ(t)dν
∥∥∥∥
L2(νε)
≤
∥∥∥∥dµ◦εdνε − dµ
◦
dν
∥∥∥∥
L2(νε)
eCnβδ
−2t + C ′′ε2eC
′n2βδ−2T
for all t ∈ [0, T ], (14)
where C,C ′, C ′′ > 0 depend only on the constants involved in the polynomial bound on the
initial data, and those of Assumptions 1 and 2.
See Appendix A for the definition of norms such as ‖ · ‖4,∞.
Our second main result resembles the one above; it relates the mean–field models (MF ε)
and (MF ).
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Theorem 1.3 ((MF ε)↔ (MF )). Let Vδ, ε, δ, β and T satisfy Assumptions 1–2. Suppose
that ρε : [0, T ] → P
(
Λε,±
)
is a solution of (MF ε) for some choice of initial condition ρ◦ε.
Suppose also that ρ : [0, T ] → P(T2±) is a solution of (MF ) for some choice of initial
condition ρ◦ ∈ C4(T2±).
If ‖dρ◦,±
dν
‖4,∞ is polynomially bounded in β, δ−1 (see (13)), then√√√√∑
±
∥∥∥∥dρ±ε (t)dνε − dρ±(t)dν
∥∥∥∥2
L2(νε)
≤
√√√√∑
±
∥∥∥∥dρ◦,±εdνε − dρ◦,±dν
∥∥∥∥2
L2(νε)
+ C ′′ε2 exp
(
C ′βδ−2T
)
× exp (CK exp (25C2V βδ−2t)) for all t ∈ [0, T ], (15)
where
K := βδ−4
∑
±
(
δ−1
∥∥∥dρ◦,±
dν
∥∥∥
1,∞
+
√
βTδ−4
∥∥∥dρ◦,±
dν
∥∥∥
∞
+ β
)
, (16)
and C,C ′, C ′′ > 0 depend only on the constants involved in the polynomial bound on the
initial data, and those of Assumptions 1 and 2.
Remark 1.4 (Small t). Over short time scales (i.e. when t ≪ 1) our proof gives sharper
estimates than those given in the statements of Theorem 1.2 and Theorem 1.3. Indeed,
the dependence on the final time T in the exponents in the estimates can be replaced by t
at the cost of a prefactor to the exponential. This prefactor is polynomially bounded in
β, n, δ−1 for Theorem 1.2, and polynomially bounded in β, δ−1 for Theorem 1.3.
1.3.2 Estimates by mean–field approximations
The second pair of results connects particle models for n dislocations to mean-field models;
see the horizontal arrows in Figure 1. Here, the connection is made through the expectation
of the distance between the random empirical measure of the particle system and the
solution of the corresponding mean-field model. The first such result connects the SDE
model (SDEn) to the continuum mean–field model (MF ).
Theorem 1.5 ((SDEn) ↔ (MF )). Let Vδ, n, δ, β and T satisfy Assumptions 1–2. Let ρ
be the solution of (MF ) for some initial datum ρ◦ ∈ P(T2±). Fix b ∈ {±1}n, and let κ be
the discrepancy in mass between b and ρ◦,
κ :=
∣∣∣∣∫ ρ◦,+ − n+n
∣∣∣∣ . (17)
Let X◦ = {X◦i }1≤i≤n be independent random variables in T2 with law proportional to ρ◦,+
for i ∈ I+ and ρ◦,− for i ∈ I−. Let {Xt}0≤t≤T be the stochastic process defined by (SDEn)
with initial datum X◦ and Burgers vectors b. Then
E ‖ρ±n (t)− ρ±(t)‖∗1,∞ ≤ κ+ C
logn√
n
+ 2CV
( 1√
n
+ κ
) t
δ
e2CV δ
−2t for all t ∈ [0, T ], (18)
where ρ±n are the random empirical measures of (Xt, b) defined in Section 1.1.2, and C > 0
depends only on the initial data and the constants of Assumptions 1 and 2.
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The dual bounded-Lipschitz norm ‖ · ‖∗1,∞ is defined in Appendix A.
The second of these results connects the random walk model (RW εn) to the discrete
mean–field model (MF ε).
Theorem 1.6 ((RW εn)↔ (MF ε)). Let Vδ, ε, n, δ, β and T satisfy Assumptions 1–2. Let ρε
be the solution of (MF ε) for some initial condition ρ◦ε ∈ P
(
Λε,±
)
. Fix b ∈ {±1}n, and
let κ be the discrepancy in mass between b and ρ◦ε,
κ :=
∣∣∣∣∫ ρ◦,+ε − n+n
∣∣∣∣ . (19)
Let X◦ε = {X◦i,ε}1≤i≤n be independent random variables in Λε with with law proportional to
ρ◦,+ε for i ∈ I+ and ρ◦,−ε for i ∈ I−. Let {Xε,t}0≤t≤T be the stochastic process defined by
(RW εn) with initial datum X
◦
ε and Burgers vectors b. Then
E ‖ρ±ε,n(t)− ρ±ε (t)‖∗1,∞ ≤ κ+ C ′′
log n√
n
+ C ′
( 1√
n
+ κ
) t
δ
eCδ
−2t for all t ∈ [0, T ], (20)
where ρ±ε,n are the random empirical measures of (Xε,t, b), and C, C
′, C ′′ > 0 depend only
on the initial data and the constants of Assumptions 1 and 2.
Remark 1.7 (Random b). Since the estimates of Theorems 1.5 and 1.6 only depend
on b through the quantity κ, the statements readily generalise to the case in which the
vector b is chosen randomly. As an example, consider the situation in the context of
Theorem 1.5 where we select the pairs {(X◦i , bi)}i=1,...,n randomly and independently from
the distribution ρ◦ ∈ P(T2±). By conditioning the distribution of {X◦i }i on b, Theorem 1.5
can be applied to each realization of b with a mass discrepancy κ(b) and with constants
that are independent of b. After taking a final expectation over b we find the estimate
E ‖ρ±n (t)−ρ±(t)‖∗1,∞ ≤ E[κ(b)]+C
logn√
n
+2CV
( 1√
n
+E[κ(b)]
) t
δ
e2CV δ
−2t for all t ∈ [0, T ].
Since n+ has a binomial distribution with parameters n and p :=
∫
ρ◦,+, we can estimate
the expectation of κ by
E[κ(b)] ≤ E
∣∣∣∣p− n+n
∣∣∣∣ ≤
√
E
∣∣∣∣p− n+n
∣∣∣∣2 =
√
p(1− p)
n
≤ 1
2
√
n
.
In this way the fixed-b estimates of Theorem 1.5 and 1.6 generalize to random b, in which
case the terms related to κ can be absorbed by the κ–independent terms.
1.3.3 Direct estimates connecting (RW εn) and (MF )
As a consequence of the above results, we obtain the following corollary, linking the random-
walk model (RW εn) defined in §1.2.2 directly to the mean–field continuum model (MF )
defined in §1.2.5.
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Corollary 1.8 ((RW εn)↔ (MF ) via (MF ε)). Let the setting be as in both Theorems 1.3
and 1.6, and denote the right-hand sides of the corresponding estimates as R1 and R2
respectively. Then
E
[∑
±
‖ρ±ε,n(t)− ρ±(t)‖∗1,∞
]
≤ 2(R1 +R2) + Cεeβδ−2T e25CV βδ−2t for all t ∈ [0, T ]. (21)
where C > 0 depends only on the constants involved in the polynomial bound on the initial
data and Assumptions 1 and 2.
For the next result, we introduce the Wasserstein distance W1 on P(T2n) through the
Kantorovich duality:
W1(µ,µ
′) := sup
‖dϕ‖∞≤1
∫
T 2n
ϕ d(µ− µ′). (22)
By the particular definition of the Lipschitz constant ‖dϕ‖∞ that we use (see Appendix A)
the metric W1 scales linearly in n:
W1(ρ1 ⊗ · · · ⊗ ρn, µ1 ⊗ · · · ⊗ µn) =
n∑
i=1
W1(ρi, µi).
Hence, the estimate below establishes a convergence rate for 1
n
W1.
Corollary 1.9 ((RW εn)↔ (MF ) via (SDEn)). Let the setting be as in both Theorems 1.2
and 1.5. Let R1 be the right-hand side of the corresponding estimate in Theorem 1.2, and
set
ρ :=
n⊗
i=1
ρbi
‖ρbi‖TV ∈ C
(
[0, T ];P(T2n)), ρb := { ρ+ if b = 1
ρ− if b = −1.
Then
1
n
W1
(
µε(t),ρ(t)
) ≤ R1√
n
+2CV
( 1√
n
+κ
) t
δ
e2CV δ
−2t+Cεe2CV βδ
−2nT for all t ∈ [0, T ], (23)
where C > 0 depends only on the constants involved in the polynomial bound on the initial
data and Assumptions 1 and 2.
1.4 Discussion of results
1.4.1 Proof techniques
With the exception of Theorem 1.6, the proofs of our results mainly use techniques drawn
from across the field of applied analysis, and we believe it is the wide variety of the tools
which we collect together here which makes the study mathematically interesting.
A fundamental step in all the proofs is an application of Gronwall’s Lemma, which
results in the exponential terms in the estimates. In the proofs of Theorems 1.2 and 1.3,
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we apply this result to classic consistency and stability estimates from numerical analysis,
combined with regularity estimates on the solutions to (SDEn) and (MF ). In the proof of
Theorem 1.5, we apply the result to an estimate derived from a Glivenko-Cantelli argument
and a classical propagation-of-chaos result, adapted here to particle systems of two species.
For Theorem 1.6, however, we use a novel proof technique to obtain an estimate to
which we can apply Gronwall’s Lemma. More specifically, we use a random time-change
characterization as a coupling technique to establish a propagation-of-chaos result for a
continuous-time random walk, along with arguments similar to those used in the proof of
Theorem 1.5.
1.4.2 Assumptions required and sharpness of estimates
Regularity of Vδ. While the standing Assumption 1 imposes bounds on the derivatives of
Vδ up to order 5, we only need this for the discrete-to-continuum estimates of Theorems 1.2
and 1.3. In fact, we can weaken this assumption to bounds on lower-order derivatives at
the cost of weakening the decay rate in ε. On the other hand, the two mean-field estimates
of Theorems 1.5 and 1.6 only require Assumption 1 to hold up to second order, which
corresponds to Lipschitz continuity of the vector field F .
Dependence of Theorem 1.2 on particle number. The n in the exponent in The-
orem 1.2 is unavoidable when one uses the L2(νε)-norm. To find an n-independent alter-
native, a different metric, such as the relative entropy, could be used. However, such an
approach calls for different proof methods, which is beyond the scope of the current work.
Character of estimates. In all of our proofs, we do not use any structural properties
of the solutions other than their spatial regularity. Indeed, many of our estimates are
based on maximizing the interaction force over all admissible particle configurations. Since
such bounds are sharp only on a small, unstable region of the phase space, we do not
believe that our estimates are accurate on the macroscopic time scale of order 1. Such
estimates are likely to require Lyapunov functions, and even for simpler particle systems
(i.e. deterministic and single-sign), we are not aware of any generic techniques that can
provide sharper estimates.
Extension to other lattice structures. For simplicity, we have chosen here to consider
only a simple cubic lattice, which results in a square lattice Λε of screw dislocation positions.
Other physically relevant cases include the triangular and hexagonal lattices (see [Hud17]
for their treatment in the low-temperature limit). Our setting and results could easily be
adjusted to incorporate such lattices too. The main two adjustments are the alteration of
the set of neighbouring sites for the dislocations, N (defined in (1)), and the change in
the periodic domains to accommodate the lattice. Apart from a change of domain, the
net effect of these adjustments on our results is a change in value of some of the generic
constants in our estimates.
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1.4.3 Convergence corollaries
In this section we extract from the main theorems and their two corollaries a number of
asymptotic regimes in the five-dimensional parameter space (ε, n, β, δ, T ) as (ε, n)→ (0,∞)
in which the solutions to our four models are close. Again, we restrict the parameters to
those satisfying Assumption 1 and Assumption 2.
1. Given the setting of Theorem 1.2, if∥∥∥∥dµ◦εdνε − dµ
◦
dν
∥∥∥∥
L2(νε)
. ε2eCn
2βδ−2T and log
1
ε
≫ n2βδ−2T, (24)
as (ε, n)→ (0,∞) then∥∥∥∥dµε(t)dνε − dµ(t)dν
∥∥∥∥
L2(νε)
→ 0 uniformly in t ∈ [0, T ].
2. Given the setting of Theorem 1.3, if∥∥∥∥dρ◦,±εdνε − dρ
◦,±
dν
∥∥∥∥
L2(νε)
. ε2eC
′βδ−2T and log log
1
ε
≫ βδ−2T, (25)
as (ε, n)→ (0,∞) then∥∥∥∥dρ±ε (t)dνε − dρ
±(t)
dν
∥∥∥∥
L2(νε)
→ 0 uniformly in t ∈ [0, T ].
3. Given the setting of Theorem 1.5, let b be randomly sampled from ρ◦ (see Remark
1.7). If
logn≫ δ−2T,
as n→∞, then
E ‖ρ±n (t)− ρ±(t)‖∗1,∞ → 0 uniformly in t ∈ [0, T ].
4. Given the setting of Theorem 1.6, let b be randomly sampled from ρ◦ε. If
logn≫ δ−2T,
as n→∞, then
E ‖ρ±ε,n(t)− ρ±ε (t)‖∗1,∞ → 0 uniformly in t ∈ [0, T ].
5. Given the setting of Corollary 1.8, let b be randomly sampled from ρ◦ε. If the bound
on the difference in initial conditions in (25) is satisfied,
logn≫ δ−2T and log log 1
ε
≫ βδ−2T, (26)
as (ε, n)→ (0,∞), then
E ‖ρ±ε,n(t)− ρ±(t)‖∗1,∞ → 0 uniformly in t ∈ [0, T ].
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6. Given the setting of Corollary 1.9, let b be randomly sampled from ρ◦. If the bound
on the difference in initial conditions in (24) is satisfied (note that µ◦ = µ⊗n),
log n≫ δ−2T and log 1
ε
≫ n2βδ−2T, (27)
as (ε, n)→ (0,∞), then
1
n
W1
(
µε(t),ρ(t)
)→ 0 uniformly in t ∈ [0, T ].
All of the statements above can be proved by taking logarithms of the right-hand side
of the estimates in our main theorems, and taking appropriate limits, using the relevant
assumptions.
We remark that neither of the parameter regimes in (26) and (27) is contained in the
other. Indeed, (26) requires no upper bound on n, and (27) has a weaker upper bound on β
than (26). Furthermore, we expect that the convergence in the six statements above holds
in much larger regions in parameter space than the specified ones; this is a ramification of
the lack of sharpness of the estimates in our main results, as discussed in §1.4.2.
Initial conditions. Note that it is always possible for any given initial distributions µ◦
and ρ◦ on the continuous state spaces to find sequences of initial distributions µ◦ε and ρ
◦
ε
on the discrete state spaces for which the bounds in (24) and (25) are satisfied. In fact,
the choices
dρ◦,±ε
dνε
(ℓ, b) := (1 + αε)
dρ◦,±
dν
(ℓ, b) for all (ℓ, b) ∈ Λε,±,
dµ◦ε
dνε
(ℓ) := (1 + aε)
dµ◦
dν
(ℓ) for all ℓ ∈ Λnε ,
satisfy these bounds, where the constants αε, aε are chosen to ensure that the resulting
densities correspond to probability measures. Since dρ
◦,±
dν
and dµ
◦
dν
are assumed to be of
class C4, a computation similar to that in (62) and (85) shows that |αε| and |aε| can be
bounded respectively by ε2‖dρ◦,±
dν
‖2,∞ and ε2‖dµ◦dν ‖2,∞. Then, using the polynomial bound
assumed on the initial data, the terms other than ε2 can be absorbed in the exponential,
possibly by choosing a larger constant in the exponent.
1.4.4 Scientific and mathematical context
As mentioned in the introduction, this work has been carried out in the context of a series
of studies on related questions. In particular, Figure 2 illustrates this context. To clearly
indicate the parametric dependence of all models shown, we have included β and δ as sub-
and superscripts.
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Figure 2: Extended version of the overview in Figure 1. In this three-dimensional diagram,
the passage from foreground to background corresponds to the limit δ → 0, the passage
from left to right corresponds to the limit n → ∞, and from top to bottom corresponds
first to the limit ε → 0, and then the limit β → ∞. Double arrows indicate quantitative
estimates between the corresponding solutions, single arrows indicate convergence results,
dashed arrows indicate partial results, and dotted lines indicate connections which are
currently not rigorously proven. Abbreviations such as (SDEδβ,n) and (RW
δ,ε
β,n) are used in
the rest of the paper without β and δ, i.e. in this case (SDEn) and (RW
ε
n).
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The limits β → ∞ and δ → 0 of the continuum models. The main topic of this
paper is a study of the models (RW εn), (SDEn), (MF
ε) and (MF ). These models are shown
at the top of the front face in Figure 2 (in their extended notation (RW δ,εβ,n), (SDE
δ
β,n),
(MF δ,εβ ), and (MF
δ
β )) and the connections between them were already shown in more detail
in Figure 1. In the models (SDEδβ,n) and (MF
δ
β ) with a continuous state space, classical
techniques allow us to consider a further limit in which β → ∞; the corresponding limits
are shown at the bottom of the front face. In the discrete setting, the limit β →∞ is more
complex, and results in more complex dynamics such as rate-independent systems; see for
example [BCDFP15, MPS17, Hud17].
Taking β →∞ in (SDEδβ,n), we obtain
(ODEδn)
d
dt
x(t) = F (x(t), b), t ∈ (0, T ), i = 1, . . . , n (28)
with F as in (7). The system (28) is the starting point of [GvMPS19], where convergence
to (GB) is proven in the joint limit where (n, δ)→ (∞, 0). The proof of this joint limit is
a combination of two results; the first is a quantitative estimate between the solution of
(ODEδn) and that of the ‘regularised Groma-Balogh equations’ (see [GB99])
(GBδ) ∂tρ
± = div
(
ρ±[∇Vδ ∗ (ρ± − ρ∓)]
)
, D′(T2 × (0, T )),
which can alternatively be viewed as a zero-viscosity limit in (MF δβ ). The second is a
convergence result of (GBδ) to the (non-regularized) Groma-Balogh equations
(GB) ∂tρ
± = div
(
ρ±[∇V ∗ (ρ± − ρ∓)]), D′(T2 × (0, T )). (29)
In the proof, (MF δβ ) is used as a viscosity approximation of (GB
δ), which connects these
two models by a convergence result. This proof method is an adaptation of the technique
used in [CEHMR10], where the existence of finite-entropy solutions to (GB) is proven by
passing to the limit β →∞ in
(MFβ) ∂tρ
± = div
(
ρ±[∇V ∗ (ρ± − ρ∓)])+ β−1∆ρ±, D′(T2 × (0, T )).
Finally, the connection from (MF δβ ) to (MFβ) follows by the same argument as in the
proof of (GBδ) to (GB) in [GvMPS19].
We note that since (GB) contains neither a Laplacian nor a regular interaction poten-
tial in the right-hand side, the existence and uniqueness of solutions to (29) is nontriv-
ial. Besides the existence result of global-in-time finite-entropy solutions in [CEHMR10],
uniqueness results are found in [Mai12, LMX14] for regular initial data. Also, while (GB)
was originally developed for edge dislocations, it is shown in [GvMPS19] that the well-
posedness theory in [CEHMR10] also extends to the case of screw dislocations.
The connections explained so far allow us to connect (RW δ,εβ,n) to (GB). The quantitative
estimates of Theorems 1.2–1.6 and Corollaries 1.8–1.9 provide an explicit, δ, β-dependent
lower bound on ε and 1/n along which solutions of (RW δ,εβ,n) converge to those of (MF
δ
β ).
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Together with the result in [GvMPS19] on the convergence of solutions of (MF δβ ) to those
of (GB), this gives a convergence result of solutions of (RW δ,εβ,n) to those of (GB). Since
[GvMPS19] does not provide error estimates, we do not have a characterization of the
parameter regime in which this convergence holds, and we have to settle for an implic-
itly given limit along which (ε, n, β, δ) → (0,∞,∞, 0). The future challenge here is to
quantify the rate as (β, δ)→ (∞, 0) in (MF δβ ), which would specify an asymptotic regime
in (ε, n, β, δ) in which the corresponding solutions of (RW δ,εβ,n) converge to those of (GB).
Incidentally, this would imply a notion of unique solutions to (GB) corresponding to our
atomistic model.
Other convergence results. For finitely many dislocations, in discrete systems similar
to (RW εn), the literature already contains a number of convergence results in the limit
of small lattice spacing. Hudson and Ortner showed that in a discrete system arbitrary
collections of screw dislocations are locally stable if the lattice spacing ε is sufficiently
small [HO14, HO15]. For the ‘XY’ model, Alicandro, De Luca, Garroni, and Ponsiglione
showed the presence of a large number of local minimizers, and they proved convergence
of an n-dislocation motion with ‘thermalized’ deterministic dynamics, again in the limit of
small lattice spacing [ADLGP14, ADLGP16, ADLGP17]. For a a discrete random walk,
Hudson proved convergence to a deterministic differential equation [Hud17].
The time-dependent many-dislocation limit seems only to have been studied for continuous-
space dislocations. When dislocations are points in two dimensions, as in this paper, the
many-dislocation limit has a long history in the context of interacting stochastic and de-
terministic particle systems [McK67, Dob79, Oel84, Spo91, Gol16, JW17], with specific
applications to dislocations in [Due16, FIM09, vMM14]. However, for dislocations with
multiple Burgers vectors, as in this paper, many of the classical interacting-particle meth-
ods do not apply. Indeed, [CXZ16] identifies the formation of dipoles, which are invisible
in the many-dislocation limit, but may alter the many-dislocation limit. In [GvMPS19]
these computations are made rigorous in a two dimensional, dynamical setting. In one spa-
tial dimension and with regular cross-interactions, [vM18] explores the parts of parameter
space where dipole formation is strong enough to affect the many-dislocation limit. In two
dimensions and with singular interactions, Schochet devised a method for arbitrary-sign
point-vortex solutions of the Euler equations with random initial positions [Sch96], which
shares many aspects with dislocations.
In comparison to this earlier work we prove a number of new results: not only the
estimates of Theorems 1.2–1.3 and Corollaries 1.8–1.9 are new, but also each of the six
convergence statements of Section 1.4.3 was not proved before.
In addition, we believe that the shift from convergence results to non-asymptotic esti-
mates is important. As systems become more complex, with higher-dimensional parameter
spaces, their behaviour is more transparently characterized in terms of estimates than in
terms of a multitude of scaling regimes.
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Regularisation and dislocation annihilation. A key assumption of this study is that
dislocations interact via the regularised interaction potential Vδ introduced in §1.2.1, and
it is reasonable to ask what behaviour we expect in the limit where the regularisation
parameter δ tends to zero. The case where δ → 0 in (SDEδβ,n) introduced in §1.2.3
was studied by Fournier and Jourdain in [FJ17]. The authors show that there is a critical
temperature β−1∗ above which colliding particles will immediately separate again, and below
which colliding particles stick together.
If instead we start from (ODEδn), the interaction force −∇Vδ blows up as dislocations
come close in the limit δ → 0. Hence, the limiting problem, denoted (ODEn), requires a
collision rule in addition to the set of ODEs in which Vδ is replaced by V . Until the first
collision time, the convergence as δ → 0 is standard ODE theory. However, defining a
collision rule which is consistent with (ODEδn) seems challenging. Indeed, the simulations
in [vM15, Chap. 9] imply that even in one dimension, the group behaviour of the dislo-
cation dynamics strongly depends on the choice of regularisation Vδ. Also, since (ODEn)
is a model for screw dislocations, a natural collision rule for dislocations with opposite
sign b is that they annihilate each other (i.e., they both vanish). At present, there is no
reason to believe that (ODEδn) for small δ approximates (ODEn) except in the case where
dislocations remain separated for all time.
In this paper we have avoided any annihilation effects, and thus the six models in
the front of the diagram, (MFβ) and (GB) conserve the number of dislocations. Yet, to
complete the diagram we have also included models that have to deal with collisions. For
instance, a more accurate model for dislocation dynamics on the atomic scale is (RW εβ,n)
(see [Hud17]), which differs from (RW δ,εβ,n) in that it replaces Vδ (based on regularising the
iterations computed from linear elasticity) by the lattice Green function Vε : Λε → R.
While Vε is not singular, a proper description of (RW
ε
β,n) needs rules on annihilation
and possibly creation of dislocations. Such rules are side-stepped in [Hud17] by assuming
that the dislocations remain separated. Instead of starting from (RW εβ,n) with the added
complexity of annihilation and creation, we have chosen to replace it by the easier model
(RW δ,εβ,n); hence the curved arrow in the diagram, which indicates an uncontrolled modelling
assumption.
Regarding the other problems in the back of the diagram which are mainly connected by
dotted lines, any consistency between them will depend strongly on the chosen collision rule.
For instance, in the case of annihilation, there can be no consistency with (GB), because
(GB) is mass-conserving. We refer to [BKM10, AMS11] for the analysis of alternative
models to (GB) which include annihilation. Recently, [vMM19] established a first result
on a connection of such models with a particle system which includes annihilation; a more
complete result is in preparation.
1.4.5 Conclusion and outlook
We return to the main question posed in the introduction: How can one understand the
domains of validity of different models describing the same physical phenomenon? The re-
sults of this paper build on the point of view that such understanding requires quantitative
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comparison at fixed parameter points. Limit theorems are not sufficient.
Theorems 1.2–1.6 and Corollaries 1.8–1.9 provide such quantitative comparisons. In
particular, they connect precisely an atomistic model to the fundamental dislocation den-
sity model in [GB99]. At this stage the set of systems that we can connect by quantitative
estimates is relatively small, the restrictions on the parameters are severe, and the es-
timates themselves are clearly sub-optimal. On the other hand, the estimates hold for
any parameter point and give a unifying view on the parameter space, which is a definite
improvement over the proof of separate asymptotic limits.
Looking forward, even within the restriction to straight and parallel dislocations, the
systems of this paper lack some natural physical features. For instance, annihilation of
dislocations with opposite Burgers vectors would be an obvious extension. Progress in
this direction could start from the atomistic model (RW εn) with δ = ε equipped with an
annihilation rule, where the expected continuum dislocation density model is the system
studied in [BKM10, AMS11]. Success in this mathematically challenging direction would
yield results connecting the models in the rear plane shown in Figure 2, and would link to
yet further models studied in the literature.
One further physical feature lacking from our analysis is reflected by the upper bound
on β in Assumption 2. Our error estimates show that this bound results in a linear relation
between the velocity and the gradient of the energy in the asymptotic regime where ε≫ 1.
Despite the common use of this linear relation in the literature, it is often criticised as
being a crude modelling assumption. Despite this, there is currently no consensus on any
improved, nonlinear dislocation dynamics model. We believe that a route which could lead
to consensus is the extension of our approach to larger values of β, which would much more
strongly quantify the rigorous justification of other nonlinear models, for example those
established in [Hud17].
The choice to only consider straight and parallel screw dislocations also is a severe
restriction. Looking beyond this study, it is reasonable to ask to what extent our results
hold when considering more general curved dislocations. Naturally, both the technical
mathematical and physical challenge of modelling this case is much more significant, so
it is difficult to speculate on the validity of any extension of our results to this case, as
neither an appropriate microscopic model nor the technical mathematical machinery are
currently available to study this case at present. This is a situation we hope to remedy in
future work.
1.5 Outline
The proofs of Theorems 1.2, 1.3, 1.5, and 1.6 are given in Sections 2, 3, 4, and 5; Corol-
laries 1.8 and 1.9 are proved in Section 6. Each of these sections provides an overview of
the proof as a series of auxiliary results; in each case, after the completion of the main
argument, the auxiliary results are then proved subsequently within the same section.
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2 Proof of Theorem 1.2
In this section we prove Theorem 1.2, which provides an estimate on the distance between
the laws of (RW εn) and (SDEn); we recall the statement here for convenience.
Theorem 1.2 ((RW εn)↔ (SDEn)). Let Vδ, ε, n, δ, β and T satisfy Assumptions 1–2. Let
b ∈ {±1}n be a fixed collection of Burgers vectors. Suppose that µε : [0, T ] → P
(
Λnε
)
is
the law of {Xε(t)}t≥0 evolving under (RW εn) for some choice of initial conditions X◦ε with
law µ◦ε ∈ P(Λnε ). Suppose also that µ : [0, T ] → P(T2n) is the law of {X(t)}t≥0 evolving
under (SDEn) for some choice of initial conditions X
◦ with law µ◦ ∈ P(T2n).
If ‖dµ◦
dν
‖4,∞ is polynomially bounded in β, n, δ−1 (see (13)), then∥∥∥∥dµε(t)dνε − dµ(t)dν
∥∥∥∥
L2(νε)
≤
∥∥∥∥dµ◦εdνε − dµ
◦
dν
∥∥∥∥
L2(νε)
eCnβδ
−2t + C ′′ε2eC
′n2βδ−2T
for all t ∈ [0, T ], (14)
where C,C ′, C ′′ > 0 depend only on the constants involved in the polynomial bound on the
initial data, and those of Assumptions 1 and 2.
The main technique used here is to consider the Fokker–Planck equations which describe
the evolution of the laws for the two processes, and show that the law of the random walk
forms an approximation in space of the law for the SDE. This approach is suggested by
the Lax-Richtmyer equivalence theorem (sometimes called the Fundamental Theorem of
Numerical Analysis), which leads us to prove consistency and stability results concerning
the approximation, and from these we deduce a bound by Gronwall’s Lemma.
2.1 Main argument
As mentioned above, the key to the proof of this theorem is a treatment of the relevant
Fokker-Planck equations (FP εn) and (FPn), which are given by
(FP εn) ∂tµε = Ω
∗
εµε, Ω
∗
εµε := ε
∑
h∈Nnε
D−h
(Rεn,hµε) (30)
=
1
βε
∑
h∈Nnε
D−h
(
µε exp
(
1
2
β h · F )) (31)
(FPn) ∂tµ = Ω
∗µ, Ω∗µ := − div(ρF ) + 1
β
∆µ. (32)
Both of these equations are to be understood in a classical sense, and we note that the
laws of (RW εn) and (SDEn) satisfy the above equations as a direct consequence of the
general theory of Markov processes; see for example Chapter 2 of [Nor97] and Chapter 2
of [Pav14].
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We note in particular that (FPn) is a linear parabolic equation on the smooth compact
manifold T2n, and so µ is the unique classical solution of this equation for a given initial
condition µ◦ ∈ P(T2n). Since Vδ is assumed to be of class C5 for each δ > 0, the density
with respect to the underlying volume measure dµ(t)
dν
is therefore at least C4,1 on (0, T ]×T2n
(see for example Theorem 5.3 in [LSU68]). Applying Theorem 5.1 in [JKO98] for any T > 0
and any initial condition µ◦ which is absolutely continuous with respect to ν, we obtain
that the smooth solution µ satisfies dµ(t)
dν
→ dµ◦
dν
in L1(ν) as t→ 0.
With the regularity properties of µ clarified, our approach can be viewed as an applica-
tion of the Fundamental Theorem of Numerical Analysis, treating (FP εn) as a discretisation
of (FPn). In keeping with this approach, we therefore establish appropriate consistency
and stability results, encoded in the following two lemmas. To state them, we set some
further notation. For x ∈ T2n and for F : T2n → R2n as defined in (7), we denote the
components by xi,j and Fi,j, i = 1, . . . , n, j = 1, 2, respectively. We set ∂i,j as the partial
derivative with respect to xi,j .
Lemma 2.1 (Consistency). Let f ∈ C4(T2n), and let Ω∗ε and Ω∗ be given by (31) and (32).
Under the assumptions of Theorem 1.2, it follows that
max
ℓ∈Λnε
∣∣(Ω∗ε − Ω∗)f (ℓ)∣∣ ≤ Cε2nβ
4∑
m=0
βmRm[f ]
where Rm[f ] := max
i=1,...,n
j=1,2
∥∥∂4−mi,j [(Fi,j)mf]∥∥∞, (33)
where C > 0 is a constant independent of β, n and f .
Lemma 2.2 (Stability). Let f ∈ L2(νε) and let Ω∗ε be given by (31). Then, under the
assumption of Theorem 1.2, we have(
Ω∗εf , f
)
L2(νε)
≤ C(n‖dF ‖∞ + βn‖F ‖2∞)‖f‖2L2(νε),
where C > 0 is a constant independent of β, n and f .
We remark that neither of the two results above rely heavily on the precise nature of
F beyond its regularity, and we will exploit this in the subsequent proof of Theorem 1.6.
The final auxiliary result we require in order to complete our proof provides control of
derivatives of the density of the solution to (32) in the supremum norm. The result stated
here is a corollary of a lemma (Lemma 2.4) which provides a sharper estimate.
Corollary 2.3. Suppose that the assumptions of Theorem 1.2 hold, and further assume
that
γ :=
16C2V βn
2
δ2
≥ 1
δ2
.
Suppose that µ solves (32) with initial datum µ◦, and set f := dµ
dν
and f ◦ := dµ
◦
dν
. Then
for each k = 0, . . . , 4 there exists a universal constant Ck independent of β, n, f and t
such that
‖f (t)‖k,∞ ≤ Ck‖f ◦‖k,∞e 32 (k+1)γT .
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With these results in place, we may complete the proof of Theorem 1.2.
Bounding the error terms Rm[f ]. We first seek to bound the error terms in the consistency
estimate (33). For convenience, we will define the sum of these terms to be
K1(f ) :=
4∑
m=0
βm−1Rm[f ]. (34)
Now, recalling the definition of Fi given in (6), it can be checked that for all k,m = 0, . . . , 4
it holds that ∣∣∂ki,j(Fi,j)m(x)∣∣ = ∣∣∣∣∂ki,j( 1n
n∑
l=1
bibl∂jVδ(xi − xl)
)m∣∣∣∣ . δ−m−k.
To see this, we can view this as applying k derivatives to a product of m factors, where
each factor is at worst δ−1−a with a being the number of derivatives that applies to that
factor. Recalling the definition of Rm given in (33) and using the product rule, this entails
that∣∣Rm[f ]∣∣ = max
i=1,...,n
j=1,2
∥∥∥∥ 4−m∑
k=0
(
4−m
k
)
∂4−m−ki,j
(
Fi,j
)m
∂ki,jf
∥∥∥∥
∞
.
4−m∑
k=0
δk−4‖dkf‖∞ . δ−4‖f‖4,∞.
Note that this estimate holds for an arbitrary smooth function f . Now, taking f to be the
solution of (32), applying this estimate to the definition of K1 and then using Corollary 2.3,
we obtain
K1
(
f (t)
)
. β3δ−4‖f (t)‖4,∞ . γ3‖f ◦‖4,∞e 152 γT
Now, from the given polynomial bound on ‖f ◦‖4,∞ in terms of β, n, δ−1, we have ‖f ◦‖4,∞ .
γp for some p ≥ 0. Then, from the elementary inequality γp+3 . eγ/2 ≤ eγT/2, we finally
obtain
K1(f (t)) . e
8γT . (35)
Applying Gronwall’s Lemma. Our aim is now to apply Gronwall’s Lemma to conclude the
proof. In terms of fε and f , (30) and (32) become
∂tfε = Ω
∗
εfε and ∂tf = Ω
∗f .
Restricting the latter equation to Λnε and considering the difference between the resulting
equations, we add and subtract Ω∗εf to find
∂t
(
f − fε
)
= Ω∗f − Ω∗εfε = (Ω∗ − Ω∗ε)f + Ω∗ε(f − fε). (36)
Defining vε :=
∥∥f − fε∥∥L2(νε), we multiply (36) by f − fε and then integrate with respect
to νε, giving
1
2
d
dt
v2ε =
1
2
d
dt
‖f − fε‖2L2(νε)
=
(
Ω∗f − Ω∗εf , f − fε
)
L2(νε)
+
(
Ω∗ε(f − fε), f − fε
)
L2(νε)
.
(37)
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For the former term, we apply Ho¨lder’s inequality, Lemma 2.1, the definition of K1(f )
given in (34), and the triangle inequality to find(
(Ω∗ − Ω∗ε)f , f − fε
)
L2(νε)
. nε2K1(f ) vε.
We estimate the latter term in (37) directly using Lemma 2.2. For the prefactor in the
estimate in Lemma 2.2, we use Assumption 1 and Assumption 2 to simplify it to
n
(
max
i=1,...,n
j=1,2
‖∂i,jFi,j‖∞ + β max
i=1,...,n
j=1,2
‖Fi,j‖2∞
)
. nδ−2(1 + β) . nβδ−2.
Plugging these estimates into (37) and then applying Young’s inequality, we obtain
d
dt
v2ε . C
′nε2K1(f ) vε + Cnβδ
−2v2ε ≤ C ′nε4β−1δ2K1(f )2 + Cnβδ−2v2ε .
Now, via a standard application of Gronwall’s Lemma, we obtain
v2ε(t) ≤
(
v2ε(0) + C
′nε4β−1δ2
∫ t
0
K1
(
f (s)
)2
e−Cnβδ
−2sds
)
eCnβδ
−2t. (38)
Finally, we insert estimate (35) into (38), giving
v2ε(t) ≤
(
v2ε(0) + C
′nε4β−1δ2e16γT
∫ t
0
e−Cnβδ
−2sds
)
eCnβδ
−2t
≤
(
v2ε(0) + C
′ε4β−2δ4e16γT
)
eCnβδ
−2t
≤ v2ε(0)eCnβδ
−2t + C ′ε4eC
′′n2βδ−2T .
Taking a square root and using that
√
a+ b ≤ √a+√b for a, b ≥ 0, this therefore completes
the proof of Theorem 1.2.
2.2 Proofs of auxiliary results
In this section we provide the proofs of the various auxiliary results stated in the previous
section.
2.2.1 Proof of Lemma 2.1
First, recalling the definition Rεn,h given in (8), we Taylor-expand the exponential factor
to obtain
Rεn,h(ℓ) =
1
βε2
3∑
m=0
1
m!
(1
2
β h · F (ℓ)
)m
+O
(
β3
ε2
∣∣h · F (ℓ)∣∣4). (39)
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Here, we have used that the variable in which we Taylor-expand is bounded; indeed, using
Assumptions 1 and 2, we find∣∣∣1
2
β h · F (ℓ)
∣∣∣ ≤ Cβε‖∇Vδ‖∞ ≤ Cβε
δ
≤ C.
Introducing linear operators Lε,m for m = 0, 1, 2, 3 which are defined by
Lε,mf (ℓ) :=
1
βε
∑
h∈Nnε
1
m!
D−h
((
1
2
β h · F )mf)(ℓ), (40)
we expand to find
Ω∗εf (ℓ) = ε
∑
h∈Nnε
D−h
(Rεn,hf)(ℓ)
=
3∑
m=0
Lε,mf (ℓ) +O
(
nβ3ε2 max
i=1,...,n
j=1,2
sup
x∈B(ℓ,ε)
∣∣(Fi,j)4(x)∣∣|f (x)|),
=
3∑
m=0
Lε,mf (ℓ) +O
(
nβ3ε2R4[f ](ℓ)
)
, (41)
To continue the expansion of Ω∗εf , we note that for any smooth function g : T
2n → R
D−hg(ℓ) =
1
ε
K−1∑
k=1
1
k!
(−h · ∇)kg(ℓ) +O
(1
ε
sup
θ∈[0,1]
∣∣(h · ∇)Kg(ℓ + θh)∣∣).
We note in particular that
Lε,0f (ℓ) =
1
βε
∑
h∈Nnε
D−hf (ℓ)
=
1
βε2
3∑
k=1
1
k!
∑
h∈N εn
(−h · ∇)kf (ℓ) +O
(ε2n
β
sup
i=1,...,n
j=1,2
sup
θ∈[0,1]
∣∣∂4i,jf (ℓ+ θh)∣∣).
Since N εn is symmetric under inversion, i.e. h ∈ N εn implies −h ∈ N εn , the terms in the
first sum corresponding to odd values of k vanish, and hence using the definition of R0
given in (33), we have
Lε,0f (ℓ) =
1
β
∆f (ℓ) +O
(
ε2n
β
R0[f ](ℓ)
)
. (42)
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Similarly, for Lε,1f , we find
Lε,1f (ℓ) =
1
βε
∑
h∈Nnε
D−h
(
1
2
βh · F f)(ℓ)
=
1
2ε2
2∑
k=1
1
k!
∑
h∈N εn
(−h · ∇)k(h · F f )(ℓ)
+O
(
nε2 sup
i=1,...,n
j=1,2
sup
θ∈[0,1]
∣∣∂3i,j(Fi,jf )(ℓ+ θh)∣∣).
Again using the inversion symmetry of N εn , we find that the k = 2 term vanishes in the
first sum, which yields
Lε,1f (ℓ) = − div(F f )(ℓ) +O
(
nε2R1[f ]
)
. (43)
Similar arguments then show that
Lε,2f (ℓ) = O
(
nβε2R2[f ](ℓ)
)
and Lε,3f (ℓ) = O
(
nβ2ε2R3[f ](ℓ)
)
. (44)
Combining the expansions (42), (43) and (44) with (41), we obtain the result.
2.2.2 Proof of Lemma 2.2
Using the operators Lε,m as defined in (40), we expand(
Ω∗εf , f
)
L2(νε)
=
(
Lε,0f , f
)
L2(νε)︸ ︷︷ ︸
=:T1
+
(
Lε,1f , f
)
L2(νε)︸ ︷︷ ︸
=:T2
+
(
Ω∗εf − Lε,0f − Lε,1f , f
)
L2(νε)︸ ︷︷ ︸
=:T3
. (45)
In the remainder of the proof, we bound all three terms in the right-hand side separately.
Estimate on T1. For the first term in (45), using translation invariance, we have that∑
ℓ∈Λnε
g(ℓ) =
∑
ℓ∈Λnε
g(ℓ+m) for any function g : Λε → R and any translationm ∈ εZ2n.
Using this fact and the symmetry of N nε enables us to ‘sum by parts’ to obtain
T1 =
ε2n−1
β
∑
ℓ∈Λnε
∑
h∈Nnε
f (ℓ)D−hf (ℓ)
=
ε2n−1
β
(
1
2
∑
ℓ∈Λnε
∑
h∈Nnε
f (ℓ)D−hf (ℓ) +
1
2
∑
ℓ∈Λnε
∑
h∈Nnε
f (ℓ+ h)D−hf (ℓ+ h)
)
=
ε2n−1
β
(
1
2
∑
ℓ∈Λnε
∑
h∈Nnε
f (ℓ)Dhf (ℓ)− 1
2
∑
ℓ∈Λnε
∑
h∈Nnε
f (ℓ+ h)Dhf (ℓ)
)
= −ε
2n
2β
∑
ℓ∈Λnε
∑
h∈Nnε
∣∣D−hf (ℓ)∣∣2 ≤ 0. (46)
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Estimate on T2. Next we bound the second term in (45):
T2 =
ε2n−1
2
∑
ℓ∈Λnε
∑
h∈Nnε
f (ℓ)D−h
(
(h · F ) f)(ℓ)
=
ε2n−2
2
∑
ℓ∈Λnε
∑
h∈Nnε
(
h · F (ℓ− h) f (ℓ− h) f (ℓ)− h · F (ℓ) f (ℓ)2
)
.
Employing the inversion symmetry of N nε as used in the proof of Lemma 2.1, the sum of the
second terms in the summand vanishes. To treat the first terms in the summand, we apply
translation invariance and symmetry of N nε , and then the Cauchy–Schwarz inequality to
obtain
T2 =
ε2n−2
4
∑
ℓ∈Λnε
∑
h∈Nnε
h · F (ℓ− h) f (ℓ− h) f (ℓ)− h · F (ℓ) f (ℓ) f (ℓ− h)
=
ε2n−1
4
∑
ℓ∈Λnε
∑
h∈Nnε
D−h(h · F )(ℓ) f (ℓ) f (ℓ− h)
≤ n max
i=1,...,n
j=1,2
‖∂i,jFi,j‖∞ ‖f‖2L2(νε). (47)
Estimate on T3. Finally, we bound the third term in (45). Defining rh(ℓ) = βε
2Rεn,h(ℓ)−
1− 1
2
β h · F (ℓ), we observe that
T3 =
(
1
βε
∑
h∈Nnε
D−h
[(
βε2Rεn,h(ℓ)− 1− 12β h · F (ℓ)
)
f
]
, f
)
L2(νε)
=
ε2n−1
β
∑
ℓ∈Λnε
∑
h∈Nnε
D−h(rhf )(ℓ)f (ℓ).
Using a similar Taylor series expansion as in (39), we find that
max
ℓ∈Λnε
|rh(ℓ)| = O
(
β2 max
ℓ∈Λnε
|h · F (ℓ)|2
)
= O
(
β2ε2 max
i=1,...,n
j=1,2
‖Fi,j‖2
)
.
Then, a similar argument to that made in (47) yields
T3 . βn ‖f‖2L2(νε) maxi=1,...,n
j=1,2
‖Fi,j‖2. (48)
Combining the estimates on T1, T2 and T3 made in (46), (47) and (48), we conclude that
the statement holds.
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2.2.3 Proof of Corollary 2.3
The final result required in order to establish Theorem 1.2 is Corollary 2.3, which is a
simplification of the more precise estimate given in the following lemma.
Lemma 2.4. Suppose that µ solves (32) with initial datum µ◦, and set f := dµ
dν
. Under
the assumptions of Theorem 1.2, for any k = 0, . . . , 4, the derivative dkf (s, ·) is continuous
and bounded on [0, T ]× T2n, and there exist universal constants Cℓ and Cℓ,m such that
∥∥f (t)∥∥
k,∞
≤
k∑
ℓ=0
Cℓbℓ
∥∥f ◦∥∥
k−ℓ,∞
(49)
where bℓ satisfies the recursion relation
b0 = e
γt, bℓ =
√
γt
π
eγt
ℓ−1∑
m=0
Cℓ,mδ
m−ℓ−1bm, (50)
where γ := 16C2V βn
2δ−2.
In order to establish this result, we will require two further general estimates, which we
state next.
Lemma 2.5. Let Φβ ∈ D′
(
T
2n × (0, T )) be the heat kernel on the torus, satisfying
∂tΦβ − β−1∆Φβ = 0 and Φβ |t=0 = δ0, (51)
in the sense of distributions. Then
‖Φβ(·, t)‖L1(ν) = 1 and max
i=1,...,n
j=1,2
‖∂i,jΦβ(·, t)‖L1(ν) ≤
√
4β
tπ
for all t > 0.
Lemma 2.6. Let C, T > 0. Let u, g ∈ L1(0, T ) be non-negative, with g non-decreasing. If
u(t) ≤ g(t) + C
∫ t
0
u(s)√
t− s ds for a.e. t ∈ (0, T ),
then u(t) ≤ 2g(t) exp(C2πt) for a.e. t ∈ (0, T ).
Lemma 2.6 is a specific form of Gronwall’s Lemma for fractional derivatives; the proof is
a straightforward application of [YGD07, Cor. 2] with a standard estimate on the Mittag-
Leffler function, and so we omit it.
Proof of Lemma 2.5. We begin by noting that the heat kernel on R2n, denoted Ψβ ∈
D′([0, T ]× R2n), satisfies the equation
∂tΨβ − β−1∆Ψβ = 0, and Ψβ
∣∣∣
t=0
= δ0,
30
and has the expression
Ψβ(t,x) :=
( β
4πt
)n
e−β|x|
2
2
/4t,
where |·|2 denotes the Euclidean norm. Identifying x ∈ T2n with a point in Qn = [−12 , 12)2n,
It follows that we may express Φβ by summing over translates of Ψβ, i.e.
Φβ(t,x) =
∑
m∈Z2n
Ψβ(t,x−m).
The decay of Ψβ ensures that this sum is well–defined, and converges absolutely for all
(t,x) ∈ (0, T ]× T2n. As a consequence, it is clear that Φβ is periodic, and satisfies (51).
To prove the first results, we note that Φβ is positive, so
‖Φβ(t)‖L1(ν) =
∫
Qn
∑
m∈Z2n
Ψβ(t,x−m)dx =
∫
R2n
Ψβ(t,x)dx = 1.
The second result follows by noting that
‖∂i,jΦβ(t, ·)‖L1(ν) =
∫
Qn
∣∣∣∣∣ ∑
m∈Z2n
∂i,jΨβ(t,x−m)
∣∣∣∣∣ dx
≤
∑
m∈Z2n
∫
Qn
|∂i,jΨβ(t,x−m)| dx = ‖∂i,jΨβ(·, t)‖L1(R2n) .
The result now follows by transforming to cylindrical coordinates and integrating:
‖∂i,jΨβ(·, t)‖L1(R2n) = 2π
(
β
4πt
)n+1 ∫
R2n
|xi,j|e−β|x|22/4tdx
= 2π
(
β
4πt
)n+1 ∫ ∞
−∞
|xi,j|e−βx2i,j/4tdxi,j
∫
R2n−1
e−β|y|
2
2/4tdy
= 4π
(
β
4πt
)n+1 ∫ ∞
0
re−βr
2/4tdr
∫
R2n−1
e−β|y|
2
2/4tdy
= 2
(
β
4πt
)n ∣∣S2n−2∣∣ ∫ ∞
0
R2n−2e−βR
2/4tdR
= (4n− 2)Γ(n−
1
2
)
Γ(n+ 1
2
)
(
β
4πt
)1/2
=
√
4β
tπ
The final equality follows as a straightforward consequence of the fact that Γ(x + 1) =
xΓ(x).
Using the results of Lemma 2.5 and Lemma 2.6, we may now establish Lemma 2.4.
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Proof of Lemma 2.4. Let Φβ be the heat kernel as defined in (51). We can characterise
the solution µ to (32) as
µ(t) = Φβ(t) ∗ µ◦ −
∫ t
0
n∑
l=1
∑
m=1,2
∂l,mΦβ(t− s) ∗
(
Fl,mµ(s)
)
ds,
where all convolutions are spatial. Taking densities with respect to ν, this becomes
f (t) = Φβ(t) ∗ f ◦ −
∫ t
0
n∑
l=1
∑
m=1,2
∂l,mΦβ(t− s) ∗
(
Fl,m f (s)
)
ds.
Differentiating, we find that
∂ki,jf (t) = Φβ(t) ∗ ∂ki,jf ◦ −
∫ t
0
n∑
l=1
∑
m=1,2
∂ki,j
(
Fl,m f (s)
) ∗ ∂l,mΦβ(t− s)ds.
Taking norms and using the fact that ‖f ∗ g‖L∞ ≤ ‖f‖L1‖g‖L∞ we obtain∥∥∂ki,jf (t)∥∥∞ ≤ ∥∥Φβ(t)∥∥L1(ν)∥∥∂ki,jf ◦∥∥∞
+
∫ t
0
n∑
l=1
∑
m=1,2
∥∥∂ki,j(Fl,m f (s))∥∥∞‖∂l,mΦβ(t− s)‖L1(ν)ds.
Now using the expressions provided in Lemma 2.5, we obtain∥∥∂ki,jf (t)∥∥∞ ≤ ∥∥∂ki,jf ◦∥∥∞ + 2
√
β
π
∫ t
0
n∑
l=1
∑
m=1,2
∥∥∂ki,j(Fl,m f (s))∥∥∞√
t− s ds. (52)
We now use this expression to prove the estimate by induction. For k = 0, we have
‖f (t)‖∞ ≤ ‖f ◦‖∞ + 4nCV
δ
√
β
π
∫ t
0
‖f (s)‖∞√
t− s ds.
Applying the result of Lemma 2.6, we obtain
‖f (t)‖∞ ≤ G0(t) := 2‖f ◦‖∞ exp
(
16C2V βn
2δ−2t
)
= 2‖f ◦‖∞eγt. (53)
For k = 1, using the product rule and (53), it follows that (52) may be estimated by∥∥∂i,jf (t)∥∥∞
≤ ∥∥∂i,jf ◦∥∥∞ + 2
√
β
π
∫ t
0
n∑
l=1
∑
m=1,2
∥∥∂i,jFl,m∥∥∞∥∥f (s)∥∥∞ 1√t− sds
+ 2
√
β
π
∫ t
0
n∑
l=1
∑
m=1,2
∥∥Fl,m∥∥∞∥∥∂i,jf (s)∥∥∞ 1√t− sds
≤ ∥∥∂i,jf ◦∥∥∞ + 4
√
β
π
CV nδ
−2
∫ t
0
G0(s)√
t− sds+ 4
√
β
π
CV nδ
−1
∫ t
0
∥∥∂i,jf (s)∥∥∞√
t− s ds
≤ ∥∥∂i,jf ◦∥∥∞ + 2
√
γt
π
δ−1G0(t) +
√
γ
π
∫ t
0
∥∥∂i,jf (s)∥∥∞ 1√t− sds,
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where, to estimate the first integral term on the penultimate line, we have relied on the
elementary upper bound∫ t
0
h(s)√
t− sds ≤ h(t)
∫ t
0
1√
t− sds = 2
√
t h(t),
for any monotone increasing function h. Applying Lemma 2.6 once more, we now obtain
∥∥∂i,jf (t)∥∥∞ ≤ G1(t) := 2
(∥∥∂i,jf ◦∥∥∞ + 2
√
γt
π
δ−1G0(t)
)
eγt
= 2
∥∥∂i,jf ◦∥∥∞eγt + 4
√
γt
π
δ−1‖f ◦‖∞e2γt.
For k = 2, (52) becomes
∥∥∂2i,jf (t)∥∥∞ ≤ ∥∥∂2i,jf ◦∥∥∞ + 2
√
γt
π
δ−1
1∑
a=0
(
2
a
)
Ga(t)δ
a−2
+
√
γ
π
∫ t
0
∥∥∂2i,jf (s)∥∥∞ 1√t− sds.
Again, applying Lemma 2.6, we obtain
∥∥∂2i,jf (t)∥∥∞ ≤ G2(t) := 2
(∥∥∂2i,jf ◦∥∥∞ + 2
√
γt
π
δ−1
1∑
a=0
(
2
a
)
Ga(t)δ
a−2
)
eγt
= 2
∥∥∂2i,jf ◦∥∥∞eγt + 16
√
γt
π
δ−2
∥∥∂i,jf ◦∥∥∞e2γt
+ 8
√
γt
π
δ−3‖f ◦‖∞e2γt + 32γt
π
δ−2‖f ◦‖∞e3γt.
By repeating the argument above inductively, the assertion of the lemma follows.
We now restate and prove Corollary 2.3, which simplifies the previous lemma, and is
used to prove Theorem 1.2.
Corollary 2.3. Suppose that the assumptions of Theorem 1.2 hold, and further assume
that
γ :=
16C2V βn
2
δ2
≥ 1
δ2
.
Suppose that µ solves (32) with initial datum µ◦, and set f := dµ
dν
and f ◦ := dµ
◦
dν
. Then
for each k = 0, . . . , 4 there exists a universal constant Ck independent of β, n, f and t
such that
‖f (t)‖k,∞ ≤ Ck‖f ◦‖k,∞e 32 (k+1)γT .
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Proof. Replacing t by T ≥ 1 in the expression in (50), the term m = ℓ − 1 dominates in
the sum as δ → 0. Then, estimating δ−2 ≤ γ, we get
bk .
√
γTγeγT bk−1 . (γT )
k/2γke(k+1)γT .
Inserting this upper bound into (49), we obtain
‖f (t)‖k,∞ ≤
k∑
ℓ=0
Cℓ(γT )
ℓ/2γℓ‖f ◦‖k−ℓ,∞e(ℓ+1)γT
for different universal constants Cℓ.
Next, we continue the estimate by bounding the factors (γT )ℓ/2 and γℓ. Since
(γT )ℓ/2 ≤ eℓγT/2 and γℓ . eγ/2 ≤ eγT/2,
we obtain
‖f (t)‖k,∞ ≤
k∑
ℓ=0
Cℓe
ℓγt/2eγT/2‖f ◦‖k−ℓ,∞e(ℓ+1)γT ≤
k∑
ℓ=0
Cℓ‖f ◦‖k−ℓ,∞e 32 (ℓ+1)γT .
This now directly yields the result as stated.
3 Proof of Theorem 1.3
In this section we prove Theorem 1.3, which we recall here for convenience.
Theorem 1.3 ((MF ε)↔ (MF )). Let Vδ, ε, δ, β and T satisfy Assumptions 1–2. Suppose
that ρε : [0, T ] → P
(
Λε,±
)
is a solution of (MF ε) for some choice of initial condition ρ◦ε.
Suppose also that ρ : [0, T ] → P(T2±) is a solution of (MF ) for some choice of initial
condition ρ◦ ∈ C4(T2±).
If ‖dρ◦,±
dν
‖4,∞ is polynomially bounded in β, δ−1 (see (13)), then√√√√∑
±
∥∥∥∥dρ±ε (t)dνε − dρ±(t)dν
∥∥∥∥2
L2(νε)
≤
√√√√∑
±
∥∥∥∥dρ◦,±εdνε − dρ◦,±dν
∥∥∥∥2
L2(νε)
+ C ′′ε2 exp
(
C ′βδ−2T
)
× exp (CK exp (25C2V βδ−2t)) for all t ∈ [0, T ], (15)
where
K := βδ−4
∑
±
(
δ−1
∥∥∥dρ◦,±
dν
∥∥∥
1,∞
+
√
βTδ−4
∥∥∥dρ◦,±
dν
∥∥∥
∞
+ β
)
, (16)
and C,C ′, C ′′ > 0 depend only on the constants involved in the polynomial bound on the
initial data, and those of Assumptions 1 and 2.
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As in the proof of Theorem 1.2, the main technique used here is an application of
Gronwall’s Lemma after splitting the difference of the ‘nonlinear generators’ that appear
on the right-hand side of (MF ε) and (MF ); we recall the definitions of these equations
from (11) and (12). This splitting yields three terms: two of these can be dealt with in
analogue to our treatment of the splitting performed in the proof of Theorem 1.2, while
the third is a product of the nonlinearity, and requires new arguments.
3.1 Main argument
To facilitate our analysis, we first introduce convenient notation. First, to avoid cluttering
of sums over ±, we introduce the volume measures V ∈ M+(T2±) and Vε ∈ M+(Λε,±) by
defining
V(A+, A−) := ν(A+) + ν(A−) for all (A+ × {+}) ∪ (A− × {−}) ⊂ T2±
Vε(A+, A−) := νε(A+) + νε(A−) for all
(
A+ × {+}) ∪ (A− × {−}) ⊂ Λε,±.
Then, given ρ ∈ P(T2±), we set f± := dρ
±
dν
as the related densities on T2, define
f(x, b) :=
{
f+(x) if b = +1
f−(x) if b = −1
as the density on P(T2±), and observe from∫
A
dρ =
∑
±
∫
A±
dρ± =
∑
±
∫
A±
f±dν =
∫
A
fdV
for all A =
(
A+ × {+}) ∪ (A− × {−}) ⊂ T2±
that f = dρ
dV . Similarly, for given ρε ∈ P(Λε,±), we define f±ε and fε with respect to the
volume measures νε and Vε. With these definitions, the square of the left-hand side in the
asserted estimate in Theorem 1.3 reads as (removing the time variable)∑
±
∥∥f±ε − f±∥∥2L2(νε) =∑
±
∫
Λε
(f±ε − f±)2dνε =
∫
Λε,±
(fε − f)2dVε = ‖fε − f‖2L2(Vε).
Second, we introduce the generators in the right-hand sides of (11) and (12). Recall
that the function F : T2± × P(T2±)→ R2 defined in (10) is given by
F (x, b; ρ) := −b∇Vδ ∗
(
ρ+ − ρ−)(x).
When considering (MF ε), for any ρ ∈ P(T2±) and σε ∈ P(Λε,±), we introduce
Aε[ρ]
dσε
dVε (ℓ, b) :=
1
εβ
∑
h∈Nε
D−h
[dσε
dVε exp
(
1
2
βh · F ( · ; ρ))](ℓ, b) for (ℓ, b) ∈ Λε,±,
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so that (MF ε) reads as
∂tfε = Aε[ρε]fε on Λε,±. (54)
Similarly, when considering (MF ), for any ρ, σ ∈ P(T2±), we set
A[ρ]
dσ
dV := − div
( dσ
dVF ( · ; ρ)
)
+ β−1∆
dσ
dV on T
2
±
and note that (MF ) reads as
∂tf = A[ρ]f on T
2
±. (55)
Next we sketch the proof of Theorem 1.3. Given the setting of the theorem, we first
argue that the densities f and fε are uniquely defined through (54) and (55). Since (54)
is a system of ODEs of size 2/ε2 with regular right-hand side (which is moreover bounded
since the mass of ρε is conserved), fε is indeed uniquely defined for all t ∈ [0, T ]. Regarding
(55), since the nonlinear part in the right-hand side is regular and contains derivatives only
up to first order, it follows from the regularity theory of semilinear parabolic PDEs [LSU68]
that (55) admits a unique, global in time classical solution f .
With f and fε characterised, we obtain from (54) and (55) that
1
2
d
dt
∥∥fε(t)− f(t)∥∥2L2(Vε) = (fε − f, Aε[ρε]fε −A[ρ]f)L2(Vε). (56)
We split the difference of the generators as
Aε[ρε]fε − A[ρ]f = Aε[ρε](fε − f)︸ ︷︷ ︸
T1
+ (Aε[ρε]−A[ρε])f︸ ︷︷ ︸
T2
+ (A[ρε]− A[ρ])f︸ ︷︷ ︸
T3
, (57)
and treat the three terms individually in the lemmas below. The constants C appearing in
these lemmas share the same independency of the parameters as the constants appearing
in Theorem 1.3. The two first lemmas are direct analogues of the stability and consistency
lemmas in Section 2.
Lemma 3.1 (Estimate of T1: stability). There exists C > 0 such that for all ρε ∈ P(Λε,±)
and all g ∈ L2(Vε), we have(
Aε[ρε]g, g
)
L2(Vε)
≤ Cβδ−2‖g‖2L2(Vε).
Lemma 3.2 (Estimate of T2: consistency). There exists C > 0 with the following property.
Let φ ∈ C4(T2±) and ρε ∈ P(Λε,±). Then
max
(ℓ,b)∈Λε,±
∣∣(Aε[ρε]− A[ρε])φ(x, b)∣∣ ≤ C ε2 β3
δ4
‖φ‖4,∞.
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The third lemma is an extra ingredient that arises from the nonlinearity of equations
(MF ) and (MF ε).
Lemma 3.3 (Estimate of T3: nonlinearity). There exists C > 0 such that for any φ ∈
C1(T2), ρε ∈ P(Λε,±) and ρ ∈ P(T2±) with f ∈ C2(T2), we have
max
(x,b)∈T2±
∣∣(A[ρε] − A[ρ])φ(x, b)∣∣ ≤ C
δ4
[
δ‖dφ‖∞ + ‖φ‖∞
](
‖fε − f‖L2(Vε) + ε2‖d2f‖∞
)
.
The application of these lemmas requires the solution ρ to (MF ) to be sufficiently
regular. The nonlinear problem (MF ) has similar regularity properties as the linear coun-
terpart (FPn) introduced in (32); in particular, we have the following result.
Lemma 3.4 (Regularity estimates of the solution f). There exist universal constants
Ck > 0 such that for any solution ρ of ∂tf = A[ρ]f with initial datum ρ
◦, we have
‖f(t)‖∞ ≤ C0‖f ◦‖∞eγt, (58a)
‖df(t)‖∞ ≤ C1
(
‖f ◦‖1,∞eγt +
√
βδ−3‖f ◦‖∞
√
te2γt
)
, (58b)
‖dkf(t)‖∞ ≤ Cke2(k+2)γT for k = 0, . . . , 4, (58c)
with γ = 16C2V β/δ
2.
Leaving the proofs of these four lemmas to the following section, we complete the proof
of Theorem 1.3. Let
v2ε(t) := ‖fε(t)− f(t)‖2L2(ν±ε ),
Recalling (56) and (57), we estimate the inner products of fε(t)− f(t) with Ti by applying
Lemmas 3.1–3.3. This yields
d
dt
v2ε(t) . βδ
−2v2ε(t) +
ε2 β3
δ4
vε(t)‖f(t)‖4,∞
+
1
δ4
((
δ‖df(t)‖∞ + ‖f(t)‖∞
) (
vε(t) + ε
2‖d2f(t)‖∞
)
vε(t)
= δ−4
(
βδ2 + δ‖df(t)‖∞ + ‖f(t)‖∞
)
v2ε(t)
+ ε2δ−4
(
β3‖f(t)‖4,∞ +
(
δ‖df(t)‖∞ + ‖f(t)‖∞
)‖d2f(t)‖∞)vε(t).
Next we estimate the right-hand side further before applying Gronwall’s Lemma. Since
the main contribution in the final result comes from the prefactor of vε(t)
2, we apply fine
estimates to control it, and use more rough estimates to bound the prefactor of vε(t). In
particular, using (58a) and (58b) in Lemma 3.4, we obtain
βδ2 + δ‖df(t)‖∞ + ‖f(t)‖∞
. βδ2 + δ‖f ◦‖1,∞eγt +
√
βδ−2‖f ◦‖∞
√
te2γt + ‖f ◦‖∞eγt
.
(
βδ2 + δ‖f ◦‖1,∞ +
√
βTδ−2‖f ◦‖∞
)
e2γt.
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For the prefactor of vε(t), it suffices to apply (58a). This yields
δ−4
(
β3‖f(t)‖4,∞ +
(
δ‖df(t)‖∞ + ‖f(t)‖∞
)‖d2f(t)‖∞)
. δ−4
(
β3e12γT +
(
δe6γT + e4γT
)
e8γT
)
. e15γT ,
where we have estimated negative powers of δ by eγT . Collecting the estimates, we obtain
d
dt
v2ε (t) . K2e
2γtv2ε(t) + ε
2e15γT vε(t), K2 := βδ
−2 +
√
βTδ−6‖f ◦‖∞ + δ−3‖f ◦‖1,∞.
Applying Cauchy-Schwarz to the second term and using that K2e
2γt ≥ 1, we find that
d
dt
v2ε(t) ≤ CK2e2γtv2ε(t) + C ′ε4e30γT .
Finally, we apply Gronwall’s Lemma. This yields
v2ε(t) ≤
(
vε(0)
2 + C ′ε4e30γT t
)
exp
(
2CK2γe
2γt
)
The assertion of Theorem 1.3 follows by observing that
K2γ . βδ
−4
(
δ−1‖f ◦‖1,∞ +
√
βTδ−4‖f ◦‖∞ + β
)
.
3.2 Proofs of auxiliary results
For the proofs of Lemmas 3.1 and 3.2 below, we set
F± := F (·,±1; ρε) : T2 → R2.
3.2.1 Proof of Lemma 3.1
We apply an argument similar to that used in the proof of Lemma 2.2 with the choice
n = 1. Replacing F in this argument by F± as defined above, the operator A[ρε] acting
on functions with b = ±1 fixed coincides with Ω∗ε in (31). Following the argument of the
proof of Lemma 2.2 then directly implies that(
Aε[ρε]g
±, g±
)
L2(νε)
≤ C(‖dF‖∞ + β‖F‖2∞)‖g±‖2L2(νε).
Applying Assumption 1 and using β ≥ C from Assumption 2, we find that(
Aε[ρε]g, g
)
L2(Vε)
≤ Cβδ−2‖g‖2L2(Vε).
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3.2.2 Proof of Lemma 3.2
As in the previous proof, we follow the strategy of the proof of consistency Lemma 2.1
applied to the operators A[ρε] and A[ρε] to find
max
ℓ∈Λε
∣∣(Aε[ρε]− A[ρε])φ±(ℓ)∣∣ ≤ Cε2
β
4∑
m=0
βmmax
j=1,2
∥∥d4−m(φ±(F±j )m)∥∥∞.
Using Asssumption 1 and β ≥ C from Assumption 2, we find that
4∑
m=0
βmmax
j=1,2
∥∥d4−m(φ±(F±j )m)∥∥∞ ≤ Cβ4 4∑
k=0
δk−4‖dkφ‖∞ ≤ Cβ
4
δ4
‖φ‖4,∞.
The assertion of the lemma now follows.
3.2.3 Proof of Lemma 3.3
For the proof of Lemmas 3.3, the dependence of F± on ρε becomes important; we set
F±(ρ) := F (·,±1; ρ) : T2 → R2.
Since A[ρ]φ = − div(φF (ρ)) + β−1∆φ, and F is linear in ρ, we can estimate∥∥(A[ρε]−A[ρ])φ∥∥∞ = ∥∥ div(φF (ρε − ρ))∥∥∞
≤ ∥∥∇φ · F (ρε − ρ)∥∥∞ + ∥∥φ divF (ρε − ρ)∥∥∞
≤ ‖dφ‖∞‖F (ρε − ρ)‖∞ + ‖φ‖∞‖ divF (ρε − ρ)‖∞.
We continue with the two norms of F . Writing κ := (ρ+ε − ρ+)− (ρ−ε − ρ−),
‖F (ρε − ρ)‖∞ = ‖∇Vδ ∗ κ‖∞ ≤ ‖∇Vδ‖2,∞‖κ‖∗2,∞ ≤
C
δ3
‖ρε − ρ‖∗2,∞
‖ divF (ρε − ρ)‖∞ = ‖∆Vδ ∗ κ‖∞ ≤ ‖∆Vδ‖2,∞‖κ‖∗2,∞ ≤
C
δ4
‖ρε − ρ‖∗2,∞.
We find that ∥∥(A[ρε]−A[ρ])φ∥∥∞ ≤ Cδ4 [δ‖dφ‖∞ + ‖φ‖∞]‖ρε − ρ‖∗2,∞. (59)
To estimate the norm ‖ρε − ρ‖∗2,∞ we split it as
‖ρε − ρ‖∗2,∞ ≤ ‖ρε − fVε‖∗2,∞ + ‖fVε − ρ‖∗2,∞. (60)
The first term is estimated by
‖ρε − fVε‖∗2,∞ = sup
‖ϕ‖2,∞≤1
∫
T2
ϕ (fε − f) dVε
= sup
‖ϕ‖2,∞≤1
(
ϕ, fε − f
)
L2(Vε)
≤ ‖fε − f‖L2(Vε). (61)
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For the second term, let {(ℓi, bi)}i=1,...,2/ε2 be an enumeration of Λε,±, and let {Ci}i=1,...,2/ε2
be the corresponding open, square Voronoi cells in T2±. The cells Ci are disjoint, have
V(Ci) = ε2, and T2± \
⋃
i Ci is a Lebesgue null set. Each cell Ci is centered with respect
to ℓi, i.e.,
∫
Ci
(x − ℓi) dx = 0. Then, for any g ∈ C2(T2±), it follows from the second order
Taylor approximation and the symmetry of Ci that∣∣∣∣ 1ε2
∫
Ci
(
g(ℓi, bi)− g(x, bi)
)
dx
∣∣∣∣ ≤ Cε2‖d2g‖∞.
Therefore
‖fVε − ρ‖∗2,∞ = sup
‖ϕ‖2,∞≤1
∫
T2±
ϕf d(Vε − V)
= sup
‖ϕ‖2,∞≤1
2/ε2∑
i=1
∫
Ci
[
(ϕf)(ℓi, bi)− (ϕf)(x, bi)
]
dx
≤ Cε4
2/ε2∑
i=1
sup
‖ϕ‖2,∞≤1
‖d2(ϕf)‖∞
≤ Cε2‖f‖2,∞. (62)
Combining this estimate with (59), (60), (61), and an application of Cauchy–Schwarz we
find the assertion of the Lemma.
3.2.4 Proof of Lemma 3.4
Since Lemma 2.4 and Corollary 2.3 only require that F± satisfies ‖dkF±‖∞ ≤ CV δ−k−1 for
k = 0, . . . , 4, we can apply them with n = 1 to find the same estimate (58). In addition,
in (58c) we further rely on the given polynomial bound on ‖f ◦‖k,∞ to absorb it in the
exponential.
4 Proof of Theorem 1.5
This section is devoted to the proof of Theorem 1.5; for convenience, we restate this result
here.
Theorem 1.5 ((SDEn) ↔ (MF )). Let Vδ, n, δ, β and T satisfy Assumptions 1–2. Let ρ
be the solution of (MF ) for some initial datum ρ◦ ∈ P(T2±). Fix b ∈ {±1}n, and let κ be
the discrepancy in mass between b and ρ◦,
κ :=
∣∣∣∣∫ ρ◦,+ − n+n
∣∣∣∣ . (17)
Let X◦ = {X◦i }1≤i≤n be independent random variables in T2 with law proportional to ρ◦,+
for i ∈ I+ and ρ◦,− for i ∈ I−. Let {Xt}0≤t≤T be the stochastic process defined by (SDEn)
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with initial datum X◦ and Burgers vectors b. Then
E ‖ρ±n (t)− ρ±(t)‖∗1,∞ ≤ κ+ C
logn√
n
+ 2CV
( 1√
n
+ κ
) t
δ
e2CV δ
−2t for all t ∈ [0, T ], (18)
where ρ±n are the random empirical measures of (Xt, b) defined in Section 1.1.2, and C > 0
depends only on the initial data and the constants of Assumptions 1 and 2.
The proof of this result is based on an established strategy for proving ‘propagation
of chaos’, i.e., the property that the components of the process Xt are approximately
independent when n is large. This strategy goes back at least to McKean [McK67]; we
follow Sznitman’s treatment [Szn91, Phi07] while generalizing to particles of two signs.
Duong and Tugaut [DT18] prove a similar result, but impose weaker assumptions and
obtain a weaker bound; since we care about the bound, we give a full proof of the result
here.
Overall, the strategy in the proof of Theorem 1.5 is to carry out the following steps:
• We first construct an auxiliary stochastic process {X t}0≤t≤T which is driven by the
same noise as {Xt}0≤t≤T , but in which Xt,i are all independent and all particles of
the same sign are identically distributed.
• We split the norm E ‖ρ±n (t)− ρ±(t)‖∗1,∞ which is our measure of comparison between
the law of (SDEn) and (MF ) into two parts, by introducing the empirical measure
ρn of the auxiliary process X.
• One of these parts is bounded via an estimate of E∑ni=1 |Xi−X i|(t) using propagation
of chaos techniques.
• The other part is bounded using the quantitative Glivenko–Cantelli estimate first
used by Fournier and Jourdain [FJ17].
The latter estimates are then combined to complete the proof. As in previous sections,
we provide an overview of the proof in the following section, and postpone the proofs of
various technical results to the end of the section.
4.1 Main argument
Let ρ(t) and {Xt}0≤t≤T be as asserted in Theorem 1.5. In Sections 2 and 3 we prove that
ρ(t) and {Xt}0≤t≤T are well defined. We assume that n+, n− ≥ 1 and ρ◦,+, ρ◦,− 6= 0; all
alternative cases can be treated with a simplification of the arguments below. We set
µ±t :=
ρ±(t)
‖ρ±(t)‖TV ∈ P(T
2) for all t ∈ [0, T ], (63)
where the TV -norm of a non-negative measure is simply the total mass of that measure.
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As laid out in the strategy described above, we define the stochastic process {X t}0≤t≤T
as the solution to
(SDE)
{
dX i = F
(
X i, bi; ρ(t)
)
dt+
√
2β−1 dBi t ∈ [0, T ], i = 1, . . . , n
X0 =X
◦,
(64)
where Bi are the same Brownian Motion processes as in (9), and F is defined in (10).
Recall that X◦i are assumed to be independently distributed with law proportional to ρ
◦,+
if i ∈ I+ or ρ◦,− if i ∈ I− (the index sets I± are defined in (3)). Before using this process as
a tool to prove the estimates we seek, we first state some properties of {X t}0≤t≤T , which
are encoded in the following lemma.
Lemma 4.1 (Properties of {X t}0≤t≤T ). Let the stochastic process {X t}0≤t≤T be as defined
in (64). Then:
(i) The stochastic processes X i for i = 1, . . . , n are independent;
(ii) For any t ∈ [0, T ], the law of Xt,i with i ∈ I± is given by µ±t .
We now proceed to prove the estimate in Theorem 1.5. Defining the empirical measure
ρn :=
1
n
n∑
i=1
δ(Xi,bi)
and decomposing into ρ±n as in (5), we use the triangle inequality to estimate
E ‖ρ±n (t)− ρ±(t)‖∗1,∞ ≤ E ‖ρ±n (t)− ρ±n (t)‖∗1,∞ + E ‖ρ±n (t)− ρ±(t)‖∗1,∞. (65)
The two terms on the right hands side are now estimated in turn. To estimate the first of
these, we rely on the following propagation of chaos result.
Lemma 4.2 (Propagation of chaos). For all t ∈ [0, T ],
1
n
E
n∑
i=1
|Xi −X i|(t) ≤ 2CV t
δ
( 1√
n
+ κ
)
exp
(
2CV
t
δ2
)
,
where the constant CV is defined in Assumption 1, and κ is the mass discrepancy (17).
Applying Lemma 4.2 to the first term in the right-hand side yields:
E ‖ρ±n (t)− ρ±n (t)‖∗1,∞ = E sup
‖ϕ‖1,∞≤1
∫
T2
ϕ(ρ±n (t)− ρ±n (t))
= E sup
‖ϕ‖1,∞≤1
1
n
∑
i∈I±
[
ϕ(Xi(t))− ϕ(Xi(t))
]
≤ 1
n
E
∑
i∈I±
|Xi(t)−Xi(t)|
≤ 2CV t
δ
( 1√
n
+ κ
)
exp
(
2CV
t
δ2
)
.
The second term in (65) is now estimated via the result of the following lemma.
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Lemma 4.3 (Quantitative Glivenko–Cantelli estimate). We have
E ‖ρ±n (t)− ρ±(t)‖∗1,∞ ≤ κ+ C
log n√
n
‖ρ±(t)‖TV,
for some universal constant C > 0.
Applying this result and the estimate of the first term in (65) already established now
concludes the proof of Theorem 1.5.
4.2 Proofs of auxiliary results
This section is devoted to the proofs of the three auxiliary results used above to prove
Theorem 1.2.
4.2.1 Proof of Lemma 4.1
Lemma 4.1 establishes two properties of the process {X t}0≤t≤T . To establish assertion
(i), we observe that since X◦i are independent random variables and Bi are independent
processes for all i = 1, . . . , n, the fact that X i solves (64) directly entails that X i are also
independent processes.
To show assertion (ii), note that via an application of the Feynman–Kac formula we
find that the Fokker–Planck equation for the law µ±t of X i(t) for i ∈ I± is{
∂tµ
± = − div (µ±F (·,±1; ρ))+ β−1∆µ± on R2 × (0, T ),
µ±0 = µ
±(0).
(66)
It is clear that (66) has a unique classical solution µ±, since this is a linear uniformly
parabolic equation with smooth coefficients; see for example [LSU68]. From (12) we observe
that µ± solves (66); hence µ = µ as stated.
4.2.2 Proof of Lemma 4.2
To prove Lemma 4.2, consider a realization {X(t)}t and {X(t)}t of the two processes.
For each i, the curves t 7→ Xi(t) and t 7→ Xi(t) are almost surely continuous, and we can
temporarily consider them as R2-valued curves. Since Xi(0) and X i(0) are the same point
in T2, we can translate the curve Xi by a vector in Z
2 such that Xi(0) = X i(0) as elements
of R2. Since the function F (·, b; ρ(t)) is Z2-periodic, this entails no loss of generality.
By definition of the SDEs (9) and (64) we have for all i = 1, . . . , n,
Xi(t)−X i(t) = Xi(0)−X i(0) +
∫ t
0
[
Fi(X(s), b)− F (Xi(s), bi; ρ(s))
]
ds
= bi
∫ t
0
[(∇Vδ ∗ (ρ+s − ρ−s ))(X i(s))− 1n
n∑
j=1
bj∇Vδ(Xi(s)−Xj(s))
]
ds.
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Now, since∣∣∇Vδ(X i −Xj)−∇Vδ(Xi −Xj)∣∣ ≤ ‖d2Vδ‖∞∣∣(X i −Xj)− (Xi −Xj)∣∣
≤ CV
δ2
(|Xi −Xi|+ |Xj −Xj |), (67)
by adding and subtracting the same term and applying the triangle inequality, we obtain
n∑
i=1
|Xi(t)−X i(t)|
≤
n∑
i=1
∫ t
0
∣∣∣(∇Vδ ∗ (ρ+s − ρ−s ))(X i(s))− 1n
n∑
j=1
bj∇Vδ(X i(s)−Xj(s))
∣∣∣ ds
+
n∑
i=1
∫ t
0
∣∣∣ 1
n
n∑
j=1
bj∇Vδ(X i(s)−Xj(s))− 1
n
n∑
j=1
bj∇Vδ(Xi(s)−Xj(s))
∣∣∣ ds
≤
n∑
i=1
∫ t
0
∣∣∣(∇Vδ ∗ (ρ+s − ρ−s ))(X i(s))− 1n
n∑
j=1
bj∇Vδ(X i(s)−Xj(s))
∣∣∣ ds
+
CV
δ2n
n∑
i,j=1
(∫ t
0
|Xi −Xi|(s) ds+
∫ t
0
|Xj −Xj|(s) ds
)
. (68)
To simplify the integrand of the first integral in the final upper bound, we write
∇Vδ ∗ (ρ+s − ρ−s )(Xi) =
n+
n
∇Vδ ∗ µ+s (Xi)−
n−
n
∇Vδ ∗ µ−s (X i)
+∇Vδ ∗
(
ρ+s −
n+
n
µ+s
)
(Xi)−∇Vδ ∗
(
ρ−s −
n−
n
µ−s
)
(X i). (69)
To treat the first two terms on the right–hand side of (4.2.2), we will compare them to
n±
n
∇Vδ(Xi − y), which are of a similar form to those terms which appear in the second
term forming the first integrand on the right–hand side of the bound given in (68). To
make this comparison, we set
g : (R2)2 × {±1} → R2, g(x, y, b) := b[(∇Vδ ∗ µs(·, b))(x)−∇Vδ(x− y)] (70)
and note that
‖g‖∞ ≤ 2‖∇Vδ‖∞ ≤ 2CV
δ
and ∀ x ∈ R2, b ∈ {±1} :
∫
T2
g(x, y, b)µs(dy, b) = 0. (71)
To treat the latter terms on the right–hand side of (4.2.2), we use the definition of µ±s
given in (63) and estimate∣∣∣∇Vδ ∗ (ρ±s − n±n µ±s )(X i)∣∣∣ ≤ ∣∣∣‖ρ±s ‖TV − n±n ∣∣∣ |∇Vδ ∗ µ±s | ≤ κ‖∇Vδ‖∞ ≤ CVδ κ, (72)
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where κ is the mass discrepancy defined in (17).
Using these estimates, we find that the upper bound in (68) can be further estimated
above as
n∑
i=1
|Xi −X i|(t) ≤ 2nCV κ
δ
t +
1
n
n∑
i=1
∫ t
0
∣∣∣ n∑
j=1
g(Xi(s), Xj(s), bj)
∣∣∣ ds
+
2CV
δ2
∫ t
0
( n∑
i=1
|Xi −Xi|T2(s)
)
ds. (73)
Next we prepare to take the expectation of (73); we focus on the first integral. Fix-
ing s in the integrand and removing it from the notation since we may exchange taking
expectations and integrating in time, we find
E
∣∣∣ n∑
j=1
g(Xi, Xj , bj)
∣∣∣2 = n∑
j=1
E
[
g(Xi, Xj, bj)
2
]
+
∑
j 6=k
E
[
g(Xi, Xj, bj)g(Xi, Xk, bk)
]
.
Using the bound in (71), we estimate the diagonal part as
n∑
j=1
E
[
g(Xi, Xj , bj)
2
] ≤ 4nC2V
δ2
.
All the off-diagonal terms turn out to be zero. To see this, we first treat the case j 6= i 6= k.
Then, since X i, Xj and Xk are independent, we obtain from (71) that
E
[
g(Xi, Xj, bj)g(Xi, Xk, bk)
]
=
∫∫∫
(T 2)3
g(x, y, bj)g(x, z, bk)µ(dz, bk)µ(dy, bj)µ(dx, bi)
=
∫
T 2
[ ∫
T 2
g(x, y, bj)µ(dy, bj)
][ ∫
T 2
g(x, z, bk)µ(dz, bk)
]
µ(dx, bi) = 0.
Similarly, when k = i, we obtain
E
[
g(Xi, Xj , bj)g(Xi, Xi, bi)
]
=
∫
T 2
[ ∫
T 2
g(x, y, bj)µ(dy, bj)
]
g(x, x, bi)µ(dx, bi) = 0.
The case j = i can be treated analogously.
In conclusion, by applying the Cauchy–Schwarz inequality, we obtain
E
∣∣∣ n∑
j=1
g(Xi, Xj , bj)
∣∣∣ ≤ (E ∣∣∣ n∑
j=1
g(Xi, Xj , bj)
∣∣∣2)12 ≤ 2CV
δ
√
n.
Finally, taking the expectation of (73), we get
E
n∑
i=1
|Xi −X i|(t) ≤ 2CV
δ
(
√
n + κn) t+
2CV
δ2
∫ t
0
E
n∑
i=1
|Xi −Xi|(s) ds.
By applying Gronwall’s Lemma we find the assertion of Lemma 4.2.
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4.2.3 Proof of Lemma 4.3
Finally, to establish Lemma 4.3, we apply the quantitative Glivenko–Cantelli estimate of
Fournier and Jourdain [FJ17] in the Wasserstein metric W1. For non-negative measures η1
and η2 on T
2 with equal mass, we have the straightforward estimate
‖η1 − η2‖∗1,∞ = sup
‖ϕ‖1,∞≤1
∫
T2
ϕ(η1 − η2)
≤ sup
‖∇ϕ‖∞≤1
∫
T2
ϕ(η1 − η2) =: W1(η1, η2).
We set α := n‖ρ+(t)‖TV/n+, so that αρ+n (t) and ρ+(t) have equal mass. We then estimate
E ‖ρ+n (t)− ρ+(t)‖∗1,∞ ≤ E ‖ρ+n (t)− αρ+n (t)‖∗1,∞ + E ‖αρ+n (t)− ρ+(t)‖∗1,∞
≤ E ‖(1− α)ρ+n (t)‖∗1,∞ + EW1(αρ+n (t), ρ+(t)).
The first term is equal to
|1− α| ‖ρ+n (t)‖TV = |1− α|
n+
n
=
∣∣∣∣n+n − ‖ρ+(t)‖TV
∣∣∣∣ = κ,
where as before, κ is the discrepancy defined in (17), and for the second we apply Theorem 1
in [FJ17] to find
EW1(αρ
+
n (t), ρ
+(t)) ≤ C log n√
n
‖ρ+(t)‖TV
for some universal constant C > 0. The assertion of the lemma follows for the case b = 1,
and the argument for b = −1 is identical, so the proof of Lemma 4.3 is concluded.
5 Proof of Theorem 1.6
This section concerns itself with the proof of Theorem 1.6. For convenience, we restate the
result here in full.
Theorem 1.6 ((RW εn)↔ (MF ε)). Let Vδ, ε, n, δ, β and T satisfy Assumptions 1–2. Let ρε
be the solution of (MF ε) for some initial condition ρ◦ε ∈ P
(
Λε,±
)
. Fix b ∈ {±1}n, and
let κ be the discrepancy in mass between b and ρ◦ε,
κ :=
∣∣∣∣∫ ρ◦,+ε − n+n
∣∣∣∣ . (19)
Let X◦ε = {X◦i,ε}1≤i≤n be independent random variables in Λε with with law proportional to
ρ◦,+ε for i ∈ I+ and ρ◦,−ε for i ∈ I−. Let {Xε,t}0≤t≤T be the stochastic process defined by
(RW εn) with initial datum X
◦
ε and Burgers vectors b. Then
E ‖ρ±ε,n(t)− ρ±ε (t)‖∗1,∞ ≤ κ+ C ′′
log n√
n
+ C ′
( 1√
n
+ κ
) t
δ
eCδ
−2t for all t ∈ [0, T ], (20)
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where ρ±ε,n are the random empirical measures of (Xε,t, b), and C, C
′, C ′′ > 0 depend only
on the initial data and the constants of Assumptions 1 and 2.
The proof we give of this result follows the same philosophy as the proof of Theorem 1.5
in the previous section. The main difference is that the state space is the discrete torus Λε
instead of the continuum torus T2, and correspondingly the stochastic process is a random
walk instead of a diffusion.
In the previous section the main ingredient of the proof is a propagation–of–chaos
statement. This statement estimates the divergence of two processes; one is the original
process, and the second is a vector of i.i.d. processes constructed to have the same distri-
bution as the solution of the mean-field problem. The crucial point is that the estimate is
obtained by subtracting the two SDEs for the same realization of the noise. This reduces
the impact of the randomness significantly and allows an estimate of the divergence of
the solutions by using independence and Gronwall’s Lemma. In the current setup on the
discrete lattice such simple ‘subtraction of equations’ is not possible; instead, in order to
achieve a similarly strong coupling between the two processes, we write the processes in the
‘random time-change’ formulation. This formulation was developed by Volkonskii [Vol58],
Helms [Hel74], and Kurtz [Kur80], and an overview can be found in [EK86, Ch. 6].
5.1 Main argument
We first fix some notation. As in the proof of Theorem 1.5, we assume that n+, n− ≥ 1,
with the cases where n+ = 0 or n− = 0 being proved completely analogously.
We fix a probability space (Ω,Σ,P). Each jump that a process on Λnε can make is
characterized by a particle number i ∈ {1, . . . , n} and a direction h ∈ Nε. We collect these
into a single direction object h ∈ N nε as in (2), i.e.,
h =
(
0, . . . , 0︸ ︷︷ ︸
i−1 times
, h, 0, . . . , 0︸ ︷︷ ︸
n−i times
)T
.
Recall that Theorem 1.6 assumes a given choice of vector b (fixing I± as defined in (3))
and a given initial distribution ρ◦ε ∈ P(T2±). Let the components of the initial vector X◦ε
be chosen independently, with the law of X◦ε,i proportional to ρ
◦
+ for i ∈ I+ and ρ◦− for
i ∈ I−.
We construct a solution Xε of the random walk (RW
ε
n) as follows. For each of the 4n
possible values of h ∈ N nε , let Nh be an independent standard Poisson process. These
Poisson processes Nh are the counterpart of the Brownian Motion processes in (9), and
we couple the two processes by using the same realizations of Nh in both processes. The
stochastic process {Xε(t)}0≤t≤T then is defined by the set of equations
τh(t) =
∫ t
0
Rεn,h(Xε(s), b) ds h ∈ N nε , t ≥ 0 (74a)
Xε(t) =X
◦
ε +
∑
h∈Nnε
hNh(τh(t)) t ≥ 0, (74b)
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where we recall that the rates Rεn,h are given in (8). In Lemma 5.1 below we show that
for each realization of Nh these equations admit a solution ((τh)h,Xε), and that Xε is a
solution to (RW εn).
Next we construct the random walk counterpart of (SDE) defined in (64). Let ρε(t)
be as asserted in Theorem 1.6 (existence and uniqueness are proven in Section 3). For the
same X◦ε and N
h as given above, we construct the auxiliary process {Xε(t)}0≤t≤T defined
by
τh(t) =
∫ t
0
Rεh(Xε,i(s), bi; ρε(s)) ds h ∈ N nε , t ≥ 0 (75a)
Xε(t) =X
◦
ε +
∑
h∈Nnε
hNh(τh(t)) t ≥ 0, (75b)
where in this case, we recall that the rates Rεh are given in (10).
As in the proof of Theorem 1.5 given in the previous section, we define normalized
versions of the mean-field solution components ρ+ε (t) and ρ
−
ε (t):
µ±ε (t) :=
ρ±ε (t)
‖ρ±ε (t)‖TV
.
The following lemma now provides some preliminary properties of the processes we consider
here.
Lemma 5.1 (Properties of {Xε(t)}0≤t≤T and {Xε(t)}0≤t≤T ). 1. (Existence) For P-
almost-every realization (Nh)h∈Nnε there exist unique functions t 7→ Xε(t), (τh(t))h
satisfying (74) and unique functions t 7→Xε(t), (τh(t))h satisfying (75).
2. (Solutions) For each t ≥ 0 and each h ∈ N nε , Xε(t), Xε(t), τh(t), and τh(t) are
Σ-measurable; Xε is a solution of the interacting jump problem (RW
ε
n), and Xε is a
list {Xε,i}ni=1 of independent processes, whose law for any t ∈ [0, T ] and any i ∈ I±
is given by µ±ε (t).
3. (Expectation identity) For each h ∈ N nε , the functions Nh ◦ τh and Nh ◦ τh are
Σ-measurable, and we have for each t ≥ 0
E |Nh(τh(t))−Nh(τh(t))| = E |τh(t)− τh(t)|. (76)
The proof of this result is postponed to the following section. Now we define the empirical
measure on Λε,± to be
ρε,n :=
1
n
n∑
i=1
δ(Xε,i,bi),
and as in (65), we may bound the quantity estimated in Theorem 1.6 via triangle inequality,
writing
E ‖ρ±ε,n(t)− ρ±ε (t)‖∗1,∞ ≤ E ‖ρ±ε,n(t)− ρ±ε,n(t)‖∗1,∞ + E ‖ρ±ε,n(t)− ρ±ε (t)‖∗1,∞. (77)
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Each of the terms on the right hand side can now be bounded in analogue with the argu-
ments made in Section 4. In the case of the first term, an upper bound can be obtained as
a direct corollary of the following propagation of chaos result which forms the equivalent of
Lemma 4.2 for the random walk; the proof of this result is postponed to the next section.
Lemma 5.2 (Propagation of chaos on the lattice). There exists universal constants C and
C ′, such that for all t ∈ [0, T ],
1
n
E
n∑
i=1
∣∣Xε,i −Xε,i∣∣(t) ≤ C ′t
δ
( 1√
n
+ κ
)
eCδ
−2t
where κ is the mass discrepancy given in (19).
The second term in (77) can be bounded using the estimate established in Lemma 4.3,
translated to the random walk setting; since the remainder of the proof of Theorem 1.6 is
therefore completely analogous to the arguments given to prove Theorem 1.5 in Section 4,
we omit the details.
5.2 Proofs of auxiliary results
This section provides detailed proofs of the two important auxiliary results used above.
5.2.1 Proof of Lemma 5.1
Lemma 5.1 establishes existence and two other important properties of the processes con-
sidered in the proof of Theorem 1.6. We refer to Helms [Hel74] and Ethier and Kurtz [EK86,
Ch. 6] for further background on the concepts that we use in this proof.
For each h ∈ N nε , let Fh be a filtration for the Poisson process Nh such that {Nh}h
are independent. For vectors u = (uh)h∈Nnε ∈ [0,∞]4n and v = (vh)h∈Nnε ∈ [0,∞]4n we
define the inequality u ≤ v coordinate-wise, i.e. u ≤ v⇐⇒ [uh ≤ vh for all h]. For given
u, we define the multiparameter filtration
Fu := σ
( ⋃
h∈Nnε
F
h
uh
)
.
This filtration satisfies Fu ⊂ Fv ⊂ Σ if u ≤ v. An Fu stopping time T = (Th)h∈Nnε is
defined to be a [0,∞]4n-valued random variable such that for each u ∈ [0,∞]4n the set
{T ≤ u} is an element of Fu.
The existence and uniqueness of solutions of (74) for almost all realizations (Nh)h,
assertion 1 of the Lemma, is shown by Helms in [Hel74, Sec. 4], where in order to fit (74)
and (75) to [Hel74, (4.2)], one needs to extend the collection {Nh}h of Markov processes
by the constant-in-time process X◦ε and the deterministic Markov process t 7→ t. He also
shows thatXε(t) and Xε(t) are Σ-measurable, and that for each t ≥ 0 the speed functions
τ (t) and τ (t) are Fu stopping times (and therefore Σ measurable). Helms also shows that
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{Nh ◦ τh}h is a Markov process, and notes at the start of Section 5 that it is even a Feller
process due to its finite state space. This property will allow us to apply [Hel74, Thm. 10]
below.
By [Hel74, Thm. 10], the generator of the process Xε is given by
Ωεf := ε
∑
h∈Nnε
Rεn,h(·, b)Dhf
which is consistent with the adjoint Ω∗ε defined in (30). Since the generator is a bounded lin-
ear operator on the finite-dimensional state space Λnε , the generator uniquely characterizes
the process, which in turn proves assertion 2 of Lemma 5.1 concerning Xε.
Similarly, the autonomous process Z(t) := (Xε(t), t) has, setting
Ri(ℓ, s) := Rεh(ℓi, bi; ρε(s)), time–change representation
τh(t) =
∫ t
0
Ri(Z(s)) ds h ∈ N nε , t ≥ 0,
Z(t) = Z(0) +
∑
h∈Nnε
(h, 0)Nh(τh(t)) + (0, t) t ≥ 0.
Again applying [Hel74, Thm. 10], we obtain that its generator is given by
Ωεf(ℓ, t) := ε
∑
h∈Nnε
Rεh(ℓi, bi; ρε(t))Dhf(ℓ, t) + ∂tf(ℓ, t).
Note that Ωε is the generator of i = 1, . . . , n independent random walks on Λε, each with
time–dependent rate Rεh(ℓ, bi; ρε(t)) to jump to the neighbouring lattice site ℓ + h. Since
the rate only depends on i through bi, the rate is the same for all i ∈ I+ or for all i ∈ I−.
Hence, given i ∈ I±, the law n
n±
ρ± of Xε,i(t) satisfies the Fokker–Planck equation
∂tρ
±
ε = ε
∑
h∈Nε
D−h
(
Rεh( · ,±1; ρε)ρ±ε
)
on Λε × (0, T ),
ρε(0) = ρ
◦
ε on Λε.
(78)
Since (78) is a system of linear ODEs with bounded, regular right-hand side, it has a unique
solution ρε. It is then clear from (MF
ε) that this solution is given by ρε, i.e., ρε = ρε, and
this completes the proof of assertion 2 of Lemma 5.1.
We finally prove the identity (76) by applying Doob’s Optimal Stopping Theorem to
the martingale Mht := N
h(t) − t and the stopping times τh and τh. To do so, we must
show that Mh, τh and τh can be adapted to the same filtration. By construction, Mh is
an Fh-martingale and τh and τh are stopping times adapted to
M
h
t := σ
(
F
h
t ∪
⋃
h′ 6=h
F
h′
∞
)
⊃ Fht .
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Since the events {Fh∞}h are independent, Mh is also an M h-martingale. Then, applying
Doob’s Optimal Stopping Theorem to Mh and the stopping time τh(t) ∨ τh(t), we obtain
for any t ∈ [0, T ] and any h ∈ N nε that
0 = E[Mh0 ] = E
[
Mhτh(t)∨τh(t)
]
= E
[
Nh(τh(t) ∨ τh(t))]− E[τh(t) ∨ τh(t)].
Analogously, a similar expression for τh ∧ τh follows. It follows that
E
∣∣Nh(τh(t))−Nh(τh(t))∣∣ = E [Nh(τh(t) ∨ τh(t))−Nh(τh(t) ∧ τh(t))]
= E
[
τh(t) ∨ τh(t)− τh(t) ∧ τh(t)
]
= E
∣∣τh(t)− τh(t)∣∣,
which proves assertion 3 of Lemma 5.1, and therefore concludes the proof.
5.2.2 Proof of Lemma 5.2
Lemma 5.2 provides the analogue of Lemma 4.2 in the random walk setting. Using the
formulae provided by (74), (75) and (76), we estimate
E
n∑
i=1
∣∣Xε,i −Xε,i∣∣(t)
= E
n∑
i=1
∣∣∣ ∑
h∈Nε
h
(
Nh(τh(t))−Nh(τh(t)))∣∣∣
≤
∑
h∈Nnε
εE
∣∣Nh(τh(t))−Nh(τh(t))∣∣
=
∑
h∈Nnε
εE
∣∣τh(t)− τh(t)∣∣
≤
∫ t
0
E
[ ∑
h∈Nnε
ε
∣∣Rεn,h(Xε(s), b)−Rεn,h(Xε(s), b)∣∣ ] ds
+
∫ t
0
E
[ ∑
h∈Nnε
ε
∣∣Rεn,h(Xε(s), b)−Rεh(Xε,i(s), bi; ρε(s))∣∣ ] ds, (79)
where we have used the characterisation of h in terms of i and h to write
∑n
i=1
∑
h∈Nε
as∑
h∈Nnε
. We now treat the two integrals on the right–hand side of the above upper bound
separately. For the first integral, we consider the integrand only for a fixed time, thereby
allowing us to omit s from our notation. Using the elementary inequality |ea − eb| ≤
ea∨b|a− b|, the estimate
∣∣h · F (ℓ, b)∣∣ ≤ 1
n
n∑
j=1
|h · ∇Vδ(ℓi − ℓj)| ≤ ε‖∇Vδ‖∞ ≤ εCV
δ
for all h ∈ N nε , ℓ ∈ Λnε ,
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and (67), we first estimate
ε
∣∣Rεn,h(Xε, b)−Rεn,h(Xε, b)∣∣ = 1εβ ∣∣∣ exp(β2h · F (Xε, b))− exp(β2h · F (Xε, b))∣∣∣
≤ 1
εβ
exp
(β
2
max
ℓ∈Λnε
∣∣h · F (ℓ, b)∣∣)∣∣∣∣β2 hn ·
n∑
j=1
bj
(∇Vδ(Xε,i −Xε,j)−∇Vδ(Xε,i −Xε,j))∣∣∣∣
≤ CV
2δ2
eCV εβ/2δ
(
|Xε,i −Xε,i|+ 1
n
n∑
j=1
|Xε,j −Xε,j|
)
. (80)
By assumption 2, εβ/δ is bounded from above by a constant. Hence, (80) may be written
ε
∣∣Rεn,h(Xε, b)−Rεn,h(Xε, b)∣∣ . 1δ2(|Xε,i −Xε,i|+ 1n
n∑
j=1
|Xε,j −Xε,j|
)
.
This estimate entails that the first integral on the right-hand side in (79) can be bounded
above by∫ t
0
E
( ∑
h∈Nnε
ε
∣∣Rεn,h(Xε(s), b)−Rεn,h(Xε(s), b)∣∣ ) ds . 1δ2
∫ t
0
E
n∑
i=1
∣∣Xε,i −Xε,i∣∣(s) ds.
(81)
For the second integral in (79), we follow a similar procedure to that in Section 4. Since∣∣h · F (ℓ, b; ρε)∣∣ ≤ ∫
T2
|h · ∇Vδ(ℓ− y)| (ρ+ε + ρ−ε )(dy) ≤ ε‖∇Vδ‖∞ ≤
CV ε
δ
for all h ∈ Nε, ℓ ∈ Λε, arguing as in (80), we obtain that
ε
∣∣Rεn,h(Xε, b)−Rεh(Xε,i, bi; ρε)∣∣
=
1
εβ
∣∣∣ exp(β
2
h · F (Xε, b)
)
− exp
(β
2
h · F (Xε,i, bi; ρε)
)∣∣∣
≤ 1
2
eCV εβ/2δ
∣∣∣∣(∇Vδ ∗ (ρ+ε − ρ−ε ))(Xε,i)− 1n
n∑
j=1
bj∇Vδ(Xε,i −Xε,j)
∣∣∣∣.
The factor on the right–hand side inside the modulus sign is similar to the first term on
the right-hand side in (68), and following the same line of argument as in (72), we estimate∣∣∣∣(∇Vδ ∗ (ρ+ε − ρ−ε ))(Xε,i)− 1n
n∑
j=1
bj∇Vδ(Xε,i −Xε,j)
∣∣∣∣ ≤
≤
∣∣∣∣(∇Vδ ∗ (µ+ε − µ−ε ))(Xε,i)− 1n
n∑
j=1
bj∇Vδ(Xε,i −Xε,j)
∣∣∣∣+ 2CV δ−1κ.
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Now, using the function g defined in (70), we may estimate the second term on the right-
hand side in (79) as∫ t
0
E
[ ∑
h∈Nnε
ε
∣∣Rεn,h(Xε(s), b)−Rεh(Xε,i(s), bi; ρε(s))∣∣ ] ds
.
nκt
δ
+
∫ t
0
E
[ ∑
h∈Nnε
∣∣∣(∇Vδ ∗ (µ+ε (s)− µ−ε (s)))(Xε,i)− 1n
n∑
j=1
bj∇Vδ(Xε,i −Xε,j)
∣∣∣] dt
=
nκt
δ
+
∫ t
0
E
[ ∑
h∈Nnε
∣∣∣ 1
n
n∑
j=1
g(Xε,i(s), Xε,j(s), bj)
∣∣∣] dt.
Following the same argument made in the proof of Lemma 4.2 after (73), we find that∫ t
0
E
[ ∑
h∈Nnε
ε
∣∣Rεn,h(Xε(s), b)−Rεh(Xε,i(s), bi; ρε(s))∣∣ ] ds . (nκ+√n)tδ . (82)
Finally, using the upper bounds (5.2.2) and (82) to estimate the right–hand side of
(79), we find that
E
n∑
i=1
∣∣Xε,i −Xε,i∣∣(t) ≤ C ′ (nκ+√n) t
δ
+
C
δ2
∫ t
0
E
n∑
i=1
∣∣Xε,i −Xε,i∣∣(s) ds
for some general constants C and C ′. The result of Lemma 5.2 then follows by an appli-
cation of Gronwall’s Lemma.
6 Proof of Corollaries 1.8 and 1.9
This section concerns itself with the proofs of Corollary 1.8 and Corollary 1.9.
6.1 Proof of Corollary 1.8
The proof is an application of the triangle inequality and the regularity estimates on the
solution ρ to (MF ) in Lemma 3.4. We omit the time variable for convenience.
E ‖ρ±ε,n − ρ±‖∗1,∞ ≤ E ‖ρ±ε,n − ρ±ε ‖∗1,∞ + ‖f±ε νε − f±ν‖∗1,∞.
We use Theorem 1.6 to estimate the first term by R2. We split the second term as∥∥f±ε νε − f±ν∥∥∗1,∞ ≤ ∥∥(f±ε − f±)νε∥∥∗1,∞ + ∥∥f±(νε − ν)∥∥∗1,∞. (83)
We employ Ho¨lder’s inequality twice and the fact that νε is a probability measure to
estimate the first term by
‖(f±ε − f±)νε‖∗1,∞ = sup
‖ϕ‖1,∞≤1
∫
T2
(f±ε − f±)ϕdνε
≤ sup
‖ϕ‖1,∞≤1
‖ϕ‖∞‖f±ε − f±‖L1(νε) ≤ ‖f±ε − f±‖L2(νε) ≤ R1,
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where we have applied Theorem 1.3 in the last inequality. Finally, we estimate the second
term in (83) in an analogous way to the argument which leads up to (62); this yields
‖f±νε − ρ±‖∗1,∞ ≤ Cε‖f±‖1,∞.
Applying Lemma 3.4 and using the given polynomial bound on ‖f ◦‖1,∞, we obtain
‖f±νε − ρ±‖∗1,∞ . ε
(
‖f ◦‖1,∞eγt +
√
βδ−3‖f ◦‖∞
√
te2γt
)
. εeβδ
−2T e2
5CV βδ
−2t,
which completes the proof.
6.2 Proof of Corollaries 1.9
The proof of Corollary 1.9 is an application of the triangle inequality and the regularity
estimates on the solution µ to the Fokker-Planck equation (32) of (SDEn) in Corollary
2.3. Throughout, we will omit the time variable for convenience.
Our application of the triangle inequality involves the measure fνε, which need not
have mass 1. To extend W1 to a metric W˜1 on M(T2n), we note that in the definition of
W1 in (22), the value of W1 does not change if we add a constant to ϕ. As such, since the
maximal Euclidean distance between any two points on T2n is
√
n/2, we find that
W˜1(µ,µ
′) := sup
ϕ∈Y
∫
T2n
ϕ d(µ− µ′), Y := {ϕ ∈ W 1,∞(T2n) : ‖ϕ‖∞ ≤
√
n, ‖dϕ‖∞ ≤ 1}
equals W1 on P(T2n). Note that W˜1 is a bounded Lipschitz norm with different constants
for the bounds on the test functions.
Finally, we apply the triangle inequality:
W1(µε,ρ) ≤ W˜1
(
fενε, fνε
)
+ W˜1
(
fνε, fν
)
+W1
(
µ,ρ
)
. (84)
The first term can be treated the same way as above, now relying on Theorem 1.2. Because
of the L∞-bound on the test function by
√
n, we obtain the bound W˜1
(
fενε, fνε
) ≤ √nR1.
The second term in (84) can also be estimated similar as above, but with several minor
changes from (62). It goes as follows. Let {Ci}ε−2ni=1 be the tessellation of T2n where Ci are
the 2n-cubes of size ε with midpoint ℓi ∈ Λnε . Then
W˜1
(
fνε, fν)
)
= sup
ϕ∈Y
ε2n∑
i=1
∫
Ci
[
(ϕf )(ℓi)− (ϕf )(x)
]
dx
≤
ε2n∑
i=1
|Ci| sup
ϕ∈Y
sup
y∈Ci
|(ϕf )(ℓi)− (ϕf )(y)|∑n
j=1 |(ℓi)j − yj|
sup
x∈Ci
( n∑
j=1
|(ℓi)j − xj |
)
≤
(
‖f‖∞ +
√
n‖df‖∞
)
εn
. εn3/2‖f ◦‖1,∞e48C2V βδ−2nT . εne49C2V βδ−2nT , (85)
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where in the last steps we have used Corollary 2.3 and the polynomial bound on f ◦.
Finally, we use Lemma 4.2 to estimate the third term in (84). This lemma gives a
bound on
1
n
E
n∑
i=1
|Xi −X i| = 1
n
∫∫
(T2n)2
( n∑
i=1
|xi − xi|
)
dP(x,x),
where P is the joint probability distribution of the processes X and X constructed in
Section 4. Alternatively, we interpret P as a coupling between µ and µ⊗n, i.e.,
P ∈ Γ(µ,ρ) :=
{
γ ∈ P((T2n)2) : ∀A ⊂ T2n :
{
γ(A,T2n) = µ(A)
γ(T2n, A) = ρ(A)
}
.
The connection with the third term in (84) is as follows; using the Kantorovich duality
(see e.g. [AGS08, (7.1.2)]), we obtain
W1(µ,ρ) = inf
γ∈Γ(µ,µ⊗n)
∫∫
(T2n)2
( n∑
i=1
|xi − xi|
)
dγ(x,x)
≤
∫∫
(T2n)2
( n∑
i=1
|xi − xi|
)
dP(x,x) = E
n∑
i=1
|Xi −X i|,
to which Lemma 4.2 applies directly.
A Norms and function spaces
Vectors and tensors. For the definition of the norms of vectors, matrices, and higher-
order tensors, we interpret vectors as linear maps from R2n to R, matrices as bilinear maps
from R2n × R2n to R, and general k-tensors as multilinear maps from (R2n)k to R. We
write Uk for the space of k-tensors on R
2n (which is viewed as the tangent space to T2n);
U0 = R is the space of scalars, U1 the space of vectors, U2 the space of matrices, etc. The
norm of a k–tensor K ∈ Uk is defined by duality as
|K| := |K|Uk := sup
{
K[y1, . . . ,yk] : yi = (yi,1, . . . , yi,n) ∈ (R2)n,
n∑
j=1
|yi,j|R2 ≤ 1, ∀i
}
.
When n = 1, this reduces to the Euclidean norm on R2, and for the space of matrices
R2×2 to the spectral norm, which also is the operator norm as operator on R2 endowed
with the Euclidean norm. For n > 1, this norm acts as the maximum of such norms over
sub-tensors corresponding to fixed indices, e.g., for K = (Ki)
n
i=1 ∈ U1 with Ki ∈ R2, and
L = (Lij)
n
i,j=1 ∈ U2 with Lij ∈ R2×2, we have
|K| := max
i=1,...,n
|Ki|R2, and |L| := max
i,j=1,...,n
|Lij|R2×2 .
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The norms ‖ ·‖k,∞. The norm we will generally use for functions taking values in spaces
of tensors g : T2n → Uk is the supremum norm, which we define to be
‖g‖∞ := sup
x∈T2n
∣∣g(x)∣∣
Uk
.
Abstractly, differentiation is viewed as a map from Uk–valued functions to Uk+1–valued
functions, indicated with the letter d:
dg(x)[y1, . . . ,yk,yk+1] := lim
h→0
g(x+ hyk+1)[y1, . . . ,yk]− g(x)[y1, . . . ,yk]
h
.
We use this to define for a function g : T2n → Uk and for an integer m ≥ 0,∥∥dmg∥∥
∞
:= sup
x∈T2
∣∣dmg(x)∣∣
Uk+m
.
With this notation, the chain rule estimate applies with constant one; for instance, for any
g ∈ C1(T2n;Uk) we will often use the inequality
|g(x)− g(y)| ≤ ‖dg‖∞
n∑
i=1
dT2(xi, yi) for any sufficiently smooth Uk-valued g.
For an integer k ≥ 0 and for a function g : T2n → Rd, set
‖g‖k,∞ :=
k∑
ℓ=0
‖dℓg‖∞.
These norms can be used to define the Banach spaces of k–times weakly–differentiable
functions defined on T2n, whose kth–weak derivative is essentially bounded. These spaces
are denoted W k,∞; setting W 0,∞ = L∞, we say that ϕ ∈ L∞ is in W k,∞ for k ≥ 1 if ϕ is
k–times weakly differentiable and
‖ϕ‖k,∞ :=
k∑
m=0
‖dmϕ‖∞ < +∞.
We note that the spaces W k,∞ may be identified with the Ho¨lder spaces Ck−1,1 through an
application of Rademacher’s Theorem.
In analogy with the case above where the domain of functions considered is T2n, we
will use various natural generalizations of the norms above to other domains; for instance,
for g : Λnε → Uk,
‖g‖∞ := sup
ℓ∈Λnε
|g(ℓ)|Uk ,
and for g : T2± → Uk,
‖dg‖∞ := sup
(x,b)∈T2±
|dg(x, b)|Uk+1.
For first derivatives of a function g we will often use the traditional notation ∇g, for which
by the construction above we have
‖∇g‖∞ = ‖dg‖∞.
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The dual norms ‖ · ‖∗k,∞. As noted above W k,∞ is isomorphic to Ck−1,1. Since Ck−1,1 is
contained in C0,1, and the dual space (C0,1)∗ may be identified with the space of measures
M+, it follows that the norms ‖ · ‖k,∞ naturally induce a topology on M+ which is dual
to that on W k,∞. The resulting metric will be essential for describing convergence in the
measure theoretic framework that we use.
For k ≥ 1 and µ ∈M+ ⊂ (W k,∞)∗, we define the dual norm in the usual way,
‖µ‖∗k,∞ := sup
‖ϕ‖k,∞≤1
∫
T2
ϕ(x)µ(dx).
We remark that ‖ · ‖∗1,∞ is often referred to as the dual bounded Lipschitz norm, and
the resulting dual space norm metrizes the narrow topology in the space of finite non–
negative measures, which is alternatively characterized by convergence against continuous
and bounded functions [Bog07, Th. 8.3.2].
Other Lp spaces. The usual Lebesgue spaces with respect to a given measure µ ∈
M+(A) are denoted by Lp(µ), which is a Banach space with norm
‖f‖pLp(µ) :=
∫
A
|f |p dµ for p = 1, 2.
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