Abstract: The Bernoulli filter (BF) in the interacting multiple model (IMM) framework is proposed for detecting and tracking a maneuvering target. The BF is implemented as a particle filter and embedded in the IMM structure. The communication between the IMM and the BF is achieved through a Gaussian layer. Particles are drawn from the mixture densities at each recursion and the model likelihoods are computed from the filter innovations. Simulations show that the proposed filter outperforms the single model variant and it can effectively choose the correct motion model and estimate the state of the tracked object.
INTRODUCTION
Estimating the state of a navigating object which obeys various motion models is generally achievable with a multiple model (MM) algorithm. The discrete set of models is usually predefined and multiple filters are run parallel whose outputs are compared or combined in a way to enhance the quality of the estimation. The literature and applications of multiple model algorithms is vast (Li and Jilkov, 2005) . The interacting multiple model (IMM) estimator, introduced by Blom and Bar-Shalom (1988) is a principled suboptimal solution to the multiple model estimation problem, that has linear scaling properties in the number of considered model (Bar-Shalom et al., 2004 , Mazor et al., 1998 .
In the original form the IMM estimator is derived for linear, Gaussian system models, therefore the core filters inside are Kalman filters. Later, however nonlinear variants of the algorithm appeared too. Liu and Wang (2011) presented a Gaussian particle filter implementation, which is able to handle nonlinear models, although, the unimodal distribution as a constrain is remained. Each filter output is converted to a Gaussian which is passed to the IMM framework. Saucan et al. (2013) proposed an IMM bootstrap particle filter. This algorithm directly computes the model likelihoods from the mode conditioned particle weights. The mode probabilities are calculated in the standard form.
Random finite set (RFS) based filtering methods are getting increasing attention in later years. With the highly flexible formalism at hand a large amount of applications have already emerged (Mahler, 2015) . A brief introduction
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The most important aspect of RFS filtering, regarding our subject, is that it enables nonlinear system model and handles naturally the varying number of objects present at the scene. The filtering equations generally do not have a closed form analytic solutions, hence approximations are used. Two of the most common methods are the Gaussian mixture and the particle filter implementations.
The Bernoulli filter (BF) is a specialized variant of the RFS based filters. It can detect and track possibly disappearing and reappearing object. This filter has an analytic solution in the form of Gaussian mixtures (Vo et al., 2012) .
The natural question arise: can the Bernoulli filter used in the IMM framework? A few solutions have already been proposed in the MM structure. Dunne and Kirubarajan (2013) derived a MM multi-Bernoulli filter in the Gaussian mixture and particle filter implementation. Jiang (2016a) presented a Gaussian mixture implementations of the MM Bernoulli filter. This filter handles nonlinearities and multimodal distributions. Each considered model is associated with a Bernoulli filter. The overall output is a weighted mean of the individual filter outputs or maximum likelihood value. In a subsequent work Jiang (2016b) proposed the particle filter realizations of the MM-BF. This algorithm has a different structure than the previous one. The main difference is that there are no individual filters associated to the considered models but the particle set is partitioned between them.
In this work we propose an IMM-BF realized as a Gaussian particle filter. The system and noise model can be nonlinear and non-Gaussian, however, to work effectively the unimodal noise distribution holds as a constraint.
The structure of the paper is the following. In Section 2 we give the theoretical background needed for the filter construction. Section 3 describes the proposed filter and its implementation as a Gaussian particle filter. The simulation to evaluate the filter performance is presented in Section 4 followed by the results. The conclusion is given is Section 5.
THEORETICAL BACKGROUND
Two filtering problems that are addressed in this paper are the modeling of object appearance-disappearance and the multi-model estimation. The theoretical background needed for filter construction is covered in the subsequent sections.
Filtering with random finite sets
Classical filtering methods lack the ability to inherently model object appearance-disappearance, or more generally, to track an ensemble of objects that have time varying cardinality. Having the state vectors of each individual object put into a set we arrive to the concept of random finite set (RFS), which has random cardinality and the element in it are also random variables, state vectors in our case. The usual Bayesian framework can be generalized to work work with RFSs, instead of random vectors. The mathematical tools needed to formulate the filtering equations are called finite set statistics (FISST) which are fully covered by Mahler (2007) . Two A RFS is fully defined by two properties: the cardinality distribution (n) and the symmetric joint distribution of its elements p n (x 1 , . . . , x n ), that is called spatial distribution. The FISST probability density function (PDF) of a RFS X = {x 1 , . . . , x n } is given by
where n! takes into account the possible permutations of the n elements in the set.
The filtering equation at timestep k formally reads as
where Z is the random set collecting the measurements and Ψ stand for the likelihood function. The prior distribution can be obtained by the time-prediction integral:
where φ stands for the FISST transitional density. In this form the estimation can be carried out in a recursive manner. Since the measurements and the state vectors are gathered in unordered sets, the measurement to data association problem is directly addressed by the filtering algorithm.
Mahler (2013) gives a brief conceptual introduction to RFS based filtering. For advanced applications the reader is referred to Mahler (2014) .
Bernoulli filter
The Bernoulli filter can estimate the presence and state of a single object. The RFS that is associated to the filter is the Bernoulli RFS, that contains the state vector s(x) of a single object with probability q or is empty:
The Bernoulli filter models the appearance and disappearance of the tracked object with a first order Markov chain. Two parameters can describe this process: p b which is the probability of object appearance if not present on the scene and p s which is object survival probability. Consequently the object disappears with probability 1 − p s and remains hidden with probability 1 − p b .
The filtering equations give estimates to q and s(x) . The prediction step consists of calculating the existence probability
and the spatial PDF
The birth PDF b(x) is from where the object state vector can take value in case of appearance and has the form:
where b k−1 (x; z k−1 ) is generated around the measurements z k−1 (Törő et al., 2017 ,Ristic et al., 2016 .
The update step incorporates the measurements to the estimation:
where g(z|x) is the measurement likelihood function and p d is the probability of object detection, which models sensor imperfection. Clutter measurements can be considered by the PDF c(z) from where λ measurement can arrive at every timestep.
The interacting multiple model estimator
In situations where the tracked object behaves according to different motion models, single model estimators can give poor results and multiple model (MM) algorithms can be considered. The general idea behind multiple model estimators is that we run several filters with different setup and choose the best one based on some metric. The algorithm therefor gives an estimate of the state and the most probable model at every timestep.
The interacting multiple model (IMM) estimator proposed by Blom and Bar-Shalom (1988) is a suboptimal dynamic MM algorithm. Despite being suboptimal, its performance to computational cost ratio is outstanding, which renders it the de facto algorithm for dynamic MM scenarios with linear Gaussian models (Bar-Shalom et al., 2004) .
The IMM estimator runs one Kalman filter for every model and each filter is given a mixture of the previous estimates. The mixing weights, for J models are:
where the matrix π contains the mode transition probabilities. The element π ij is the probability that the current mode is j given that the previous was i. The probability that mode i was in effect at time k − 1 is µ
k−1 . From the linear Gaussian assumption it follows that the distribution of the state can be represented by the mean and the covariance matrix consequently the mixtures assemble as:
These quantities represent the input distributions to the individual mode conditioned filters. The outputs of the filters are the estimated mean values x
and the mode likelihoods L
k . The mode probability updates have the form:
where the prior is computed as
An overall point estimate can be given by weighting each filter output by the mode probabilities:
and the corresponding covariance matrix is:
INTERACTING MULTIPLE MODEL BERNOULLI FILTER
The Bernoulli filter operating in a MM structure was proposed in a Gaussian mixture (Jiang, 2016a) and in a particle filter (Jiang, 2016b) In this work we present the Gaussian particle filter realization of the interacting multiple model Bernoulli filter. Fig. 1 shows the block diagram of the algorithm. The Bernoulli filter is implemented as a bootstrap particle filter which is communicating with the IMM estimator through a Gaussian interface described in Section 3.2.
System model
The system model used for evaluating the filter is kept simple to ensure clarity. The probability of detection is constant through all states. The object that should be detected and tracked is moving on a two dimensional plane and has a state vector containing the position and velocity components:
The measurement model is chosen to be an identity map from the state space to the measurement space, therefore the measurement vector z k has the same elements as x k . This way we can avoid using sophisticated procedures to form the birth density which is an essential component of the Bernoulli filter. Clutter measurements are not considered in this work, following that the denominator in (10) is unity.
The discrete time system model is given as
The process noise w k and measurement noise v k are both Gaussian with zero mean and covariance matrix Q and R respectively.
The covariance matrix of the process noise is
where γ is the noise intensity.
The measurement noise has a diagonal covariance matrix:
The transitional PDF appearing in (6) and (7) has the form
while the likelihood function is
Gaussian particle filter implementation
Let the j-th filter output at time k − 1 be p
is the input to the j-th filter at timestep k. Since the Bernoulli filter is implemented as a particle filter we need to sample from this distribution to produce particles. We draw N p particles from the normal distribution defined by the mixed quantities:
The birth density of (7) is also represented by particles. First we draw N b particles:
then these and the normal particles from (24) are propagated through the motion model:
where the total number of particles is N = N p + N b . The attached weights incorporate the factors of the object existence probability
The predicted state is represented by Eq. (5, [26] [27] [28] .
At the update step we need to evaluate the likelihood function for every particle:
The integral of the second term in (10) is approximated as:
The first term of (10) is constant because p d is state independent, therefore
The weights are updated as
With ∆ k the existence probability is given by (8).
Usually a resampling step is performed at this point, to prevent particle degeneracy (Chen, 2003) . In this structure, however there is no need to resample, because the particles are always newly drawn from the mixture density.
For the same reason a regularization step is also unnecessary.
Finally the posterior is represented by the particles from (26,27), weights from (32) and the probability of existence (8). A Gaussian is fitted to this estimate:
The likelihood of the j-th model is given by
whereẑ k is given byẑ
The innovation covariance is computed as
The value of (35) is used in (14) to get the probability of mode j.
SIMULATION SETUP AND RESULTS
The proposed filter is implemented in Matlab in the following scenario. An object is navigating on a two dimensional terrain spanning an area of 500 m × 400 m. The model governing the motion is alternating during the simulation and is chosen from a set. The considered possibilities are the constant velocity (CV) and constant turn rate (CT) model. The CT model has the turn rate ω as a parameter. The matrices for the described models are: 
where T is the sample time.
The simulation has a duration of 80 s with T = 0.5 s. The parameters of each motion model is summarized in Table 1 . Fig. 2 shows the trajectory of the object which consist of straight line segments joined by a left and a right turn maneuver. The starting point is the origin.
The intensity of the process noise is γ = 4 and the measurement noise covariance has the elements: σ The mode transition probability matrix is adopted as 
The object appearance-disappearance is modeled by a random process. The measurement vector is being emptied by the probability p d = 0.9. In that case (30) evaluates to zero, hence
The filter is implemented with N p = N b = 1000 particles for each model. The probability of survival is p s = 0.95 and the birth probability is p b =0.02.
The estimation error throughout the simulation is shown on Fig. 3 . Red marks are indicating the moments when The proposed IMM Bernoulli filter was able to successfully detect and track an object with varying visibility. The actual motion model was recognized effectively and the estimation error is smaller than of a single model filter.
The particle filter allows more sophisticated, nonlinear models, however refining these aspect of the presented method was out of scope of the current work. The proposed filter is able to run realtime with sampling time T = 0.5 s and with particles up to 200000 in total. The unexploited potential could be used to cover a higher dimensional state space or process more measurements at a time.
Beside of a Gaussian particle filter, a Gaussian sum or a regularized particle filter implementation would be conceivable. The former has the advantage of lower computational cost, however pruning and merging technics are required to manage the number of Gaussian components in the mixtures. As for the particle filter realization, care must be taken to distribute enough particles to every mode conditioned estimate.
