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Manifestly covariant formulation of discrete-spin, real-mass unitary representations of the
Poincare´ group is given. We begin with a field of spin-frames associated with 4-mometa p and
use them to simplify the eigenvalue problem for the Pauli-Lubanski vector projection in a direction
given by a world-vector t. As opposed to the standard treatments where t is a constant time direc-
tion, our t is in general p-dependent and timelike, spacelike or null. The corresponding eigenstates
play a role of a basis used to define Bargmann-Wigner spinors which form a carrier space of the
unitary representation. The construction does not use the Wigner-Mackey induction procedure, is
manifestly covariant and works simultaneously in both massive and massless cases (in on- and off-
shell versions). Of particular interest are special Bargmann-Wigner spinors (ω-spinors) associated
with flag pole directions of the spin-frame field ωA(p).
I. INTRODUCTION
Unitary representations of the Poincare´ group1 are typically given in a form which is not manifestly covariant. One
often speaks of noncovariant or Wigner wave functions , which belong to a carrier space of a unitary representation,
and covariant or spinor wave functions which belong to a nonunitary representation [1–4]. The covariant wave
functions do not have a natural probability interpretation although there exists a nonunitary transformation between
them and Wigner states. If one incorporates this transformation into a scalar product one obtains a form which by
some authors [5–7] is called manifestly covariant. From our perspective this “manifest” covariance is not manifest
as it involves a dependence on fixed 4-momenta used for induction of the representation and does not allow for an
explicit (abstract) index formulation. A manifestly covariant formulation of unitary representations of the Lorentz
group has been recently discussed in [8].
The unitary representations discussed in literature are usually irreducible. In the context of the Poincare´ group this
means they are characterized by definite values of spin and mass. Although essentialy there is no physical problem with
concrete values of spin, a concrete value of mass leads to practical and formal difficulties. The most obvious example
is the self-energy mass correction which shows that mass of an interacting field is a dynamical object which has to be
renormalized. Also at a purely formal level there are reasons to replace the concrete-mass (or “on-shell”) formalism
with the off-shell one [9–18]. In the context of this work the problem we face is the question of manifest covariance in
momentum representation: To have a manifestly covariant formulation we have to use four components of p. But since
the mass hyperboloid is a three dimensional manifold, we express the zeroth component of p as p0 = ±
√
p2 +m2 and
in this way introduce a preferred three-momentum reference frame. This preferred frame becomes manifest whenever
we explicitly write generators of a representation in question [3,19,20]. Obviously, this is typical of any representation
(unitary or not) and the so-called covariant wave functions are not, in this sense, manifestly covariant either. This
formal difficulty is related to the old problem of relativistic localization and relativistic position operator [2,23–29].
The difficulties with the latter problem motivated myself to look for a manifestly covariant reformulation of unitary
representations of the Poincare´ group. It turns out that there are several different levels where the noncovariance is
rooted. The one with the on-shell noncovariance cannot be overcome unless we switch to an off-shell formulation.
Therefore I generally write formulas in a form which enables us to use them in both on- and off-shell versions. The
delicate point with the off-shell formulation is the massless boundary m = 0 which is taken care of in detail.
Other levels of noncovariance can be removed by the method of null frames I use. This allows us to treat the massive
and massless cases on the same footing and obtain formulas which either depend on p · p = m2 in an explicit and
nonsingular way, or are mass independent. The latter is made possibile by a nonstandard choice of spin eigenstates,
namely those corresponding to the Pauli-Lubanski vector projections in null and p-dependent directions defined by
flag poles of a specifically chosen field of spin-frames. In this way we circumvent the implicit noncovariance introduced
by inducing from little groups of preferred four-momenta. The only price we pay for the manifest covariance is the
SL(2, C)-spin-reducibility of representations on the massless boundary.
1By the Poincare´ group I mean the semidirect product of 4-translations in Minkowski space and SL(2, C).
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The choice of p-dependent directions frees us of the noncovariance associated with the p-dependent helicity ampli-
tudes. From our perspective the helicity eigenstates are noncovariant in two ways. They are either projections of the
three-spin on the three-momentum p, or correspond to the zeroth-component of the Pauli-Lubanski four-vector.
The null directions and the spin-frames associated with them appear in my formalism quite naturally as a means
of unifying the massive and massless cases into a single framework. The corresponding amplitudes seem to have
been overlooked in the representation theory of the Poincare´ group although they appeared implicitly in the context
of geometric quantization of spinor fields. So as an interesting by-product of the manifestly covariant formulation
we arrive at a physical and group representation interpretation of some purely formal objects used in geometric
quantization. One should mention here that null hyperplanes are occasionally used to define position space scalar
products for the Dirac equation [31] but there is no direct relationship of such a null formalism to the one described
below.
The layout of the paper is as follows. In Sec. II I present a spinor formulation of the eigenvalue problem for the
Pauli-Lubanski vector. I begin with a separate treatment of the massless and massive cases, introduce the four-
momentum-dependent spin-frames, and finally use them to derive a simple form which looks the same for both m = 0
and m 6= 0. I also introduce the basic bispinor projectors. Their essential algebraic and transformation properties are
discussed in Sec. III. The role of the projectors is explained in Sec. IV where their relationship to the off- and on-shell
Bargmann-Wigner equations is made clear. The representations are unitary with respect to the off- and on-shell
scalar products discussed in Sec. V. In Sec. VI I introduce normalized eigenvectors and associated amplitudes. The
“null” amplitudes, called ω-spinors, lead to a very simple and elegant formalism. In Sec. VII I discuss in detail the
transformation properties of ω-spinors and use them to formulate the unitary representations in a manifestly covariant
way. In Sec. VIII a generalized off-shell position representation on the Poincare´ group is briefly discussed.
The bispinor convention I use is explained in Appendix XIA. It is analogous to the standard twistor notation but,
as opposed to twistors which are always “unprimed”, I found it very useful to introduce primed bispinor indices. The
only exeption with respect to the standard tensor-spinor notation is in transvection of two world-vectors, which I
usually denote by a dot, i.e. x · p = xapa, etc.
II. EIGENVALUE PROBLEM FOR THE PAULI-LUBANSKI VECTOR IN SPINOR FORM
Spin eigenstates that span carrier spaces of unitary represenations of the Poincare´ group discussed in literature
correspond to projections of the P-L vector in either timelike or spacelike directions. It turns out that the formalism
becomes the simplest if one takes null directions. Their choice naturally follows from a spinor formulation of the P-L
vector eigenvalue problem.
Consider the Poincare´ Lie algebra whose elements are P a and Jab. The Pauli-Lubanski (P-L) vectors corresponding
to (1/2, 0) and (0, 1/2) spinor representations of SL(2, C) are
SaX
Y = Pb
∗Jab YX , (1)
SaX′
Y ′ = Pb
∗Jab Y
′
X′ , (2)
where the asterisk denotes dualization [32]. Their momentum representation is
Sa(p)X
Y = −1
2
(
pX
A′εAY − εXApY A
′
)
, (3)
Sa(p)X′
Y ′ =
1
2
(
pAX′ε
A′Y ′ − εX′A
′
pAY
′
)
. (4)
A. m = 0 representations
1. P-L vector in terms of spin-frames
Let pa = piAp¯iA
′
and ωA be a spin-frame partner of piA, i.e. ωApi
A = 1. Then
Sa(p)X
Y = −1
2
(
piXε
AY − εXApiY
)
p¯iA
′
(5)
Sa(p)X′
Y ′ =
1
2
(
p¯iX′ε
A′Y ′ − εX′A
′
p¯iY
′
)
piA (6)
2
and
Sa(p)X
Y piY = −1
2
papiX (7)
Sa(p)X′
Y ′ p¯iY ′ =
1
2
pap¯iX′ (8)
Sa(p)X
Y ωY = +
1
2
paωX − piXωAp¯iA
′
(9)
Sa(p)X′
Y ′ω¯Y ′ = −1
2
paω¯X′ + p¯iX′ ω¯
A′piA (10)
Equations (7), (8) solve the eigenvalue problem. For higher spin (M/2, N/2) fields we find
Sa(p)XYpiY = −1
2
(
M −N
)
piX pa (11)
where X = X1 . . . XMX ′1 . . . X ′N , piX = piX1 . . . piXM p¯iX′1 . . . p¯iX′N , etc.
2. Projections of P-L vector in ω-direction
The projections S(ω, p) = ωaSa of the P-L vector in the ω
Aω¯A
′
direction are
S(ω, p)A
B =
1
2
(
piAω
B + ωApi
B
)
, (12)
S(ω, p)A′
B′ = −1
2
(
p¯iA′ω¯
B′ + ω¯A′ p¯i
B′
)
(13)
implying
S(ω, p)A
BωB =
1
2
ωA, (14)
S(ω, p)A′
B′ω¯B′ = −1
2
ω¯A′ . (15)
S(ω, p)A
BpiB = −1
2
piA, (16)
S(ω, p)A′
B′ p¯iB′ =
1
2
p¯iA′ , (17)
B. m 6= 0 representations
The massive case is more complicated since the components of the P-L vector no longer commute.
1. Projections of P-L vector in a general t-direction
Consider a projection of the P-L vector in the direction of a (timelike, spacelike or null, and generally p-dependent)
world-vector t
S(t, p)X
Y =
1
2
(
tY X′pX
X′ + tXX′p
YX′
)
, (18)
S(t, p)X′
Y ′ = −1
2
(
tX
Y ′pXX′ + tXX′p
XY ′
)
. (19)
Notice that
S(t, p)XY = −S(t, p)X′Y
′
(20)
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so that complex conjugation reverses the sign of spin. Eigenvalues of a symmetric spinor SXY are ±
[− 12SABSAB]1/2.
An analogous formula holds for symmetric spinors with two primed indices.
Therefore the projection of the P-L vector in the direction t has eigenvalues
1
2
λ(±)(t, p) = ±1
2
√
(t · p)2 −m2t2, (21)
where m2 = p · p and t2 = t · t. Formula (21) shows that there exists a privileged choice of t, namely null and pointing
in the direction of p (in the sense of pointing into the future or the past) since in this case
1
2
λ(±)(t, p) = ±1
2
t · p (22)
which is analogous to the massless case even though, in general, m2 6= 0 in (21).
2. Projectors associated with the eigenvectors
The corresponding eigenvectors are determined by the projectors
Π(±)(t, p)AB =
1
2
(
εA
B +
2
λ(±)
S(t, p)A
B
)
, (23)
Π(±)(t, p)A′B
′
=
1
2
(
εA′
B′ +
2
λ(±)
S(t, p)A′
B′
)
. (24)
The “sign-of-energy” projectors are defined as (see Appendix XIA)
Π±(p)αβ = Π∓(−p)αβ = Π(±p)αβ = 1
2


εA
B
±
√
2
p·ppA
B′
∓
√
2
p·pp
B
A′
εA′
B′

 . (25)
They commute with the P-L vector corresponding to the bispinor (1/2, 0)⊕ (0, 1/2) representation:
Π±(p)αβSa(p)βγ = Sa(p)αβΠ±(p)βγ , (26)
where
Sa(p)α
β =


Sa(p)A
B
0
0
Sa(p)A′
B′

 . (27)
Let
Π(±)(t, p)αβ =


Π(±)(t, p)AB
0
0
Π(±)(t, p)A′B
′

 . (28)
Then
Π(±)(t, p)αβΠ±(p)βγ = Π±(p)αβΠ(±)(t, p)βγ = Π
(±)
± (t, p)α
γ
=
1
4λ(±)


λ(±)εAC + tCX′pAX
′
+ tAX′p
CX′
±
√
2
p·p
[
(λ(±) − t · p)pAC′ +m2tAC′
]
∓
√
2
p·p
[
(λ(±) + t · p)pCA′ −m2tCA′
]
λ(±)εA′C
′ − tXC′pXA′ − tXA′pXC′

 (29)
where λ(±) = λ(±)(t, p). The signs “±” of energy are independent of the signs “(±)” of spin.
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3. The projectors in terms of spin-frames — analogy with m = 0
To simplify the form of (29) consider the decomposition
pa = pia +
m2
2
ωa = piAp¯iA
′
+
m2
2
ωAω¯A
′
, (30)
ωApi
A = 1, of a (timelike or null) future-pointing world-vector pa (see Appendix XIC).
Let us take t = ω. The eigenvalues of S(ω, p) are ±1/2 and the corresponding projectors are
Π
(+)
± (ω, p)α
γ =
1
2


ωApi
C
±
√
p·p
2 ωAω¯
C′
∓
√
2
p·p p¯iA′pi
C
−p¯iA′ ω¯C′

 (31)
Π
(−)
± (ω, p)α
γ =
1
2


−piAωC
±
√
2
p·ppiAp¯i
C′
∓
√
p·p
2 ω¯A′ω
C
ω¯A′ p¯i
C′

 . (32)
We obtain also formulas analogous to the massless case:
S(ω, p)A
B =
1
2
(
ωApi
B + piAω
B
)
, (33)
S(ω, p)A′
B′ = −1
2
(
ω¯A′ p¯i
B′ + p¯iA′ ω¯
B′
)
, (34)
and
S(ω, p)A
BωB =
1
2
ωA, (35)
S(ω, p)A′
B′ ω¯B′ = −1
2
ω¯A′ , (36)
S(ω, p)A
BpiB = −1
2
piA, (37)
S(ω, p)A′
B′ p¯iB′ =
1
2
p¯iA′ . (38)
C. Eigenvectors of S(ω, p)α
β
Let
piα = −2
(
piA
p¯iA′
)
(39)
where piA = piA(p) is the spinor appearing in the decomposition (30) of a (massive or massless) 4-momentum p. The
eigenvectors of the P-L vector projections in the corresponding null ωa = ωa(p) direction can be defined in terms of
piα:
Ω
(+)
± (ω, p)α = Π
(+)
± (ω, p)α
βpiβ =
(
±
√
p·p
2 ωA
−p¯iA′
)
(40)
Ω
(−)
± (ω, p)α = Π
(−)
± (ω, p)α
βpiβ =
( −piA
∓
√
p·p
2 ω¯A′
)
. (41)
Notice that the massless limit p · p → 0, p 6= 0, can be easily performed for Ω(±)± (ω, p)α whereas this would not be
possible with the projectors (31), (32) themselves. (We exclude the origin p = 0 for which the whole construction
breaks down since no spin-frame satisfying our conditions exists at this point.) So the transvection with (39) removes
the parts which are singular in the massless limit. This behavior is typical of the formalism developed in this paper.
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III. ALGEBRA OF SPIN-ENERGY PROJECTORS (M 6= 0)
Formulas that look artificial and complicated at the bispinor level finally simplify if one switches to unitary repre-
sentations. In order to do so we have to better control the algebraic and transformation properties of the projectors.
1. A few useful identities
In this section we assume p ·p 6= 0. We shall derive several useful general formulas which, when suitably transvected,
will be directly related to the unitary representations we are interested in, also for p · p→ 0. Define
Tαβ
′
=


TAB
′
0
0
TBA
′

 , (42)
where T a is an arbitrary world-vector. Below I list without proof a few useful identities satisfied by projectors
projecting on given signs of energy or spin (m =
√
p · p):
Tαγ
′
Π±(p)αβΠ¯±(p)γ′δ
′
=
√
2
4m
(T · p)


√
2
m p
BD′
∓εBD
±εB′D′√
2
m p
DB′

 (43)
Tαγ
′
Π±(p)αβΠ¯∓(p)γ′δ
′
=
1
4


2TBD
′ − 2m2 (T · p)pBD
′
∓
√
2
m
(
TBX
′
pDX′ + T
DX′pBX′
)
±
√
2
m
(
TXB
′
pX
D′ + TXD
′
pX
B′
)
− 2m2 (T · p)pDB
′
+ 2TDB
′

 . (44)
(43) and (44) imply
Tαγ
′
(
Π+(p)α
βΠ¯+(p)γ′
δ′ +Π−(p)αβΠ¯−(p)γ′δ
′
)
=
1
m2
(T · p)pβδ′ (45)
Tαγ
′
(
Π+(p)α
βΠ¯−(p)γ′δ
′
+Π−(p)αβΠ¯+(p)γ′δ
′
)
= T βδ
′ − 1
m2
(T · p)pβδ′ . (46)
(45) plays a role of a non-orthogonal “resolution of p” and is essential for the formalism developed below. Notice that
for T · p 6= 0, p · p 6= 0 we can always write
1
p · pp
αα′ =
1
T · pT
ββ′
(
Π+(p)β
αΠ¯+(p)β′
α′ +Π−(p)βαΠ¯−(p)β′α
′
)
(47)
even though the “off-diagonal” terms given by (46) vanish only for T a = pa. The RHS of Eq. (47) will be used in
definitions of positive-definite scalar products in momentum space.
The operators projecting on eigenvectors of S(t, p)α
β are
Π(±)(t, p)αβ =
1
2λ(±)(t, p)


λ(±)(t, p)εAB + tAX′pBX
′ − pAX′tBX′
0
0
λ(±)(t, p)εA′B
′ − tXA′pXB′ + pXA′tXB′

 . (48)
They satisfy
6
Tαγ
′
Π±(p)αβΠ¯±(p)γ′δ
′
Π(±)(t, p)βµΠ¯(±)(u, p)δ′ν
′
:= (T · p)Π(±±)± (t, u, p)µν
′
=
T · p
8m2λ(t, p)λ(u, p)
×

[(
λ(±)(t, p) + t · p
)(
λ(±)(u, p) + u · p
)
−m2 t · u
]
pMN
′ −m2
(
λ(±)(t, p)uMN
′
+ λ(±)(u, p)tMN
′
+ i eMN
′abcpatbuc
)
∓ m√
2
[(
λ(±)(t, p)λ(±)(u, p) + (p · t)(p · u)−m2 t · u
)
εMN − tBX′uBY ′p(M|X′p|N)Y ′ − 3m22 t(MX′uN)X
′
+
+
(
2λ(±)(t, p) + p · t
)
p(MX′u
N)X′ +
(
2λ(±)(u, p)− p · u
)
p(MX′t
N)X′
]
± m√
2
[(
λ(∓)(t, p)λ(∓)(u, p) + (p · t)(p · u)−m2 t · u
)
εM
′N ′ − tXB′uY B′pX(M ′|pY |N ′) − 3m22 tX (M
′|uX |N
′)+
+
(
2λ(∓)(t, p) + p · t
)
pX
(M ′|uX |N
′) +
(
2λ(∓)(u, p)− p · u
)
pX
(M ′|tX |N
′)
]
[(
λ(∓)(t, p) + t · p
)(
λ(∓)(u, p) + u · p
)
−m2 t · u
]
pNM
′ −m2
(
λ(∓)(t, p)uNM
′
+ λ(∓)(u, p)tNM
′ − i eNM ′abcpatbuc
)


(49)
Tαγ
′
Π±(p)αβΠ¯±(p)γ′δ
′
Π(±)(t, p)βµΠ¯(∓)(u, p)δ′ν
′
:= (T · p)Π(±∓)± (t, u, p)µν
′
=
−T · p
8m2λ(t, p)λ(u, p)
×

[(
λ(±)(t, p) + t · p
)(
λ(∓)(u, p) + u · p
)
−m2 t · u
]
pMN
′ −m2
(
λ(±)(t, p)uMN
′
+ λ(∓)(u, p)tMN
′
+ i eMN
′abcpatbuc
)
∓ m√
2
[(
λ(±)(t, p)λ(∓)(u, p) + (p · t)(p · u)−m2 t · u
)
εMN − tBX′uBY ′p(M|X′p|N)Y ′ − 3m22 t(MX′uN)X
′
+
+
(
2λ(±)(t, p) + p · t
)
p(MX′u
N)X′ +
(
2λ(∓)(u, p)− p · u
)
p(MX′t
N)X′
]
± m√
2
[(
λ(∓)(t, p)λ(±)(u, p) + (p · t)(p · u)−m2 t · u
)
εM
′N ′ − tXB′uY B′pX(M ′|pY |N ′) − 3m22 tX (M
′|uX |N
′)+
+
(
2λ(∓)(t, p) + p · t
)
pX
(M ′|uX |N
′) +
(
2λ(±)(u, p)− p · u
)
pX
(M ′|tX |N
′)
]
[(
λ(∓)(t, p) + t · p
)(
λ(±)(u, p) + u · p
)
−m2 t · u
]
pNM
′ −m2
(
λ(∓)(t, p)uNM
′
+ λ(±)(u, p)tNM
′ − i eNM ′abcpatbuc
)


(50)
where λ(t, p) = |λ(±)(t, p)|, etc. Although (49), (50) may appear somewhat complicated, their generality will finally
help us to simplify the whole formalism.
2. SL(2, C) active transformations of the projectors
The projectors transform under active SL(2, C) as follows
Sα
γSβ
δΠ±(p)γδ = Π±(Sp)αβ (51)
Sα
γSβ
δΠ(±)(t, p)γδ = Π(±)(St, Sp)αβ (52)
or equivalently
Sα
βΠ±(S−1p)βγS−1γδ = Π±(p)αδ (53)
Sα
βΠ(±)(S−1t, S−1p)βγS−1γδ = Π(±)(t, p)αδ (54)
where
Sα
β =


SA
B
0
0
SA′
B′

 . (55)
Here (Sp)a = Sa
bpb, and Sa
b, Sα
β , SA
B, and SA′
B′ denote, respectively, the representations (1/2, 1/2), (1/2, 0) ⊕
(0, 1/2), (1/2, 0), and (0, 1/2) of S ∈ SL(2, C). Spinor transformations of upper- and lower-index spinors are assumed
in the form
SφA = SA
BφB, (56)
SφA = φBS−1BA = −SABφB. (57)
Analogous transformations hold for primed spinors. The convention differs slightly from this used in [32] (cf.
Eq. (3.6.1)) but seems more consistent. Those active nonunitary transformations will be shown to generate the
passive unitary transformations which form the unitary represenations of the Poincare´ group we are searching for.
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IV. WAVE EQUATIONS ASSOCIATED WITH THE PROJECTORS
It is clear from what has been written above what is the relation of the projectors to the “sign of spin”. To
understand their relation to the “sign of energy” we have to discuss their relation to Bargmann-Wigner equations. A
brief analysis of the equations will also help to naturally clasify representations with respect to the signs of energy
and mass .
A. Off-shell equations
Define
Dα
β =
1√
2


i√
2
εA
B∂s
i∇AB′
−i∇BA′
i√
2
εA′
B′∂s

 (58)
satisfying
Dα
βeis
√
p·p∓ip·x = −√p · pΠ∓(p)αβeis
√
p·p∓ip·x, (59)
Dα
βe−is
√
p·p∓ip·x =
√
p · pΠ±(p)αβe−is
√
p·p∓ip·x. (60)
The off-shell Bargamann-Wigner equation
Dαk
βkψ(x, s)β1...βk...βn = 0 (61)
has “plane-wave” solutions of the form
ψ(p, x, s)α1...αn = Π+(p)α1
β1 . . .Π+(p)αn
βn
(
ψ+−(p)β1...βne
−is√p·p+ip·x + ψ−+(p)β1...βne
is
√
p·p−ip·x
)
+Π−(p)α1
β1 . . .Π−(p)αn
βn
(
ψ−−(p)β1...βne
is
√
p·p+ip·x + ψ++(p)β1...βne
−is√p·p−ip·x
)
. (62)
Let us note that the formula
Π±(p)αβ = Π∓(−p)αβ (63)
guarantees that nothing physical will be lost by assuming that p is future pointing. Throughout the rest of the paper
I therefore assume that ψ· ·(p)β1...βn = 0 for p pointing into the past.
The superpositions
ψ(x, s)α1...αn =
1
(2pi)4
∫
d4pψ(p, x, s)α1...αn , (64)
with arbitrary higher rank bispinors ψ· ·(p)β1...βn , play a role of “proper time” wave packets in Minkowski space.
B. On-shell equations
Changing variables (p0,p)→ (√p · p,p) we obtain
1
(2pi)4
∫
d4pψ(p, x, s)α1...αn =
1
(2pi)4
∫
d(p · p)
∫
d3p
2
√
p2 + p · pψ(
√
p2 + p · p,p, x, s)α1...αn .
The on-shell bispinors satisfy ψ· ·(p) = 2piψm2· ·(p)µ(p ·p−m2) where µ(p ·p−m2) is some distribution concentrated on
the mass-m hyperboloid. We will consider two cases: µ(p ·p−m2) = δ(p ·p−m2) and µ(p ·p−m2) =
√
δ(p · p−m2).
For µ(p · p−m2) = δ(p · p−m2) we obtain
1
(2pi)4
∫
d4pψ(p, x, s)α1...αn =
1
(2pi)3
∫
d3p
2|p0m|
ψm2(pm, x, s)α1...αn (65)
where, by definition, pm = (
√
p2 +m2,p) is future-pointing. The combinations where ψm2− · = 0 (ψm2+ · = 0) are
solutions of the positive(negative)-mass on-shell Bargmann-Wigner equation. There exist also other possibilities of
transition to an on-shell formalism [34,35].
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V. POSITIVE-DEFINITE SCALAR PRODUCTS IN MOMENTUM SPACE
There exists a class of equivalent positive-definite scalar products that can be used to probabistically interpret the
Fourier components of Bargmann-Wigner fields. They can be simplified at the unitary representation level.
A. Off-shell products
Consider some (in general p-dependent) T a satisfying, for the time being, T · p 6= 0. For two off-shell functions
ψ(x, s)α1...αn , φ(x, s)α1...αn the scalar product is
〈ψ, φ〉 = 1
(2pi)4
∫
d4p
1
(T · p)nT
α1α
′
1 . . . Tαnα
′
n ×[
Π+(p)α1
β1Π¯+(p)α′
1
β′
1 . . .Π+(p)αn
βnΠ¯+(p)α′
n
β′
n
(
ψ¯+−(p)β′
1
...β′
n
φ+−(p)β1...βn + ψ¯−+(p)β′
1
...β′
n
φ−+(p)β1...βn
)
+Π−(p)α1
β1Π¯−(p)α′
1
β′
1 . . .Π−(p)αn
βnΠ¯−(p)α′
n
β′
n
(
ψ¯−−(p)β′
1
...β′
n
φ−−(p)β1...βn + ψ¯++(p)β′
1
...β′
n
φ++(p)β1...βn
)]
.
(66)
B. On-shell products
The on-shell scalar product of two bispinors (65) will be denoted by
〈ψ, φ〉m2 (67)
and is obtained from (66) by p→ pm, ψ· · → ψm2· ·, and
1
(2pi)4
∫
d4p→ 1
(2pi)3
∫
d3p
2|p0m|
.
It can be also thought of as an on-shell limit of the off-shell formula (66) provided the limiting bispinors are
ψ· ·(p) = 2piψm2· ·(p)
√
δ(p · p−m2). (68)
Putting T = pm, m 6= 0 or using the resolution of p formula (45), we obtain the form used by Woodhouse in [36]. The
well known Bargmann-Wigner form [37] is obtained if T is a time direction and T · pm = p0m. The use of projectors
makes it similar to the form used by Kaiser [39] in his construction of electromagnetic wavelets. Eq. (45) shows
explicitly that the products are T -independent.
VI. MOMENTUM-SPACE AMPLITUDES
Momentum-space amplitudes have a direct probability interpretation and have been extensively discussed in lit-
erature [44–48,30,50]. From the viewpoint of active SL(2, C) transformations they are scalars. They become local
(i.e. p-dependent) SU(2) spinors if passive transformations are concerned. Typically they are represented as helicity
amplitudes. Here we find their general form and from this perspective find their most convenient representation in
terms of ω-spinors.
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A. Normalized spin-energy eigenvectors
1. Normalization factor
The particular cases of (50) and (49) for t = u
Π
(±∓)
± (t, t, p)
µν′ = 0 (69)
Π
(±±)
± (t, t, p)
µν′ =
1
4m2λ(t, p)


[
λ(t, p)(±)t · p
]
pMN
′
(∓)m2tMN ′
∓ m√
2
[
λ(t, p)εMN (±)2p(MX′tN)X′
]
± m√
2
[
λ(t, p)εM
′N ′(∓)2pX(M ′|tX |N ′)
]
[
λ(t, p)(∓)t · p
]
pNM
′
(±)m2tNM ′


(70)
can be used to find the correct normalization factor for the spin-energy eigenvectors for an arbitrary t:
Π
(±±)
± (t, t, p)
µν′Ω
(±)
± (ω, p)µΩ¯
(±)
± (ω, p)ν′ =
1
2λ(t, p)
{
λ(t, p) + t ·
(
pi − m
2
2
ω
)}
=: N(t, pi, ω,m)2. (71)
The mentioned similarity between the massless and massive cases for t = ω, characteristic of the null formalism, can
be seen also in the formula
N(t, pi, ω,m = 0) = N(ω, pi, ω,m 6= 0) = 1. (72)
2. Eigenvectors
The normalized eigenvectors are
Ω
(±)
± (t, p)α = N(t, pi, ω,m)
−1Π(±)± (t, p)α
βΩ
(±)
± (ω, p)β. (73)
They satisfy
1
T · pT
αα′Ω
(±)
± (t, p)αΩ¯
(±)
± (t, p)α′ = 1 (74)
1
T · pT
αα′Ω
(±)
± (t, p)αΩ¯
(∓)
± (t, p)α′ = 0, (75)
which hold also for p · p = 0 and the 0/0-type limit T → p. The fact that neither orthogonality nor normalization
depend on T can be used to simplify the formalism by choosing T = ω. With this choice we have
ωαα
′
Ω
(±)
± (t, p)αΩ¯
(±)
± (t, p)α′ = 1. (76)
The explicit forms of the eigenvectors are
Ω
(+)
± (t, p)α =
[
8λ(t, p)
(
λ(t, p) + t · p− (p · p)(t · ω))]−1/2
×
(
±
√
p·p
2
(
(2λ(t, p)− t · p)ωA + ωCtCX′pAX′ + 3tAX′ p¯iX′
)
−(2λ(t, p) + t · p)p¯iA′ + p¯iC′tXC′pXA′ − 3m22 tXA′ωX
)
(77)
=
(
Ω
(+)
± (t, p)A
Ω
(+)
± (t, p)A′
)
(78)
Ω
(−)
± (t, p)α =
[
8λ(t, p)
(
λ(t, p) + t · p− (p · p)(t · ω))]−1/2
×
(
−(2λ(t, p) + t · p)piA + piCtCX′pAX′ − 3m22 tAX′ω¯X
′
∓
√
p·p
2
(
(2λ(t, p)− t · p)ω¯A′ + ω¯C′tXC′pXA′ + 3tXA′piX
) ) (79)
=
(
Ω
(−)
± (t, p)A
Ω
(−)
± (t, p)A′
)
=
(
Ω¯
(+)
± (t, p)A
−Ω¯(+)± (t, p)A′
)
(80)
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The massless limit is easy to perform:
Ω
(+)
± (t, p)α →
(
0
−p¯iA′
)
, (81)
Ω
(−)
± (t, p)α →
( −piA
0
)
. (82)
These eigenvectors do not depend on t which is what one should expect since components of the P-L vector commute
in this limit.
B. Off-shell amplitudes
1. Dirac bispinors
We shall first concentrate on the Dirac bispinors (i.e. bispinors of rank 1). The wave functions associated with
them play a role analogous to ordinary 2-spinors. Consider the bispinor (62) for n = 1
ψ(p, x, s)α = Π+(p)α
β
(
ψ+−(p)βe−is
√
p·p+ip·x + ψ−+(p)βeis
√
p·p−ip·x
)
+Π−(p)αβ
(
ψ−−(p)βeis
√
p·p+ip·x + ψ++(p)βe−is
√
p·p−ip·x
)
=
∑
(±)
(
Ω
(±)
+ (t, p)αf+(t, p)
+
(±)e
−is√p·p+ip·x +Ω(±)+ (t, p)αf+(t, p)
−
(±)e
is
√
p·p−ip·x
+Ω
(±)
− (t, p)αf−(t, p)
−
(±)e
is
√
p·p+ip·x +Ω(±)− (t, p)αf−(t, p)
+
(±)e
−is√p·p−ip·x
)
= ΩA+(t, p)α
(
f+(t, p)
+
Ae
−is√p·p+ip·x + f+(t, p)−Ae
is
√
p·p−ip·x
)
+ΩA−(t, p)α
(
f−(t, p)−Ae
is
√
p·p+ip·x + f−(t, p)+Ae
−is√p·p−ip·x
)
(83)
where the calligraphic indices A equal (±) and a summation convention has been applied. The amplitudes f±(t, p)...A
are scalars if active SL(2, C) transformations are concerned. An active Poincare´ transformation acts on (64) as follows
P(S, a)ψ(x, s)α = Sαβψ
(
S−1(x− a), s)
β
(84)
=
1
(2pi)4
∫
d4p[
Sα
βΩA+(t[S
−1p], S−1p)β
(
e−ip·af+(t[S−1p], S−1p)+Ae
−is√p·p+ip·x + eip·af+(t[S−1p], S−1p)−Ae
is
√
p·p−ip·x
)
+ Sα
βΩA−(t[S
−1p], S−1p)β
(
e−ip·af−(t[S−1p], S−1p)−Ae
is
√
p·p+ip·x + eip·af−(t[S−1p], S−1p)+Ae
−is√p·p−ip·x
)]
. (85)
In (85) we have taken care of the fact that t is in general p-dependent. The four types of amplitudes lead to the four
classes of momentum space representations:
ψ+(p)
+
α = Ω
A
+(t, p)αf+(t, p)
+
A → e−ip·aSαβΩA+(t[S−1p], S−1p)βf+(t[S−1p], S−1p)+A (86)
ψ+(p)
−
α = Ω
A
+(t, p)αf+(t, p)
−
A → eip·aSαβΩA+(t[S−1p], S−1p)βf+(t[S−1p], S−1p)−A (87)
ψ−(p)−α = Ω
A
−(t, p)αf−(t, p)
−
A → e−ip·aSαβΩA−(t[S−1p], S−1p)βf−(t[S−1p], S−1p)−A (88)
ψ−(p)+α = Ω
A
−(t, p)αf−(t, p)
+
A → eip·aSαβΩA−(t[S−1p], S−1p)βf−(t[S−1p], S−1p)+A. (89)
Apparently there are only two types of transformations here, so it may seem artificial to divide them into four classes.
Later we shall see, however, that the above active and nonunitary representations lead indeed to four different classes
of passive unitary transformations of the amplitudes. The amplitudes satisfy
11
f±(t, p)...A =
1
T · pT
αα′ψ±(p)...α Ω¯
A
±(t, p)α′ = ω
αα′ψ±(p)...α Ω¯
A
±(t, p)α′ . (90)
Of particular importance are the amplitudes f±(ω, p)...A since
ψ±(p)...α = Ω
(+)
± (ω, p)αf±(ω, p)
...
(+) +Ω
(−)
± (ω, p)αf±(ω, p)
...
(−)
=
(
±
√
p·p
2 ωA
−p¯iA′
)
f±(ω, p)...(+) +
( −piA
∓
√
p·p
2 ω¯A′
)
f±(ω, p)...(−) (91)
implies the following simple rule
ωAψ±(p)...A = f±(ω, p)
...
(−) =: f±(ω, p)
...
0
(92)
ω¯A
′
ψ±(p)...A′ = f±(ω, p)
...
(+) =: f±(ω, p)
...
1
. (93)
Formulas (92), (92) suggest that complex conjugation should exchange 0 ’s and 1 ’s:
f...(ω, p)...0 = f¯...(ω, p)
...
1
(94)
f...(ω, p)...1 = f¯...(ω, p)
...
0
. (95)
The convention is consistent with (20). Later we shall see that complex conjugation exchanges also pluses and minuses.
The ω-amplitudes play a distinguished role in the formalism discussed in this paper. They will be shown to transform
passively as local SU(2) spinors. We shall call them the ω-spinors. The general t-amplitudes will be called the
Bargmann-Wigner spinors (BW-spinors) or simply the t-spinors. The BW-spinor indices will be written in italic font
to distinguish them from the ordinary SL(2, C) ones. The ω-spinors appear implicitly in wave functions discussed
in the context of geometric quantization of spinor fields [36] where they are introduced purely formally as polarized
sections. The spin-frame decomposition used in [36] is not (30) but
pa =
m√
2
(
piAp¯iA
′
+ ωAω¯A
′
)
, (96)
which is not very practical from our perspective since it does not allow for a well defined p · p→ 0 limit.
Finally let us note that similar objects but in Minkowski four-position representation are used to define spin-weighted
spherical harmonics [32].
2. Equivalence between ω-spinors and certain t-spinors for spacelike or timelike t and m 6= 0
Standard spin eigenstates known from nonrelativistic quantum mechanics correspond to spacelike t’s. Their relation
with the P-L vector has been discussed in detail in [51]. The helicity formalism is obtained by taking t timelike. In this
context our choice of null t = ω is somewhat counter-intuitive. Let us observe, however, that the eigenvalue problem
for the P-L vector possesses a kind of gauge freedom: The eigenstates of S(t, p) are unchanged by the transformation
t→ t+ θ p. (97)
For m 6= 0 consider the spacelike
t = ω −m−2p (98)
satisfying t · p = 0. The eigenvalues of S(t, p) equal ±1/2 and f±(t, p)...A = f±(ω, p)...A . The orthogonality of t and
p means that we consider a kind of rest-frame eigenvalue problem for spin. Had we chosen θ > 0 we would have
obtained some sort of helicity formalism and still the same amplitudes.
3. Transition between general t-spinors and ω-spinors
Eqs. (80), (90), (92) and (93) imply
f±(t, p)...A =W±(t, ω, p)ABf±(ω, p)...B , (99)
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which in terms of components reads
(
f±(t, p)...0
f±(t, p)...1
)
=
(
ω¯A
′
Ω¯
(−)
± (t, p)A′ ω
AΩ¯
(−)
± (t, p)A
−ω¯A′Ω(−)± (t, p)A′ ωAΩ(−)± (t, p)A
)(
f±(ω, p)...0
f±(ω, p)...1
)
. (100)
W±(t, ω, p) is unimodular
detW±(t, ω, p) = ωαα
′
Ω
(−)
± (t, p)αΩ¯
(−)
± (t, p)α′ = 1 (101)
and hence also unitary. From now on we shall concentrate exclusively on ω-spinors.
4. ε and ς BW-spinors
BW-spinors can be raised and lowered according to the standard rules by
εAB =
(
0 1
−1 0
)
= εAB. (102)
The fact that BW-spinors are local SU(2) spinors means that in addition to ε’s there exists another invariant BW-
spinor
ςAB =
(
0 1
1 0
)
= −ςAB. (103)
Unitarity of a unimodular W means
ςAB = W¯ACWBD ςCD. (104)
In terms of components:
W0 0 =W1 1 = W¯0 0 , (105)
W1 0 = −W0 1 = −W¯1 0 . (106)
If fA is a BW-spinor then
ςABfAf¯B = |f0 |2 + |f1 |2. (107)
5. Higher-rank ω-spinors
Consider a Bargmann-Wigner rank-n bispinor ψ(p, x, s)α1...αn . Its spin-energy expansion is
ψ(p, x, s)α1...αn
= ΩA1+ (t, p)α1 . . .Ω
An
+ (t, p)αn
(
f+(t, p)
+
A1...Ane
−is√p·p+ip·x + f+(t, p)−A1...Ane
is
√
p·p−ip·x
)
+ΩA1− (t, p)α1 . . .Ω
An
− (t, p)αn
(
f−(t, p)−A1...Ane
is
√
p·p+ip·x + f−(t, p)+A1...Ane
−is√p·p−ip·x
)
. (108)
For t = ω
ψ±(p)...α1...αn = (−1)n


piA1 . . . piAn−1piAnf±(ω, p)
...
(−)1...(−)n−1(−)n
...
p¯iA′
1
. . . piAn−1piAnf±(ω, p)
...
(+)1...(−)n−1(−)n
p¯iA′
1
. . . piAn−1 p¯iA′nf±(ω, p)
...
(+)1...(−)n−1(+)n
p¯iA′
1
. . . p¯iA′
n−1
piAnf±(ω, p)
...
(+)1...(+)n−1(−)n
p¯iA′
1
. . . p¯iA′
n−1
p¯iA′
n
f±(ω, p)...(+)1...(+)n−1(+)n


+ additional terms. (109)
13
Each row in the “additional terms” is composed of products of the pi’s and the ω’s and every one of the terms contains
at least one
√
p·p
2 ωA or
√
p·p
2 ω¯A′ . Two conclusions follow immediately from (109). First, all additional terms vanish
on the massless boundary. Second, a higher-rank ω-spinor is defined by
. . . ωAk . . . ω¯A
′
l . . . ψ±(p)......Ak...A′l... = f±(ω, p)
...
...(−)...(+)... =: f±(ω, p)
...
...0 ...1 ... (110)
since the additional terms are annihilated by the transvection with . . . ωAk . . . ω¯A
′
l . . .. The part explicitly shown in
(109) is typical of massless fields in both twistor [33] and Fourier form [36]. For p · p = 0 the passive transformations
discussed in the next section are reducible and each row of (109) transforms independently.
A symmetry of a BW-spinor determines (and is determined by) the corresponding symmetry of ψ±(p)......Ak...A′l....
C. On-shell amplitudes
The on-shell amplitudes are obtained from the off-shell ones by putting p ·p = m2 and p = pm in the above formulas
so do not require a separate treatment. The normalization condition for ΩA±(t, p)α used in the definition of amplitudes
does not involve any integration and therefore is identical to the one for ΩA±(t, pm)α.
D. Positive-definite scalar products in momentum space in terms of BW-spinors
Let f and g denote amplitudes corresponding to the rank-n bispinors ψ and φ. The products (66) and (67) have a
simple BW-spinor representation.
1. Off-shell products
〈ψ, φ〉 = 1
(2pi)4
∫
d4p ςA1B1 . . . ςAnBn
(
f¯+(t, p)
+
A1...Ang+(t, p)
+
B1...Bn + f¯+(t, p)
−
A1...Ang+(t, p)
−
B1...Bn
+ f¯−(t, p)+A1...Ang+(t, p)
+
B1...Bn + f¯−(t, p)
−
A1...Ang+(t, p)
−
B1...Bn
)
. (111)
2. On-shell products
〈ψ, φ〉m2 =
1
(2pi)3
∫
d3p
2|p0m|
ςA1B1 . . . ςAnBn
(
f¯+(t, pm)
+
A1...Ang+(t, pm)
+
B1...Bn + f¯+(t, pm)
−
A1...Ang+(t, pm)
−
B1...Bn
+ f¯−(t, pm)+A1...Ang+(t, pm)
+
B1...Bn + f¯−(t, pm)
−
A1...Ang+(t, pm)
−
B1...Bn
)
. (112)
VII. PASSIVE TRANSFORMATIONS OF ω-SPINORS
In this section we formulate the main result of this work: The manifestly covariant version of unitary representations
in terms of the passive transformations of ω-spinors. The general t-spinor form can be obtained by the unitary
similarity transformation (99) and will not be explicitly discussed. Alternatively, it could be directly obtained with
the help of (49) and (50). The complicated formulas (49) and (50) show the scale of simplification obtained by the
choice of t = ω.
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A. Rank-1 ω-spinors
Consider the active Poincare´ transformations (86)–(89) of eigenvectors of S
(
ω(p), p
)
:
ΩA±
(
ω(p), p
)
α
f±
(
ω(p), p
)+
A → e∓ip·xSαβΩA±
(
ω(S−1p), S−1p
)
β
f±
(
ω(S−1p), S−1p
)+
A
= e∓ip·xΩA±
(
Sω(p), p
)
α
f±
(
ω(S−1p), S−1p
)+
A (113)
=: ΩA±
(
ω(p), p
)
α
U(x, S)f±
(
ω(p), p
)+
A, (114)
ΩA±
(
ω(p), p
)
α
f±
(
ω(p), p
)−
A → e±ip·xSαβΩA±
(
ω(S−1p), S−1p
)
β
f±
(
ω(S−1p), S−1p
)−
A
= e±ip·xΩA±
(
Sω(p), p
)
α
f±
(
ω(S−1p), S−1p
)−
A (115)
=: ΩA±
(
ω(p), p
)
α
U(x, S)f±
(
ω(p), p
)−
A. (116)
We have used here the definitions (39)–(41), (146), (147) and transformation properties (53), (54). The active
Poincare´ transformations of the bispinors generate the corresponding passive transformations of the ω-spinors. To
simplify notation we shall concentrate on the nontrivial, SL(2, C) part of the Poincare´ transformations (with x = 0).
From now on we shall write all ω-spinors f(ω(p), p) simply as f(p). This will not lead to ambiguities since no other
t-spinors will be considered. The bispinor formulas can be written in terms of 2-spinors (cf. (91)) as(
±
√
p·p
2 ωA(p)
−p¯iA′(p)
)
U(0, S)f±(p)...1 +
( −piA(p)
∓
√
p·p
2 ω¯A′(p)
)
U(0, S)f±(p)...0
=
(
±
√
p·p
2 SωA(p)
−SpiA′(p)
)
f±(S−1p)...1 +
( −SpiA(p)
∓
√
p·p
2 SωA′(p)
)
f±(S−1p)...0 (117)
and the explicit matrix form of the passive transformation is
( U(0, S)f±(p)...0
U(0, S)f±(p)...1
)
=

 ωA(p)SpiA(p) ∓
√
p·p
2 ωA(p)Sω
A(p)
±
√
p·p
2 ω¯A′(p)Sω
A′(p) ω¯A′(p)Spi
A′(p)

( f±(S−1p)...0
f±(S−1p)...1
)
. (118)
An arbitrary passive Poincare´ transformation of the ω-spinors can be written as
U(x, S)f±(p)+A = e∓ip·xU±(S, p)ABf±(S−1p)+B , (119)
U(x, S)f±(p)−A = e±ip·xU±(S, p)ABf±(S−1p)−B . (120)
To see that U±(S, p) ∈ SU(2) it is sufficient to denote oA = SωA, ιA = SpiA and, using (144), (145) and oAιB−ιAoB =
εA
B, show that detU±(S, p) = ωApiA = 1. Eqs. (119), (120) show that there are, in general, four classes of unitary
representations corresponding to the four combinations of signs of “energy” and “mass”. The signs typically associated
with the signs of energy (e.g. in the on-shell version of the Dirac equation) are those occuring in the off-diagonal
elements of the transformation matrix U±(S, p). The two matrices U±(S, p) reduce to a single, diagonal SU(2) matrix
for p · p = 0 and the four representations reduce to two. The fact that for p · p = 0 the transformation becomes
reducible and is a direct sum of one dimensional representations is well known in representation theory [52–54].
Massless irreducible unitary representations are typically obtained via induction from unitary representations of
SE(2) which are either one-dimensional or infinite-dimensional. Our approach shows that even the massless (discrete
spin) representations can be regarded as induced from SU(2) but for the price of reducibility which is not regarded
as fundamentally important in this work. The fact that the massless limit eliminates one of the signs and allows for
superpositions of states which are forbidden for m 6= 0 resembles an analogous phenomenon of vanishing of charge for
particles of mass zero.
B. Complex conjugated ω-spinors
The unitarity conditions (105), (106), and the transformation rules (119), (120) imply that, in addition to (94) and
(95),
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f±(p)+0 = f¯∓(p)
−
1
(121)
f±(p)+1 = f¯∓(p)
−
0
(122)
f±(p)−0 = f¯∓(p)
+
1
(123)
f±(p)−1 = f¯∓(p)
+
0
. (124)
C. Higher-rank ω-spinors
Higher-rank ω-spinors are obtained by taking tensor products of rank-1 representations. This requires no further
comments since one can apply the standard SU(2)-spinor methods.
D. Proof of U(0, S1)U(0, S2) = U(0, S1S2)
The passive transformations are unitary. The fact that they form a representation follows directly from the way we
obtained them: We have started from active spinor transformations that have the representation property. Therefore
one way of proving that U(x, S) is a representation is to switch from the BW-spinor level to bispinors, apply the
standard 2-spinor formalism, and then return again to BW-spinors. It is interesting and instructive, however, to
see how the manifestly covariant spinor techniques allow to prove this directly at the BW-spinor level without any
reference to bispinors and active spinor transformations.
We shall concentrate on the SL(2, C) part of the proof. If φA(p) and ψA(p) are arbitrary spinor fields then
φA(S
−1
1 p)S2ψ
A(S−11 p) = S1φA(p)S1S2ψ
A(p). (125)
Applying this identity to the spin frames we obtain(
U(0, S1)
[U(0, S2)f]±(p)...0
U(0, S1)
[U(0, S2)f]±(p)...1
)
=

 ωA(p)S1piA(p) ∓
√
p·p
2 ωA(p)S1ω
A(p)
±
√
p·p
2 ω¯A′(p)S1ω
A′(p) ω¯A′(p)S1pi
A′(p)


×

 S1ωB(p)S1S2piB(p) ∓
√
p·p
2 S1ωB(p)S1S2ω
B(p)
±
√
p·p
2 S1ωB′(p)S1S2ω
B′(p) S1ωB′(p)S1S2pi
B′(p)

( f±((S1S2)−1p)...0
f±((S1S2)−1p)...1
)
(126)
To complete the proof one uses the following two sequences of identities following from (144), (145):
ωAS1pi
A S1ωBS1S2pi
B − p · p
2
ωAS1ω
A S1ωB′S1S2ω
B′
= ωA
(
S1pi
AS1ωB − S1ωAS1piB
)
S1S2pi
B = ωAS1S2pi
A (127)
ωAS1pi
A S1ωBS1S2ω
B + ωAS1ω
A S1S2ωBS1pi
B = ωA
(
S1pi
AS1ωB − S1ωAS1piB
)
S1S2ω
B = ωAS1S2ω
A. (128)
Some care is needed on the massless boundary p · p = 0 where we can take advantage of proportionality of piA and
SpiA implied by (144).
E. Generators
Let Jab = Sab + Lab and P a denote generators of a spinor representation of the Poincare´ group. Here Sab are the
generators of (1/2, 0) or (0, 1/2) spinor representations of SL(2, C), Lab is the orbital part which occurs independently
of spin, and P a generate space-time translations. The corresponding generators of the unitary representation will be
denoted by calligraphic letters:
Pa = ±pa for (119), (129)
Pa = ∓pa for (120), (130)
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and
J abAB =

 ωX(p)JabXY piY (p) ∓
√
p·p
2 ωX(p)J
abXY ωY (p)
±
√
p·p
2 ω¯X′(p)J
abX′Y ′ω¯Y ′(p) ω¯X′(p)J
abX′Y ′ p¯iY ′(p)

+ LabεAB (131)
for both (119) and (120). The off- and on-shell representations differ in the forms of Lab. In the unitary represenation
case this concerns also the BW-spinor part which contains matrix elements of Jab taken between the spin-frame
spinors. The on-shell version of Lab depends on the choice of the reference frame which defines p. The off-shell
generators are fully manifestly covariant. Using the explicit forms of the spinor off-shell generators
JabX
Y = i
(
pa∂b − pb∂a)εXY + i
2
εA
′B′
(
εAXε
BY + εBXε
AY
)
, (132)
JabX′
Y ′ = i
(
pa∂b − pb∂a)εX′Y ′ + i
2
εAB
(
εA
′
X′ε
B′Y ′ + εB
′
X′ε
A′Y ′
)
, (133)
and the identity (150), we obtain
ωXJ
abXY piY =
i
2
(
εA
′B′ω(ApiB) − εABω¯(A′ p¯iB′)
)
+
i
2
ωX
(
pa∂b − pb∂a)piX − i
2
ω¯X′
(
pa∂b − pb∂a)p¯iX′ (134)
which explicitly shows that the matrix in (131) is Hermitian. The same argument can be used to show Hermiticity
in the on-shell version. The form (131) seems to be the first manifestly covariant version of generators of the unitary
representations which can be found in literature. A review of other explicit forms of the generators is given in [20].
Let me also remark here that one of the advantages of the ω-spinor approach lies in obtaining directly and explicitly
an “integrated” form of the representation. It is easy to find generators once we have the integrated representation.
The opposite direction is usually much more complicated. The typical forms of integrated representations are given
in terms of exponents [21,22]. The ω-spinor approach results in a form in which the (implicit) exponents are already
evaluated.
VIII. OFF-SHELL FIELDS ON THE POINCARE´ GROUP
We have briefly used the Minkowski 4-position representation to relate the spin-energy projectors to Bargmann-
Wigner wave equations and to motivate the 4-momentum form of active Poincare´ transformations. The 4-position
representation played a role of a formal tool essentially void of any special physical importance. From a group
representation point of view the x-dependent factors e±ip·x are representations of translations by x and there is
basically no reason to use only the four out of the ten parameters of the Poincare´ group in transition to a “position”
representation. This observation is a departure point of the formalisms developed by Lurc¸at [55] and Toller [56,57].
The version given below is naturally implied by the BW-spinor formalism. Let g = (x, S) be an element of the
Poincare´ group, S = S(y) = e−
i
2
yabJab , and
U(x, S(y)) =: U(x, y) =: U(g) = e−ixaPa− i2yabJab . (135)
We define the right off-shell generalized position representation as
fR...(x, y)
...
A = f
R
...(g)
...
A =
1
(2pi)4
∫
d4pU(x, y)f...(p)...A . (136)
The definition implies
fR...(g1g2)
...
A = U(g2)fR...(g1)...A (137)
and the Poincare´ group acts in this position space in terms of a right regular representation. Analogously we define
the left off-shell generalized position representation as
fL...(x, y)
...
A = f
L
...(g)
...
A =
1
(2pi)4
∫
d4pU−1(x, y)f...(p)...A . (138)
which implies
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fL...(g
−1
1 g2)
...
A = U(g1)fL...(g2)...A (139)
and the group acts in terms of its left regular representation.
The off-shell scalar products have the following position representation∫
d4x ςA1B1 . . . ςAnBn
(
f¯+(x, y)
+
A1...Ang+(x, y)
+
B1...Bn + f¯+(x, y)
−
A1...Ang+(x, y)
−
B1...Bn
+ f¯−(x, y)+A1...Ang+(x, y)
+
B1...Bn + f¯−(x, y)
−
A1...Ang+(x, y)
−
B1...Bn
)
=
1
(2pi)4
∫
d4p ςA1B1 . . . ςAnBn
(
f¯+(p)
+
A1...Ang+(p)
+
B1...Bn + f¯+(p)
−
A1...Ang+(p)
−
B1...Bn (140)
+ f¯−(p)+A1...Ang+(p)
+
B1...Bn + f¯−(p)
−
A1...Ang+(p)
−
B1...Bn
)
(141)
and we automatically avoid the well known problems with the position representation of the ordinary on-shell fields.
Notice that we do not integrate over y as the 4-position probability density is y-independent so that the y’s play
a role of internal degrees of freedom. The pair (x, y) plays a role of an extended configuration space consisting of
time, position, velocity and angles. This should not be confused with various phase-spaces associated with frames
and wavelets [40–42,38,39,43]. Scalar product (140) is positive-definite and is a natural alternative to the indefinite
metric used in the off-shell approaches to the Dirac equation [15–18]. This kind of product was proposed by Horwitz
and Piron in [9] but their wave functions were zero-spin and y-independent. Local expressions can be obtained also
in the on-shell theory but one has to consider analytically continued fields and wavelets [38,39].
IX. SUMMARY AND COMMENTS
We have started with the field of spin-frames (ωA(p), piA(p)) associated with p, and used them to simplify the
eigenvalue problem for the P-L vector projection in a direction given by a world-vector t. As opposed to the standard
treatments where t is a time direction (the same for all p’s) our t is, in general, p-dependent and timelike, spacelike
or null. The corresponding eigenstates play a role of a basis used to define the (Bargmann-Wigner) amplitudes. The
BW-amplitudes are what one usually calls the noncovariant Wigner states obtained via induction from little groups
of fixed 4-momenta. Our construction does not use the induction procedure, is manifestly covariant and in addition
works simultaneously for both massive and massless cases. The case of imaginary mass can be formulated in an
analogous way but for technical reasons it has to be treated separately so we do not do it here. The amplitudes
transform as scalars under active SL(2, C) transformations. From the viewpoint of passive transformations the
amplitudes are local SU(2) spinors and for this reason we term them the BW-spinors. Of particular interest are
special BW-spinors (ω-spinors) which are associated with the flagpole directions of the spin-frame field ωA(p). We
show by an explicit spinor calculation that the unitary passive transformations form a represenation. We explicitly
find its generators and discuss a generalized off-shell position representation in terms of fields on the Poincare´ group.
Although we occasionally use the numerical BW-indices to make objects such as ς explicit, the whole construction
can be understood also as an abstract index one. To be able to do this we first had to introduce a bispinor index
notation which is somehow in-between the familiar 2-spinor and twistor conventions.
The fact that our ω-spinors resemble in many respects the spin-weighted spherical harmonics of Newman and
Penrose [32] can be used to find the ω-spinor version of harmonics but this will not be discussed in this paper. The
problem of surface harmonics formulation of the unitary representations is described in the works of Moses [49] but
his version does not satisfy our standards of manifest covariance.
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XI. APPENDICES
A. Bispinor abstract index convention
The convention I use is the following. To any Greek abstract index there corresponds a pair of Latin ones written
down in a lexicographic order. For example
Fα
β′
γ =


FA
B′
C
FA
B′
C′
FA
B
C
FA
B
C′
FA′
B′
C
...


; εα
β′ =


εA
B′
εA
B
εA′
B′
εA′
B

 =


0
εA
B
εA′
B′
0

 .
Bispinors of any rank are written as columns. This concerns also Dirac gamma matrices and spin and energy
projectors which normally would be written in a matrix form. Any permutation preserving the lexicographic rule
induces a natural isomorphism, say, Fα
β′
γ → Fα′β′γ where the latter bispinor would begin with FA′B′C . In particular
ψα =
(
ψA
ψA′
)
, ψ¯α′ =
(
ψ¯A′
ψ¯A
)
, ψ¯α =
(
ψ¯A
ψ¯A′
)
. (142)
The bispinor summation convention is illustrated by GαHα = G
AHA +G
A′HA′ = G
α′Hα′ .
B. General properties of spin-frames associated with 4-momenta
Consider two spin-frame fields
(
ωA(p), piA(p)
)
and
(
oA(p), ιA(p)
)
satisfying (30)
pa = piA(p)p¯iA
′
(p) +
p · p
2
ωA(p)ω¯A
′
(p) = ιA(p)ι¯A
′
(p) +
p · p
2
oA(p)o¯A
′
(p). (143)
Transvecting (143) with piA(p)o¯A′(p) or ωA(p)o¯A′(p) we obtain
piA(p)ι
A(p) =
p · p
2
ω¯A′(p)o¯
A′ (p), (144)
ωA(p)ι
A(p) = o¯A′(p)p¯i
A′(p). (145)
Eq. (143) implies that the field of spin-frames is a spinor field, i.e. the pair
(
SωA(p), SpiA(p)
)
where
SωA(p) = SA
BωB(S
−1p) (146)
SpiA(p) = SA
BpiB(S
−1p) (147)
is a spin-frame satisfying (143).
Transvecting (143) with piA(p) or ωA(p) we find that
piA(p)p
AA′ = −p · p
2
ω¯A
′
(p), (148)
ωA(p)p
AA′ = p¯iA
′
(p), (149)
which imply (∂b = ∂/∂pb)
ωA(p)∂
bpiA(p) + ω¯A′(p)∂
bp¯iA
′
(p) = ωB(p)ω¯B
′
(p). (150)
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C. Explicit example of decomposition of p in terms of spin-frames
Consider an arbitrary p-independent spinor νA 6= 0. Let ωa = ωAω¯A′ , pia = piAp¯iA′ , where
ωA =
νA√
pBB′νB ν¯B′
= ωA(ν, p) (151)
piA =
pAA
′
ν¯A′√
pBB′νB ν¯B′
= piA(ν, p). (152)
These spin frames are defened globally for timelike p since p · ν never vanishes. For null p we can use
piA(ν, p) =
pAA
′
ν¯A′√
pBB′νB ν¯B′
, (153)
ωA(ν, n, p) = −n
AA′ p¯iA′(ν, p)
na pa
, (154)
where n is timelike. The spin-frames satisfy (30).
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