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We investigate the free energy barrier of vapor tube formation in a metastable liquid confined between hydrophobic walls. The model we use is a lattice gas model with nearest neighbor interactions whose evaporation dynamics has been reported in the preceding paper (Paper I). We apply transition state theory and a constrained umbrella sampling technique, taking as our transition state a vapor pocket in the middle of the liquid layer. The calculated transmission coefficients show that the size of a vapor pocket is indeed a reasonable order parameter to describe the drying transition. The umbrella sampling method gives estimates of free energy barrier for vapor tube formation that are within an order of magnitude agreement with direct .Monte Carlo simulation runs. In all the cases studied, the estimated free energy barriers are much smaller than those predicted by a previous mean-field approach.
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I. INTRODUCTION , e ., . . In the preceding paperl (henceforth referred to as I), we have studied the kinetics of evaporation of a metastable liquid confined between partially drying plates using a lattice gas model with parameters fitted to thermodynamic properties of water. Monte Carlo simulations with both Glauber2 (non-mass conserving) and Kawasaki3 (mass conserving) reveall reveal that the pathway of capillary evaporation (drying transition) occurs through the excitation of short wavelength fluctuations, corresponding to the creation of vapor tubes connecting the two narrow vapor fi~ms. These vapor tubes are hour-glass like objects, narrow at the waist and widen into cones that merge with the vapor films adjacent to the walls.1'4 Once formed, a tube can spontaneously close or it may grow in radius. Eventually a tube of a critical radius (the latter being a function of the distance between the walls, D) forms. The formation of this critical tube constitutes the rate-limiting step for sufficiently large D. The evaporation then proceeds by the growth of the quasi-two dimensional nucleus. The thickness of the vapor film between the wall and the liquid layer is strongly and positively correlated with the mean time needed to first form a vapor tube.
The vapor tube formation time observed via Glauber or Kawasaki dynamics is expected to become exponentially slow for large D or surface coverage of hydrophilic patches @. This makes direct simulation of tube formation rates impractical.
Therefore we seek to estimate the free energy barrier A(Y of tube formation and use transition state theory18 to estimate vapor tube formation rates. This barrier can be more directly related to the represent at ive free energies in real liquids, and perhaps more significantly, the trends in AG* as the parameters vary can provide valuable insights. Using geometric arguments, the free energy barrier at the transition state, AG*, and the critical tube radius, rC, has been estimated to be5@
-; is the liquid-vapor stirface tension, and~is the mean vapor film thickness. For large lateral dimension of the plates, the probability of reaching the transition state, P, at any of available L2 locations between the plates of size L is then approximated by p~L2e-AG"fRT (3) Another closely related theory for the topologically equivalent drying transition (capillary condensation) has recently been derived.7~8
While these continuum estimates appear reasonable, there are strong motivations for computing these free energies in simulations.
Equations 1-3 and similar expressions in Refs. 5,7, and 8, being continuum estimates, rely on the critical vapor tube diameter, TC, to be much larger than the lattice spacing. In systems that we examine (paper I), these formulas yield rC which is of order 1-3 lattice spacings. These systems correspond to physical tube formation times of 0 (O.1) -0 (l O)ns. 1 Since the tube formation time grows exponentially with AG*, which itself increases at least quadratically with D (see below), even tube formation times of order 1 second would be associated with microscopic r.. To make contact with real systems, a more accurate approach that is accurate at small length scales is needed. The effect of thermal fluctuations are also neglected in' the continuum theories. Furthermore, in the opposite limit where D and rC are large, the existing theories are actually in disagreement.
References 5 and 6 predict that AG* grows with D2 while Refs. 7 and 8 derived for capillary condensation, predict a divergence of MY at the liquid vapor phase transition point. Clearly, devising a method that would allow direct simulation of AG* would provide a potentially valuable tool for verifying scaling behavior. Finally, having a method to simulate non-trivial objects such as vapor tubes will allow the computation of free energy barriers for other important cases not examined in this work. For example, in many experimental situations gas is dissolved in the liquid.g The presence of the dissolved gas should influence the metastability of the liquid between hydrophobic surfaces, as it can be expected to accumulate in excess in the aqueous region adjacent to a hydrophobic surface 9'10The dissolved N"zand 02 molecules can initiate cavitation in a similar way as do hydrophobic areas (voids) on the surfaces which we show to nucleate a vapor bubble.1 Indeed, a decrease in the attraction between hydrophobic surfaces in water upon removal of dissolved gas has been observed. 10 Previously investigations of such phenomena are mostly done with continuum theories.11
To estimate AG*, one can in principle use dynamical path-sampling methods developed recently,12'13 which do not rely on assumptions about the reaction coordinate. However, due to the size of lattice gas system being studied herein, these techniques may be too costly to give an estimate of the transition barrier. Instead, we use the umbrella sampling technique to estimate the approximate free energy barrier for tube formation. For this purpose, we have chosen the size of the vapor pocket as the reaction coordinate, and have imposed various constraints to facilitate the sampling of our metastable system. A vapor tube, both by definition and in all continuum estimates, imposes the geometric constraint that a continuous path of vapor must exist to ccmnect the two vapor films adjacent to the two walls. AG for a vapor tube of a certain size (the omission of the asterisk means the tube is not necessarily at the transition state) is referenced to the metastable confined liquid layer without tubes penetrating it. The topologies of the reference and final states are therefore different. In order to apply umbrella sampling, we use a forward-backward sampling scheme to interpolate between the two states. In the process, we find that the thermal fluctuations are important, and that not imposing the geometric constraint associated with a vapor tube actually decreases AG* due to "tunneling."
Despite the approximations and assumptions made, our results are in order-of-magnitude agreement with the rates observed in direct simulations. In addition, the calculated transmission coefficients (defined following Ref. 15) for both Glauber and Kawasaki dynamics give us confidence that we have used a reasonable reaction coordinate to study the dynamics of the system. Surface inhomogeneity due to the presence of hydrophilic patches has a strong effect on AG*. This leads to inhomogeneities in tube formation rates and is difficult to treat, especially for continuum theories, although Refs. 7 and 8 address this issue to some extent. .% in Paper I, the effect of hydrophilic patches (and not the asymptotic scaling with D) is the main focus of this study. We systematically investigate the case of regularly spaced patches. We also explicitly demonstrate that randomly placed patches lead to a distribution of AG*.
The paper is organized as follows. Section II summarizes the model that is fully presented in the preceding paper (paper 1). Section III describes the constraints and umbrella sampling technique used to calculate free energy barriers of vapor tube formation in different environments arid the~esults. In the last Section we make contact with experiments and discuss implications of our results for future work.
II. MODEL
The confined liquid is modeled by a three-dimensional lattice-gas on a cubic lattice of size L x L x D. The nearest neighbor lattice-gas Hamiltonian is given by where ni = 0,1 represents vapor/liquid like sites. For the choice and evaluation of the lattice gas parameters, and the boundary conditions used, the reader is referred to the preceding paper (paper 1). Since the lattice gas model of a surface confined fluid is isomorphic to the Ising model of a magnet, we will occasionally refer to "spins," instead of "lattice sites." To undertake a systematic study of the effect of hydrophobic area on activation free energy of tube formation at constant separation between the surfaces, we perform calculations with different sizes of weakly attractive walls, L = 32, 64, 128,512, in units of lattice spacing. The smaller plates mimic the largest hydrophobic patch on individual proteins,lG while the bigger plates approximate conditions characterized by the inequality L >>D typical for the surface force apparatus environment. 17To estimate the effect of changing the separation between the surfaces, we perform calculations with D = 6 -10,14 and 16 at constant L = 32 or 64.
III. FREE ENERGY BARRIER OF VAPOR TUBE FORMATION
A.
Constraints and Glossary of Terms
Unlike in simple cases where the reaction paths involve a few atoms, our reaction coordinate is a collective degree of freedom that maps on to the formation of the vapor tube, which is the rate-limiting step in the dynamical event of evaporation. .4s such, a number of approximations and constraints have to be invoked. These are made with the "hour-glass" geometry in mind (see paper I, Fig (A) The reaction coordinate is taken to be the number of empty sites in the vapor pocket, NC. Umbrella sampling is performed by constraining this number.
(B) The vapor pocket is defined as the ensemble of connected, empty sites that are in the y central slabs in the system. (See fig. 1 for a two-dimensional rendition.)
It is entirely defined on slabs located at (D -y)/2 + 1 s .z~(D+ g)/2 ( Fig.1 ). y = 2 will be our focus, but it will be shown that the results are similar for y = 4 and 6. y < D/2 -1; otherwise, if its definition allows the vapor pocket definition to extend into the vapor films adjacent to the walls, NC runs to millions of sites and umbrella sampling will be impossible. The center site at (Z = L/2, y = L/2, z = D/2) must be unoccupied and be part of the vapor pocket. In other words, the pocket is pinned at the center site. This is done because a tube of more than a few spins will diffuse extremely slowly, and sampling the~pace of tube center will be extremely inefficient. Another reason is uniqueness. If the vapor pocket were allowed to diffuse at random, one might compute N. for any spontaneously formed vapor pocket in the system. Pinning the desired pocket at the center site avoids this problem.
(C) J/a tube constraint is enforced, the empty sites of the vapor pocket must be connected to at least one empty site next to each wall.
(D) Connectivity is defined and enforced in the usual sense in percolation theory,lg via cluster-identification algorithms such as those implemented in cluster moves. 20 .An empty site is connected to another if there exists an intervening continuous path of empty sites traced through nearest neighbors on the cubic lattice. For the purpose of belonging to a "vapor pocket," however, an empty site must be connected to the (always empty) site at the center of the simulation box, (x = L/2, y = L/2, z = D/2), by a path that only passes through the central slabs. This constraint can lead to situations like the upper panel of Fig. 1 , where certain sites are in the central slabs and are physically connected to the center site via a tortuous path but are not counted as part of the vapor pocket. In Fig. 1 , such sites constitute a second vapor tube.
(E) The "single vapor tube" constraint: A vertical b-each (a column entirely devoid of lattice gas particles) is not allowed unless it passes through one of the sites within the vapor pocket (see Fig. 3b in the preceding paper). (D) together with (E) severely penalizes (although they do not prevent) the formation of a second hour-glass like tube away from the vapor pocket pinned at the central site: with no breaches allowed, 'any second vapor tube must take a tortuous path which will be costly. This appears a good approximation because the Glauber dynamics simulations seldom exhibit more than one tube in the same vicinity. (E) is a non-local constraint.
Since the vapor pocket is defined via connectivity, one can change the occupancy of one site in the central slabs and accidentally break up the vapor pocket into disjoint parts, each of which contains a breach. In the simulation, this occurrence is disallowed. The system starts out as a metast able liquid, and total evaporation is prevented by constraining the size of the vapor pocket. For a long enough run, however, another vapor tube can eventually form, leading to evaporation.
This limits the length of simulations that can be run to collect statistics. Constraints (D) and (E) effectively prevent this from happening.
B. Forward-Backward Umbrella Sampling
The free energy of the transition state is referenced to the metastable, quasi-equilibrated configuration with two vapor films adjacent to the walls and no vapor tubes penetrating the fluid. We need to compute the free energy barrier AG* of a vapor tube (i.e., with constraint (C)) to compare with Eq. 1. In principle, one calmcompute AG* as a "chemical potential," via an insertion method21 -inserting a variable, possible large number of empty sites in the liquid film, using configuration-bias sampling method22 often applied for polymers. Since the vapor tube is usually accompanied by capillary wave-like interface fluctuations, the insertion method will have to account for the inherently long wavelength nature of such fluctuations.
Here, instead, we apply a simple '(forward-backward" umbrella sampling method. Our strategy is to devise a way to interpolate between the reference and final states, which otherwise have zero and one tube respectively and are not obviously continuously cormected by '5 tuning any parameter. We start with a cluster consisting of only the center site unoccupied. The free energy cost of having a void of exactly one site can be determined by Monte Carlo sampling, or estimated by mean field theory. An umbrella sampling calculation14 that slowly increases the number of sites in the cluster is performed, enforcing constraints (A), (B), (D), and (E) but not (C). The cluster may exist as (1) a pocket of vapor inside the liquid film, or (2) a protrusion of a large amplitude fluctuation into the central slab, connecting it to the vapor film neighboring one wall only; or (3) an actual vapor tube. (See Fig. 2d .) The probability that it exists as a vapor tube (i.e., (C) is satisfied) is monitored. As the number of sites in the cluster grows, eventually it will burst through both liquid-vapor interfaces with unit probability.
At that point, we have obtained a tube-embedded reference state, whose free energy is unambiguously referenced to the metast able liquid film state. However, we have likely overshot the top of the barrier. So we next reduce NC via umbrella sampling, but with (C) enforced the whole time. In this way, one can map out a free energy profile as a function of the cluster size (i.e., reaction coordinate) using a straight-forward, Metropolis sampling scheme.
I
C. Details of Implementation
Typically 10,000-20,000 passes are used for each window in the umbrella sampling after equilibration.
The most expensive part of the constrained simulation is the clusteridentification process, which in principle must be performed twice per spin update: one to ascertain the size of the vapor pocket NC and the other to check whether it penetrates the liquid film and reaches both walls. However, due to the constraint on NC, only a very small region around the center site will ever see the vapor pocket. Therefore we only check connectivity for spin flips within a small bounding box around the central site.
I "
D. Results Figure 2 depicts the results of the forward-backward umbrella sampling. AG = O at .VC= O -the metastable vapor films sandwiching a liquid slab uninhabited by vapor tubes. .As N. increases along the forward path constraint ((C) lifted), AG rises to a maximum AG* at N;, the number of empty sites in the vapor pocket at a saddle point. The probability of constraint (C) satisfied, P(C), is unity for NC > N:. .4t very large NC (not shown), AG <0 and the system evaporates into the stable vapor phase. When P(C) is unity, we can impose (C) and decrease NC continuously, and a second AG* obtains. AGb~CkW~rd (NC) > AGfowa,d(Nc) because the latter contains an additional constraint and hence a lower entropy. The vapor pocket configurations along the paths depicted in the insets of Fig. 2d bear out the description of Sec. III B.
Quality of Transition State
Given the lack of an unambiguous candidate for reaction coordinate, we examine the AG profiles along the two paths as well as different values of y (the number of central slabs) in Fig. 2a-c . To within a small fraction of k~T, the choice of y does not affect AG* along the forward path. Furthermore, the changes in AG*, e.g., between @ = O and @ = 0.015 (2 x 2 patches) are 2.3 and 2 kBT respectively for y = 2 and y = 4; they are within numerical ', noise. Along the forward path, AG* occurs at Nc = N; such that a critical vapor tube ' breaks through the liquid layer. The probability of forming an actual vapor tube (i.e., -satisfying constraint (C) ) generally exceeds 50% in the sampling window that contain N:. For N. < N;, this probability is low (< 10%). Since AG* coincides with the onset of high probability of forming a vapor tube, and the tube by definition transverses ally central slabs regardless of the value of g, we expect an apprc)ximate invariance with respect to y. This is indeed observed, and we proceed to use y = 2 for the remainder of this work.
This invariance to y is not observed along the backward path because the tube constraint is always enforced, even for NC < N;. Along this backward path, changing g drastically alters the energetic and entropic constraints at small NC. At large g, and when NC~y, AG develops a large maximum that is entirely absent for g = 1 at D = 10 (not shown). This spurious maximum occurs because the tube is stretched to a column of width one site and is strongly exposed to the unfavorable interaction with liquid-like sites surrounding it. This dependence on y carries over to larger NC, and so AG* itself is somewhat more y-dependent. For similar reasons, AG* is lower along the forward path than the constrained backward path at larger D. This difference in AG* reaches w 2kBT at D = 14 in Fig. 2d , is g-dependent, and will further increase with 19. For NC < N:, it is costly to adopt a tube geometry. We conclude that, when (C) is not enforced, the system can relax into a no-tube configuration along the reaction coordinate and lower AG*.
To further compare the two pathways, we compute an approximate transmission coefficient~. 18 We start the system constrained at the top of the free energy barrier, release the N; constraint, and tabulate the probability that evaporation proceeds. Normally, a well chosen transition state gives K close to unity. 18 Unlike in molecular dynamics simulations, however, there is no obvious "velocity" one can assign to our reaction degree of freedom. So, in the language of chemical dynamics, at perfect transmission, the system is actually equally likely to proceed to the "product" (evaporation) and "reactants" (metastable liquid film) states, and~= 0.5.15 We find that~= 0.4 and 0.45 respectively for the backward and forward path free energy maxima. The difference is within the error bar.
Thus, the transmission coefficient does not distinguish between the forward and backward paths. We choose AG* along the forward path as the more physically intuitive barrier; it gives a lower AG* compared to the (C)-const:rained reaction coordinate.
The continuum theory of Eq. 1, which enforces (C) throughout, therefore always overestimates AG*. A loose analogy can be found in quantum transition state theory,23 where quantum fluctuations (i.e., tunneling) lower the transition state barrier compared to the classical case. In our case, we suggest that fluctuations in the local liquid-vapor interface play the role of "tunneling," allowing constraint (C) to be bypassed along the reaction coordinate and thus lowering AG*. The constrained/unconstrained paths appear to exhibit similar K.
Surface Area Eflect: Comparison with Continuum Theorg
Next, we examine the effect of changing~using different techniques: umbrella sampling, Glauber dynamics (see preceding paper), and continuum estimate (Eq. 1). For @ = O (no patches), AG*~17.5kBT for L = 512 compared to 24.1kBT for L = 32 (Table I ). The change in AG* is due to the differences in vapor film thickness (~) and in the amplitudes of mean square interface~uctuations (J~2), which are !30Y0and 50'%0larger for L = 512 than .
for L = 32 respe~tively (Table H) . Larger [ and 6P lead to a smaller effective distance the vapor tube has to traverse to penetrate the liquid film, and lowers AG*. 1 and (61)2 increase with L because, for homogeneous surfaces, the capillary wave amplitude varies with surface size, L, approximately as in L. 24 For large L, this amplitude should be quenched by the proximity of the wall and eventually beceomes constant.
To examine the effect of interface fluctuations quenching due to the wall,25 we also compute b?, the mean square fluctuations for L x L x 10 systems with perfectly drying (wetting) walls at the upper (lower) ends, and with the system surrounded by vapor (liquid) sites in the upper (lower) half of the box. The walls are extremely far from the interface in this case. We find that 6? = 6~2 to a good approximation.
Therefore the walls do not significantly quench the interface fluctuations, at least for the values of L considered without attractive patches.
When relating AG* to Glauber dynamics sampling of tube formation time, we note that the tube can form on any of the available L2 sites (barring the boundary effects). Therefore
b~w 200 passes for L = 512, (see Fig. 3 , preceding paper) but this time is dominated by vapor film formation; after the films are equilibrated, the pure tube formation time is really w 40 passes.26 For L = 32,~~.b~N 106 passes. From Eq. 5, we extract a AG* difference of 4.6kBT between the two L's. By umbrella sampling, the difference in AG* between L = 512 and L = 32 is 3.8kBT. In general, we find that the two type of estimates agree to within 1 -2kBT.
To compare with the continuum estimate of Eq. 1, we first compute the mean vapor film thickness in a separate simulation where one of the partially drying walls is replaced by a wetting one, tabulated in Table II . This boundary condition ensures that evaporation will not occur. From Table I , Eq. 1 gives AG* that are too large by 4.6 and 7.4kBT for L = 512 and 32, respectively.
Given the small diameter of the critical vapor tube (2-3 sizes wide), the simulation and the continuum theory are actually rather close. Similar agreement exists in the presence of hydrophilic patches at D = 10. However, the continuum estimate for the change in AG* going from L = 512 to 32 is in error by 1.8 kBT. We note that the predictions from Eq. 1 can be sensitive to the definition of the vapor film thickness,27'28 and that we have neglected possible renormalization of -1 due to the finite L. Finally, Eq. 1 strongly overestimates AG* for large D.
E#ect of Hydrophilic Patch Morphology
The effect of pinning the vapor pocket at the center site is examined in a L = 128, D = 10, @ = 0.03 system with ordered array of 2x 2 patches. When two hydrophilic patches overlap laterally with the center site, AG* = 21 .9kBT. When the patches are displaced away even slightly, by one or more sites, AG* has the same value within our statistical uncertainties of~().3kBT (see Table 1 ). Hence small hydrophilic patches introduce only small corrugations to the configurational free energy surface. For 4x 4 patches with the same parameters, however, the difference in AG* between on-center and off-center patches does rise to 5.2 kBT.
The calculations described above examine the effect of spatial inhomogeneity due to hydrophilic patches. In the absence of patches, spatial inhomogeneity also exists because of the boundary conditions: the system is surrounded by liquid-like occupied sites. In the main cases of interest (i.e., when patches are present), the longest length scale interface fluctuations will be quenched, with distances much smaller than the lateral size of the slit. The inhomogeneity due to the finite size of the plates should therefore not contribute unless the tube is very close to the edges of the plates. Figure 3 examines the effect of varying hydrophilic patch coverage in a L = 512, D = 10 s~stem. Here the 2x 2 patches are in a regular array. The ratio of tube formation times we obtain via Glauber dynamics, after subtracting an approximate "vapor film equilibration time" of 160 passes, is 1:12:612 for @ = 0,0.015, and 0.03. From Eq. 5 and using the AG* estimated from umbrella sampling in Table I , we find the tube formation times should be in the ratio 1:60:4400. The two sets of ratios are in order of magnitude agreement (i.e., AG* within 2 kBT, as discussed above). Figure 4 considers a system with randomly placed 2x 2 patches at El = 0.03. Compared with the regularly spaced @ = 0.03 case in Fig. 3 , the randomness in the patch provides an abundance of regions relatively empty of patches where tube formation is favorable. We have examined two such regions with diameter N16 and 25 sites. AG* in these cases are 2.6 kBT to 5.9 kBT lower than that for regularly spaced patches (AG* = 21.3kBZ'). These translate into local evaporation rate speed-ups c~f13 and 365, respectively. In fact, AG* for the 25-site-wide void is only w 2kBT higher than that for @ = O. While it is computationally too costly to average the barriers in each void to give an average~~.b~, it is clear that the overall rate at random patch distribution is much higher than for regularly spaced patches. This should account for the 2 orders of magnitude difference between the evaporation rate for the systems with regularly spaced and randomly placed hydrophilic patches inferred from Fig. 4 in the preceding paper (paper I). Note that Eq. 1 cannot predict the effect of surface inhomogeneity.
The N. at which AG* attains a maximum increases with hydrophilic coverage and with AG*. This is consistent because N. m r: for a compact pocket, and rC in general increases with AG* (see, e.g., Eqs. 1-2) . For D = 10, the tube length, estimated from snapshots of the breaches seen the umbrella sampling simulation simulation, is approximately equal to its diameter, i.e., 2-3 lattice sites. This is in qualitative agreement with Eq. 1 within the parameters chosen.
In summary, the umbrella sampling technique gives ratios of tube formation times that are in reasonable agreement with direct Glauber dynamics sampling. 1 The continuum theory (Eq. 1), however, can give rather large errors and cannot capture the effects of surface inhomogeneity.
Our umbrella sampling method allows us to extrapolate to slow Kawasaki tube formation rates without running extremely long Kawaski simulations.1 We can start with a relatively fast Kawasaki simulation, compute the mean tube formation time -tf and AG~, compute AGj for the slow system, and estimate t, R tj exp[(AG~-AG~)/kBT].
For L = 64 and @ = O, for example, r~for D = 8 and D = 10 are in the ratio 1:56,1 while the free energy barrier estimates give a ratio 1:33. This agreement is satisfactory in view of numerical uncertainties and our approximate criteria of tube formation in the Kawasaki dynamics.
We have shown that, within uncertainties in the simulations, and within the three decade range in the estimated evaporation times where direct Monte Carlo e~aporation runs has been attempted, the size of the vapor pocket is a reasonable reaction coordinate. This is further confirmed by the magnitude of the transmission coefficient. We also find that fluctuations in the shape of the vapor pocket/tube can be important for large interplate 'separations.
In other words, contrary to the assumption in all continuum estimates of the tube formation free energy, it is not necessary to have unity probability of tube formation at all times. The shape fluctuations of a vapor tube that violate the tube constraint help reduce the free energy of tube formation.
We find that the free energy barrier increases rapidly with the interpolate separation D at large D. The dependence is stronger than a linear relation, although we have apparently not reached the scaling regime yet. The scaling behavior will be studied using biased Monte Carlo sampling and will be the focus of future work.29
To estimate how the presence of hydrophilic patches on hydrophobic surfaces affect the activation barrier for vapor tube formation, we scale the lattice gas model dimensions to physical units. In the case of mesoscopic hydrophobic surfaces of N (100nm)2 that are N 10 solvent layers apart, small size hydrophilic patches,~(0.4nm)2, at low coverage of 1.5% increase the transition free "energy barrier by N 2.5kBT. For smaller surfaces,~(6.5nm)2, the increase at the same coverage amounts to w 4kBT. At twice the coverage, i.e., 3%, and for surface areas of w (13nm)2 and for~(100nm)2, however, the barrier is already = 9kBT. These trends are in order-of-magnitude agreement with direct Glauber dynamics sampling of the tube formation time. 1 Our simulation results for the free energy barrier of tube formation point to limitations of the continuum model. Furthermore, because of the" small length scales involved, it is important to account for the effects of fluctuations and the microscopic details of the model. These conclusions are reached using a lattice gas model which is necessarily an abstraction of real water molecules confined between physical surfaces. However, we believe that the methods devised and insights acquired in this work can be applied, with modifications, to simulation of tube formation free energy barriers when actual water molecules are used (e. g., in systems similar to have confirmed that the confinementComputer simulations in different systems ' induced evaporation is a real phenomenon.
Experimentally, however, no evidence in favor of a significantly reduced density in the center of thin water films has been given. To help resolve this issue, we will in future report on estimates of evaporation time in wider slits by combining the free energy barrier estimate with the prefactor estimated using Kawasaki dynamics discussed in the previous paper. Numerical prediction regarding the nucleation times at bigger separations should provide pertinent information for distances that can be considered in surface force apparatus measurements.
Currently, such measurements are not 17 Ongoing experpossible below N 5 nm, because of a sudden jump of surfaces into contact. iments conducted with high speed camera (40 fringes/second) 33 will allow measurements at smaller distances (below 5 nm), where detection of predicted water density reduction and/or bubble formation bejore contact might become possible. In that case~decreases with the size of the patches and increases with center-to-center distance between the patches, lS (i.e., increases with decreasing coverage). d? are mean square fluctuations for free interfaces.
