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This study investigates the mechanisms of North Atlantic-European climate using 
atmosphere general circulation models (AGCMs). Experiments with the AGCM 
ECHAM4, in which the sea surface temperature (SST) forcing is restricted to either the 
Atlantic or the Indo-Pacific oceans, show that both oceanic regions have an influence on 
North Atlantic-European climate in winter. In the experiment with SST forcing restricted 
to the Indo-Pacific oceans the atmospheric response projects on the North Atlantic 
Oscillation (NAO), while in the experiment with SST forcing restricted to the Atlantic 
Ocean the atmospheric response projects on the East-Atlantic Pattern. A multi-model 
intercomparison study shows that the region with the dominant influence on North 
Atlantic-European winter climate varies between different AGCMs. The dominant 
forcing of the atmospheric variability in the North Atlantic-European region in ECHAM4 
is from the tropical eastern Pacific. However, in three other AGCMs the dominant 
forcing of this mode is from the tropical North Atlantic region. The importance of North 
Atlantic SST for North Atlantic-European climate is shown in another multi-model 
intercomparison study. The idealized North Atlantic SST anomaly pattern for this 
experiment has the structure of a tripole, which is believed to have the strongest impact 
on North Atlantic climate. Agreements between the responses in the different AGCMs 
are found concerning the NAO, Eurasian temperatures, rainfall over America and Africa, 
and the Asian monsoon. The results suggest that the extratropical North Atlantic region 
response is associated with remote Caribbean and tropical Atlantic SST anomalies, and 
with local forcing. All of these results support the conclusion that the ocean has a 
significant influence on North Atlantic-European climate.  
 
In addition to the mechanisms, this study investigates the predictability of North Atlantic-
European climate. A control integration and ensemble experiments with the coupled 
atmosphere-ocean general circulation model (AOGCM) ECHAM5/MPI-OM are 
analyzed to investigate the decadal climate predictability. The ensemble experiments are 
realized with slightly perturbed atmospheric but the same oceanic initial conditions. The 
results show that the North Atlantic thermohaline circulation (THC) and SST are 
potentially predictable on multidecadal timescales. Over the ocean the predictability of 
surface air temperature (SAT) is very similar to that of SST, and this signal proceeds into 
the lower troposphere. Over land there is little evidence of decadal predictability of SAT 
with classical predictability methods. However, the estimation of the potential 
predictability over the European continent with probabilistic methods, commonly used in 
seasonal and medium-range forecasting, exhibits some limited success on decadal 
timescales. A multi-model comparison study with five AOGCMs confirms the potential 
predictability of North Atlantic THC and SST, albeit with skill levels dependent on the 






In dieser Studie werden die Mechanismen des nordatlantisch-europäischen Klimas mit 
Hilfe von Zirkulationsmodellen der Atmosphäre (AGCM) untersucht. Experimente mit 
dem AGCM ECHAM4, bei dem die Variabilität des Antriebs mit Meeresoberflächen-
temperaturen (SST) entweder auf den Atlantik oder den Indo-Pazifik begrenzt ist, zeigen, 
dass beide Ozeanregionen einen Einfluss auf das atlantisch-europäische Winterklima 
haben. In dem Experiment, bei dem die SST Variabilität des Antriebs auf den Indo-
Pazifik begrenzt ist, ist der atmosphärische Respons dem Muster der Nordatlantischen 
Oszillation (NAO) ähnlich. Hingegen ist im anderen Experiment,  bei dem die SST 
Variabilität des Antriebs auf den Atlantik begrenzt ist, der Respons dem Ostatlantik-
Muster (EAP) ähnlich. Eine Vergleichsstudie mehrerer Modelle zeigt, dass die Region 
des dominanten Einflusses auf das nordatlantisch-europäische Klima zwischen 
verschiedenen AGCM unterschiedlich ist. Bei Experimenten mit dem AGCM ECHAM4 
dominiert der Einfluss der SST aus der Region des tropischen östlichen Pazifiks. In drei 
anderen AGCM Experimenten dominiert jedoch der Einfluss der SST aus der Region des 
tropischen Nordatlantiks. In einer weiteren Multimodell-Vergleichsstudie wird die 
Bedeutung der SST aus der Region des Nordatlantiks für das nordatlantisch-europäische 
Klima gezeigt. Das in diesem AGCM Experiment verwendete idealisierte SST 
Anomalienmuster hat die Struktur eines Tripols von dem angenommen wird, dass er den 
stärksten Einfluss auf das nordatlantische Klima hat. Die Simulationen mit den 
verschiedenen AGCM zeigen Übereinstimmungen, die die NAO, Temperaturen in 
Eurasien, Regen über Amerika und Afrika und den asiatischen Monsun betreffen. Die 
Ergebnisse lassen vermuten, dass die außertropische nordatlantische Region aus der 
Karibik und dem tropischen Atlantik sowie lokal beeinflusst wird. All diese Ergebnisse 
unterstützen die Schlussfolgerung, dass der Ozean einen signifikanten Einfluss auf das 
nordatlantisch-europäische Klima hat. 
 
In dieser Studie wird darüberhinaus die Vorhersagbarkeit des nordatlantisch-
europäischen Klimas auf dekadischen Zeitskalen untersucht. Ein Kontrollexperiment und 
Ensembleexperimente mit dem gekoppelten Atmosphäre-Ozean Zirkulationsmodell 
(AOGCM) ECHAM5/MPI-OM wurden analysiert, um die dekadische Klima-
vorhersagbarkeit zu untersuchen. Die Ensembleexperimente wurden mit geänderten 
atmosphärischen bei jedoch unveränderten ozeanischen Anfangsbedingungen realisiert. 
Die Ergebnisse zeigen, dass die nordatlantische thermohaline Zirkulation (THC) und SST 
auf multidekadischen Zeitskalen potenziell vorhersagbar sind. Über dem Ozean ist die 
Vorhersagbarkeit von Lufttemperaturen sehr ähnlich zu der von SST und dieses Signal 
setzt sich auch in die untere Troposphäre fort. Über Land besteht nur geringfügige 
dekadische Vorhersagbarkeit mit den klassischen Vorhersagbarkeitsmethoden. Die 
Anwendung von Wahrscheinlichkeitsmethoden für die Bestimmung der potenziellen 
Vorhersagbarkeit, die gewöhnlich in saisonalen und mittelfristigen Klimavorhersagen 
Anwendung finden, zeigt jedoch einen eingeschränkten Erfolg auf dekadischen 
Zeitskalen. Eine Vergleichstudie mit fünf verschiedenen AOGCM bestätigt die 
potenzielle Vorhersagbarkeit der nordatlantischen THC und SST, allerdings mit 
unterschiedlicher Güte. Im allgemeinen haben Modelle mit starker THC-Variabilität eine 









1.1.1 Difference between weather forecasts and climate prediction 
 
In the 1960’s Edward Lorenz tried to model the weather. While carrying out an 
experiment, Lorenz made an accidental discovery. He had completed a run, and wanted 
to recreate the pattern. Using a printout, Lorenz entered some variables into the computer 
and expected the simulation to proceed the same as it had before. To his surprise, the 
pattern began to diverge from the previous run, and after a few weeks of simulated time, 
the pattern was completely different. This discovery provided the basis for chaos theory. 
The concept is now known as the Butterfly Effect: Small deviations in the initial 
conditions (a butterfly flapping its wings) affect the weather prediction for regions 
thousands of miles away some days later. 
 
Edward Lorenz was looking for a way to model the action of the chaotic behaviour of a 
fluid. Hence, he developed a mathematical model for convection. Convection starts in a 
laboratory when a fluid is heated from below or cooled from above. When the 
temperature difference reaches a threshold, a regular circulation starts. With increasing 
temperature difference other forms of regular circulation develop until the system 
becomes chaotic. In this state the system jumps unpredictably between different 
circulation forms. The temporal evolution of the result from the mathematical model, 
projected into phase space, displays the Lorenz attractor. The discovery of Lorenz 
explains the limitations of weather prediction. 
But how could climate predictions be possible when weather forecasts are limited to 10 to 
14 days in advance? The definition of climate can help to overcome this contradiction. 
Climate in a narrow sense is usually defined as the statistical description of weather 




Figure1.1 An example of a Lorenz attractor in the phase space. 
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characteristics like the mean or the variance, not the microscopic single weather 
phenomenon. Climate science is asking for the probability of events in a specified period.  
 
In certain circumstances macroscopic weather characteristics (climate) are predictable 
although the forecast of microscopic characteristics (weather) are not. As with weather 
forecasting, climate prediction depends on initial and boundary conditions. For weather 
forecasting the initial conditions are important and the boundary conditions are treated 
often as constant. The prediction of climate depends additionally on boundary conditions. 
An example is the realization of climate predictions with atmospheric general circulation 
models (AGCMs) forced by sea surface temperatures (SSTs). The climate prediction is 
almost independent from the initial state of the AGCM due to averaging several ensemble 
simulations. Another example of important boundary conditions is the prediction of 
climate change, which depends mainly on the future evolution of greenhouse gases. But 
the initial conditions are not unimportant for climate predictions. An example is the 
prediction of the El Niño/Southern Ocean (ENSO) phenomenon on seasonal timescales 
with coupled atmosphere-ocean general circulation models (AOGCMs). 
 
1.1.2 Mechanisms of North Atlantic – European climate 
 
The mechanisms of climate variability depend on the different timescales. So, which 
timescales are important for climate predictability? This study aims to estimate the limits 
of climate predictability using coupled AOGCMs with constant boundary forcing. In 
particular, to understand the predictability associated with the pronounced decadal and 
multidecadal internal oceanic variability, described by many modelling studies, climate 
variability on shorter timescales are also important for the generation of long-term 
climate variability: The integration of high-frequency atmospheric climate fluctuations by 
the ocean results in low-frequency climate variability. Climate variability on longer 
timescales associated with external forcing, like the increase of greenhouse gases or 
variability in solar radiation, are of course also important for decadal to multidecadal 
climate variability, but they are not the focus of this study. 
 
For the investigation of the predictability of North Atlantic – European climate an 
understanding of the physical mechanisms is important. The North Atlantic Oscillation 
(NAO) is the most important climate signal in the Atlantic-European sector on 
interannual time-scales. It has undergone major low frequency fluctuations during the last 
century, with high values predominating at the beginning and end of the century and low 
values in the 1950s-1970s. These fluctuations were associated with large anomlies in 
storminess, temperature, and rainfall, with major socio-economic impacts on Europe. 
However, the NAO explains on interannual timescales approximately 40% of the 
variability, so the understanding of other climate modes, like the East-Atlantic Pattern, 
could also be of benefit. The current understanding of the causes of these climate 
fluctuations is limited. Interactions between the oceans and the atmosphere are known to 
be a major cause of climate fluctuations on seasonal timescales (e.g., ENSO) and may 
also be the dominant cause of climate variability on longer timescales.  
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1.2 Scientific objectives 
 
The first part of this thesis explores the role of the oceans for North Atlantic-European 
climate. The influence of SST on the NAO is controversial. A large amount of the 
variance of the NAO is due to the internal, nonlinear variability of the atmosphere. 
Experiments with AGCMs forced by a climatological annual cycle of boundary 
conditions without any interannual variability simulate an NAO with a realistic spatial 
pattern and spectrum. However, ensemble simulations with AGCMs forced by observed 
interannually varying SST and sea ice (SI) conditions are able to reproduce a remarkable 
amount of the observed NAO variability. Here, experiments with AGCMs are performed 
to understand the mechanisms of North Atlantic-European climate. The oceanic influence 
on the atmospheric circulation is important in respect to the predictive capability of 
climate. The following question is guiding the investigation: 
 
I. Has the ocean an influence on North Atlantic-European climate and - if this is the 
case - which part of the world’s ocean is most important? 
 
The oceanic influence on the atmospheric circulation in the North Atlantic-European 
region in ensemble simulations with the AGCM ECHAM4 is presented in Chapter 2. 
Experiments with SST/SI forcing restricted to either the Atlantic or the Indo-Pacific and 
climatological SST/SI forcing elsewhere are performed to separate the role of the Atlantic 
from that of the Indo-Pacific Oceans in Atlantic-European climate. The atmospheric 
response in these experiments is studied with the analysis of variances (ANOVA) and the 
optimal detection analysis (ODA), which are described in the Appendix. 
 
The ODA is also applied to another set of ECHAM4 ensemble integrations with globally 
prescribed SST/SI forcing. Additional to the leading modes of boundary forced 
variability the climatological mean and linear trends are investigated. The results are 
compared with that of three other AGCMs (HadAM3, ARPEGE, and ECHAM5) as part 
of a multi-model intercomparison study, which is presented in Chapter 3. 
 
The influence of the Atlantic Ocean on climate is further investigated in an idealized 
experiment with ECHAM4. A control experiment with climatological SST/SI forcing is 
performed. Two sensitivity experiments are made with SST/SI anomalies added to and 
subtracted from the climatological SST/SI in the North Atlantic. The response of the 
atmospheric circulation and the influence on the climate are investigated. The results of 
the experiments with ECHAM4 are compared with those of four other AGCMs 
(HadAM3, ARPEGE, ECHAM5, and CAM2) as part of another multi-model 
intercomparison study, which is presented in Chapter 4. 
 
Table 1.1 gives an overview of the AGCM experiments, which are presented in the first 
part of this thesis. The ECHAM4 experiments presented in Chapters 2 and 4 are 
performed and all ECHAM4 experiments (Chapters 2, 3 and 4) are analyzed within this 
Ph.D. thesis. In two multi-model intercomparison studies (Chapters 3 and 4) the 
ECHAM4 results are compared with the results of other AGCMs. 
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Chapter Model type Exp. type Model Ens. size Exp. name Integr. period (yrs)











24  (1971-1994) 
24  (1971-1994) 
24  (1971-1994) 








 44  (1951-1994) 
49  (1949-1997) 
50  (1949-1998) 
129 (1871-1999) 





 C, A+, A- 
C, A+, A- 
C, A+, A- 
C, A+, A- 
C, A+, A- 
21, 21, 21 
21, 21, 21 
21, 21, 21 
21, 21, 21 
21, 21, 21 
Table 1.1 A summary of the AGCM experiments used in this study. The experiment type 
AMIP is forced by observed SST/SI of the given period. In the experiments AOGA and 
I+POGA the forcing is restricted to the Atlantic and Indo-Pacific oceans, respectively, 
while a climatological annual cycle is used elsewhere. The idealized experiments are 
forced with a climatological annual cycle of SST/SI (C) and an SST/SI anomaly pattern 
added to (A+) and subtracted from (A-) these values. 
 
 
The second part of this study investigates the predictability of North Atlantic-European 
climate. On seasonal timescales great progress has been attained with the ability to 
predict the ENSO phenomenon. On decadal to multidecadal timescales the large-scale 
oceanic circulation is assumed to provide a potential for climate prediction. Especially, 
variations in the THC may be predictable a few decades ahead, as shown by a number of 
model studies. The predictability attributed to this climate variability is investigated in 
this study using coupled AOGCM experiments. The main question considered here is: 
 
II. To which extent is North Atlantic-European climate predictable? 
 
The coupling of the AGCM ECHAM5 and the ocean general circulation model MPI-OM 
without the use of flux adjustments provides a new tool for the estimation of climate 
predictability. The analyses of the results from the preliminary and final versions of this 
AOGCM, which are performed during this work, are used in the coupled model working 
group at the Max Planck Institute for Meteorology for the investigation and 
improvements of the AOGCM ECHAM5/MPI-OM.  
 
A 500-year long control integration and ensemble predictability experiments with the 
AOGCM ECHAM5/MPI-OM are analyzed to estimate the decadal climate predictability. 
The ensemble predictability experiments are realized with slightly perturbed atmospheric 
but the same oceanic initial conditions. The results of the diagnostic and prognostic 
potential predictability approaches are presented in Chapter 5.  
 
The same experiments with ECHAM5/MPI-OM are used in another study to investigate 
the influence of the North Atlantic meridional overturning circulation on European 
climate in a probabilistic manner. The decadal climate predictability is investigated in 
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this study with a probabilistic technique, which is more commonly used in medium-range 
and seasonal forecasting. The results are presented in Chapter 6. 
 
The results of the predictability analyses with ECHAM5/MPI-OM, which are presented 
in Chapters 5 and 6, are compared to the results of four other AOGCMs (HadCM3, 
ARPEGE/ORCALIM, BCM, and INGV) to investigate the interannual to decadal climate 
predictability and its uncertainties. The results of this multi-model intercomparison are 
presented in Chapter 7. 
 
Table 1.2 gives an overview of the AOGCM experiments, which are presented in the 
second part of this thesis. The experiments with the AOGCM ECHAM5/MPI-OM are 
analyzed in Chapters 5 and 6. These results are compared in Chapter 7 with the results of 





















5 AOGCM ECHAM5/MPI-OM 3 6 20 500 
6 AOGCM ECHAM5/MPI-OM 3 6 20 500 

























Table 1.2 A summary of the coupled AOGCM experiments used in this study. 
 
 
Additional to the conclusions given at the end of each paper the results are summarized in 
Chapter 8 in order to answer the two leading questions, which are presented in this 
Section and guiding this Ph.D. thesis. An outlook concludes this Ph.D. thesis presenting 
the author’s mind on possibilities and limitations for further investigations of 
mechanisms and predictability of North Atlantic-European climate. 
 
1.3 Contents of the Ph.D. thesis 
 
This Ph.D. thesis consists of six papers, which are listed in Table 1.3. All of these papers 
are in the review process or have been reviewed. The publications presented in Chapters 
4 and 5 are already published. In the first part (Chapters 2, 3 and 4) the mechanisms of 
North Atlantic-European climate are investigated with AGCMs, while in the second part 
of this thesis (Chapters 5, 6 and 7) the predictability of North Atlantic-European climate 
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Atlantic versus Indo-Pacific influence on Atlantic-European 
climate 
 





The influence of the Atlantic and Indo-Pacific oceans on Atlantic-European climate is 
investigated by analyzing ensemble integrations with the atmospheric general circulation 
model ECHAM4 forced by anomalous sea surface temperature and sea ice conditions 
restricted to the Atlantic (AOGA) and Indo-Pacific (I+POGA) oceans.  The forcing from 
both the Indo-Pacific and Atlantic oceans are important for the generation of the sea level 
pressure (SLP) variability in the Atlantic region in the boreal winter season. Over the 
North Atlantic the SLP response in the I+POGA experiment projects on the North 
Atlantic Oscillation, while it projects on the East Atlantic Pattern in the AOGA 
experiment. In both experiments (I+POGA and AOGA) a quadrupole-type 500hPa height 
anomaly pattern is simulated which emerges from the tropical Pacific and Atlantic 
oceans, respectively. In boreal summer the influence of the Atlantic ocean dominates the 
SLP response in the Atlantic region. The tropical North Atlantic is a key region in forcing 





The Atlantic-European climate variability is dominated by the North Atlantic Oscillation 
(NAO). The NAO is a sea-saw in sea level pressure (SLP) with centers over the Azores 
and Iceland. The influence of the NAO on the North Atlantic is widely accepted (e.g. 
Visbeck et al. 1998). The projection of the NAO onto North Atlantic sea surface 
temperature (SST) is a tripole pattern on interannual timescales (e.g. Marshall et al. 
2001). The correlation is highest when the tripole SST index lags the NAO by about one 
month indicating an atmospheric influence on the ocean (Deser and Timlin 1997, Czaja 
and Frankignoul 2002). However, the influence of the ocean on the extratropical 
atmospheric circulation is not completely understood. A large amount of the variance of 
the NAO is due to the internal, nonlinear variability of the atmosphere. Experiments with 
atmosphere general circulation models (AGCMs) forced by a climatological annual cycle 
of boundary conditions without any interannual variability simulate an NAO with a 
realistic spatial pattern and spectrum (e.g. Saravanan 1998). However, AGCM ensemble 
simulations forced by observed interannually varying SST and sea ice (SI) conditions are 
able to reproduce a remarkable amount of the observed NAO variability (Rodwell et al. 
1999, Mehta et al. 2000, Latif et al. 2000, Hoerling et al. 2001). These simulations are 
commonly referred to as Global Ocean Global Atmosphere (GOGA), meaning that 
observed SST/SI conditions are prescribed globally. To understand the mechanisms of 
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the NAO and to decide whether the NAO is part of a coupled air-sea phenomenon, it is 
important to know which part of the world’s ocean has an impact on the NAO.  
 
Sutton and Hodson (2003) showed with an optimal detection analysis (Venzke et al. 
1999) applied to GOGA-experiments that the mechanisms of Atlantic-European climate 
could be different on different timescales. On multidecadal timescales they find an 
oceanic influence on the NAO encompassing nearly the whole North Atlantic. This mode 
shows a strong relationship to the North Atlantic thermohaline circulation in coupled 
atmosphere-ocean general circulation models (AOGCMs) (e.g. Latif et al. 2004). 
Hoerling et al. (2001) perform AGCM simulations forced by observed SST/SI conditions 
restricted to the tropical oceans (Tropical Ocean Global Atmosphere – TOGA). They link 
the NAO trend over the second half of the 20th century to a progressive warming of the 
tropics. Specifically, they exclude the tropical Atlantic as the origin of the NAO trend. 
The results of idealized SST response AGCM experiments, however, are contradictory. 
Either, the Indian ocean (Bader and Latif 2003), the eastern tropical Pacific (Schneider et 
al. 2003), or the North Atlantic (Rodwell et al. 2004) are indicated to contribute to the 
NAO trend. On shorter (interannual) timescales Sutton and Hodson (2003) find that the 
climate of the Atlantic-European region is influenced by the Pacific El Niño/Southern 
Oscillation (ENSO) phenomenon and also by the Atlantic, especially the tropical North 
Atlantic. Furthermore, the relative importance of these influences is different during 
different periods, i.e. the oceanic influence on the NAO is non-stationary (Raible et al. 
2001, Sutton and Hodson 2003). An AGCM comparison shows a dominant influence of 
tropical North Atlantic SST on the NAO in three of four models during the period 1951 – 
1994 (Hodson et al. 2004). However, the dominant influence on the NAO shifts to the 
tropical Pacific for two of the models in the extended periods 1947 – 1998 (Terray and 
Cassou 2002) and 1951 – 1999 (Sutton and Hodson 2003), respectively. The strong El 
Niño event in 1997/1998 may cause this alteration. Moreover, Terray and Cassou (2002) 
demonstrate an influence of North Atlantic SST on the NAO with an Atlantic Ocean 
Global Atmosphere (AOGA) experiment even for the extended period. The AGCM 
ECHAM4 is used in this study for sensitivity experiments in which the SST forcing is 
restricted to certain ocean basins to elucidate the Atlantic versus Indo-Pacific influence 
on Atlantic-European climate. 
 
2.2 Experiments and methodology 
 
Three sensitivity experiments with the AGCM ECHAM4 (Roeckner et al. 1996) are 
performed: AOGA, I+POGA and GOGA. The AOGA experiment with observed SST/SI 
forcing restricted to the Atlantic and climatological SST/SI forcing elsewhere is used to 
determine the role of the Atlantic Ocean for Atlantic-European climate. A counter 
experiment, I+POGA, with observed SST/SI forcing restricted to the Indo-Pacific and 
climatological SST/SI forcing elsewhere is used to investigate the influence of the other 
oceans on Atlantic-European climate. In both experiments, AOGA and I+POGA, the 
SST/SI forcing is restricted to latitudes north of 30ºS. The control experiment, GOGA, 
with observed SST/SI forcing prescribed globally is performed to test the linearity of the 
response. For each experiment six ensemble members are performed for the period 1971 
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– 1994 at T42-L19 resolution. The forcing is taken from the GISST2.2 dataset (Rayner et 
al. 1996). 
 
The SLP response of these experiments is investigated with the analysis of variances 
(ANOVA) and the optimal detection analysis (ODA). The ANOVA yields the ratio of the 
ocean-forced variance to the total variance of a climate variable. These variances are 
estimated from an ensemble of integrations. The reader is referred to Rowell (1998) for a 
detailed description of the ANOVA. The second method, the ODA, is a signal-to-noise 
maximizing EOF algorithm. It yields an estimate of the leading modes of boundary 
forced variability within an ensemble of integrations. We apply this algorithm to 
investigate the leading modes (spatial pattern with associated time series) of SST-forced 
variability in the Atlantic-European region. The reader is referred to Venzke et al. (1999) 
for a detailed description of the ODA. (See also the Appendix for a description of the 




2.3.1 Atlantic versus Indo-Pacific influence 
 
The results of the ANOVA of SLP variability are shown in Figure 2.1. Highest ANOVA 
values are present in the tropical and subtropical regions in consistence with other 




Figure 2.1 ANOVA values of SLP variability of the I+POGA (upper row) and the AOGA
(lower row) experiments for the boreal winter (DJF) (left column) and summer (JJA)
(right column) seasons. ANOVA values exceeding 0.1 are significant at the 95% level
according to an F-test. 
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ANOVA values of the I+POGA and AOGA experiments are of similar magnitude in the 
boreal winter season, which suggests that SST from the Indo-Pacific as well as from the 
Atlantic may generate the SLP variability. In boreal summer, however, the ANOVA 
values over the tropical/subtropical Atlantic ocean are higher for the AOGA experiment 
than for the I+POGA experiment, which suggests that the influence from the Atlantic 
ocean dominates the SLP response in this region.  
 
2.3.2 Response in the Atlantic-European region 
 
Figure 2.2a shows the leading mode of the ODA of the SLP variability restricted to the 




Figure 2.2 Leading ODA mode of SLP variability [hPa] over the North Atlantic region
(left column) and correlation values between the corresponding time series and SST (right
column) for the I+POGA experiment in boreal winter (DJF) (upper row), the AOGA
experiment in boreal winter (DJF) (middle row) and the AOGA experiment in boreal
summer (JJA) (lower row). Correlation values exceeding 0.4 are significant at the 95%
level according to a t-test. 
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detrended prior to the analysis. The SLP response pattern projects on the observed NAO 
structure. Figure 2.2b shows the correlations between the time series associated with this 
mode and the SST field. The correlation pattern features the significant ENSO influence 
in the I+POGA experiment. The correlation of this mode with the model NAO index, 
defined as the leading EOF mode of the ensemble mean SLP in the Atlantic – European 
region amounts to 0.74 and with SST averaged over the Niño3 region to -0.93. However, 
the correlation of the time series of the leading ODA mode with the observed NAO index 
is not significant. Some evidence for an ENSO influence on Atlantic – European climate 
exists also from observational studies (Fraedrich et al. 1992) and an AGCM experiment 
(Merkel and Latif 2002), but the explained variance is low. The leading mode of the 
ODA is a monopole in the AOGA experiment in the boreal winter season (Figure 2.2c) 
which projects on the East Atlantic Pattern (EAP). The corresponding SST correlation 
pattern is shown in Figure 2.2d. In this experiment the leading mode of the ODA projects 
on tropical eastern Atlantic SST, with strongest (anti-) correlations in the equatorial 
region. The leading mode of the ODA is also a monopole in the AOGA experiment in the 
boreal summer season (Figure 2.2e), which is located over the Caribbean Sea. The 
corresponding SST correlation pattern (Figure 2.2f) points to the tropical North Atlantic 
as a key region in forcing this SLP mode. No significant connection to the North Atlantic 
in summer was found in the leading ODA mode of the I+POGA experiment. 
 
Figure 2.3a shows the composites of the 500hPa geopotential height (Z500) field of the 
I+POGA experiment for boreal winter averaged over the years with a high (1972, 1974, 
1989) minus low (1973, 1983, 1992) leading ODA mode. The composites pattern of the 
I+POGA experiment projects on the observed PNA quadrupole with an eastward 
extension into the North Atlantic. Figure 2.3b shows the composites of the Z500 field of 
the AOGA experiment for boreal winter averaged over the years with a high (1972, 1977, 
1981) minus low (1982, 1988, 1990) leading ODA mode. The pattern is also a 
quadrupole with centers over the extratropical North Atlantic and the Middle East, and 






Figure 2.3 Difference of the Z500 field [gpm] between high and low phases of the leading
ODA mode of the (a) I+POGA and (b) AOGA experiments for the boreal winter (DJF)
season. The shaded yellow and blue regions indicate significance on the 95% level
according to a t-test. 
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The trend of the ensemble and winter mean Z500 field of the GOGA experiment is the 
most realistic of all experiments and displays a dipole structure in the Atlantic-European 
region. The dipole projects onto the NAO pattern, with a decrease over the Arctic and an 
increase over the subtropical Atlantic and southern Europe (not shown). Over the North 
Atlantic, the linear combination of the Z500 fields from the I+POGA and AOGA 
experiments results in a stronger and therefore more realistic dipole than in the 
experiments with the restricted SST/SI forcing alone (not shown). This result suggests a 
relevance of both SST/SI from the Atlantic and Indo-Pacific oceans for the NAO trend. 
However, the Z500 trend is unrealistic (positive) especially in the region of the Aleutian 
Low in both the GOGA and AOGA experiments and in the sum of the AOGA and 
I+POGA experiments. 
 
2.4 Summary and conclusions 
 
The forcing from both the Indo-Pacific and Atlantic oceans are important for the 
generation of the SLP variability in the Atlantic region in the boreal winter season. The 
leading ODA mode of the wintertime SLP variability of the I+POGA experiment, which 
projects on the NAO, is anticorrelated with ENSO. The teleconnection between these two 
climate phenomena involves the PNA, with an eastward extension into the North 
Atlantic. A strong sensitivity of the NAO to tropical Pacific SST is also present in the 
coupled AOGCM ECHAM4/OPYC (Roeckner et al., 1996b). Therefore, the strong 
sensitivity to tropical Pacific SST in the I+POGA experiment does not seem to be caused 
by a lack of feedbacks from the ocean to the atmosphere. The teleconnection between 
ENSO and the NAO in the I+POGA experiment in the boreal winter season can be 
explained by an El Niño-related weakening of the North Atlantic mean meridional 
pressure gradient and a southward shift of the North Atlantic stormtrack (Merkel and 
Latif 2002). In the absence of varying Indo-Pacific SST, a quadrupole Z500 anomaly 
response pattern emerges in boreal winter in the AOGA experiment. This pattern is 
spatially shifted to the PNA and extends over the North Atlantic – Eurasian – African 
region. In boreal summer, however, the influence of the Atlantic ocean dominates the 
SLP response over the North Atlantic. SST variability in the tropical North Atlantic 
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Influence of the oceans on North Atlantic climate variability: A 
comparison of results from 4 atmospheric GCMs 
 





The influence of changing ocean conditions on the variability of climate in the North 
Atlantic region has been studied by analysing, and comparing, ensemble simulations with 
four different atmospheric GCMs: HadAM3, ARPEGE, ECHAM4 and ECHAM5. 
Results from all four models support the conclusion that variability in sea surface 
temperatures (SST) had a significant influence on the climate of the North Atlantic region 
during the period studied (1951-1994). In three of the models the dominant winter mode 
of SST-forced variability is an NAO-like dipole pattern, and regression analysis points to 
the tropical North Atlantic (TNA) as a key region of forcing. Also, three of the models 
(but not the fourth) simulate a positive trend in the NAO during the period 1951-94, as 
was observed. All the models simulate a significant response to ENSO over the Atlantic 
basin. The response over the tropical Atlantic is very consistent between the models, and 
also observations, but there are significant differences in the response over the North 
Atlantic. Lastly, we find significant differences in the sensitivity of the models to 
interannual variability of SST in TNA region. The HadAM3 model shows the highest 
sensitivity; by contrast, the ECHAM4 model is much more sensitive to tropical Pacific 




Variability in climate can arise from processes internal to the atmosphere or from 
external influences. The external influences include changes in the surface conditions of 
the oceans, ice sheets and land surface, as well factors that are external to the entire Earth 
system, such as changes in solar output. Amongst these multiple influences, the role of 
the oceans is of particular interest because the evolution of (large-scale) ocean conditions 
is predictable months or even years ahead (e.g., Pohmann et al. 2004). It follows that if 
we can understand the way in which changing ocean conditions impact climate, we may 
be able to provide useful climate predictions.  
 
The influence of changing ocean conditions on the climate of the North Atlantic region is 
a subject that has received considerable recent attention (e.g. Rodwell et al. 1999, Mehta 
et al. 2000, Czaja and Frankignoul 2002). A particular focus has been the ocean influence 
on the North Atlantic Oscillation (NAO), which is the dominant mode of wintertime 
climate variability in the North Atlantic region (Hurrell 1995). Several studies have 
shown evidence of a significant ocean influence on the NAO, although there is some 
disagreement about which regions of the ocean play the most important role. Rodwell et 
al. (1999) suggested that the Atlantic Ocean was most important, whereas Hoerling et al. 
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(2001) suggested that the rising trend in the NAO index that was observed in the latter 
part of the twentieth century was primarily a response to changing conditions in the 
tropical Pacific and Indian Oceans.  
 
In our previous study (Sutton and Hodson 2003, hereafter SH03) we investigated the 
ocean influence on North Atlantic climate variability, including the NAO, by analysing 
an ensemble of six simulations with the Hadley Centre atmospheric GCM HadAM3. 
Each of the simulations was forced with sea surface temperature (SST) data reconstructed 
for the period 1871-1999. The simulations were analysed using an optimal detection 
algorithm (Venzke et al. 1999) to separate the influence of the ocean from the influence 
of internal atmospheric variability. The results showed that: 1) on multidecadal 
timescales the ocean influence is dominated by a single mode that is associated primarily 
with changes in the North Atlantic SST, has a strong projection on the NAO in 
wintertime, and may be a response to fluctuations in the thermohaline circulation; 2) on 
interannual timescales the climate of the North Atlantic region is influenced by the 
Pacific ENSO phenomenon but also by SST anomalies in the Atlantic, especially the 
tropical North Atlantic (TNA region). In addition, SH03 showed that the relative 
importance of the Pacific and Atlantic influences varied during the time period 1871-
1999, i.e. the ocean influence was nonstationary.  
 
The results of SH03 gave valuable insights into the role of the ocean in North Atlantic 
climate variability, but an important question is whether the results are reproducible. Do 
experiments with other models support the same conclusions? This is the key question we 
address in the present paper. We make use of results generated as part of the European 
Union funded PREDICATE project. Within this project ensemble simulations were 
performed with four different atmospheric GCMs forced with the same (or very similar) 
SST data. We use the same tools as SH03 to analyse the results from the different 
models, focussing on the period 1951-1994, and on wintertime.  
 
The structure of the paper is as follows. Section 2 describes the models and data sets 
used. Section 3 explains the treatment of the data and the optimal detection methodology. 
The results, including a separate discussion of multidecadal and interannual timescales, 
are presented in Section 4, and the conclusions are in Section 5. 
 
3.2 Models and data 
 
The atmosphere models employed for this study were: HadAM3, ARPEGE-climat(v3), 
ECHAM4 and a preliminary version of ECHAM5. HadAM3 is a version of the UK 
Hadley Centre atmosphere GCM. This model employs an Arakawa B grid and hybrid 
vertical coordinates. It has a horizontal resolution of 2.5º latitude × 3.75º longitude with 
19 hybrid levels in the vertical. ARPEGE-climat has been developed at Météo France 
from the Arpege/IFS operational model developed by Météo  France and ECMWF. It is a 
T63 spectral model with an effective horizontal resolution of 2.8º latitude × 2.8º 
longitude and 31 hybrid levels in the vertical. ECHAM4 and ECHAM5 have been 
developed by the Max Planck Institute for Meteorology in Hamburg from a version of the 
ECMWF model. They are both T42 spectral models with effective horizontal resolutions 
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of 2.8º latitude × 2.8º and with 19 hybrid levels in the vertical. For a detailed description 
of the models and their behaviour the reader is referred to Pope et al. (2000) (HadAM3), 
Cassou and Terray (2001) (ARPEGE-climat), Roeckner et al. (1996) (ECHAM4) and 
Roeckner et al. (2003) (ECHAM5).  
 
Each model was forced with sea surface temperature and sea ice extent data taken from 
UK Met Office analyses of surface observations. The same version of the data was not 
used in all cases, but for the period considered the differences between the versions are 
small, and did not appear to impact our analyses. ECHAM4 was forced with the GISST 
2.2 dataset (Rayner et al. 1996), and ARPEGE-climat was forced with a blend of 
GISST2.3 (from 1947 to 1982) and GISST 3.0 (from 1983 to 1998). HadAM3 and 
ECHAM5 were both forced with HadISST (Rayner et al. 2003), which is the most recent 
version of the “GISST” datasets. Additionally, the ECHAM4 simulations included time-
varying observed greenhouse gas forcing. Whether this forcing affects our results will be 
discussed later, but it should be noted that - to the extent that the rising trend in 
greenhouse gases has influenced SST - all the models will include a component of this 
externally forced response.  
 
Ensemble simulations were available for each of the four models. The ensemble is used 
to sample the atmospheric internal variability, and individual ensemble members differ 
only in the initial atmospheric conditions. Table 3.1 shows the ensemble size and time 
period of the simulations available for each model. To compare the results from the 
different models we analyse the maximum period of time that was common to all model 
integrations - 1951-1994.  
 
In addition to the model data, and observational SST data, a dataset of global sea level 
pressure observations, GMSLP2.1f (Basnet and Parker 1997), was used to evaluate 
certain model results. This dataset covers the period 1871-1994. 
 
Model Ensemble Size Resolution SST Time Period 
HadAM3 6 2.5º x 3.75º HadISST 1871-1999 
Arpege-climat(v3) 8 T63 (2.8º x 2.8º) GISST2.3+GISST3.0 1949-1998 
Echam4 6 T42 (2.8º x 2.8º) GISST2.2 1951-1994 
Echam5 4 T42 (2.8º x 2.8º) HadISST 1949-1997 
Table 3.1 Comparison of model experiments. “GISST2.3+GISST 3.0” means ARPEGE-
climat was forced with a blend of GISST2.3 (from 1947 to 1982) and GISST 3.0 (from 
1983 to 1998). 
 




As in SH03 we analyse Mean Sea Level Pressure (MSLP) data and restrict our attention 
to the North Atlantic region 0-80ºN, 90ºW-30ºE. For this study we consider only 
wintertime (December-February; djf). DJF anomalies were constructed by, first, 
averaging monthly mean data over the three winter months and then subtracting, at each 
grid point, the time mean value. The initial analysis was performed on this data.  
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The results of SH03 indicated distinct variability on multidecadal and interannual 
timescales. These timescales were separated by application of a low pass, time domain, 
filter. An issue with the use of such filters is end effects. Such effects are more serious for 
shorter timeseries. Because in this study we are considering a time period of only 44 
years (rather than 129 years considered by SH03) we used a simpler approach to separate 
the low frequency and higher frequency variability. Specifically, we considered the low 
frequency signal to be that part of the total variability that is extracted by regressing on a 
linear trend. The residual variance we treat as high frequency variability. As we shall see, 
this approach yields results which can be usefully compared with the results of SH03.  
 
3.3.2 Optimal detection 
 
Optimal detection provides a methodology to determine the common, boundary forced, 
variability within the ensemble of integrations. Because it involves no explicit use of the 
SST data optimal detection provides an objective way to identify those aspects of the 
ocean variability to which the atmosphere is most sensitive. The specific algorithm we 
use is described in detail by Venzke et al. (1999), and more briefly by SH03. (See also 
the Appendix for a description of this algorithm). The algorithm yields an estimate of the 
leading modes (spatial patterns with associated time series) of SST-forced variability. We 
will not discuss the full details of the methodology here but will note two important 
details. First, an important stage in the analysis involves projection of the ensemble mean 
model data onto the leading modes of internal variability (or “noise”). A choice must be 
made about how many noise Empirical Orthogonal Functions (EOFs, e.g., Wilks 1995) to 
retain. Secondly, a choice must also be made concerning the number of optimal filters to 
retain when constructing the dominant modes of SST-forced variability. Optimal filters 
are patterns that optimally discriminate between the SST-forced signal and the noise. The 
choice of how many to retain is guided by examining the signal-to-noise ratio for each 
optimal filter, together with the fraction of the ensemble mean variance each represents. 
The number of optimal filters to retain is decided by examining how well separated, both 
in terms of signal-to-noise ratio and ensemble mean variance fraction, are the leading 
optimal filters from the remainder.  
 
In this study we chose to retain 30 (from 44) noise EOFs, the same number as SH03. Our 
results are robust to changes in this choice for all the models except ECHAM4. In the 
case of ECHAM4, by changing the noise cut off it was possible to swap the order of the 
two leading modes of SST forced variability. This result highlights the fact that, in 
ECHAM4, the two leading modes are not well separated from each other.  
 
Also following SH03 we used the first two optimal filters to construct the dominant 
forced modes. In the case of unfiltered data, for HadAM3 and ARPEGE-climat the first 
two optimal filters were well separated from the remainder both in terms of their signal-
to-noise ratio and the ensemble mean variance they explained. For ECHAM4 and 
ECHAM5 the separation of the first two optimal filters was less clear, but we chose two 
retain two filters to facilitate comparison of the different models. In the case of the 
detrended data (describing the high frequency variability), the first two optimal filters 
were well separated from the remainder in HadAM3 and ECHAM5. In the ARPEGE-
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climat and ECHAM4 models a single optimal filter was well separated from the 
remainder, but we again retained the first two optimal filters so as to treat the data from 
the different models in a consistent way. 
 
3.3.3 Regression analysis 
 
The optimal detection methodology extracts variability that is common to all the 
ensemble members without making any explicit use of the SST data. To identify the 
pattern of SST that is responsible for forcing the atmosphere we regress the SST data that 
was used to force the model on the timeseries associated with the mode in question. This 
approach assumes a linear response. Because the regression residuals are not expected to 
be uncorrelated in time we model them using an AR(1) process in the regression 
procedure (see Allen and Smith (1994) for further details). Lastly, we also use regression 






To give a point of reference for our later comparisons, Fig 3.1 shows a comparison 
between the observed (DJF) MSLP climatology over the North Atlantic region and that 
of the four models. The major features of the observations - the Iceland Low, Azores 
High, and northeastward track of the strongest MSLP gradients - are well captured by all 
the models. The position of the Iceland Low is generally well captured, while the position 
of the Azores High tends to be east of the observed position. In three of the four models 
(ECHAM4, ECHAM5 and ARPEGE-climat) the difference in pressure between the 
Iceland Low and Azores High is greater than in the observations, whereas in HadAM3 
the difference is less than is observed.  
 
Fig 3.1 also shows, for each model, the leading EOF of internal MSLP variability 
(estimated using the departures of the individual ensemble members from the ensemble 
mean). These patterns may be viewed as the model representations of the NAO. The 
patterns show considerable agreement between the models but some differences in 
amplitude. The strong gradients that indicate fluctuations in the westerly winds show a 
more northward tilt in ECHAM5 than in the other models. In the case of the observations 
the leading mode of interannual variability is shown. Note that SST-forced variability as 
well as internal variability will contribute to this mode and thus, as expected, the 
amplitude of variability is greater. The pattern is most similar to that found in the 
ECHAM5 model. 
 
3.4.2 Unfiltered data 
 
In this section we examine the results of the optimal detection analysis applied to the 
unfiltered data and draw comparisons between the different models. Figs 3.2(a-d) show 
the leading mode of forced MSLP variability for winter (djf) in the four models. Panels e-
h show the regression of the SST forcing field onto the time series (panels i-l) associated 
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with the leading mode. These modes explain between 9% and 15% of the total variance 
in a single ensemble member (see Table 3.2).  
 
 HadAM3 Arpege Echam4 Echam5 
 a) 14.8±1.3 13.9±1.3 10.7±0.5 10.7±2.8
 b) 9.8±1.4 9.1±1.2 5.9±0.8 4.4±0.2 
 c) 8.4±1.1 4.6±0.5 9.1±0.6 10.8±2.3
 d) 7.6±0.6 9.1±0.3 4.3±0.3 10.2±0.4
Table 3.2 a) Fraction of the total variance in North Atlantic DJF MSLP of a single 
ensemble member explained by first unfiltered mode from Fig 3.2 for each of the three 
models. The values are the mean of the fraction of the variance explained (FVE) for each 
ensemble member. The uncertainty is the uncertainity in the estimate of this mean. b) as 
a) but the FVE by a linear trend. c) as a) but for the the first mode of the detrended data. 
d) as c) but for the second mode. 
 
Figure 3.1 a) Observed Mean Sea Level Pressure (MSLP, Pa) climatology over the N.
Atlantic Region (NAR) for DJF (1951-1994). b) First EOF of Observed MSLP over
NAR (DJF) (1951-1994). Contours are in Pa per standard deviation of the associated
timeseries. Ensemble mean MSLP Climatology (1951-1994) over NAR (DJF) for c)
HadAM3 d) ECHAM4 e) ARPEGE-climat f) ECHAM5. First EOF of internal noise
(departures from ensemble mean) (1951-1994) for g) HadAM3 h) ECHAM4 i)
ARPEGEclimat j) ECHAM5. Contours are in Pa per standard deviation of the
associated timeseries. 
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For three of the four models (HadAM3, ARPEGE-climat and ECHAM5) the spatial 
pattern of the leading mode features a dipole structure in MSLP reminiscent of the NAO. 
Comparison with Fig 3.1 shows that the orientation of the dipole tends to be rotated, in a 
clockwise sense, relative to the leading mode of internal variability. In all three cases the 
timeseries show a prominent rising trend with interannual-to-decadal fluctuations in 
addition. The SST regression patterns (Fig 3.2(e,g,h)) indicate that the largest fraction of 
variance explained occurs in the tropical North Atlantic (TNA) region; this suggests that 
the TNA is a likely region of forcing for this mode, with negative TNA SST anomalies 
being associated with a positive NAO. This result is consistent with the findings of SH03 
and also other modelling studies (Sutton et al. 2001, Cassou and Terray 2001). In the 
 
Figure 3.2 (a-d) The dominant mode of forced variability in MSLP over the North
Atlantic region in DJF for a) HadAM3 b) ECHAM4 c) ARPEGE-climat d) ECHAM5.
Contour interval is 20 Pa per standard deviation of the associated timeseries. (e-h) SST
forcing field regressed onto the time series below for e) HadAM3 f) ECHAM4 g)
ARPEGE-climat h) ECHAM5. The contour show the regression coefficient. The contour
interval is 0.1K per standard deviation of the time series. The shading shows the
fraction of the variance in SST that is explained by the time series. White areas are
where the regression is not significant at the 2.0σ level. (I-l) Time series (PC)
associated with the pattern directly above for i) HadAM3 j) ECHAM4 k) ARPEGE-
climat l) ECHAM5. 
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ARPEGE-climat and ECHAM5 results the TNA SST signal is part of a dipolar pattern of 
SST anomalies in the tropical Atlantic region, and in the ARPEGE-climat results there is 
also a significant SST signal in the Indian Ocean. The differences in the SST patterns for 
the different models highlight the fact that, from these experiments alone, it is difficult to 
be sure exactly which regions of the ocean are responsible for forcing the NAO-like 
response. Nevertheless the consistency of the signature in TNA SST is strong evidence 
for the importance of this region.  
 
The results for ECHAM4 (panels b,f,j) show a dominant mode of forced variability that is 
clearly different from the other models. The SST pattern suggests that in this model 
ENSO is the dominant influence. (In the other three models, ENSO is associated with the 
second mode of SST-forced variability.) Recall from Section 3.3.2, however, that this 
result is sensitive to the number of noise EOFs retained. If 15 rather than 30 EOFs are 
retained then the leading mode in ECHAM4 is an NAO-like pattern as seen in the other 
models, and negative SST anomalies in the TNA region are again associated with a 
positive NAO. The sensitivity of the ECHAM4 results suggests, however, that the 
response of this model to TNA SST may be weaker relative to the ENSO influence than 
is found in the other models.  
 
In SH03 the model data were filtered to separate the ocean’s influence on multidecadal 
variability from the influence on interannual variability. The presence of a significant 
trend in the time series associated with the leading mode of unfiltered data in three of the 
four models, motivates a similar timescale separation in this study. As explained in 
Section 3.3.1, we perform the separation by the simple method of regressing on a linear 
trend. The results are discussed in succeeding sections. 
 
3.4.3 Linear trend 
 
We regressed the SST data, the ensemble mean MSLP from each model, and the 
observed MSLP, onto a standardized linear trend with a positive gradient. The results are 
shown in Fig 3.3. HadAM3, ARPEGE-climat and ECHAM4 (Fig 3.3 a,b,c) all show an 
NAO-like pattern over the North Atlantic Ocean. The patterns for HadAM3 and 
ARPEGE-climat are very similar, while in ECHAM4 the MSLP dipole is shifted 
eastward over Europe. It is possible that the eastward shift in ECHAM4 is a response to 
the time-dependent greenhouse gas forcing that was included in the integrations of this 
model (Jung and Hilmer 2001, Ulbrich and Christoph 1999). Without further 
experiments, however, it is not possible to separate the greenhouse gas influence from the 
influence of trends in the ocean.  
 
An NAO-like pattern, perhaps most similar to that found in ECHAM4, is also seen in the 
observations. The results for HadAM3, ARPEGE-climat and ECHAM4 support the 
suggestion from other studies  (Rodwell et al. 1999, Mehta et al. 2000, Latif 2001, 
Hoerling et al. 2001) that the rising trend in the NAO that was observed in the late 
twentieth century was, at least in part, a response to changes in the ocean. Interestingly, 
however, the result for ECHAM5 does not support the same conclusion. There is a 
significant trend in MSLP over the TNA region but no significant trend at higher latitudes 
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over the North Atlantic. This result is perhaps surprising given the leading mode of SST 
forced variability in ECHAM5 (Fig. 3.2d,h,l). The timeseries associated with this mode 
has a positive trend, and the spatial pattern has a dipolar structure resembling the NAO. 
Fig 3.3d implies, however, that variability of the NAO-like pattern must be associated 
primarily with the interannual-to-decadal fluctuations seen in the timeseries of Fig. 3.2l, 
rather than with the trend component. We have confirmed this inference by regressing the 
ECHAM5 ensemble mean MSLP data on the detrended timeseries. It appears, therefore, 




Figure 3.3 Ensemble mean MSLP (1951-1994) regressed onto a linearly increasing trend
for a) HadAM3 b) ECHAM4 c) ARPEGE-climat d) ECHAM5. e) Observed MSLP (1951-
1994) regressed onto a linearly increasing trend. f) SST (HadISST) (1951-1994)
regressed onto a linearly increasing trend. Contours show the regression coefficient.
Contour interval is 2 Pa/year for (a-e) and 0.01K/year for (f). The shading shows the
fraction of the variance in MSLP explained by the trend. White areas are where the
regression is not significant at the 2.0σ level. 
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The SST pattern in 3.3f indicates a falling trend in SST over most of the North Atlantic 
and a rising trend over the South Atlantic and the Indian Ocean. The pattern of SST is 
very similar to that which SH03 linked to multidecadal variability in the NAO (based on 
the analysis of a longer record of almost 130 years’ data). The dipolar pattern in the 
Atlantic basin suggests a role for fluctuations in the thermohaline circulation. As noted by 
SH03, however, it is likely that other factors, such as the climate response to increasing 
levels of greenhouse gases, are also important for understanding the SST trends in the 
late twentieth century. Given the trends in SST, Hoerling et al. (2001) suggested that the 
dominant influence on the rising trend in the NAO was from the Indo-Pacific, and that 
the role of the Atlantic was minor. By contrast, SH03 and our present results shown in 
Figure 3.3 suggest that trends in the Atlantic are likely to have played had an important 
role.  
 
3.4.4 Detrended data 
 
We turn now to analysis of the detrended MSLP variability. We repeated the optimal 
detection analysis on the detrended DJF data and examined the two leading modes 
(results not shown). Table 3.2 gives the fraction of the total variance in a single ensemble 
member that is accounted for by these modes. We found that the influence of ENSO is 
prominent in all four models. In ECHAM4 the leading mode is associated with ENSO, as 
was the case for the unfiltered data. In the other three models (HadAM3, ARPEGE-
climat and ECHAM5) the SST patterns indicate that the second mode is most closely 
related to ENSO. For these three models the leading mode again shows a dipolar pattern 
of MSLP anomalies over the North Atlantic, but the associated SST patterns do not 
suggest that a single region of the ocean is responsible for the forcing. Significant SST 
anomalies are found in the tropical Atlantic region but also in the Pacific Ocean and, in 
the case of HadAM3 and ECHAM5, in the Indian Ocean. Evidently, in this case the 
optimal detection analysis is not providing a clear separation between the influences of 
the different ocean basins. The same result was found by SH03 in their analysis of 
interannual variability. They also showed that regression analysis could shed further light 
on the Pacific and Atlantic influences. Following SH03 we therefore performed 
regression analyses using, firstly, an index of detrended Nino3 DJF SST, and secondly an 
index of detrended DJF SST in the TNA region.  
 
Fig 3.4 shows the results of regression on the detrended Nino3 DJF SST index; individual 
panels correspond to the detrended ensemble mean MSLP from each of the models, the 
detrended observed MSLP data and the detrended SST forcing data. The major features 
of the observed MSLP pattern are seen in all of the models - e.g. the dipolar pattern of the 
Southern Oscillation over the tropical Pacific, and the enhancement of the Aleutian Low. 
Closer inspection, however, shows some notable differences between the models. Over 
the North Pacific the pattern of anomalies simulated by ECHAM4 and ECHAM5 shows 
the best agreement with the observations. By contrast in HadAM3 and ARPEGE climat 
the anomalous Aleutian Low extends too far southwestward, reaching as far as Japan. 
Over the Atlantic basin the observations indicate a response that is clearly significant 
only over the tropics and subtropics. All the models capture the positive MSLP anomalies 
observed over the tropical Atlantic and the negative MSLP anomalies observed over the 
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Caribbean. Over the North Atlantic there are some significant differences between the 
models. ECHAM4 and ECHAM5 simulate a similar pattern that features a band of 
positive anomalies that reaches from Greenland to North Africa. This feature is not seen 
in ARPEGE-climat, which simulates negative MSLP anomalies over the whole N. 
Atlantic, or in HadAM3. These notable differences between the responses of the different 
models to ENSO variability provide a caution against reliance on any single model.  
 
Fig 3.5 shows the results of regression on the detrended DJF TNA SST index. The 
strongest signal is found in the HadAM3 model which again shows an NAO-like pattern, 
 
Figure 3.4 Detrended ensemble mean MSLP (1951-1994) regressed onto detrended
Nino3 index (210E:270E,5S:5N) for each model; a) HadAM3 b) ECHAM4 c) ARPEGE-
climat d) ECHAM5. e) Detrended observed MSLP regressed onto detrended Nino3 index.
f) Detrended SST regressed onto detrended Nino3 index. The contours and shading are as
in Fig 3.2. 
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with a negative projection on the NAO associated with positive TNA SST anomalies. 
However, only the negative SLP anomalies over the tropical and midlatitude North 
Atlantic (also extending eastward over North Africa and Southern Europe) are clearly 
significant. The other three models do show weak negative SLP anomalies (associated 
with positive TNA SST anomalies) over the tropical or mid-latitude North Atlantic but 
these anomalies are weak and only marginally significant. The ECHAM4 model shows a 
pattern of response that is very similar to that seen in Fig 3.4 associated with ENSO. 
Inspection of panel f in Fig 3.5 shows that there is in fact a weak positive correlation 
between SST anomalies in the TNA region and SST anomalies in the central tropical 
Pacific, and it appears that the latter are the dominant influence in ECHAM4. The MSLP 
pattern for ARPEGE-climat also has some similarities to the ENSO response seen in that 





Figure 3.5 As Fig 3.4 but for a detrended index of Tropical North Atlantic SST
(7.5W:75W,0:20N). 
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Panel e in Fig 3.5 shows the results of regressing the detrended observed MSLP data on 
the detrended TNA DJF SST index. This panel cannot be directly compared with the 
model results since it represents a single realisation rather than an ensemble mean, and 
because in the real world the ocean can respond to atmospheric fluctuations as well as 
forcing them. This said, the regression suggests marginally significant negative MSLP 
anomalies over the tropical and mid-latitude North Atlantic as is seen in each of the 
models, and a negative projection on the NAO as is seen in HadAM3. SH03, based on a 
longer observational record (129 years), found that there is a significant - albeit weak – 
association between interannual variability of TNA SST and interannual variability in an 
NAO-like pattern of MSLP.  
 
Although it is not possible to draw firm conclusions about which model may be most 
realistic Figure 3.5, and the earlier results, suggest that the models differ considerably in 
their sensitivity to variability in TNA SST. HadAM3 is clearly the most sensitive, while - 
by way of contrast - ECHAM4 appears to be much more sensitive to tropical Pacific SST 




We have investigated the influence of the oceans on North Atlantic climate variability by 
analyzing ensemble integrations with four atmospheric GCMs, focussing on the period 
1951-94. A particular motivation was to explore whether the conclusions reached by 
Sutton and Hodson (2003) (SH03) were sensitive to the model employed. Our key 
findings are as follows: 
 
• All the models support the conclusion that variability in sea surface temperatures 
(SST) had a significant influence on the climate of the North Atlantic region 
during the period 1951-1994. 
• In three of the models (HadAM3, ARPEGE-climat, ECHAM5) the dominant 
winter time (djf) mode of SST-forced variability in MSLP over the North Atlantic 
Region is an NAO-like dipole pattern, and regression analysis points to the 
tropical North Atlantic as a key region of forcing.  
• Three of the models (HadAM3, ARPEGE-climat, ECHAM4) simulate a positive 
trend in the NAO during the period 1951-94, as was observed. The results for 
these models are consistent with the suggestion of SH03 that this trend was 
forced, at least in part, by changes in Atlantic SST. ECHAM5, however, simulates 
no significant trend in the NAO.  
• All the models simulate a significant response to ENSO over the Atlantic basin. 
Over the tropical Atlantic there is a high degree of consistency between the 
models, and also the observations, but over the extratropical North Atlantic there 
are notable differences. ECHAM4 and ECHAM5 simulate the most realistic 
response to ENSO over the North Pacific  
• Our results suggest there are significant differences in the sensitivity of the 
models to interannual variability of SST in tropical North Atlantic (TNA) region. 
The HadAM3 model shows the highest sensitivity and simulates a response that 
projects on the NAO (a result for which there is some support from observations). 
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By contrast, the ECHAM4 model is much more sensitive to tropical Pacific SST 
than to tropical Atlantic SST.  
 
The fact that there are significant differences between the models in terms of their 
response to SST variability provides an important caution against relying too heavily on 
the behaviour of any single model. A key challenge is of course to understand the reasons 
for the differences, and to further assess the extent to which individual models are 
behaving in a realistic manner. This is a major task that will require considerable further 
research. Within the PREDICATE project, there are two studies that should help to 
achieve progress. Firstly, an additional set of experiments have been conducted in which 
the same models considered here were forced by idealised Atlantic SST anomalies. 
Analysis of these simulations is underway (Rodwell et al. 2004), and the simpler form of 
the SST forcing makes comparison between the models, and understanding the reasons 
for differences more straightforward. Secondly, a specific study (Stendel et al. 2003) is 
using a novel technique to investigate how the response within an individual model is 
sensitive to changes in the mean state of the atmosphere. 
 
SH03 noted that an important limitation of their study was that analysis was mostly 
limited to identification of the linear response to SST variability. The same limitation 
applies to this study, and investigation of nonlinearities is another important area for 
future work. In addition, it is important to keep in mind that in the real world sea surface 
temperature is not an externally prescribed variable. Indeed, experiments in which 
atmosphere models are forced with prescribed SST can sometimes give a misleading 
impression of the ocean’s influence on the atmosphere (Bretherton and Battisti 2000, 
Sutton and Mathieu 2002). It follows that insights gained from atmosphere model 
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North Atlantic forcing of climate and its uncertainty from a multi-
model experiment 
 
(M. J. Rodwell, M. Drévillon, C. Frankignoul, J. W. Hurrell, H. Pohlmann, M. Stendel, 





To understand recent climate change in the North Atlantic region and to produce better 
climate forecasts with uncertainty estimates it is important to determine the atmospheric 
‘response’ to Atlantic sea-surface temperature (SST) forcing. There have been conflicting 
results regarding the strength, character and tropical versus-extratropical origin of this 
response. For model-based studies, this may indicate differing sensitivities to Atlantic 
SST, but the comparison is complicated by changes in experimental design. Here, a 
highly controlled experiment with five atmospheric models is undertaken. The influence 
of realistic (if reasonably strong) and optimally chosen North Atlantic (equator to 70ºN) 
SST anomalies is isolated. Unexpected global agreement between the models is found 
(e.g. the North Atlantic Oscillation (NAO), Eurasian temperatures, rainfall over the 
Americas and Africa, and the Asian monsoon). The extratropical North Atlantic region 
response appears to be associated with remote Caribbean and tropical Atlantic SST 
anomalies, and with local forcing. Some features such as the European winter-
temperature response would be stronger than atmospheric ‘noise’ if the prescribed SST 
anomalies persisted for just two years. More generally, Atlantic air–sea interaction 
appears to be important for climate variability on the 30-year timescale and, thus, to be 
important in the climate-change context. The multimodel mean response patterns are in 
reasonable agreement with observational estimates, although the model response 
magnitudes may be too weak. The similarity between their responses helps to reconcile 




At intraseasonal to interannual timescales it is well known that it is the transients in the 
North Atlantic atmosphere that drive much of the variability in sea-surface temperature 
(SST) (see, for example, Cayan (1992)). Nevertheless it is possible that two-way air–sea 
interaction could play a significant role in North Atlantic climate variability, particularly 
at longer timescales (Bjerknes 1964). Here, one aspect of this coupling is considered: that 
of the atmospheric response to North Atlantic SST forcing and the timescale dependence 
of the importance of this response for climate variability.  
 
It is widely recognized that tropical North Atlantic SSTs can affect tropical deep 
convection and upper-tropospheric vorticity forcing which, through the action of 
barotropic Rossby waves can have a teleconnective impact on the climate of the North 
Atlantic (Hoskins and Karoly 1981). Rowntree (1976), Okumura et al. (2001), Terray and 
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Cassou (2002) and many others have investigated the extratropical impact of such 
tropical Atlantic SST. Nevertheless, it is unclear how well current models represent the 
processes and interactions involved in this response: the generation of tropical SST 
anomalies (SSTAs), evaporation, convection etc. The role played by extratropical North 
Atlantic SST in forcing North Atlantic climate is probably less clear as there is little or no 
model consensus at present (see Kushnir et al. (2002) for a summary). The locally forced 
response can be thought of as the combination of a local baroclinic response to 
extratropical SST (e.g. Kushnir 1994) and the interaction between this response and the 
North Atlantic storm-track which produces a barotropic signal (e.g. Palmer and Sun 
1985). Peng and Whitaker (1999) and Hall et al. (2001) suggested that this interaction is 
highly sensitive to the position of the storm-track and this may be one reason for the 
model discrepancies. The relatively low number of realizations and the high level of 
atmospheric internal variability may also help explain the differences. The combined 
response to tropical and extratropical SST is even more complicated. For example, Lau 
and Nath (1996) suggested that mid-latitude ocean–atmosphere coupling could enhance 
the amplitude and persistence of a tropically forced response.  
 
The ‘analysis of variance’ (ANOVA, see, for example, Davis et al. (1997), see also the 
Appendix) of ensembles of ‘AMIP-style’ (Gates 1992) atmospheric general-circulation 
model (AGCM) simulations forced with observed SST has been used elsewhere to 
estimate the fraction of total atmospheric variance that can be attributed to SST forcing. 
ANOVA successfully highlights regions that are generally susceptible to forcing by SST 
in model simulations and is also useful for model intercomparison. The clear picture that 
emerges is that a high proportion of tropical atmospheric interannual variability in these 
models is forced by the prescribed SST. For December–February (DJF) mean-sea-level 
pressure (MSLP), over 70% of the tropical Atlantic interannual variability can be 
explained by SST forcing. In the extratropics, the value is much smaller (often less than 
20% of total interannual variability). It could be argued that such a small percentage 
makes it fruitless to investigate the extratropical response to SST forcing. However, in 
view of the redness of the SSTA spectrum, the percentage should be larger at longer 
timescales. ANOVA can be extended to the frequency domain to assess the proportion of 
variance explained by SST forcing at longer timescales (Rowell and Zwiers 1999). The 
percentage of variance explained at decadal timescales is generally higher than at 
interannual timescales, but results are less robust across experiments. For example the 
French ARPEGE3 AGCM shows 40% of the decadal June–August (JJA) MSLP variance 
near Iceland to be explained by SST forcing (1947–1998) (Laurent Terray, personal 
communication) while the UK HadAM3 model shows less than 20%. The German 
ECHAM4 model gives an intermediate value. Using an earlier version of HadAM3, 
(HadAM1), Rowell and Zwiers (1999) showed that no significant decadal DJF variability 
was explained by SST forcing over the extratropical North Atlantic for the period 1949–
1993 whereas, for the same period, HadAM3 suggests that over 40% of decadal 
variability as far north as Iceland can be explained by SST forcing. It is unclear how 
much of these differences can be attributed to model differences, as the relatively short 
length of the observed SST record puts a limit on achievable significance. Another 
limitation is that ANOVA does not indicate the relative importance of different oceanic 
regions (tropical Pacific, tropical Atlantic, extratropical Atlantic etc.) in the overall 
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forcing. In addition, it is possible that particular patterns of SSTAs will have a 
disproportionately strong impact in certain regions or on certain ‘modes’ of atmospheric 
variability, but that this is obscured by the mean statistic given. For example, Rodwell et 
al. (1999) highlighted the response to a tripole pattern in North Atlantic SSTAs. This was 
seen in idealized experiments with fixed tripole SSTAs and in a regression analysis 
between the simulated North Atlantic Oscillation (NAO, Walker and Bliss 1932) and 
prescribed observed SST in a six-member ensemble of atmospheric model experiments. 
Their quoted correlation between observed and hindcast winter NAO index, 0.41, was 
confirmed by Mehta et al. (2000), but Mehta et al.’s results suggested that a six-member 
ensemble may be too small to get a robust result.  
 
Barsugli and Battisti (1998) developed a one-dimensional energy-balance model of 
atmosphere–ocean coupling. The model, which is widely credited with capturing some of 
the essential features of air–sea interaction, appears to throw doubt on the meaningfulness 
of using AMIP-style AGCM simulations to study atmospheric predictability. For 
example, Bretherton and Battisti (2000) noted that correlations between observed 
variations and those of AMIP-style simulations may be exaggerated. This is because the 
AGCM will adjust to the observed SSTAs that were, in reality, partly forced by 
unpredictable atmospheric anomalies, and ensemble averaging can inflate the correlations 
by reducing the simulated atmospheric ‘noise’. These results suggest some inaccuracy in 
the ‘percentage of decadal variance explained by SST forcing’, if such a quantity is 
actually meaningful. However, the model of Barsugli and Battisti (1998) is intentionally 
simple and it does omit potentially important feedback mechanisms such as temperature 
advection by Ekman currents (e.g. Bjerknes 1964, Palmer and Sun 1985, Rodwell et al. 
1999) and the effects of lower frequency variations in the ocean circulation. Adding 
quasi-geostrophic dynamics to the model, Ferreira et al. (2001) showed that the coupling 
to oceanic Rossby waves could lead to weakly unstable modes and a small climate 
predictability up to six years in advance. Using a more comprehensive coupled ocean–
atmosphere general-circulation model (OAGCM), Collins (2002) did find decadal 
predictability of surface air-temperature anomalies over the North Atlantic. A working 
assumption in the study by Collins is that the model is perfect. Whether the model does 
capture well enough features such as the variability of the thermohaline circulation, its 
relationship with SST and the atmospheric response to SST forcing (represented by the 
parameter ‘b’ in the model of Barsugli and Battisti 1998) is not straightforward to 
validate against observations. 
 
One approach to investigate air–sea interaction in the observations and to validate these 
interactions in OAGCMs is to use a lagged maximal-covariance analysis technique. 
Using such techniques, Czaja and Frankignoul (1999, 2002), Rodwell and Folland (2002, 
2003) and Rodwell (2003) have been able to identify statistically significant estimates of 
the observational responses to SST forcing, although the shortness of the instrumental 
record, atmospheric internal variability and autocorrelation, and external forcing factors 
such as the El-Niño–Southern Oscillation can complicate a simple interpretation. 
Rodwell and Folland (2003) and Rodwell (2003) applied the same technique to an 
ensemble of HadAM3 simulations and to a long 1500-year simulation of an OAGCM 
(HadCM3, which includes HadAM3 as its atmospheric component). Results suggest that 
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the atmospheric model does respond to SST forcing with the correct (500 hPa 
geopotential height) patterns, but too weakly.  
 
Here, the aim is to address some of the questions raised above concerning the response to 
SST forcing, while avoiding the issues concerning predictability. A multimodel 
experiment is conducted where prime consideration is given to producing robust, 
physically justifiable and statistically significant results. Specifically, the aim is to (1) 
produce a best multi-model estimate of the atmospheric response to ‘optimally chosen’ 
seasonally fixed SSTAs, (2) investigate the physics and origin of the response, (3) look 
for strong and coherent local anomalies (that may not have been highlighted by the more 
generalized ANOVA technique), (4) compare the response with observationally based 
estimates for validation purposes, (5) estimate the importance of the response in climate 
variability over a range of timescales and (6) examine inter-model differences. 
 
 Resolution  
 Model Origin Type Horizontal Vertical Reference 
H3 HadAM3 UK Grid-point 2.5º lat × 3.75º long 19 levels Pope et al. (2000) 
A3 ARPEGE3 France Spectral T63 (2.8º × 2.8º) 31 levels Déqué et al. (1994) 
E4 ECHAM4 Germany Spectral T42 (2.8º × 2.8º) 19 levels Roeckner et al. (1996) 
E5 ECHAM5 Germany Spectral T42 (2.8º × 2.8º) 19 levels Roeckner et al. (2003) 
C2 CAM2 USA Spectral T42 (2.8º × 2.8º) 26 levels  
Table 4.1 Details of atmospheric models used in this study. Physics terms are calculated 
on a T42 Gaussian grid in ARPEGE3. ECHAM5 simulations were run at the Danish 
Meteorological Institute. 
 
In section 4.2, the models are summarized and experimental details, including the 
methodology used to optimize the SSTAs, are described. The individual model responses 
are compared in section 4.3. Section 4.4 gives the multi-model mean response, compares 
it with atmospheric internal variability and discusses the likely SSTs (tropical versus 
extratropical) responsible for the response. Section 4.5 compares the mean model 
response with observational estimates. Section 4.6 discusses inter-model differences. 
Section 4.7 summarizes the response, its uncertainty and significance. Section 4.8 
demonstrates linearity in the multi-model response. Assuming linearity, the timescales 
over which North Atlantic air–sea interaction is important for natural climate variability 
are estimated in section 4.9. Further discussion and the conclusions are given in section 
4.10. 
 




The five different atmospheric models investigated are detailed in Table 4.1. All the 
models have previously been well tested and show reasonable climates. There are mean 
biases from observational reanalysis estimates, although these are thought to have only a 
secondary effect on the sensitivities of interest here. Typical maximal values include a +4 
hPa summer MSLP bias in model A3 over the central North Atlantic and a similar bias in 
the winter Azores high in E4. H3 shows a 30% deficit in North Atlantic winter blocking 
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frequency (Pope et al. 2000). For each model, the NAO is well represented by the first 
empirical orthogonal eigenfunction (EOF1) of North Atlantic region winter MSLP. For 
example, the DJF EOF1 in an ensemble of six H3 simulations forced with observed SST 
between 1946 and 1998 explains 42%, 31%, 36%, 45%, 39% and 42% of the total 
variance, respectively. The corresponding observational value is 43%. The observed 
strong anticorrelation between the Azores high and the Icelandic low in DJF (r ≈−0.69) is 
well captured in the models tested (H3, E4, E5). For example, four ensemble members of 
E5 give values of −0.63, −0.65, −0.70 and −0.55, respectively. The same three models 
also well capture the relationships between the NAO and European precipitation and 
surface temperatures (Walker and Bliss 1932, Hurrell 1995, Rodwell et al. 1999). There 
is no reason to believe that the other two models behave significantly differently in these 
respects. 
 
4.2.2 Simulations of each model 
 
For each model, a 21-year control simulation C was forced with the 1948–1998 
climatological mean annual cycle in SST and sea ice (and the same pre-industrial CO2 
and trace gases). Simulations A+ and A− were made with SSTAs (see below) added to, 
and subtracted from, the climatological SSTs in the North Atlantic. All integrations were 
started at the beginning of February. The first ten months were disregarded. Analysis was 
made on the 20 years of seasonal-mean data for each standard season (DJF, MAM, JJA 
and SON where, as usual, letters correspond to the first letter of each month). Rodwell 
and Ingram (2000) showed, for an earlier version of the Met Office model (HadAM2b), 
that 20 years of data are adequate to identify field-significant responses in the North 
Atlantic region. 
 
4.2.3 Construction of SST anomalies 
 
The aim is to define SSTA patterns that are realistic in structure and magnitude and, if 
possible, ‘optimal’ in the sense that they are thought to have the strongest impact on the 
North Atlantic climate. To do this, SSTAs are based on the observational lagged 
maximum covariance analysis (MCA) of Rodwell (2003) applied to monthly-mean SST 
and the subsequent seasonal-mean 500 hPa geopotential height (Z500). The procedure, 
which can be skipped by the reader if desired, is detailed in the next paragraph.  
 
Monthly-mean SST data, (SSTm,y) where m is the month and y is the year, are taken 
from the HadISST1 dataset (Rayner et al. 2003) in the box (90ºW–15ºE, 0–70ºN) for 
1948 to 1998. Three-month-mean Z500 data, (Z500m,y) where m is the central month of 
the ‘season’, are taken from the National Centers for Environmental Prediction (NCEP) 
reanalyses (Kalnay et al. 1996) in the box (90ºW–45ºE, 10ºN–80ºN) for the same period. 
For each month m the lagged MCA is applied to (SSTm−2,y , Z500m,y) y∈{1948,...,1998} 
to obtain the first pair of anomaly covariance patterns (SSTAm−2 , Z500Am). As with 
Czaja and Frankignoul (1999), statistical significance is based on a Monte Carlo test of 
the squared covariance. Eight out of the 12 three-month running seasons are found to be 
significant at the 10% level. For the significant patterns, the use of a lag suggests that an 
ocean-forced response is obtained and additional tests (Rodwell and Folland 2002) tend 
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to confirm this interpretation. The SST anomaly SSTAm−2 is thought to affect the 
atmosphere by persisting through the months m − 1, m, m + 1 and forcing the Z500 field 
quasi-instantaneously (at a monthly temporal resolution). Rodwell and Folland (2002) 
show SSTA-pattern autocorrelations of 0.8–0.9 between November and the months of 
DJF. SSTAm−2 could have been used as the optimal forcing SSTA for month m but, since 
not all SSTAm−2 patterns are statistically significant, a simplification using just the 
significant MCA patterns was sought. It was found from pattern correlations that there is 
a reasonably clear separation between the SST patterns corresponding to 
m∈{S,O,N,D,J,F} (with three patterns statistically significant) and m∈{M,A,M,J,J,A} 
(with five patterns significant). Hence an Autumn/Winter pattern, SSTASONDJF, and a 
Spring/Summer pattern, SSTAMAMJJA, were defined as the means of the three and five 
statistically-significant MCA patterns, respectively. For each month m the original SST 
data, (SSTm,y)y∈{1948,...,1998}, is projected onto either SSTASONDJF if 
m∈{S,O,N,D,J,F}, or SSTAMAMJJA if m∈{M,A,M,J,J,A}, to obtain a time coefficient. A 
scaling factor SCALEm is defined as 2.5 times the standard deviation of the time 
coefficient. For each m∈{S,O,N,D,J,F}, the ‘optimal’ SST forcing anomaly is defined as 
Am = SCALEm × SSTASONDJF. Similarly, for each m∈{M,A,M,J,J,A}, the optimal SSTA 
forcing anomaly is defined as Am = SCALEm × SSTAMAMJJA. Am is assumed to occur at 
the central date of the month. For the model forcing, it is added to (for A+), or subtracted 
from (for A−), the climatological monthly-mean SST, and linear time-interpolation is 
made between the centres of consecutive months. The transition between the February 
and March patterns (and the August and September patterns) is not thought to have a 
detrimental impact on the total atmospheric circulation, as the total circulation at any 
instant is likely to be dominated by atmospheric internal variability. 
 
There are several advantages for using the above procedure: the SSTAs have realistic 
patterns, they may lead to a stronger atmospheric response than randomly chosen 
patterns, they do not favour any particular model (as they are based on observations) and, 
importantly, by using them it may be possible to compare the model responses with the 
best estimates of the real response (assumed to be the Z500 patterns arising from the 
same lagged MCA). The difference in seasonal-mean SST (A+ − A−) is shown in the 
surface temperature (TEMP) fields in Fig. 4.2. Although reasonably large, such SSTAs 
do exist in the raw seasonal-mean data.  
 
4.2.4 Extra simulations of the HadAM3 model 
 
The HadAM3 simulations, A+ and A−, were repeated with different initial conditions to 
ensure better statistical significance when this model is considered alone. A parallel pair 
of HadAM3 simulations (termed HCK) was made with a change to a single model 
parameter (the Charnock parameter) to check for sensitivity in the results. A further 
additional pair of simulations of HadAM3 (termed HTR) was made with just the tropical 
SSTAs applied (the SSTAs south of the green line in the top panels of Fig. 4.2 (TEMP)). 
HCK and HTR were also repeated with different initial conditions to improve significance. 
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4.3 Individual model responses 
 
Figure 4.1 shows the mean seasonal-mean MSLP difference (A+ − A−) for each model. 
This difference is an estimate of each model’s response to North Atlantic SSTs. 
Statistical significance at the 10% level using a two-sided t-test is indicated by shading. 
The percentage of the total area shown that is significant is quoted in the bottom right 
corner of each panel. Using the binomial distribution test of Livezey and Chen (1983) all 
panels are found to be field significant at the 10% level, assuming 55 spatial degrees of 
freedom for the global MSLP (Livezey and Chen suggested 30–60 degrees of freedom 
for the northern hemispheric Z500). All but two panels are significant at the 5% level 
assuming just 14 spatial degrees of freedom. A major result, which was unexpected based 
on a knowledge of the discrepancies highlighted in the introduction, is that the difference 
fields of the models appear quite similar, both locally in the North Atlantic region and 
also globally. JJA shows the best field significance, with negative anomalies over the 
tropical and subtropical Atlantic and over North and South America, and generally 
 



























































































































































































































































































Figure 4.1 The 20-year-mean (40-year for H3 and HCK) mean-sea-level pressure
(MSLP) responses (hPa) of six atmospheric models in each season to imposed sea-
surface temperature anomalies (SSTAs) in the North Atlantic. Note that SSTAs, (A+ −
A−), are shown in the top panels of Fig. 4.2. Signals that are significant at the 10%
level using a two-sided t-test are filled in colour, other values are contoured. The
percentage given in the bottom right-hand corner of each panel is the percentage of the
area shown that is significant at the 10% level (and, therefore, indicates the degree of
field significance). See the text for a definition of the models. 
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positive anomalies elsewhere. A striking feature for MAM, Fig. 4.1 (third column), is that 
all models (with the exception of E4) show a negative NAO dipole response in the North 
Atlantic region, with high pressures to the north and low pressures to the south. The 
Azores-minus-Iceland MSLP (i.e. the NAO-index anomaly) is negative for all models 
including E4. Values are −0.22, −2.39, −0.88, −0.30, −2.65, and −3.37 hPa for H3, HCK, 
A3, E4, E5, and C2, respectively (mean=−1.64 hPa, standard deviation = 1.34 hPa). In 
DJF, all models show consistent positive anomalies in the Aleutian low and, although not 
individually significant, all models show pressure anomalies of around −1 hPa over the 
whole of Eurasia. There is also a consistent pattern of MSLP anomalies over the North 
Atlantic, and even Greenland, during SON. Although the striking feature is the similarity 
in global and North Atlantic responses, there are also differences between models. The 
extent to which these differences reflect true model differences rather than being 
associated with chaotic atmospheric internal variability is discussed later. 
 
4.4 Multi-model mean response, its origin and significance 
 
4.4.1 Methodologies  
 
The similarity between models makes it legitimate to construct a multi-model mean and 
to refer to the mean anomalies as the ‘response’ to SST forcing. An issue highlighted in 
the introduction concerns the timescale-dependence of the importance for climate 
variability of forcing by SST. To determine what timescales, if there are any, at which the 
response is important for natural climate variability, the response is compared with the 
magnitude of temporally filtered atmospheric internal variability. Before introducing the 
model results, the simple method of determining these timescales is discussed.  
 
For each model, i (1 to 6), and year, j (1 to 20), the difference between the two 
simulations, dij = A+ij − A−ij , can be partitioned into an SST-forced response and random 
chaotic variability which is generated internally by the atmosphere. For a particular 
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dd . The response is likely to be 
smaller than the standard deviation of the residual time-series at most grid points. 
However, if timescales shorter than, say, n years are filtered from the residual timeseries, 
then the signal to noise ratio will increase. The relevant question is at what filtering 
timescale, n, does the response to the fixed SSTAs used become comparable with the 
internal variability? Here the timescale is estimated by looking for equality between the 
magnitudes of the response and the filtered internal variability: 
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where the left-hand side estimates the variance of the filtered internal variability and the 









Note that ( ) ( )∑ −=− ji iijiij ddddV , 21201 is the sample variance of the concatenation of 
the residual time-series of all models. The factor 1/n in (1) reflects the reduction in 
variance associated with taking the mean of n-years, and the factor 1/2 arises from the 
fact that the difference of two simulations, A+ and A− has been taken. The assumption 
has been made that the concatenation of residual time-series at each grid point represents 
white noise. This latter assumption could be compromised by (for example) possible 
reddening effects due to interactions with the land surface. However, the variance of 
internal variability, as a function of filtering timescale, has also been estimated in another 
way (not assuming white noise) by using non-overlapping consecutive n-year time 
intervals (where n is a factor of 20). Similar timescales are found. Note also that internal 
variability is found to have a negligible impact on the multi-model mean.  
 
Where short timescales (e.g. 1–2 years) are highlighted by this method, these indicate 
regions where the response would play a major role in observed climate anomalies 
(assuming the multi-model is perfect and the observed SSTAs agree in pattern and 
magnitude with those applied). Of particular interest here are regions that are not already 
highlighted by the analysis of variance applied to AMIP-style simulations. These are 
regions where the general influence of SSTAs may be small, but where a strong impact is 
achieved from the particular SSTAs used here. The location of these regions will clearly 
be sensitive to the choice of SSTAs used (this ‘caveat’ is the ‘trade-off’in these 
experiments for greater statistical significance). 
 
Where timescales longer than about two years are indicated, these timescales are likely to 
be underestimated. This is because the SSTA magnitudes used are probably too large to 
be realistic beyond one- to two-year averages and, therefore, the response is too strong 
for a simple comparison with filtered internal variability on these timescales. To include a 
timescale-dependence of the forcing strength, a linear scaling parameter can be applied to 
the response. Justification for using a linear scaling and how it is defined is discussed 
later. 
 
Figure 4.2 shows, coloured, the multi-model mean difference d = (A+ − A−) for surface 
temperature, precipitation, Z500 and MSLP. All responses are clearly field significant 
(5% field significance is attained when 44% of the area is point-wise significant, 
assuming nine degrees of freedom for the regional Z500). Below, we only highlight 
features in the multi-model mean that are stronger than decadally filtered internal 
variability (inside the thick black contour) and common to all models. 
 
4.4.2 Tropical response  
 
In all seasons there is a tropical-Atlantic baroclinic response (positive Z500 anomalies 
overlying negative MSLP; Fig. 4.2, rows 3 and 4) and this is clearly related to locally 
forced changes in precipitation, a northward shift of the intertropical convergence zone 
(ITCZ) (Nobre and Shukla 1996) and an associated strengthening of the subtropical jet. 
The weaker DJF precipitation response may be because the tropical SSTAs are weakest 
in DJF and do not engage strongly with the ITCZ, which is near its March southern 
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extreme (Nobre and Shukla 1996). The positive ITCZ precipitation anomalies over the 
Sahel in JJA (Fig. 4.2(h)) (Folland et al. 1986) and the Amazon in MAM (Fig. 4.2(g)) 
(Nobre and Shukla 1996) are stronger than biennially filtered internal variability (inside 
the thin black contour) and lead to evaporative cooling and cold surface temperatures 
(Figs. 4.2(d) and (c), respectively). These regions are also generally highlighted in an 
analysis of variance as having high ‘potential predictability’. Throughout the rest of the 
tropics, throughout the year, the response is more equivalent-barotropic (Z500 and MSLP 
anomalies with the same sign—see, for example, Figs. 4.2(l) and (p)), with reduced ITCZ 
precipitation apparently subordinate to the large-scale forcing. The striking one-standard- 
deviation reduction in the Indian summer monsoon rainfall (Fig. 4.2(h)) is the strongest 
manifestation of this, suggesting causality for the ‘observed’ palæo relationship with 
North Atlantic SST (Gupta et al. 2003). 
 





















































































































































































Figure 4.2 Seasonal-mean results from the multi-model mean of six models forced with
the same North Atlantic sea-surface temperature (SST) anomalies. The rows correspond
to surface temperature (TEMP), total precipitation (PREC), 500 hPa geopotential
height (Z500) and mean-sea-level pressure (MSLP), respectively. The SST anomalies,
(A+ − A−), used in the North Atlantic region can be seen in the top panels. The
duplicate H3 and HCK simulations are not used. Signals that are significant at the 10%
level using a two-sided t -test are filled in colour, other values are contoured (contours
indicate values at the centre of each colour range). The quoted percentages in the
bottom right-hand corner of each panel refer to the percentage of the area shown (land
area for TEMP) for which the anomaly is statistically significant at the 10% level (and,
therefore, indicate the degree of field significance). Black contours indicate the
timescale n = V(dij − di )/2d2 (thick: ten years, thin: two years) at which the multi-model
mean response is an important component of climate variability. The timescale is not
applicable for TEMP over the sea. For clarity, the timescale for PREC is not plotted
over the SST forcing region where it is nearly always less than two years, and it is
smoothed for TEMP and PREC using a triangular truncation at T31. When the
timescale dependence of the forcing strength is considered, the thick black contour is
associated with a 30-year timescale. See the text for more details. 
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4.4.3 Extratropical response 
 
For MAM and JJA, wave-like responses are seen in the Z500 field over the extratropical 
North Atlantic region (Figs. 4.2(k) and (l)) and these are equivalent-barotropic in 
structure (compare Figs. 4.2(k) and (l) with Figs. 4.2(o) and (p)). These responses are 
reminiscent of ray-tracing results based on the linear barotropic response to subtropical 
upper-tropospheric vorticity forcing (Hoskins and Karoly 1981). For MAM, the (zonal 
wave-number 1) response (Fig. 4.2(k)) is stronger than decadally filtered internal 
variability, even over Greenland and, as seen previously, it projects onto the NAO at the 
surface (Fig. 4.2(o)). For JJA (Fig. 4.2(l)), an anticyclonic centre to the west of the UK 
appears to mark the southward turning point for this (higher zonal wave-number) 
response. A further cyclonic centre, possibly associated with the same wave-like 
response, is seen over southern Europe and the Mediterranean in JJA. Row 1 of Fig. 4.3 
shows the 40-year Z500 results for H3. Although the first 20 years of H3 are included in 
the multi-model mean, the similarity between H3 (Fig. 4.3, row 1) and the multi-model 
mean (Fig. 4.2, row 3) suggests that further experiments with HadAM3 can help clarify 
the roles of the tropical and extratropical SSTAs in the multi-model mean. (Clearly, one 
doesn’t need to appeal to this similarity to assess the origin of the response in HadAM3 
alone.) Row 2 of Fig. 4.3 shows parallel results for the tropical SSTA experiment, HTR. 
For MAM, and to a lesser extent JJA, the similarity between H3 and HTR (and the multi-
model mean) does indeed indicate a tropical origin for these waves (the off-equatorial 
Caribbean may be particularly important—Hoskins and Sardeshmukh (1987)). Where 
significant, (H3 − HTR) would highlight the influence of extratropical SSTAs alone, or 
features that require both tropical and extratropical SSTAs to be present. Statistical 
significance is likely to be more difficult to obtain for (H3 − HTR), if only because a 
difference between two such fields contains twice the internal variability. Nevertheless, 
there are statistically significant differences. For example, surface latent-heat fluxes and 
precipitation differences (not shown) clearly highlight the role of extratropical SSTAs to 
the east of Florida and in the Gulf of Mexico. For MAM, these appear to force a similar 
wave-like pattern (perhaps by inducing a similar Rossby-wave source (Sardeshmukh and 
 























































































Figure 4.3 The 40-year mean 500 hPa geopotential-height (Z500) responses (m) in
HadAM3 when forced with the full North Atlantic sea-surface-temperature (SST)
anomaly patterns, H3, (top row) and when forced with just the tropical part of the SSTA
patterns, HTR (bottom row). Signals that are significant at the 10% level using a two-
sided t-test are filled in colour, other values are contoured. The percentage given in
each panel is the percentage of the area shown which is significant at the 10% level
(and, therefore, indicates the degree of field significance). 
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Hoskins 1988) over the Caribbean) although there are some phase differences. For JJA, 
the extratropical SSTAs may actually set the position of the high to the west of the UK 
(compare Figs. 4.3(d) and (h)) and be necessary, if not necessarily sufficient, for the 
remote coolness of the southern European low.  
 
The extratropical multi-model Z500 responses for SON and DJF, Figs. 4.2(i) and (j), 
(which are forced by similar SSTAs) are similar to each other, suggesting that the 
response is particularly robust. HTR (Figs. 4.3(e) and (f)) suggests that much of the 
HadAM3 Z500 response is forced by tropical and Caribbean SSTAs. To achieve a similar 
magnitude of response in DJF and SON, one can speculate that compensation may occur 
in the DJF Rossby-wave source with stronger mean absolute-vorticity gradients in the 
winter North American jet stream compensating for weaker tropical precipitation 
(compare Figs. 4.2(e) and (f)) and upper-tropospheric divergent-flow anomalies. In 
addition to the likely tropical forcing of a barotropic component of the extratropical 
response, Figs. 4.2(i) and (m) and Figs. 4.2(j) and (n) suggest that the multi-model 
extratropical response is quite baroclinic in nature (Kushnir 1994, Kushnir and Held 
1996). Local SSTAs are seen in Figs. 4.2(e) and (f) to force important changes in 
precipitation (Kushnir and Held 1996, Rodwell et al. 1999, Frankignoul and Kestenare 
2002) and atmospheric latent heating (Peterson et al. 2002) as far north as 60ºN. The 
SON and DJF European temperature anomalies of +1 K (Figs. 4.2(a) and (b)) are stronger 
than biennially filtered internal variability (indicated by the thin black contour) and 
would, therefore, be discernible If similar SSTAs were sustained for just two years. This 
response is a clear example of a strong forced signal that is not highlighted by the 
analysis of variance of AMIP-style simulations. HadAM3 suggests that extratropical 
SSTAs are important for this response. The increased precipitation seen downstream over 
central and northern Asia in these seasons (Figs. 4.2(e) and (f)) may be a combined 
advective effect of tropically enhanced westerlies (Figs. 4.3(e) and (f)) and 
extratropically increased moisture supply. An interesting feature of the H3 and HTR 
results is that the statistically significant response to extratropical SSTAs in HadAM3 
appears to damp the tropically forced response in SON and DJF (compare Figs. 4.3(a) 
and (e) with Figs. 4.3(b) and (f)). The extratropically forced Z500 response does appear 
to have a physical basis although the apparent damping may be coincidental and model 
dependent. For this reason it is discussed in the inter-model differences section 6.  
 
Over the southern USA and Mexico, precipitation is reduced in all seasons but JJA (Fig. 
4.2, row 2). The experiments with HadAM3 offer an interesting explanation of the origin 
of this response. HTR suggests that the tropical SSTAs force a reduction in precipitation 
and an increase in land-surface temperature throughout the year (not shown), but that the 
cold extratropical SSTAs in (H3 − HTR) off Florida and over the Gulf of Mexico tend to 
counteract this effect in JJA, possibly by enhancing the land–sea temperature contrast 
during the North American monsoon. The multi-model precipitation signal over the 
southern USA and Mexico is stronger in places than biennially filtered internal variability 
for SON, MAM and JJA, but the region is not highlighted by a general analysis of 
variance. The MSLP anomalies seen over much of the USA in JJA (Fig. 4.2(p)) are also 
stronger than biennially filtered internal variability. Analysis of variance of the 
ECHAM3.5 AGCM does highlight this region as more strongly influenced by the SST 
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(see, for example, Kushnir et al. (2002)), and HadAM3 shows particularly strong decadal 
potential predictability in this region (based on an analysis of variance, not shown). The 
interesting result here is that the Atlantic is implicated in the forcing (in addition to the 
generally accepted view that the tropical Pacific plays an important role (Kushnir et al. 
2002)). 
 
4.5 Comparison with observational response 
 
Figure 4.4 shows the Z500 patterns that arise in the MCA (Rodwell 2003) which was 
used to produce the SSTAs. (The shaded area is limited to that used in the MCA). While 
keeping in mind the uncertainties associated with these patterns (Rodwell and Folland 
2002), it is worth comparing them with the model results. Area-weighted pattern 
correlations are made between the MCA Z500 pattern and the statistically significant 
parts of the multi-model mean response. These pattern correlations are quoted in Fig. 4.4 
and indicate that the multi-model mean, where point-wise significant, generally agrees 
quite well (but not perfectly) with these MCA patterns in SON, MAM and JJA. Scaling 
Livezey and Chen’s (1983) mid-estimate of 45 degrees of freedom for hemispheric Z500 
to the area of significant multi-model mean response in the MCA region would suggest 
eight, eight and nine degrees of freedom for SON, MAM and JJA, respectively. 
Assuming these degrees of freedom, the pattern correlations are significantly different 
from zero at the 4%, 7% and 10% levels, respectively based on a one-sided t-test. The 
significant extratropical wave-like pattern in MAM in the multimodel mean (Fig. 4.2(k)), 
and also in H3 and HCK alone (Figs. 4.3(c) and (g)), agrees well with that in the MCA 
(Fig. 4.4(c)). There is also extratropical wave-like agreement for JJA (compare Fig. 4.2(l) 
and Fig. 4.4(d)) albeit with some phase or positional differences (H3 alone, Fig. 3(d), 
shows the best extratropical agreement with Fig. 4.4(d)). For SON, the best agreement 
between the multi-model mean (Fig. 4.2(i)) and MCA (Fig. 4.4(a)) appears to occur in the 
subtropics, with poorer agreement in the extratropics (although H3 and HCK, Figs. 4.3(a) 
and (e), show reasonable extratropical agreement with Fig. 4.4(a)). The correspondence 
between model responses and MCA clearly breaks down for DJF (compare Fig. 4.2(j) 
and Fig. 4.4(b)), with little agreement, even in the subtropics. This may possibly be 
associated with increased storminess in the extratropical winter observations that could 
‘confuse’ the MCA. There is better subtropical agreement between the multimodel DJF 
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Figure 4.4 The 500 hPa geopotential-height (Z500) anomaly patterns that arise in the
maximal covariance analysis used to produce the forcing sea-surface-temperature
anomalies. The patterns are scaled by five (2 × 2.5) times the standard deviation of
their principal components so that they can be roughly compared with the multi-model
mean. Area-weighted pattern correlations with the statistically significant parts of the
multi-model mean are quoted. 
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response and that detected in the observations for NDJ using a slightly different MCA 
technique (Czaja and Frankignoul 2002). Further discussion of stormtrack-related 
differences is given in section 6.  
 
Overall, considering the uncertainties and possible sources of discrepancy, these results 
do tend to validate the MCA technique and suggest that the model response patterns, at 
least in terms of Z500, are approximately correct. The increased magnitude in the MCA 
results may partly reflect the optimization inherent in the MCA technique although it may 
also suggest that the multi-model response to SST forcing is too weak. The latter 
explanation is consistent with the conclusions of Rodwell and Folland (2003). 
 
4.6 Inter-model response differences 
 
4.6.1 Quantification of differences 
 
Until now, the main concentration has been on the similarity between the model 
responses. Clearly, however, there are differences. Here, these differences are quantified 
and an attempt is made to partition the differences into a true difference between the 
statistically expected responses of the models and a part associated with sampling 
uncertainty. Figure 4.5 shows (coloured) inter-model standard deviations for TEMP and 
MSLP which are plotted, for ease of comparison, with the same sign as the multi-model 
mean. These standard deviations are generally weaker than the multi-model response 
(compare with Fig. 4.2). Hence, although there are differences between the individual 
model MSLP responses in Fig. 4.1, these differences do not obscure the mean response.  
 
Each model mean anomaly can be considered to be the sum of the model’s response to 
SSTA forcing and the average of 20 years of internal variability. It is found that internal 
variability does contribute significantly to the inter-model standard deviation. The black 
contour in Fig. 4.5 shows where (20-year filtered) atmospheric internal variability would 
be expected to account for 50% of the inter-model variance, i.e. where: 
 



















































































Figure 4.5 The standard deviation of inter-model variability, coloured and plotted with
the same sign as the multi-model mean, and only where the multi-model mean is
statistically significant. The rows correspond to surface temperature (TEMP) and mean-
sea-level pressure (MSLP). The black contour indicates where residual atmospheric
internal variability is estimated to account for 50% of inter-model variance. See the text
for more details. 
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with definitions as before. The left-hand side represents the 20-year filtered internal 
variance and the right-hand side represents half the inter-model variance. By examining 
the area enclosed by the black contour in Fig. 4.5 it is clear that, with the exception of 
JJA, much of the inter-model variance is actually associated with residual internal 
variability. Hence the model responses obtained from longer simulations would be even 
more similar than they are here. The uncertainty in the MAM NAO response (Fig. 4.5(g)) 
is seen to be partly associated with residual internal variability. 
 
4.6.2 Physical interpretation of inter-model differences 
 
For SON and DJF, (H3 − HTR) (not shown) indicates a strong North Atlantic equivalent-
barotropic high centred above, and downstream of, the cool SSTAs off Newfoundland. 
Anomalies in surface latent-heat fluxes, precipitation and MSLP are clearly associated 
with the imposed extratropical SSTAs (over the eastern as well as western North 
Atlantic). The anomalous circulation is similar to the observational results of Kushnir and 
Held (1996) and the idealized modelling result of Rodwell et al. (1999) and would act, as 
in the paper by Hoskins and Karoly (1981), to satisfy surface thermodynamic balance. 
The response leads to an apparent (possibly coincidental) damping of the tropically 
forced extratropical response in HadAM3 (as noted earlier). The response to such 
extratropical SSTAs is likely to be sensitive to model storm-track characteristics (Peng 
and Whitaker 1999, Peng et al. 2002, Kushnir et al. 2002). The more robust linear 
baroclinic response of the multi-model mean is, perhaps, indicative of inter-model storm-
track differences, and this may be another factor in the poorer extratropical 
correspondence between multi-model mean and observations in SON and DJF.  
 
A3 shows Caribbean precipitation differences much more strongly linked to local 
evaporation than the other models in JJA and this may help explain its somewhat 
different (not necessarily wrong) extratropical response (Fig. 4.1(l)). Such tropical 
differences highlight the fact that even the relatively well understood tropical forcing of 
the extratropical circulation is not well represented in current models. This clear model 
difference, together with the general reduction in internal variability in JJA, helps explain 
why inter-model differences are more strongly highlighted in Figs. 4.5(d) and (h) (i.e. not 
enclosed in a black contour). 
 
HCK had its Charnock parameter, which affects surface fluxes of heat and momentum 
(Janssen and Viterbo 1996), increased by a factor 2.5 compared with H3. The anticipation 
was that this might increase sensitivity to SSTAs, particularly in regions of high wind 
speed. Consistent with this anticipation, HCK (Fig. 4.1, row 2) does appear to show a 
general strengthening of the extratropical response over H3 (Fig. 4.1, row 1), particularly 
in DJF and MAM. In addition, south of 30ºN where surface wind speeds are generally 
smaller, (HCK − H3) Z500 and MSLP are almost invariably not statistically significant. 
For MAM there is a statistically significant (and physically consistent) enhancement of 
the SST-forced surface latent-heat-flux (LHF) pattern and the NAO MSLP dipole when 
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the Charnock parameter is increased. The previously quoted NAO index anomalies for 
H3 and HCK were −0.22 and −2.39, respectively. However, field significance for (HCK − 
H3) in MAM, even over just the extratropical box (120ºW–90ºE, 30ºN– 80ºN), is poor 
(11% of the area is statistically significant for MSLP), and so there must be some doubt 
at present over how much of this change in the NAO index can really be attributed to the 
change in the Charnock parameter. The season which generally shows the best (HCK − 
H3) field significance over all the parameters tested is DJF (the largest percentage area of 
point-wise significance is 25% for Z500). This is consistent with the fact that surface 
wind speeds are generally largest in winter. However, there is a (statistically significant) 
reduction in the SST-forced LHFs in DJF as the Charnock parameter is increased. This 
means that the apparent extratropical enhancement seen between Figs. 4.1(b) and (f) does 
not have a simple explanation. SON and JJA do not show statistically significant changes 
in SST-forced LHF associated with a change in the Charnock parameter. 
 
4.7 Response to Atlantic forcing, and its uncertainty 
 
We can, now, make a meaningful estimate of the response to the chosen SST forcing, of 
the uncertainty in the magnitude of the response and of the fraction of this uncertainty 
that is due to model error. For example, the mean northern European (0ºE–20ºE,45ºN–
52ºN) land surface-temperature anomaly in DJF is +1.00 K (Fig. 4.2(b)). The inter-model 
standard deviation is 0.58 K (Fig. 4.5(b)) with 69% of the inter-model variance explained 
by residual atmospheric internal variability. The remaining 31% can be attributed to 
model differences. For the UK, TEMP ≈ 0.90(±0.37) K, which is comparable in 
magnitude (and sign) with that predicted to occur by 2050 under low CO2 emission 
scenarios (Hulme et al. 2002). Note that the peak magnitudes of the SSTAs (A+ − A−) 
used here do occur in reality (e.g. as recently as JJA 2003) and are predicted to occur in a 
more sustained fashion under medium to high CO2 emission scenarios (Cubasch et al. 
2001). 
 
4.8 Linearity of the response 
 
The multi-model nonlinear (anti-symmetric) component (Peng et al. 2002) to the Z500 
anomalies, (A+ − C) + (A− − C), Fig. 4.6, is smaller than the collocated significant linear 
component, (A+ − A−), Fig. 4.2, row 3, and is not field significant. Pure statistics may 
partly explain this result, although it seems reasonable to infer that, to a first 
approximation, the multi-model response is primarily linear. Such linearity has been 
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Z500
(m)
Figure 4.6 The multi-model mean nonlinear 500 hPa geopotential-height (Z500)
anomalies, (A+ − C) + (A− − C). Signals that are significant at the 10% level using a
two-sided t -test are filled in colour, other values are contoured. The percentage given
in each panel is the percentage of the area shown which is significant at the 10% level
(and, therefore, indicates the degree of field significance). 
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suggested previously based on observations for the tropics (Nobre and Shukla 1996) and 
extratropics (Kushnir 1994). 
 
4.9 The important timescales for the response 
 
For natural variability, the typical magnitude of SSTAs is a function of the timescale over 
which they occur. SSTAs of the magnitude used here (A+ − A−) may well exist naturally 
for a single season or possibly even for the same season in two consecutive years, by 
chance or associated with the ‘re-emergence mechanism’, for example. The re-emergence 
mechanism involves the insulation of winter/spring-forced deep mixed-layer thermal 
anomalies by a summertime shallow stable layer and their reemergence at the surface in 
the following late autumn and winter by mixing processes (see, for example, Alexander 
and Deser (1995)). Hence, the biennial timescales highlighted above indicate regions 
where the effect of SST forcing really could be important on biennial timescales (based 
on the SSTA patterns used here). This forcing is likely to be associated mainly with 
mixed-layer temperature anomalies. SSTAs of the magnitude of (A+ − A−) would not be 
expected to last for as long as a decade. Hence the response d, as defined in section 4(a), 
is also likely to be unrealistically large for long timescales. This implies, for timescales 
longer than about two years, an underestimation in (1) of the timescale for which the 
SST-forced response is an important component in climate variability. The aim here is to 
produce a better estimate for this timescale.  
 
For a more realistic n-year forcing, for example α(n) × (A+ − A−), where |α| < 1, the 
approximate linearity established above suggests that the response would be ≈ αd. A 
better estimate of the timescale may, therefore, be made by solving (1) with d2 replaced 





TRNDn =)(α            (3) 
 
where TRNDTR(n) is the maximal n-year trend in the observed tropical SST, 1870– 
present, and TEMPTR is the applied tropical SST difference, (A+ − A−).  
 
There is no a priori guarantee that (1) can be solved for n when 2d  is replaced by (αd)2, 
but trial shows that it can be. The solution for each season gives a timescale for the thick 
contour in Fig. 4.2 of n ≈ 30 years, at which the variance of filtered internal variability 
matches the squared scaled response. Hence, at a timescale of about 30 years, North 
Atlantic air–sea interaction may well play an appreciable role in natural climate 
variability. This timescale is considerably longer than the decorrelation time of the mixed 
layer and is likely, therefore, to be associated with lower-frequency variations, possibly 
involving variability of the thermohaline or ‘Gulf Stream’ circulations. Note that nothing 
is inferred here about predictability. 
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4.10 Discussion and conclusions 
 
This study has investigated the atmospheric response to North Atlantic (equator to 70ºN) 
sea-surface temperature anomalies. This topic is meaningful if we restrict our interest to 
the mean quasi-instantaneous atmospheric response.  
 
Because interannual atmospheric internal variability is strong compared with the 
responses of interest, it was considered essential to make the experiments under highly 
controlled conditions with as few degrees of freedom for the system as possible. This was 
done by using atmospheric models rather than coupled models, using the same SST and 
sea-ice climatologies for each model and restricting attention to fixed SSTA patterns. 
Other controlled conditions include using the same pre-industrial CO2 and trace gases, 
although it is unlikely that this would have had a large impact on the results. In order to 
further improve the chances of achieving statistical significance, ‘optimal’ SSTAs were 
deduced from a lagged maximal-covariance analysis of observed monthly-mean SST and 
the following seasonal-mean 500 hPa geopotential height field.  
 
Under these controlled and optimized conditions, the models show rather similar 
responses. It has been found that the mean response to SSTAs in the models used is 
generally larger in magnitude than the inter-model standard deviation. Further, the inter-
model standard deviation has been shown to be often dominated by atmospheric internal 
variability so the true inter-model differences are likely to be considerably smaller than 
the magnitude of the multi-model mean response. The mean response for the particular 
SSTA patterns chosen includes, for example, a −1.6 hPa effect on the Azores-minus-
Iceland North Atlantic Oscillation index, +1 K surface temperature anomalies over 
Europe and a remote one-standard-deviation decrease in Indian summer monsoon 
rainfall.  
 
Much of the large-scale response appears to be forced by the tropical SSTAs and 
communicated via barotropic Rossby waves to the extratropics. Nevertheless, a clear role 
for extratropical SSTAs in forcing an extratropical response is evident throughout the 
year. Kushnir et al. (2002) highlighted the major discrepancies between (other) models in 
their local extratropical responses. For SON and DJF, a barotropic response associated 
with extratropical SSTAs is indicated for the one model (HadAM3) investigated here. 
However, the fact that the extratropical multi-model mean response is rather baroclinic 
suggests that such barotropic (storm-track related) discrepancies also exist between the 
current models.  
 
There are reasonable similarities in SON, MAM and JJA between the statistically 
significant parts of the multi-model response patterns and the estimated observational 
responses. The magnitudes of the multi-model responses for each season are generally 
less than those estimated for the observations, and so it seems likely that the models do 
not, at the very least, overestimate the magnitude of the response.  
 
The multi-model results suggest that, for strong SSTA magnitudes such as those that 
occurred in JJA 2003 for example, air–sea interaction may have a detectable influence on 
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climate variations on timescales as short as two years. Mixed-layer processes are likely to 
be important at this timescale. Linear scaling of the response also suggests that air–sea 
interaction may play a significant role in natural climate variability on a longer timescale 
of about 30 years. For this timescale, variations in the thermohaline and ‘Gulf Stream’ 
circulations may be important. One implication of this result is that climate models need 
to represent accurately variability of these oceanic-circulation features if we are to have 
confidence in forecasts of climate change. The stronger estimates of the true 
observational response suggest that, if anything, the 30-year timescale identified here 
should be considered as an upper bound.  
 
Attention here has focused on the mean response and its magnitude compared with 
atmospheric internal variability. Clearly SSTAs could also affect the relative importance 
of different ‘modes’ of variability about the mean climate (Peng and Robinson 2001). 
This possibility has not been addressed here. To help achieve statistical significance, 
fixed SSTA patterns have been used for each season. Other SSTA patterns would be 
likely to give different response patterns (for example the ‘tripole’ SSTA pattern could 
force an NAO response in DJF, as it does here for MAM). Hence the regions highlighted 
by the biennial and 10/30-year contours in Fig. 4.2 are also likely to be sensitive to the 
choice of SSTA patterns. The SSTA patterns most relevant for forcing the atmosphere 
may vary with timescale. This aspect has not been investigated here although the decadal 
and multi-decadal nature of the principal components arising from the MCA procedure of 
Rodwell (2003) suggest that low frequencies do play a major role in the definition of the 
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Estimating the decadal predictability of a coupled AOGCM 
 





On seasonal time scales, ENSO prediction has become feasible in an operational 
framework in recent years. On decadal to multidecadal time scales, the variability of the 
oceanic circulation is assumed to provide a potential for climate prediction. To 
investigate the decadal predictability of the coupled atmosphere–ocean general 
circulation model (AOGCM) European Centre-Hamburg model version 5/Max Planck 
Institute Ocean Model (ECHAM5/MPI-OM), a 500-yr-long control integration and 
“perfect model” predictability experiments are analyzed. The results show that the sea 
surface temperatures (SSTs) of the North Atlantic, Nordic Seas, and Southern Ocean 
exhibit predictability on multidecadal time scales. Over the ocean, the predictability of 
surface air temperature (SAT) is very similar to that of SST. Over land, there is little 
evidence of decadal predictability of SAT except for some small maritime-influenced 
regions of Europe. The AOGCM produces predictable signals in lower-tropospheric 




In the field of climate prediction, great progress has been attained with the ability to 
predict the El Niño-Southern Oscillation (ENSO) phenomenon (e.g., Latif et al. 1994, 
1998). El Niño, the irregular warming of sea surface temperature (SST) in the equatorial 
east Pacific, coincides with the negative phase of the Southern Oscillation, a seesaw in 
sea level pressure (SLP) between southeast Asia and the eastern Pacific region. The 
coupled atmosphere–ocean phenomenon ENSO is the most important climate mode on 
seasonal to interannual time scales, causing various climate disturbances around the 
globe. A comprehensive in situ observation system of the equatorial Pacific forms, 
together with satellite measurements, the basis for ENSO predictions. ENSO predictions 
are performed routinely by a number of prediction centers using statistical methods and 
coupled atmosphere–ocean general circulation models (AOGCMs). Recent findings on 
this topic are published in the Experimental Long-Lead Forecast Bulletin (available 
online at http://grads.iges.org/ellfb).  
 
The thermohaline circulation (THC), a component of the global ocean circulation, is 
driven by differences in the density of seawater, which is controlled by temperature and 
salinity. In regions of the Labrador and Nordic Seas and in the Southern Ocean around 
Antarctica, surface water is cooled and sinks into the deep ocean. Surface currents 
replace the water masses and transport heat poleward (Trenberth and Caron 2001). In the 
Atlantic, this poleward heat transport contributes to a milder European winter climate 
than without these currents (Broecker 1991). However, Seager et al. (2002) criticize the 
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responsibility of these heat transports for European’s mild winters and argue that the 
oceanic heat storage and atmospheric heat transport are important. The discussion of the 
relative importance of the oceanic heat and salt transports for European climate is 
ongoing (Rhines and Häkkinen 2003). The THC varies on multidecadal time scales 
(Dickson et al. 1996, Timmermann et al. 1998, Delworth and Mann 2000). The 
predictability attributed to this climate variability is investigated in this study using an 
AOGCM. 
 
Decadal predictability is estimated by diagnostic and prognostic approaches. In the 
diagnostic approach, the predictability is analyzed by decomposing the variance of a 
climate variable into a long time scale potentially predictable component and an 
unpredictable noise component. The diagnostic potential predictability of the Canadian 
Centre for Climate Modelling and Analysis (CCCma) AOGCM is estimated in the study 
of Boer (2000) and that of a multimodel ensemble is estimated in the studies of Boer 
(2001, 2004). Potential predictability is found in the multimodel studies predominantly in 
the high latitude oceans, with appreciable values on multidecadal time scales especially 
in the Southern Ocean and the North Atlantic. In the prognostic approach, the 
predictability is estimated with “perfect model” AOGCM experiments. Starting from 
identical oceanic and perturbed atmospheric initial conditions, ensemble experiments are 
performed. The spread within the ensemble is interpreted as an estimate of predictability. 
The use of identical oceanic initial conditions implies the assumption that the AOGCM 
could be perfectly initialized with three-dimensional oceanic observational fields. Thus, 
since this is not possible, this technique gives an upper limit of predictability. Using the 
Geophysical Fluid Dynamics Laboratory (GFDL) model, Griffies and Bryan (1997a,b) 
found that in the North Atlantic region the first empirical orthogonal function (EOF) of 
the dynamical sea surface topography is predictable up to 10–20 yr on average, and SST 
in the East Greenland Sea is predictable 5–15 yr in advance. Grötzner et al. (1999) used 
the European Centre-Hamburg model version 3/Large-Scale Geostrophic 
(ECHAM3/LSG) model and found that the North Atlantic THC is predictable about one 
decade in advance, but North Atlantic SST is only predictable about 1 yr in advance. 
Boer (2000) analyzed simulations with the CCCma model and found predictable surface 
air temperatures (SATs) on multidecadal time scales mainly in the Southern Ocean. 
Collins (2002) used the third Hadley Centre Coupled Ocean–Atmosphere GCM 
(HadCM3) and found that SAT in the North Atlantic region is predictable on decadal 
time scales. Collins and Sinha (2003) have shown some indication that the multidecadal 
THC predictability in HadCM3 leads to weak but significant predictability of western 
European climate. These studies and the recent predictability comparison of Collins et al. 
(2003) show that the predictability of oceanic and atmospheric components depends 
strongly on the model formulation. However, the possibilities of decadal climate 
predictability with AOGCMs are unclear since the number of decadal predictability 
studies is limited. The AOGCM experiments of this study exhibit relatively high 
predictabilities and therefore may reveal new chances for climate prediction. The 
remainder of this paper is organized as follows: The AOGCM and the experiments used 
in this study are described in section 2. The concepts of diagnostic and prognostic 
potential predictability are introduced in section 3 and are applied to estimate the climate 
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predictability of our AOGCM in section 4. Section 5 concludes this paper with a 
summary and discussion of the results. 
 
5.2 Model and experiments 
 
The model used in this study is the global coupled ECHAM5/Max Planck Institute Ocean 
Model (MPIOM). The atmospheric component, ECHAM5 (version 5.0; Roeckner et al. 
2003), is run at T42 resolution, which corresponds to a horizontal resolution of about 2.8º 
x 2.8º. The oceanic component, MPI-OM (Marsland et al. 2003), is based on a C grid 
version of the Hamburg Ocean Primitive Equation (HOPE) ocean model. It is run on a 
curvilinear grid with equatorial refinement. A dynamic/thermodynamic sea ice model 
(see also Marsland et al. 2003) and a hydrological discharge model (Hagemann and 
Dümenil Gates 2001) are included in this model. The atmospheric and oceanic 
components are coupled with the Ocean Atmosphere Sea Ice Soil (OASIS) coupler 
(Terray et al. 1998). The model does not employ flux adjustment or any other corrections.  
 
A 500-yr-long control integration of ECHAM5/MPIOM, in which the concentrations of 
the greenhouse gases are fixed to the values of the 1990s, is used to estimate the low-
frequency climate variability. The first 50 yr of the control integration are not considered 
in order to allow for the spinup of the coupled system. The North Atlantic THC of this 
integration exhibits strong multidecadal variations (Latif et al. 2004). From the control 
integration, three different years (90, 125, and 170), corresponding to intermediate, 
strong, and weak North Atlantic THC conditions, are selected and used as initial 
conditions for three ensemble experiments. Each ensemble consists of six experiments 
realized with slightly perturbed atmospheric, but the same oceanic, initial conditions. The 
experiments cover a 20-yr-long integration period. These ensemble experiments are 




This study is idealized, since no observational data for the initialization of the 
experiments or the verification of the results are used. Instead, the upper predictability 
limit of ECHAM5/MPI-OM is estimated by applying the methods of “prognostic 
potential predictability” (PPP) and “diagnostic potential predictability” (DPP). For the 
prognostic predictability approach we perform perfect model ensemble experiments with 
the AOGCM ECHAM5/MPI-OM, while the 500-yr-long control integration with this 
AOGCM is analyzed in the diagnostic predictability approach. 
 
5.3.1 Diagnostic potential predictability 
 
The method of analysis of variances (Madden 1976, Rowell 1998, see also the Appendix 
for a description of this analysis) is applied to investigate the variability of our control 
integration. To distinguish this method from the prognostic approach introduced in the 
next section, we call it diagnostic potential predictability. DPP attempts to quantify the 
fraction of long-term variability that may be distinguished from the internally generated 
natural variability, which is not predictable on long time scales and so may be considered 
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as noise. For this concept the variance of some mean quantity is investigated to determine 
whether it is greater than can be accounted for by sampling error given the noise in the 
system. The variances of a certain climate variable from the control integration (of length 
l = nm) are estimated from the m-year means ( 2νσ ) and the average of the deviations of 
the annual means from them ( 2εσ ). In a first step, we test the null hypothesis that the data 
are independent random variables, which possess no long time-scale potential 
predictability. Following Boer (2004), the null hypothesis is rejected using an F test (e.g., 












σ .      (5.1) 
 
As noted in Rowell (1998), the one-sided test, which is not affected by serial correlation 
in the data, has to be used. In a second step, DPP is calculated. As Boer (2004) shows, it 
can be derived in two ways resulting in two different estimates for DPP. We use the more 
conservative estimate here:  
 





= ,       (5.2) 
 
where 222 εν σσσ +=  is the total variance. The longer time-scale variance is discounted in 
this equation to account for the fact that short-term noise contributes to the calculated 
long time-scale variance.  
 
5.3.2 Prognostic potential predictability 
 
The ensemble spread (ensemble variance) of a climate variable X from the ensemble 
experiments in relation to its variance in the control integration ( 2σ ) gives a measure for 
the PPP. Here, PPP (as a function of the prediction period t) is defined as the average 
over all ensemble experiments: 
 



















tPPP ,              (5.3) 
 
where ijX  is the ith member of the jth ensemble, jX  is the jth ensemble mean, and N 
(M) is the number of ensembles (ensemble members). In this study, each of the three 
experiments (N = 3) consists of six ensemble members and the control integration (M = 
7), which is regarded as an additional ensemble member. PPP amounts to a value of 1 for 
perfect predictability and a value of 0 for an ensemble spread equal to the variance of the 
control integration. The significance of PPP is estimated, determining if the ensemble 
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variance is different to the variance of the control integration. The F test is used for this 
decision; that is, if 
 






tPPP ,      (5.4) 
 
where the degrees of freedom of the control integration (k) are reduced with the concept 
of the decorrelation time for a first-order autoregressive (AR-1) process [Eq. (17.11) in 
von Storch and Zwiers (1999)].  
 
The results are compared with the statistical climate prediction concept of “damped 
persistence.” This statistical forecast method takes into account the climatological mean 
and the damping coefficient estimated from the history of the system. It is based on the 
concept of Hasselmann’s (1976) stochastic climate model. In this model, the system is 
divided into a fast (atmosphere) and a slow (ocean) component. In the mathematical 
formulation of the slow processes, atmospheric variability (weather) is treated as “noise”, 
which is integrated by the ocean resulting in low-frequency variability. The differential 
equation describing this AR-1 process is given by 
 
     )()()( tZtX
dt
tXd
+−= α ,      (5.5) 
 
where α  is the damping coefficient and Z(t) is a random variable with Gaussian 
characteristics. The average of several realizations of Eq. (5.5), that is, the noise-free 
solution, is  
 
     tc eXXtX
α−+= 0lim)( .      (5.6) 
 
 
This equation describes the averaged damping from an initial anomaly 0X  toward the 
climatological mean limcX . The prognostic potential predictability of a hypothetical 
ensemble generated by stochastic processes is given by [see Eq. (8) of Griffies and Bryan 
(1997b)]  
 
     tetPPP α2)( −= .       (5.7) 
 
When the damping coefficient is small, the prognostic potential predictability is high, and 






5.4.1 Climate variability 
 
Analyzing the ECHAM5/MPI-OM control integration, Latif et al. (2004) found a close 
relationship between variations of the North Atlantic THC, defined as the maximum of 
the meridional overturning circulation (MOC) at 30ºN (i.e., the maximum in the North 
Atlantic in the control integration), and SST averaged over the region 40º–60ºN, 50º–
10ºW. Figure 5.1a shows the linear correlation between decadal means of the North 
Atlantic THC (maximum MOC at 30ºN) and SST over the Northern Hemisphere. 
Temporal dependence of the data is taken into consideration for statistical tests of the 
significance of the correlation values reducing the degrees of freedom with the concept of 
the decorrelation time for an AR-1 process [Eq. (17.11) in von Storch and Zwiers 
(1999)]. Strongest (positive) correlations exist in the central North Atlantic region. 
Therefore the same North Atlantic SST index as in Latif et al. (2004) is used to 
investigate the relation to the atmospheric variables SAT and SLP. Figure 5.1b shows the 
correlation values between decadal means of the North Atlantic SST index and SAT. 
Significant positive correlation values exist nearly over the whole North Atlantic, 
extending also over Europe and Asia. Figure 5.1c shows the correlation values between 
decadal means of the North Atlantic SST index and SLP. The correlation pattern is a 
monopole with significant (negative) correlation values over the east Atlantic and 
Europe. Based on this analysis, we define an east Atlantic–European SLP index as the 
average over the region 40º–60ºN, 30ºW–30ºE. The model simulates a realistic North 
Atlantic Oscillation (NAO), shown in Fig. 5.1d as the correlation of the NAO index with 
SLP in the winter season (January–February– March: JFM). The NAO index is defined as 
the principal component of the leading EOF of SLP in the North Atlantic–European 
region (15º–80ºN, 90ºW–40ºE) for the winter season (JFM). The spatial dipole structure 
of the NAO is different from the monopole structure of the THC projection on the SLP 
field.  
 
Spectral analyses of climate indices are shown for the North Atlantic THC (Fig. 5.1e), the 
North Atlantic SST (Fig. 5.1f), the east Atlantic–European SLP (Fig. 5.1g) and the NAO 
(Fig. 5.1h). The spectra are computed from detrended time series using a “Bartlett” 
window and two chunks. The spectra of the North Atlantic THC and SST indices are red, 
and those of the east Atlantic–European SLP and NAO indices are white. The North 
Atlantic THC spectrum shows a dominant peak at 70 yr and another peak at 100 yr, 
exceeding the 99% significance level. Peaks of the North Atlantic SST spectrum do not 
exceed the 99% significance level. The east Atlantic–European SLP spectrum exhibits a 
peak at 10 yr. Peaks of the NAO spectrum do not exceed the 99% significance level. 
Particularly, there is little amplitude of variability in the NAO on the time scales 
associated with the THC variability. This is different from the spectra of the 
ECHAM3/LSG model (Grötzner et al. 1999), which shows spectral peaks at the time 





Figure 5.1 Analyses of the climate variability in the control integration. Correlation
maps between (a) the North Atlantic THC index and SST, (b) the North Atlantic SST
index and SAT, (c) the North Atlantic SST index and SLP, and (d) the NAO index and
SLP. (a)–(c) are based on decadal means. The shaded values are significant on the
95% significance level according to a t test. (d) is based on winter (JFM) means. Only
positive values are plotted in (a) and (b), and in (c) and (d) the sign of the correlation
is marked. Also shown are the spectra of time series for the (e) North Atlantic THC, (f)
North Atlantic SST, (g) east Atlantic–European SLP, and (h) NAO. (e)–(g) are based
on annual means and (h) is based on winter (JFM) means. Additionally shown in (e)–
(h) are the spectra of fitted AR-1 processes (solid), and the 95% (dashed) and 99%
(dotted) significance levels according to these processes.
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5.4.2 Diagnostic potential predictability 
 
Figure 5.2a shows the diagnostic potential predictability for decadal means of surface 
temperatures (i.e., SST over the oceans and land surface temperature elsewhere) of the 
control integration. Highest decadal DPP values exist in the North Atlantic and Nordic 
Seas. Other regions with high decadal DPP are present in the Southern Ocean, in the 
extratropical North Pacific and also in the subtropical Pacific. Our result of decadal DPP 
for surface temperatures shows a remarkable similarity to that of a super ensemble of 
nine climate models (Boer 2004). However, compared to the results of the superensemble 
mean, the diagnostic potential predictability of our analysis is stronger in the North 
Atlantic, Nordic Seas, and Pacific and weaker in the Southern Ocean, especially east of 
the Greenwich meridian to the date line. Figure 5.2b shows the diagnostic potential 
predictability for 20-yr means of surface temperatures. These DPP values are generally 
less significant than those based on 10-yr means, although considerable values remain in 
the North Atlantic and Nordic Seas. 
 
 
5.4.3 Oceanic prognostic potential predictability 
 
The prognostic potential predictability of surface temperatures are shown as maps 
averaged over the three ensemble experiments and the first and second prediction decade 
in Figs. 5.3a and 5.3b, respectively. The result of this method averaged over the first 
decade is very similar to that of the diagnostic potential predictability method based on 
10-yr means. Averaged over the first decade, the most predictable regions are in the 
North Atlantic, Nordic Seas, and Southern Ocean. The result of the prognostic potential 
predictability method averaged over the second decade is very similar to that of the 
diagnostic potential predictability method based on 20-yr means. The prognostic potential 
predictability of the second decade is everywhere less significant than that of the first 
decade. In this period, predictability primarily remains significant in the North Atlantic 
and the Nordic Seas. In these areas, the ocean exhibits multidecadal SST predictability. 
 
 
Figure 5.2 Diagnostic potential predictability of surface temperature (Tsurf ) based on
(a) 10-yr means and (b) 20-yr means. The shaded values are significant at the 99%
significance level according to an F test. 
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SST indices are defined in regions with high predictabilities to analyze the time 
dependence of the predictability in more detail. An additional effect of the spatial average 
is an enhancement of the predictability, since small-scale fluctuations are filtered out. The 
time series of North Atlantic SST averaged in the region 40º–60ºN, 50º–10ºW of the 
control integration and the predictability experiments are shown together with the 
predictability of this SST index in Fig. 5.4a. The skill in predicting the North Atlantic 
SST index is clearly better than that of the damped persistence forecast and exceeds the 
95% significance level over the whole prediction period of 20 yr. Averaged over the first 
(second)  prediction  decade,  the  predictability,  PPP,  equals  0.86  (0.79).  These  values are 
 
 
Figure 5.3 PPP of temperature at (top) the surface (Tsurf), (middle) 925 hPa level
(T925), and (bottom) 850 hPa level (T850) averaged over the three ensemble
experiments and the (left column) first and (right column) second prediction decade.





Figure 5.4 (a) (left) Annual mean North Atlantic SST for years 70 to 210 of the
control integration (black); ensemble forecast experiments initialized at the end of
the years 90, 125, and 170 (black); and the ensemble means (white). The results of
the statistical forecast method of damped persistence are shown as the range
expected to contain 90% and 50% of the values from infinite size ensembles of noise
driven AR-1 random processes (light and dark gray, respectively). (right) PPP of
the North Atlantic SST index averaged over the three ensemble experiments (solid
curve), with the damped persistence forecast (dashed) as a function of the prediction
period. Additionally, the 95% significance level according to an F test is dotted.
(b)–( j) As in (a), but for (b) Southern Ocean SST, (c) North Pacific SST, (d) North
Atlantic THC, (e) Drake Passage throughflow, (f ) North Atlantic SAT for JFM, (g)
North Atlantic SAT for JAS, (h) North Atlantic precipitation, (i) east Atlantic–
European SLP, and ( j) the NAO index. (a)–(e) and (h)–(i) are based on annual
means, (f ) and ( j) are based on winter (JFM) means, and (g) is based on summer
(JAS) means. 
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considerably higher than the corresponding, spatially averaged predictabilities of 
individual grid cells as displayed in Fig. 5.3a (5.3b) of 0.61 (0.53). The time series and 
predictabilities of Southern Ocean SST averaged in the region 50º–60ºS, 180º–80ºW are 
shown in Fig. 5.4b. The skill in predicting the Southern Ocean SST index is also good 
and remains significant at the 95% significance level over the whole prediction period, 
except for the last two years. Averaged over the first (second) prediction decade, 
predictability equals 0.82 (0.67). These values are again considerably higher than the 
spatially averaged predictabilities of individual grid cells as displayed in Fig. 5.3a (5.3b) 
of 0.62 (0.43). Figure 5.4c shows the North Pacific SST averaged over the region 40º–
60ºN, 140ºE–130ºW. This SST index is much less predictable than the North Atlantic and 
Southern Ocean SST indices. Predictability of North Pacific SST is significant only in the 
first two years. Thereafter the predictability is of the order of the damped persistence 
forecast. Latif and Barnett (1994) found in the AOGCM ECHAM3/HOPE a coupled air–
sea mode between the subtropical gyre circulation in the North Pacific and the Aleutian 
low pressure system from which a higher North Pacific SST predictability could be 
expected. The results of the diagnostic potential predictability confirm this assumption 
since substantial predictabilities exist in certain regions of the North Pacific (Figs. 5.2a 
and 5.2b). However, the prognostic potential predictability method suggests almost no 
significant SST predictability in these regions. A detailed analysis of the predictability in 
each of the three ensembles shows that the third ensemble exhibits, in contrast to the 
other ensembles, a significant predictability for the North Pacific SST index of about a 
decade. This may indicate a dependence of the North Pacific SST predictability on the 
initial oceanic state.  
 
The result of the North Atlantic THC predictability analysis is shown in Fig. 5.4d. The 
skill in predicting the North Atlantic THC is significant at the 95% significance level 
over the whole prediction period of 20 yr and comparable to that of the North Atlantic 
SST. Latif et al. (2004) show the close relationship between the North Atlantic THC and 
SST in our AOGCM. The strength of the overturning circulation is related to the 
convective activity in the deep water formation regions, most notably the Labrador Sea, 
which is sensitive to freshwater anomalies from the Arctic (Jungclaus et al., 2004, 
manuscript submitted to J. Climate). Another region with a good skill in predicting SST 
exists in the Southern Ocean. The predictability of the Drake Passage throughflow (Fig. 
5.4e) as a measure for the Antarctic Circumpolar Current (ACC) is analyzed. The 
predictability of the Drake Passage throughflow is clearly significant just over the first 
five years. This relatively short predictability period and the relatively low correlation 
values between ACC and Southern Ocean SST in the control integration (not shown) 
suggest that the strength of the ACC is not the only forcing term determining the 
predictability of the Southern Ocean SST. 
 
5.4.4 Atmospheric prognostic potential predictability 
 
The (sea and land) surface temperature and the temperature of the overlying atmosphere 
are closely related. Therefore the prognostic potential predictability values of SAT (not 
shown) are very close to the prognostic potential predictability values of the surface 
temperatures, which are shown in Figs. 5.3a and 5.3b. The highest PPP values of SAT 
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exist over the North Atlantic, Nordic Seas, and Southern Ocean. Over land there is little 
evidence of decadal predictability of SAT except for some limited regions of maritime-
influenced Europe such as Iceland, Ireland, south Greenland, parts of Great Britain, and 
Iberia (Figs. 5.3a and 5.3b). The predictability values of air temperature at higher levels 
are shown for the 925-hPa level (Figs. 5.3c and 5.3d), and the 850-hPa level (Figs. 5.3e 
and 5.3f). The air temperature is predictable in the lower troposphere over the Southern 
Ocean in the first prediction decade and over the North Atlantic in both prediction 
decades. The predictability of decadal mean surface relative humidity is also significant 
in certain regions of the North Atlantic, Nordic Seas, and Southern Ocean (not shown). 
However, the predictability of decadal mean SLP is not significant in the North Atlantic–
European region (not shown).  
 
Figures 5.4f and 5.4g show the time series and predictabilities for the North Atlantic SAT 
index defined as the average over sea points in the region 30º–65ºN, 40ºW–0º for winter 
(JFM) and summer (July–August–September: JAS), respectively. The predictability of 
this index is significant at the 95% significance level over the whole prediction period in 
both seasons. The skill of predicting the North Atlantic SAT index is better in winter than 
in summer, and the variance of North Atlantic SAT is higher in winter than in summer. 
The atmosphere is dynamically most active in winter. As a result, it is reasonable that the 
atmosphere over the North Atlantic is strongest coupled to the ocean in this season. The 
reemergence of persistent oceanic surface anomalies in winter (Timlin et al. 2002) may 
also contribute to the enhanced signal in this season. Figure 5.4h shows the result for the 
North Atlantic precipitation index defined as the average over the region 50º–60ºN, 40º–
20ºW. The North Atlantic precipitation index is significantly predictable over the first 
decade. Again, the predictability values of the North Atlantic SAT and precipitation are 
higher than the corresponding spatial averages of predictabilities at individual grid cells. 
A detailed analysis shows predictability of humidity to be limited to the lower 
troposphere. Park and Latif (2004) show that in the ECHAM5/MPI-OM AOGCM the 
atmospheric response to the North Atlantic decadal SST variability is shallow and that 
changes in the statistics of transient eddies are not involved. Figure 5.4i shows the result 
for the east Atlantic–European SLP index and Fig. 5.4j shows the result for the NAO 
index. The NAO index is defined for the ensemble experiments as the scalar product with 
the leading EOF mode of the control integration based on SLP averages for the winter 
season (JFM). The predictabilities of these SLP-based indices are significant just in the 
first one or two years. 
 
5.5 Summary and discussion 
 
In this study, the decadal predictability of the coupled AOGCM ECHAM5/MPI-OM has 
been systematically investigated, analyzing both the control integration and the perfect 
model experiments. SSTs are shown to be predictable on decadal to multidecadal time 
scales in the North Atlantic, Nordic Seas, and Southern Ocean. Ocean dynamics is a 
candidate in forcing the multidecadal variability and producing the multidecadal 
predictability of SST. A close relationship between the North Atlantic SST and THC 
exists. The relation between the ACC and SST in the Southern Ocean is less clear. In 
addition to the decadal predictability of SST, the AOGCM produces predictable signals 
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in the temperature of the lower troposphere. Over land there is little evidence of decadal 
predictability of SAT except for some limited regions of maritime-influenced Europe. 
Precipitation is predictable up to a decade in advance in a certain region over the North 
Atlantic. However, no significant decadal SLP predictability in the North Atlantic–
European region has been detected, although significant correlation values between the 
decadal mean North Atlantic SST index and SLP exist in this region. The “noise” 
(weather) part of the atmospheric circulation overwhelms any decadal climate signal.  
 
The decadal predictability is dependent on the model formulation. In the earlier AOGCM 
version, ECHAM3/LSG, the North Atlantic THC was predictable on decadal time scales, 
but the North Atlantic SST was not. (Grötzner et al. 1999). The higher (vertical) 
resolution of the oceanic component of the ECHAM5/MPI-OM AOGCM and the more 
realistic oceanic heat transports may be the reason of the higher SST predictability in this 
AOGCM. Our result of multidecadal SAT predictability is comparable with the results of 
the GFDL model (Griffies and Bryan 1997a,b), the CCCma model (Boer 2000), and the 
HadCM3 model (Collins and Sinha 2003). Furthermore, the diagnostic potential 
predictability in the North Atlantic is higher in ECHAM5/MPIOM than in a 
superensemble of nine AOGCMs (Boer 2004). An open question is whether our AOGCM 
is overestimating decadal climate predictability.  
 
In this study, the predictability problem is treated in a highly idealized manner. However, 
for a “real” climate forecast, the initial state of the three-dimensional ocean must be 
known. This is a big problem, since only the surface is observable with good spatial 
coverage by satellites. Latif et al. (2004) suggest that the relationship between variations 
in THC and SST can be exploited for predictability purposes, as the initial oceanic state 
may be derived from the history of SST. This may provide a method for determining the 
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Influence of the multidecadal Atlantic meridional overturning 
circulation variability on European climate 
 





The influence of the natural multidecadal variability of the Atlantic meridional 
overturning circulation (MOC) on European climate is investigated using a simulation 
with the coupled atmosphere-ocean general circulation model ECHAM5/MPI-OM. The 
results show that Atlantic MOC fluctuations, which go along with changes in the 
northward heat transport, in turn effect European climate. Additionally, ensemble 
predictability experiments with ECHAM5/MPI-OM show that the probability density 
functions of surface air temperatures in the North Atlantic/European region are affected 
by the multidecadal variability of the large-scale oceanic circulation. Thus, some useful 




One important role of the large-scale oceanic circulation for climate is the transport of 
heat. The meridional overturning circulation (MOC) describes the zonally averaged 
oceanic circulation. The Atlantic MOC consists on a wind driven part and the 
thermohaline circulation (THC). Although both the Pacific and Atlantic have strong 
northward-flowing surface currents at their western margins (Kuroshio in the Pacific and 
Gulf Stream in the Atlantic) only in the Atlantic, which is much saltier than the Pacific, 
the oceanic water gets dense enough in high latitudes to initiate deep convection. This 
drives the Atlantic THC, a part of the great conveyor belt (Broecker 1991). Trenberth and 
Solomon (1994) regard the meridional heat transport of the atmosphere and ocean of 
unique importance. The recent estimation of Trenberth and Caron (2001) attributes the 
atmosphere having a much greater dominance. In their study the atmospheric transport 
accounts at 35ºN for 78% of the total meridional heat transport on the Northern 
Hemisphere. Seager et al. (2002) take the occasion to criticize the responsibility of the 
Gulf Stream for European’s mild winters at all. However, sea surface temperature (SST) 
in the northern North Atlantic is warmer than in the northern North Pacific at the same 
latitudes (Manabe and Stouffer 1999a). One way of estimating the effect of the THC on 
climate is to switch it off in coupled atmosphere-ocean general circulation models 
(AOGCMs). The results show a cooling over the Nordic Seas (e.g., Schiller et al. 1997, 
Manabe and Stouffer 1999b, Vellinga and Wood 2002), but the magnitude depends on 
the AOGCM considered. In most models the temperatures over northern Europe decrease 
by several degrees. Furhermore, a collapse of the Atlantic THC in response to global 
warming is discussed (Broecker 1987, Manabe and Stouffer 1993, 1994, Weaver and 
Hillaire-Marcel 2004). The abrupt climate change associated with the collapse of the 
Atlantic THC might even be irreversible (Alley et al. 2003). More likely than a 
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breakdown of the THC seems to be a weakening as simulated by many coupled climate 
models (e.g., Rahmstorf 1999, Wood et al. 1999, Latif et al. 2000). This study, however, 
focuses on the influence of the internally generated multidecadal Atlantic MOC 
variability on European climate. Observational data of the Atlantic MOC are rare. The 
existing observations give an estimate of the current strength of the MOC (Ganachaud 
and Wunsch 2000) but not of its past evolution. Climate model simulations provide a 
measure to estimate the MOC variability, its predictability and influence on climate. 
 
6.2 Model and experiments 
 
The coupled AOGCM used in this study is the European Centre Hamburg version 5 / 
Max Planck Institute Ocean Model (ECHAM5/MPI-OM) (Latif et al. 2004). The 
atmospheric component, ECHAM5 (Roeckner et al. 2003), is run at a spectral T42 
resolution with 19 vertical layers. The oceanic component, MPI-OM (Marsland et al. 
2003), is run on a bipolar orthogonal spherical coordinate system with equatorial 
refinement and 23 vertical levels. A dynamic/thermodynamic sea ice model and a river 
runoff scheme are included in this model. The components are coupled without the use of 
flux adjustments. A 500 year long control integration with greenhouse gases fixed to 
values of the 1990s is used to investigate the influence of the Atlantic MOC on European 
climate. Additionally, ensemble experiments are used to estimate the predictability of 
European climate. Started from the control integration, three different years (90, 125 and 
170) corresponding to intermediate, strong, and weak Atlantic MOC conditions, are 
selected and used as initial conditions for three ensemble predictability experiments. Each 
ensemble consists on six ensemble members realized with slightly perturbed atmospheric 
initial conditions. The ensemble predictability experiments are integrated over a period of 




The Atlantic MOC is strongest at 30ºN in the ECHAM5/MPI-OM control integration. 
Figure 6.1 shows the anomalies of the maximum of the Atlantic MOC together with the 
anomalies of the oceanic heat transport (OHT) at this latitude. The first period (80 years) 
of the integration is characterized by the spin-up of the coupled system and therefore not 
considered. However, rather strong MOC fluctuations with a period of 70-100 years 
(Pohlmann et al. 2004) are also apparent in the following centuries. The strength of the 
overturning circulation is related to the convective activity in the deep-water formation 
regions, most notable the Labrador Sea, which is sensitive to fresh water anomalies from 
the Arctic (Jungclaus et al. 2004). MOC fluctuations go along with changes in the 
northward heat transport and have therefore the potential to influence North 
Atlantic/European climate. The influence of the Atlantic MOC on European climate 
cannot be strictly separated from that of the North Atlantic Oscillation on interannual 
timescales. However, on longer timescales the North Atlantic MOC variability leads 
European climate variability, which indicates an influence from the ocean to the 
atmosphere (not shown).  
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The influence of the Atlantic MOC on European surface air temperature (SAT) is 
investigated by calculating the probability density functions (PDFs) of European SAT for 
strong and weak overturning conditions. Figure 6.2 shows the fitted PDFs of European 
SAT averaged over the region 35º-75ºN, 10ºW-40ºE for years in which the maximum 
Atlantic MOC anomalies at 30ºN exceed +/- 0.44 standard deviations (i.e., a third of the 
years as the data are Gauss distributed), respectively. In the case of weak MOC 
conditions the SAT averaged over Europe is colder than in the case of strong MOC 
conditions, and vice versa. The difference of the mean European SAT for these two cases 
amounts to 0.5K. The two distributions are significantly different at the 95% level 




Figure 6.1 Time series of the Atlantic MOC (black) and OHT (red) anomalies at 30ºN
of the ECHAM5/MPI-OM control integration starting at year 80. The mean of the
Atlantic MOC amounts to 19 Sv (1Sv=106 m3s-1) and that of the Atlantic OHT is 0.8 PW
(1PW=1015W). The data are detrended prior to the analysis. The thick curves are the
corresponding 11-year running means, used to low pass filter the data. 
 
 
Figure 6.2 Fitted probability density functions (PDFs) of the European SAT for years
with strong (red/solid) and weak (blue/dashed) anomalies of the North Atlantic MOC,
defined as exceeding +/- 0.44 standard deviations, respectively. 
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The regional patterns of the influence of the North Atlantic MOC on European climate 
are presented in Figure 6.3. Years with anomalously strong and weak Atlantic MOC 
conditions are defined, as above, as exceeding +/- 0.44 standard deviations, respectively. 
The differences of the mean SAT and precipitation between high and low phases of the 
MOC are based on annual means, which are available from the complete control run. The 
differences of the mean frost and summer days are calculated from daily means, which 
are processed from daily maximum and minimum SAT for a 100 year segment of the 
control integration. The difference of the mean SAT between years with strong and weak 
MOC conditions is strongest in the Baltic region with values up to 1K. Additionally, a 
separate analysis based on seasonal means shows that the differences are strongest in 
winter. Strong anomalies of the Atlantic MOC are associated with enhanced northward 
oceanic heat transports, which generally lead to increased atmospheric temperatures over 
the North Atlantic/European region. The difference of the mean precipitation between 
strong and weak MOC conditions displays a north – south orientated dipole with an 
enhancement over northern Europe and a reduction in southern and eastern Europe. 
Strongest increases are present in southern Norway and strongest decreases on the Iberian 
pininsula and around the Adriatic Sea with values up to 4 mm/month. An enhanced MOC 
leads to a reduced number of frost days over the whole European continent. The 
 
 
Figure 6.3 Difference of (a) SAT [ºC], (b) precipitation [mm/month], and days per year
with temperature (c) below 0ºC and (d) over 25ºC over Europe between years with
strong and weak Atlantic MOC conditions exceeding +/- 0.44 standard deviations. 
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reduction is strongest in western and northern Europe with a maximum of more than 12 
days/year in Great Britain. The difference in summer days, defined as days reaching 
25ºC, between strong and weak MOC conditions displays a west – east orientated dipole 
with a reduction over western Europe of more than 3 days/year and an enhancement over 
eastern Europe up to 9 days/year. 
 
The decadal Atlantic MOC predictability of the AOGCM ECHAM5/MPI-OM is shown 
in Pohlmann et al. (2004) using ensemble predictability experiments. In contrast to results 
with the AOGCM ECHAM3/LSG (Grötzner et al. 1999) the MOC variability is affecting 
North Atlantic SST north of 30ºN resulting in SST predictability comparable to the MOC 
predictability. In this study a different method of predictability is applied to the same 
ensemble experiments, which estimates predictability in a probabilistic manner. This 
method is commonly used for seasonal forecasts and also to estimate decadal 
predictability (Collins and Sinha 2003). The probabilistic method decides, whether the 
ensemble mean is significantly shifted with respect to climatology. A shift to stronger 
(e.g., warmer) or weaker (e.g., colder) conditions is defined for the probabilistic forecast 
commonly by reaching the upper or lower tercile of the climatological PDF, which is 
equivalent to exceeding 0.44 standard deviations. The probability of this shift in the 
forecast ensemble gives a measure for predictability, which is by chance 33% for each 
case. 
 
The probability of the SAT being in the warm tercile of the climatological PDF for the 
three ensemble experiments averaged over the first and second prediction decade are 
shown in Figure 6.4. In all experiments and in both prediction decades there exists 
predictability of SAT over parts of Europe. The experiments are started from 
intermediate, strong and weak Atlantic MOC conditions, which are associated with 
intermediate, warm, and cold SAT over the North Atlantic, respectively. The SAT 
anomalies over the North Atlantic mainly persist during the first, but not the second 
prediction decade. Additionally, the probability of European SAT anomalies being in the 
warm tercile of the climatological PDF is in all three experiments higher in the second 
then in the first prediction decade.  
 
We note one important caveat. The predictability experiments used in this study are 
idealized, since the initial oceanic conditions were not perturbed. This implies the 
assumption that the AOGCM could be initialized perfectly by ocean observations. Thus, 
since this is not possible, we show here only the usefulness of decadal forecasts with 
respect to European climate. 
 
6.4 Summary and discussion 
 
The experiments with the AOGCM ECHAM5/MPI-OM indicate an influence of the 
internal multidecadal variability of the Atlantic MOC on European climate. Strong 
overturning conditions coincide with strong northward heat transports in the Atlantic. 
During such conditions the European SAT is enhanced, and the number of frost days per 
year are reduced. The precipitation is enhanced in northern and decreased in southern 
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Europe. The number of summer days per year is decreased in western and increased in 
eastern Europe.  
 
Although predictability measured by classical measures is mostly restricted to oceanic 
regions in ECHAM5/MPI-OM (Pohlmann et al. 2004), the probability density functions 
of SAT and precipitation are significantly affected by the large-scale oceanic circulation 
changes also over Europe. Thus some useful decadal predictability of economic value 
may exist in the Atlantic/European sector. To exploit this decadal predictability, however, 
a suitable oceanic observing system must be installed, since the memory of the climate 
system resides in the North Atlantic Ocean. In particular, the North Atlantic MOC should 




Figure 6.4 Probability of SAT anomalies being in the warm tercile of the climatological
PDF (equivalent to exceeding of 0.44 standard deviations) averaged over the first (left
column) and second (right column) prediction decade and the first (top), second
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Interannual to decadal climate predictability: A multi-perfect-
model-ensemble study 
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Perfect model ensemble experiments are performed with five coupled atmosphere-ocean 
models to investigate the potential for initial-value climate forecasts on interannual to 
decadal time scales. Experiments are started from similar initial states and common 
diagnostics of predictability are used. We find that; variations in the ocean Meridional 
Overturning Circulation are potentially predictable on interannual to decadal time scales, 
a more consistent picture of the surface temperature impact of decadal variations in the 
MOC is now apparent, and variations of surface air temperatures in the N. Atlantic are 
also potentially predictable on interannual to decadal time scales, albeit with potential 
skill levels which are less than those seen for MOC variations. This inter-comparison 
represents a step forward in assessing the robustness of model estimates of potential skill 
and is a pre-requisite for the development of any operational forecasting system.  
 
7.1 Introduction  
 
Predictions of the future state of the climate system are of potential benefit to society. 
The ability to predict (here we consider the potential ability to predict) can also give 
insight into the physical aspects of the climate system which are not simply the averaged 
or integrated effects of chaotic, unpredictable weather “noise”. Restricting attention to 
variations in climate which are purely internally generated, predictability in the system 
hints at processes which have long time scales or which possibly have periodic 
behaviour. Quantifying the predictability associated with such processes can lead to a 
greater understanding of the climate system.  
 
Operational predictions of climate on seasonal to interannual time scales associated with 
the El Niño Southern Oscillation (ENSO) are now commonplace (e.g., Goddard et al. 
2001). Prediction systems for other seasonal-interannual “modes” of climate are also 
emerging (e.g., Rodwell and Folland 2004). Here we consider the predictability of 
interannual to decadal variations in climate. On these time scales, both the initial 
conditions (principally the initial state of the ocean) and the boundary conditions 
(associated with both natural and anthropogenic forcing of the system) are important 
(Collins and Allen 2002, Collins 2002) but here we focus solely on the initial value 




The Atlantic Meridional Overturning Circulation (MOC) is the main northward heat 
carrying component of the ocean part of the climate system (e.g., Trenberth and Caron 
2001). Coupled atmosphere-ocean models (AOGCMs) exhibit internally generated 
variations the strength of the MOC and associated heat transport (e.g., Dong and Sutton 
2001) and the surface climate impact of those variations have also been seen in historical 
(Latif et al. 2004) and palaeo-climate records (Delworth and Mann 2000). Shorter records 
of ocean observations (Dickson et al. 1996, Curry et al. 2003, Marsh 2000), also exhibit 
variations which have been linked with the MOC. Variations in the MOC thus represent 
an ideal candidate for the study of interannual to decadal climate predictability.  
 
Predictability studies with AOGCMs in which ensembles of simulations with small 
perturbations to the initial conditions are performed have revealed the potential 
predictability in these MOC variations and in related surface and atmosphere variables 
(Griffies and Bryan 1997, Grötzner et al. 1999, Boer 2000, Collins and Sinha 2003, 
Pohlmann et al. 2004). While all studies show some level of potential predictability, it is 
difficult to form robust conclusions because of the range of complexity (and hence 
realism) of the different models used, because of the range of different initial states 
considered and because of subtle differences in the measures of predictability employed. 
For example, it is well known in weather forecasting that predictive skill can vary 
considerably with different initial conditions. Clearly it is important to quantify the 
potential skill-level of interannual-decadal climate forecasts prior to the expensive 
development of operational prediction schemes and the deployment of operational 
observing systems.  
 
Here we present a step-forward in making a robust estimate of the potential predictive 
skill of interannual to decadal climate predictions associated with internally generated 
variations in the MOC. A coordinated set of potential predictability experiments have 
been performed with five recently developed complex AOGCMs. An attempt is made to 
initiate the experiments from similar ocean states and a common set of measures of 
potential skill are used. This “multi-model” approach has proved useful in other areas of 
weather and climate prediction. Here the emphasis is on a comparison of the levels of 
potential predictability seen in the different models. Other publications discuss the 
individual model results (e.g., Collins and Sinha 2003, Pohlmann et al. 2004a, Pohlmann 
et al. 2004b) in more detail.  
 
7.2 The ensemble experiments  
 
Five coupled atmosphere-ocean models are used (see Table 7.1):  
 
The ARPEGE3-ORCALIM has an atmosphere component (Déqué et al. 1994) with a 
horizontal resolution of T63 with 31 levels in the vertical (20 in the troposphere). The 
ocean component, ORCA2, is the global configuration of the OPA8 Ocean model (Madec 
et al. 1998) with a horizontal resolution of 2° in longitude and 0.5° to 2° in latitude. It 
includes a dynamic-thermodynamic sea-ice model (Fichefet and Morales Maqueda 1997). 
The components are coupled through OASIS 2.5 (Valcke et al. 2000), which ensures the 
time synchronization and performs spatial interpolation from one grid to another.  
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The Bergen Climate Model (BCM) (Furevik et al. 2003, Bentsen et al. 2004) uses the 
Miami Isopycnic Coordinate Ocean Model (Bleck et al. 1992) coupled to a dynamic-
thermodynamic sea ice module. The ocean mesh is formulated on a Mercator projection 
with a nominal resolution of 2.4 degrees, and 24 vertical layers. The atmospheric 
component is version three of the ARPEGE model with a horizontal resolution of T63 
and 31 layers in the vertical – essentially the same atmosphere that is used in ARPEGE3-
ORCALIM. Fresh water and heat flux adjustments are applied.  
 
ECHAM5/MPI-OM (Latif et al. 2004) uses version 5 of the European Centre-Hamburg 
atmosphere model (ECHAM5, Roeckner et al. 2003) at T42 resolution with 19 vertical 
layers. The oceanic component, the Max Planck Institute Ocean Model (MPI-OM, 
Marsland et al. 2003) is run on a curvilinear grid with equatorial refinement and 23 
vertical levels. A dynamic-thermodynamic sea ice model and a river runoff scheme are 
included.  
 
Version 3 of the Hadley Centre Climate Model (HadCM3 – Gordon et al. 2000, Collins et 
al. 2001) uses an ocean component with a horizontal resolution of 1.25º longitude by 
1.25º latitude and 20 levels in the vertical. The atmospheric component uses a grid-point 
formulation with a horizontal resolution of 3.75º x 2.5º in longitude and latitude with 19 
unequally spaced vertical levels (Pope et al. 2000). A simple thermodynamic sea-ice 
scheme is used.  
 
The INGV model uses the ECHAM4 model (Roeckner 1996) at T42 resolution with 19 
vertical levels. The ocean component is essentially the same as that used in the 
ARPEGE3-ORCALIM model. More details can be found in Gualdi (2003).  
 
 





in each experiment  
Length of 
ensemble 




ARPEGE3-ORCALIM  2  6(+1)  25  200  
BCM  2  3(+1)  20  300  
ECHAM5/MPI-OM  3  6(+1)  20  500  
HadCM3  3  8(+1)  20  2000  
INGV  2  2(+1)  20  100  
 
Table 7.1 A summary of the AOGCMs used in the perfect model potential predictability 
experiments. The numbers in column 3 of the form 6(+1) indicate that 6 ensemble 
members were performed from a state taken from the control run but that the section of 
the control run may also be viewed as an additional ensemble member. 
 
Ensemble experiments are performed from initial states of anomalously high and 
anomalously low MOC taken from a control (i.e. unforced) run of each model (Figure 
7.1). In addition, some models were used to perform experiments with initial states near 
the time-mean value of overturning. Perturbations to the initial conditions were made 
using the common method of taking different atmospheric start conditions with the same 
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ocean start condition (the “perfect model” approach e.g., Collins and Sinha 2003). While 
this perturbation methodology is in no way optimal in terms of, for example, sampling 
the likely range of atmosphere-ocean analysis error, it is sufficient to generate ensemble 
spread on the time scales of interest.  
 
The availability of computer resources limited the number of ensemble members and 
experiments that could be performed: nevertheless all experiments were integrated out to 
at least 20 years. The experiments correspond to a total 1340 simulated years for the 
predictability experiments combined with a total of 3100 simulated years for the control 
experiments used to assess background variability. Annual mean diagnostics are 
examined because of the focus on interannual to decadal time scales.  
7.3 Potential predictability of MOC variations  
 
The first point to note is the wide range of time scales and magnitudes of MOC 
variability in the different models (Figure 7.2). The ECHAM5/MPI-OM model shows the 
largest variations in MOC strength with clear interdecadal variability present. HadCM3 
and BCM also show interdecadal variations but at a reduced level in comparison. The 
ARPEGE3-ORCALIM model has the lowest level of variability but decadal-interdecadal 
time scales are still clearly present in the time series. The large trend seen in the INGV 
model is almost certainly due to a drift seen in this particular control experiment - the 
model has yet to reach equilibrium and we do not attempt to extract quantitative measures 
of predictability. Although not calculated, diagnostic measures of predictability/ 
variability (e.g., Boer 2000) would clearly show a range of different levels of MOC 
potential predictability in these models. However, the only reliable way to assess 
predictability is to perform ensemble experiments.  
 
 
Figure 7.1 A schematic figure of the experimental design used in this study. The thick
black line represents decadal-time scale internally generated variations in the strength
of the Meridional Overturning Circulation (MOC) from a control run of a coupled
atmosphere-ocean model. The grey lines represent “perfect model” ensemble
experiments in which small perturbations to the initial conditions are made. For each of
the models used in the study, we endeavoured to initiate the ensemble experiments from
a state of relatively strong and relatively weak overturning. In addition, some models we
use to initiate experiments from a state of relatively normal overturning. 
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The perfect model ensemble experiments are also shown in Figure 7.2. Potential 
predictability is evident when the ensemble spread is small in comparison with the total 
level of variability in the control time series, or even if the ensemble spread is relatively 
large but the centre of gravity of the ensemble is displaced significantly with respect 
mean of the control (e.g., Collins 2001). We may imagine a background or climatological 
distribution which, in the absence of a forecast, would be all the information we would 
have to form an assessment of the future strength of the MOC. A forecasts may allow us 
to reduce the potential range (low ensemble spread) or shift the mean of the distribution 
(displaced ensemble), or both. Both types of (potential) predictability are seen on 
interannual to decadal time scales in the experiments shown in Figure 7.2. For example, 
the first HadCM3 ensemble (anomalously strong MOC initial conditions) has relatively 
small ensemble spread in the first decade of the experiment and the ensemble is 
significantly shifted to stronger values with respect to the mean with no ensemble 
members indicating weaker than average overturning (see Collins and Sinha (2001) for 




Figure 7.2 Time series of the strength of the MOC taken from the unforced control runs
of five coupled atmosphere-ocean models (black lines - names indicate on the figure)
and from the perfect model ensemble experiments (grey lines). MOC variations arise
purely because of the internal dynamics of the coupled system and model years are
arbitrary. The drift seen in the INGV model is a spin-up effect and the experiments are
excluded from any quantitative analysis. 
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There are a wide range of measures which may be used for forecast verification (here we 
measure the potential skill of a perfect model forecast – an upper limit). We examine two 
of the most-simple measures of forecast skill to quantify levels of potential predictability; 
the anomaly correlation (ACC) and normalised root mean squared error (RMSE). 
Formulas are given in Collins (2001) for the perfect model case.  
 
Figure 7.3 shows both measures for the MOC in the ensemble experiments discussed 
above. For the strong MOC initial states, the ACC is “high” for approximately the first 
decade in all the model experiments, with “high” being above 0.6 – a commonly used 
cut-off value in weather forecasting. The RMSE is correspondingly low. After the first 
decade, the ARPEGE3 model predictability drops off rapidly whereas for the other 
models the ACC drops off slowly to low values by the end of the 20 year experiments. 
The RMSE similarly saturates in 20 years. For the weak MOC initial states, error growth 
and loss of predictability seems to happen sooner in the ensemble experiments, although 
there is some noise in these measures because of small ensemble sizes. ACC and RMSE 




Figure 7.3 Measures of the potential predictability of variations in the strength of the
MOC from four of the five coupled models (see legend). The left panels show the
anomaly correlation coefficient (ACC - unity for perfect potential predictability, zero
for no potential predictability) for strong MOC initial conditions (top panel), weak
MOC initial conditions (middle panel) and normal MOC initial conditions (bottom
panel). The right panels show the normalised root mean squared error (RMSE - zero
for perfect potential predictability, unity for no potential predictability) in the same
order. Also shown in the figures are the multi-model average ACC and RMSE (thick
black line). 
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While the number of ensemble experiments is small, we may attempt to draw some 
conclusions about the multi-model estimate of potential predictability of MOC variability 
in these experiments (Figure 7.3 – thick solid line). The multi-model ensemble indicates 
potential predictability of interannual-decadal MOC variations for 1-2 decades into the 
future. It also indicates that initial states which have anomalously strong overturning are 
more predictable than those with anomalously weak overturning. This latter result is 
intriguing, but is subject to some uncertainty because of the relative small number of 
models and ensemble experiments included in the multi-model analysis. Nevertheless, 
some consensus is emerging in contrast to the previous situation in which a large range of 
predictability is seen in the literature. It would be safe to conclude that there is a robust 
signal of potential predictability of variations in the MOC on interannual to decadal time 
scales.  
 
7.4 Potential predictability of surface climate variations  
 
Predictions of MOC variability may be of interest to scientists, but they would be of little 
relevance to society unless they are accompanied by predictions of surface climate 
variables. A simple measure of the impact of MOC variations can be obtained be 
performing a regression between decadal-averaged MOC strength and decadal-averaged 
surface air temperature (SAT) in the different models (Figure 7.4). The general 
 
Figure 7.4 The coefficient of regression (degrees K per Sverdrup) of decadal mean
surface air temperature against decadal mean MOC strength from four of the five
coupled atmosphere-ocean models. Regions are shaded only where the coefficient is
significantly different from zero at the 5% confidence level (based on an F-test). 
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impression in all the models is of a warmer Northern Hemisphere when the MOC is 
stronger and is transporting more heat polewards. Differing levels of statistical 
significance seen in Figure 7.4 may be interpreted as resulting from different levels of 
signal to noise in the sense that in models with larger variations in MOC, the surface 
signal has a better chance of overwhelming the noise of unrelated random climate 
variations. What is interesting is that the magnitude of the surface response (in K/Sv) is 
similar across all models.  
 
The North Atlantic ocean is a region in all the models in which there is a significant 
relationship between decadal variations in SAT (and underlying SST) and the MOC. 
Time series of annual mean SAT from the control and ensemble experiments averaged 
over a region of the North Atlantic (used in Collins and Sinha 2001 and Pohlmann et al. 
2004a) are shown in Figure 7.5. Strong similarities between these time series and those 
shown in Figure 7.2 for the MOC are evident, although there is clearly more noise in this 
variable as a result of unrelated random variability.  
 
ACC and RMSE measures of ensemble spread (Figure 7.6) for N. Atlantic SAT are 




Figure 7.5 As in Figure 7.2 but for surface air temperature averaged in the region
50ºW-10ºW, 40ºN-60ºN. 
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predictability are clearly less and the differences between ensemble members greater. It 
may be possible to find greater levels of potential predictability for each individual model 
by adjusting the boundaries of the region chosen but here we compare the models on an 
equal footing. Also, the effects of interannual noise which are more prominent in this 
variable may be reduced by taking averages over a greater number of years. Nevertheless, 
the picture of potentially predictable surface climate variations associated with variations 
in the MOC appears consistent.  
 
7.5 Discussion  
 
Whereas previously it has been difficult to assess the potential for making interannual to 
decadal forecasts of climate due to different studies indicating different levels of 
predictability, a more complete picture of the predictability is emerging. This 
intercomparison study shows that;  
 
1. variations in the ocean Meridional Overturning Circulation are potentially 
predictable on interannual to decadal time scales,  
2. a more consistent picture of the surface temperature impact of decadal variations 
in the MOC is now apparent, and  
3. variations of surface air temperatures in the N. Atlantic are also potentially 
predictable on interannual to decadal time scales, albeit with potential skill levels 
which are less than those seen for MOC variations.  
 
Perhaps the biggest difference between the models is in the wide range of strengths of 
decadal variability evident in Figure 7.2. In general, models with greater decadal MOC 
 
 
Figure 7.6 As in Figure 7.3 but for surface air temperature averaged in the region
50ºW-10ºW, 40ºN-60ºN. 
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variability have greater levels of potential predictability – despite the fact that the ACC 
and RMSE are signal-to-noise measures and thus allow for a differences in background 
natural variability. Investigation into the mechanisms responsible for the different levels 
of variability would seem a priority.  
 
The far more pertinent question is, of course, that of the (potential) prediction of surface 
climate variations over land. The simple measures used in this study do not reveal 
robustly predictable land signals. Collins and Sinha (2001) and Pohlmann et al. (2004b) 
investigate probabilistic techniques more commonly used in medium-range and seasonal 
forecasting in the context of the interannual-decadal problem with some limited success. 
However, the application and verification of such measures (here the assessment of 
potential skill) requires much larger ensemble sizes and many more ensemble simulations 
than used here. Hopefully such ensembles will be performed in future. In addition, the 
number of modelling, initialisation and observational issues that need to be addressed 
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Summary and outlook 
 
 
8.1 Summary of results 
 
In the first part of this thesis (Chapters 2-7) the focus has been the investigation of the 
mechanisms and predictability of North Atlantic-European climate. In addition to the 
conclusions given at the end of Chapters 2-7, the results are now summarized in order to 
answer the questions raised in the introduction (Section 1.2): 
 
I. Has the ocean an influence on North Atlantic-European climate and - if this is the 
case - which part of the world’s ocean is most important? 
 
The results of Chapters 2-4 support the conclusion that variability in SST/SI has a 
significant influence on the North Atlantic-European climate.  
 
Experiments with the AGCM ECHAM4, in which the SST/SI forcing is restricted to 
either the Atlantic or the Indo-Pacific oceans, show that both oceanic regions are 
important for the generation of the atmospheric variability in the Atlantic-European 
region in winter. In the experiment with SST/SI forcing restricted to the Indo-Pacific 
oceans the atmospheric response projects on the NAO, while in the experiment with 
SST/SI forcing restricted to the Atlantic Ocean the atmospheric response projects on the 
EAP.  
 
However, a multi-model intercomparison study shows that the region with the dominant 
influence on North Atlantic-European climate varies between different AGCMs. The 
principal forcing of the dominant winter time mode of SST-forced atmospheric 
variability in the North Atlantic region, an NAO-like dipole, is in ECHAM4 from the 
tropical eastern Pacific. But in three other AGCMs the dominant forcing of this mode is 
from the tropical North Atlantic region. 
 
Another multi-model intercomparison study shows the importance of North Atlantic SST 
for North Atlantic-European climate. Between the responses of the individual AGCMs to 
idealized North Atlantic SST/SI anomalies an unexpected global agreement is found. 
This concerns the NAO, Eurasian temperatures, rainfall over America and Africa, and 
Asian monsoon. The extratropical North Atlantic region response appears to be 




II. To which extent is North Atlantic-European climate predictable? 
 
The results of Chapters 5-7 show that North Atlantic SST is potentially predictable on 
decadal timescales, albeit the potential skill levels dependent on the considered AOGCM. 
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Although the mechanisms behind the decadal to multidecadal variability in the Atlantic 
sector are still controversial, there is some consensus that the long-term multidecadal 
variability is driven by variations in the THC. In general, models with greater decadal 
THC variability have higher levels of potential predictability. The far more pertinent 
question is, of course, that of the predictability of surface climate variations over land. 
The simple measures used in Chapters 5 and 7 do not reveal robustly predictable land 
signals. However, the probabilistic technique introduced in Chapter 6 - more commonly 
used in medium-range and seasonal forecasting - prevails in the context of the decadal 




This study has explained some aspects of the mechanisms behind interannual to 
multidecadal climate variability in the North Atlantic-European region. However, the 
understanding of these climate fluctuations is still limited. This is due to a lack in long-
term observations and accuracy of GCMs. To determine the mechanisms of climate 
variability it would be desirable to have longer observational timeseries with a higher 
spatial coverage. With a coarse grid spacing in GCMs, some small-scale climate features 
like oceanic eddies cannot be represented. Hence, an enhanced resolution of the GCM 
grid may result in more realistic climate simulations. 
 
The results of the potential decadal predictability are encouraging.  The practicability of 
decadal climate prediction has now to be demonstrated by hindcast experiments with 
AOGCMs. The initialization of the AOGCM with oceanic data seems to be the biggest 
problem for decadal climate predictions. The following solutions are conceivable: 
 
a) A suitable long-term ocean observing system must be installed, since the memory 
of the climate system resides in the ocean. In particular, the North Atlantic THC 
should be monitored carefully, since its variations are most interesting in the light 
of decadal predictability. 
 
b) The relationship between variations in THC and SST may be exploited for 
predictability purposes, as the initial oceanic state may be derived from the 
history of SST. This may provide a method for determining the initial state of the 
ocean in order to realize predictions of multidecadal climate variability. 
 
c) The estimation of the global state of the ocean in near-real time programs 
provides a new data source for the initialization of ensemble predictability 
experiments with coupled AOGCMs. These ‘ocean reanalyses’ bring together a 
global ocean general circulation model with existing global data streams - 
including altimeter observations and in situ hydrographic and flow measurements 
- to obtain the best possible estimate of the time evolving ocean circulation and 
related uncertainties. 
 
d) Remote sensing of the ocean plays a crucial role in seasonal forecasts. The main 
oceanic observations from space are measurements of brightness temperatures of 
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the earth’s surface and altimetry. Brightness temperatures can be converted into 
SSTs and sea ice concentrations which may be useful to estimate the THC as 
noted in b). Satellite altimetry measures the height of the satellite above the 
earth’s surface. Combined with precise satellite location data, altimetry 
measurements yield sea surface heights, which may be useful to estimate the 
oceanic circulation as noted in c). 
 
The European Union’s ‘Development of a European Multimodel Ensemble System for 
Seasonal to Interannual Prediction’ (DEMETER) project addressed the issue of sampling 
model uncertainty in making predictions. In this project a multi-model ensemble for 
seasonal forecasting was constructed and tested: Seven comprehensive coupled 
AOGCMs from research centers around Europe were used to make six-month long 
hindcasts over an extended period (of at least 29 years). An important outcome from 
DEMETER is the demonstration that a multi-model ensemble is an effective method for 
sampling model uncertainties and for making more reliable forecasts, a result that should 
carry over to decadal-to-multidecadal climate predictions. 
 
Further research on these aspects of predictability will be carried out in the European 
Union’s ENSEMBLES project. The project aims to develop an ensemble prediction 
system for climate change based on the principal state-of-the-art, high resolution, global 
and regional Earth System models developed in Europe. The Earth System models will 
be validated against quality controlled, high resolution gridded datasets for Europe, to 
produce for the first time, an objective probabilistic estimate of uncertainty in future 
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Here are introduced two methodologies to separate the oceanic forced signal from the 
internal noise component in an ensemble of AGCM simulations. Each member of the 
ensemble is forced by the same varying SST/SI and each one is differing from the others 
only by its initial atmospheric conditions. Seasonal means of a certain climate variable 
from the ensemble are considered (xij), where i is the particular year (i = 1, …, m) and j is 
the particular ensemble member (j = 1, …, n). The ensemble members are assumed to be 
independent and normally distributed. The variable can be decomposed into the ensemble 
mean ( iµ ) and the departure from that mean ( ijε ) 
 
 ijiijx εµ +=                     (A1) 
 
For an infinite ensemble size the forced response would simply be the time-varying part 
of the ensemble mean. For small ensembles, however, internal variability makes an 
important contribution to the temporal variability of the ensemble mean. As a 
consequence any nonlinear function of the ensemble mean (e.g., variance, empirical 




A.1 Analysis of variances 
 
This Section gives an introduction to the analysis of variances (ANOVA). The reader is 
referred to Rowell et al. (1995) and Rowell (1998) for a detailed description of the 
ANOVA. Applications of the ANOVA can be found e.g. in Davies et al. (1997) or 
Rowell and Zwiers (1999).  
 
For this method the internal variability is estimated by computing the variance of each 

























1  is the ensemble mean for the ith year. 
The variance of the ensemble mean is  
 

























1  is the total mean. 
 
The oceanic forced variance is expressed in terms of the variance of the ensemble mean 
and the internal variance (e.g. Scheffe 1959, p. 226) 
 
        222 1 INTEMSST n
σσσ −=         (A4) 
 
The ratio (ρ) of the SST forced variance to the total variance ( 2TOTσ ) is then 
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where 222 INTSSTTOT σσσ += . 
 
 
A.2 Optimal detection analysis 
 
This Section gives an introduction of the optimal detection analysis (ODA). The reader is 
referred to Venzke et al. (1999) for a detailed description of the ODA. The ODA is also 
called signal-to-noise maximizing EOF analysis (Terray and Cassou 2002). An additional 
application of the ODA can be found in Sutton and Hodson (2003). Similar to the 
ANOVA, the ODA aims to separate the oceanic forced signal from the internal noise 
component in an ensemble of simulations. The advantage of the ODA over the ANOVA 
is that it derives the spatio-temporal characteristics of the dominant forced response, in 
addition to identify the regions where such a response may exist. 
 
The aim of the ODA is to derive EOFs, which represent the oceanic forced response from 
an ensemble of AGCM simulations. These EOFs are derived as follows. Equation (A1) is 
rewritten with the data in the jth ensemble member represented as the matrix Xj  
 
     Xj = XM  + XN j        (A6)  
 
where XM and XN j  represents the ensemble mean and the departure from that mean, 
respectively. The noise terms XN j  are append to one set XN . EOFs are the eigenvectors of 
the covariance matrix,  
 
           ĈM = 1
1
−m
 XM XTM         (A7) 
 
where XTM   is the transposed of XM.  
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The expectation value of the covariance matrix of the ensemble mean is 
 
            E(ĈM) = CF + n
1  CN         (A8) 
 
where CF and CN are the true (unknown) spatial covariances of the forced response and 
internal variability, respectively. The true covariance of the internal variability, CN, is 
unknown, but an unbiased estimate can be obtained from the deviations from the 
ensemble mean  
 





1 XN j XTN    j  .         (A9)  
 
The eigenvectors of ĈM, or EOFs, provide an estimate of the eigenvectors of CF if and 
only if the internal variability is uncorrelated in space, or CN = s I, since adding s I  (i.e. a 
scalar s and the identity matrix I) to any matrix simply raises its eigenvalues by s and 
does not change its eigenvectors. But the internal variability is not uncorrelated in space. 
Allen and Smith (1997) resolved this problem by introducing a prewhitening 
transformation, F, such that  
 
      FT ĈM F = FT CF F + s I      (A10) 
 
or in other words  
  
      FT CN F = s I       (A11) 
 
i.e. F removes any spatial correlation. It is already white in time. If the columns of E )( jN  
are defined to be the j highest-ranked normalized eigenvectors (EOFs) of ĈN , and Λ )( jN  
the corresponding eigenvalues, the prewhitening transformation can be defined as 
 
        F = 2
1
n  E )( jN  (Λ
)( j
N )
-1         (A12)  
 
and its transposed pseudo-inverse as  
  
        F (-1) = 2
1
−
n  E )( jN  Λ
)( j
N         (A13)  
 
One is obliged to truncate because variance will generally be underestimated in the low-
ranked EOFs of internal variability.  
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The prewhitening transformation is applied to ĈM such that  
  
    C’M =  FT ĈM F = C’F  + I      (A14) 
 
Since the transformed internal variability has equal variance in all state-space directions, 
the highest-ranked eigenvectors e’1 of C’M provides an estimate of the highest-ranked 
eigenvectors of C’F. The elements of e’1, however, correspond to EOF indices rather than 
spatial locations, so it aids interpretation to convolve it with the prewhitening 
transformation, F, giving Ẽ = F E’. The vector ẽ1 is the pattern that for a given truncation 
maximizes the ratio of ensemble-mean variance to within-ensemble variance. This vector 
ẽ1 is the optimal filter for characterizing the forced response.  
 
Equivalentely to conventional EOF analysis, the optimized principal component (OPC) 
of ẽ1 in the ensemble mean XM is given by 
 
     p1 = λ’ 11
−  XTM   ẽ1       (A15)  
 
The spatial pattern associated with the dominant forced response is derived by projecting 
XM onto the OPC    
 
     ê1 = λ’ 11
−  XM p1       (A16)  
    
The procedure can be summarized as follows. The noise covariance matrix ĈN is 
constructed from the noise ensemble. ĈN is used to perform a prewhitening filter F. This 
filter is used to remove any spatial correlation in the noise, which makes the noise 
spatially white. An EOF analysis of the prewhitend data is performed. This yields a set of 
optimal spatial filters and timeseries (OPCs). The highest ranked filter is the spatial 
pattern that maximizes the ratio of the ensemble-mean to the within-ensemble variance. 
The spatial pattern associated with the dominant forced response is derived by projecting 
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