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In this paper, iterative reproducing kernel method is applied to obtain the analytical
approximate solution of a nonlinear oscillator with discontinuities. The solution obtained
by using the method takes the form of a convergent series with easily computable
components. An illustrative example is given to demonstrate the effectiveness of the
present method. The results obtained using the scheme presented here show that the
numerical scheme is very effective and convenient for the nonlinear oscillator with
discontinuities.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
This paper discusses the analytical approximate solution for the following nonlinear oscillator with discontinuity:{
v′′(t)+ sgn(v) = 0, 0 ≤ t ≤ T ,
v(0) = A, v′(0) = 0, (1.1)
where sgn(u) is defined as
sgn(v) =
{+1, v ≥ 0,
−1, v < 0.
The nonlinear oscillator is regarded as one of the most important differential equations because it appears in various
physical and engineering problems. Therefore, the problem has attracted much attention and has been studied by many
authors. Recently, Beléndez and his co-workers calculated the approximate solution using homotopy perturbation method
and its modification [1–3]. Wu, Sun and Lim proposed an analytical approximate technique for a class of strongly nonlinear
oscillators by combining salient features of both Newton’s method and the harmonic balance method [4].
In this paper, we will apply iterative reproducing kernel method (IRKM) presented by Geng and Cui [5] to nonlinear
oscillator (1.1).
Reproducing kernel theory has important application in numerical analysis, differential equation, probability and
statistics and so on [5–17]. Recently, using the RKM, the authors discussed two-point boundary value problems and periodic
boundary value problems. For a nonlinear oscillator with discontinuity, however, this method has not yet been applied. The
aim of this paper is to fill this gap. We will show how IRKM can be used to solve Eq. (1.1).
The rest of the paper is organized as follows. The IRKM is applied to nonlinear oscillator (1.1) in the next section. The
numerical examples are presented in Section 3. Section 4 ends this paper with a brief conclusion.
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2. IRKM for Eq. (1.1)
By transformation v(t) = u(t)+ A, Eq. (1.1) can be written as{
u′′(t) = f (t, u), 0 ≤ t ≤ T ,
u(0) = 0, u′(0) = 0, (2.1)
where f (t, u) = sgn(u+ A).
Obviously, in order to obtain solution v(t) to Eq. (1.1), it suffices for us to solve Eq. (2.1).
In order to apply IRKM presented by Geng [5], first, we construct a reproducing kernel space W 32 [0, T ] in which every
function satisfies the initial conditions of Eq. (2.1).
Reproducing kernel Hilbert spaceW 32 [0, T ] is defined asW 32 [0, T ] = {u(x) | u(x), u′(x), u′′(x) are absolutely continuous
real value functions, u′′′(x) ∈ L2[0, T ], u(0) = 0, u′(0) = 0}. The inner product and norm inW 32 [0, T ] are given respectively
by
(u(y), v(y))W32 = u(0)v(0)+ u
′(0)v′(0)+ u′′(0)v′′(0)+
∫ T
0
u′′′v′′′dy
and
‖u‖W32 =
√
(u, u)W32 , u, v ∈ W
3
2 [0, T ].
By [5–7], it is easy to obtain its reproducing kernel
k(x, y) =
{
k1(x, y), y ≤ x,
k1(y, x), y > x,
(2.2)
where k1(x, y) = 1120y2(y3 − 5xy2 + 10x2(y+ 3)).
In Eq. (2.1), put Lu(t) = u′′(t), it is clear that L : W 32 [0, T ] → W 12 [0, T ] is a bounded linear operator. Put ϕi(t) = k(ti, t)
and ψi(t) = L∗ϕi(t) where k(ti, t) is the RK ofW 12 [0, T ], L∗ is the adjoint operator of L. The orthonormal system {ψ i(t)}∞i=1
ofW 32 [0, T ] can be derived from Gram–Schmidt orthogonalization process of {ψi(t)}∞i=1,
ψ i(t) =
i∑
k=1
βikψk(t), (βii > 0, i = 1, 2, . . .). (2.3)
By RKM presented in [5–7], we have the following theorem.
Theorem 2.1. For Eq. (2.1), if {ti}∞i=1 is dense on [0, T ], then {ψi(t)}∞i=1 is the complete system of W 32 [0, T ] and ψi(t) =
Lskα(t, s)|s=ti .
Theorem 2.2. If {ti}∞i=1 is dense on [0, T ], then the solution of Eq. (2.1) satisfies the form
u(t) = L−1f (t, u(t)) =
∞∑
i=1
i∑
k=1
βikf (tk, u(tk))ψ i(t). (2.4)
Proof. Applying Theorem 2.1, it is easy to see that {ψ i(x)}∞i=1 is the complete orthonormal basis ofW 32 [0, 1].
Note that (v(t), ϕi(t)) = v(ti) for each v(t) ∈ W 12 [0, 1]. Hence we have
u(t) =
∞∑
i=1
(u(t), ψ i(t))ψ i(t)
=
∞∑
i=1
i∑
k=1
βik(u(t), L∗ϕk(t))ψ i(t)
=
∞∑
i=1
i∑
k=1
βik(Lu(t), ϕk(t))ψ i(t)
=
∞∑
i=1
i∑
k=1
βik(f (t, u(t)), ϕk(t))ψ i(t)
=
∞∑
i=1
i∑
k=1
βikf (tk, u(tk))ψ i(t)
and the proof of the theorem is complete. 
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Fig. 1. Comparisons of approximate solutions with the exact solutions for A = 1. Solid line: exact solution; Dashed line: approximate solution (The left:
N = 101; the right: N = 201).
According to (2.4), we construct the following iteration formula:
u0(t) = 0,
un+1(t) = L−1f (x, un(t)) =
∞∑
i=1
i∑
k=1
βikf (tk, un(tk))ψ i(t), n ≥ 0. (2.5)
For the proof of convergence of iterative formula (2.5), see [5].
Remark. In the iteration process of (2.5), we can guarantee that the approximation un(t) satisfies always the initial
conditions of Eq. (2.1).
Now, the approximate solution uNn (t) can be obtained by taking finitely many terms in the series representation of un(t)
and
uNn (t) =
N∑
i=1
i∑
k=1
βikf (tk, un−1(tk))ψ i(t). (2.6)
Hence analytical approximate solution vNn (x) of Eq. (1.1) can be obtained and
vNn (t) = uNn (t)+ A = A+
N∑
i=1
i∑
k=1
βikf (tk, un−1(tk))ψ i(t). (2.7)
3. Numerical experiments
In this section, the scheme presented here is applied to solve nonlinear oscillator (1.1). All computations are performed
by using Mathematica 5.0. The approximate solution obtained by the present method are compared with the exact solution
and are found to be in good agreement with each other.
For this nonlinear problem, the exact periodic solution and the exact period are given by the following equations [1,4]
Te(A) = 4
√
2A,
v(t) =

− t
2
2
+ A, 0 ≤ t ≤ Te
4
,
t2
2
− 2√2At + 3A, Te
4
< t ≤ 3Te
4
,
− t
2
2
+ 4√2At − 15A, 3Te
4
< t ≤ Te.
Using the present method, taking n = 3, N = 101, 201, xi = 6.5(i−1)N−1 , i = 1, 2, . . . ,N , the numerical results are given in
Figs. 1 and 2.
4. Conclusion
In this paper, we apply IRKM to nonlinear oscillators with discontinuity, and obtain approximate solutions with a high
degree of accuracy. The results of numerical experiment show that IRKM is an accurate and reliable analytical technique for
nonlinear oscillators with discontinuity.
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Fig. 2. Figures of absolute errors |v(t)− u1013 (t)|, |u(t)− u2013 (t)| for A = 1.
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