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ABSTRACT
The process of eliciting a representative probability distribution from a judge is fundamental
to decision making under uncertainty. This work summarizes several aspects of eliciting
continuous probability distributions. Through experimentation involving 103 judges the
method of assessing single variable distributions by xed variable or xed probability method
is compared. Slight, but consistent, superiority is shown by the xed variable method.
The use of iso-probability contours, a novel methodology for assessing joint probability
distributions, is tested through experimentation. The ability of this method to assess a judges
belief about the correlation of two variables is characterized. Further recommendations
for the use of iso-probability contours are provided. The variable weighting function is
introduced. This novel tool is designed to represent a subjects true belief about a continuous
probability distribution as explained by cumulative prospect theory. Operating similarly to
the probability weighting function, the variable weighting function allows an assessor to
gain a judges belief about a specic variable value without requiring multiple assessments.
Functional form of the variable weighting function is explored and relevant parameter values
are provided.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Our decision are only as good as the information they are based on. In order to make
better decisions we need to get new information. This can be done by gaining better a
understanding of the distribution of variables that perspective outcomes rely on. This is
often done by inquiring from an expert. A person might look up the weather in the news
paper before planning a picnic, or a stock trader may look to an analysts opinion of a stocks
target price before buying. Decision makers often look to experts opinions, but do not
always get the full opinion of the expert. Most often an expert will provide a single number
that represents the average expected value for the variable. This quantity is generally more
useful than any other single number, but it does not provide a complete understanding
of the experts understanding. In order to gain complete understanding from the expert a
representative probability distribution of all the variable's possible values must be assessed.
The process of assessing a representative probability distribution function is not always
straight forward. Many techniques have been developed in order to accurately depict an ex-
perts opinion about a variable. Perhaps the most intuitive method constructs the probability
distribution based on the assessed moments. [1, 2, 3] A step further uses moments and quar-
tiles to construct the distribution using the maximum entropy approach. [4, 5] Some work has
been done to determine the quality of the probability distribution estimates. [6, ?, 7, 8, 9, 10]
A more commonly used method involves assuming a functional form of the distribution and
then using judgments in order to assess the parameters of the distribution.[11] Each method
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has dierent advantages and can also lead to artifacts that are not representative of the
subjects true beliefs. The central theme of this work is to investigate methods of attaining
representative probability distributions of random variables.
1.1.1 Probability Encoding Methods
Eliciting probability, the degree of a subject's belief about a proposition, can be a barrier to
the integration of decision analysis into modern day industry. Cognitive and motivational
barriers make quantifying ones beliefs dicult and can be particularly challenging in an
organizationally complex atmosphere. In this work methods of elicitation of quantiles to
describe the probability distribution of a continuous random variable is investigated. The
quantile of a probability distribution function can be described by P [x  X] = p, where the
probability of a variable, x, being less than or equal to a value, X, is p, the boundary of the
quantile of interest. There are three types of probability encoding methods to determine a
relationship between X and p, as described by Spetzler and von Holstein [6]. In the rst
method, xed probability (FP) assessment, the value p is held constant and X is assessed.
Fixed variable assessment (FV) requires X to be held constant, while p is assessed. The
third method is a mixture of the prior two.
Each quantile can be assessed a series of binary choices, during each of which the subject
is asked to choose between two gambles. In one gamble a clear probability of success is
presented. In the other the subject is asked to bet on whether the variable of interest
will have an outcome less than X. In the rst gamble it is important that the subject be
clear on their chance of success. This is often accomplished by using a probability wheel,
a two color wheel with an arrow that can be spun. The arrow landing on color one marks
success, therefore the ratio of the wheel made up by color one is the probability of success.
If a FV assessment is used, the value of X is constant, while the ratio of the two colors
can be adjusted on the wheel, changing the probability of success. Once the subject is
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indierent between the two gambles, the probability of success on the wheel is assumed to
be equivalent to the probability that the variable of interest will be less than X. If the FP
method of assessment is used the probability of success on the wheel is held constant, while
successive choices about the variable gamble are made, by adjusting the value of X. Again,
when indierence is reached the probability of the wheel is assumed equivalent to the value
of the variable being less than X. A series of assessed quantiles can represent the cumulative
distribution representing the belief of the subject.
Variants of both the FV and FP methods are used in industry. The choice of assessment
method is generally made due to industry standard with little to no consideration of the
eect of the method on the distribution assessed. There is no rigorous study as to the eects
of each method, even though the choice of method is generally accepted as eecting the
outcome distribution. Chapter 2 of this dissertation compares the two methods of assessing
quantiles and discusses the eects of the method used on consistency and accuracy.
1.1.2 Iso-Probability Contours
Often assessed variables are assumed to be independent of one another. This greatly simpli-
es the process of eliciting the variables of interest and using them in calculated decisions.
This simplication can often lead to errors, especially if strong correlation exists between the
variables. In order to correctly analyze the value of uncertain prospects the joint probability
distribution function between the relevant set of random variables must be assessed.
In developing a representation of a subject's belief about a joint probability it is unrea-
sonable to assume the subject can quantify the correlation between the random variables
being assessed. Thus a procedure involving simple questions which the subject can be ex-
pected to answer is desired. For this reason iso-probability contours, a set of points with
the same cumulative probability, has been developed as a way to describe a joint prob-
ability distribution.[12] These contours reduce the joint probability distribution into two
3
dimensional curves. This provides a more intuitive method to assess and to utilize the joint
distribution in future calculations. An iso-probability contour relating the variables x and
y is assessed by nding a series of gambles in which the subject is indierent between the
following gambles
Gamble 1: x  X1
Gamble 2: x  X2 and y  Y2
All points (X2; Y2) will exist on the same contour as (X1;1). The cumulative probability
that relates the points of the contour can be assessed by simply nding the probability that
x  X1, according to the subjects belief. By assuming a functional form to the distribution,
a contour can then be related to the correlation of the two variables. Chapter 3 of this
dissertation deals with the implementation of iso-probability contours in assessing a subjects
belief about the correlation of two variables. The ease of use and eectiveness of this method
is discussed in detail.
1.1.3 Variable Weighting Function
Even when a probability distribution function can be assessed that is representative of the
belief of a subject, there still may be cognitive biases that will persuade a decision maker
to behave dierently then would be dictated by normative decision making. Cumulative
prospect theory, for which Kahneman received the Nobel Memorial Prize in Economics in
2002, provides an explanation as to why sub optimal decision making is a common occur-
rence. In prospect theory a decision maker views value relative to an anchored state of
wealth, always judging a prospect as a gain or a loss from that state. This causes the deci-
sion maker to overweight great losses or gains. This manifests in the way the decision maker
utilizes a probability distribution.
The dierence in the belief of the decision maker and the way the behave can be described
by the probability weighting function. This function illustrates the weight that a decision
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maker places on each probability and can then describe way the decision maker will act
facing a given uncertainty. [13] The probability weighting function provides a large step in
utilizing cumulative prospect theory. It allows the adjusted probability of a constant variable
value to be determined directly, however, the adjustment of the variable value cannot be
directly obtained for a given probability. For this purpose the variable weighting function is
introduced in chapter 4. The form of the variable weighting function as well as some of its
properties are presented.
1.2 Objectives
Each section of this dissertation is meant to assist in assessing a probability distribution from
experts. This is done from three major directions each pertaining to the better assessment
of probability distribution functions of continuous variable. The rst contribution empha-
sized the choice of assessment method. The current state of knowledge is expanded through
experiments, leading to better understanding of how the method of assessment aects the
assessed distribution function. More specically an experiment was conducted where both
xed probability and xed variable methods of assessment were utilized for each of 103 sub-
jects. The resulting assessments were analyzed with respect to monotonicity, accuracy, and
precision. In addition the rate of assessment and participant preference were also considered.
Insight into why a method may be preferred is discussed and recommendations regarding
when each method should be used are provided.
The second major direction explores and develops the practices of an unused assessment
tool, iso-probability contours. Several subjects witnessed two correlated variables, and then
participated in an assessment to construct representative iso-probability contours related to
the variables. The subjects ability to reproduce the true contours was examined. In addition,
the use of the contours to extract information about the true correlation of the variables is
investigated and compared to other methods of assessing the correlation of variables.
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The nal section contributes to the use of assessed distribution functions. This is through
the development of the variable weighting function. The existence of a variable weighting
function will make utilizing an assessed distribution function much more intuitive and less
time consuming for many applications. This allows for greater overall ease of use of the
assessed probability distribution function. The variable weighting function was constructed
for several subjects. The general properties of the variable weighting function are discussed,
and the various functional forms that can be used to represent the variable weighting function
are proposed. The parameters of the most useful functional forms will be derived for the
most common variable weighting functions as determined from extensive previous work on
probability weighting functions. Furthermore, a method for determining the parameters of
the variable weighting function for any random variable and subject, given the parameters
of the probability weighting function, was also derived.
Each of these contributions provides practical insights into probability distribution assess-
ment of continuous random variables. The advise provided in each section works toward the
goal of consistent and accurate assessments. Reaching this goal would be a major step in
the complete automation of decision processes and would remove a barrier that often keeps
decision analysis methods out of industry standards.
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CHAPTER 2
FIXED PROBABILITY VS. FIXED VARIABLE
ASSESSMENT
2.1 Methods of Assessment
Assessment of a decision makers belief about a continuous random variable is central to
normative decision making. Constructing a representative probability distribution function
is not only challenging, but is also often a barrier to successfully integrating decision analysis
into industry. There is a variety of literature that analyses the steps involved in eliciting
a probability distribution and evaluating the quality of the estimates.[6, ?, 7, 8, 9, 10, 4,
5] Many of these use quantiles and/or moments to construct the distribution. The main
focus of this chapter is to determine the advantages of dierent methods of using quantiles
to construct probability distribution functions which are representative of the beliefs of a
subject.
The quantile of a probability distribution function can be described by P [x  X] = p,
where the probability of a variable, x, being less than or equal to a value, X, is p, the
boundary of the quantile of interest. There are three types of probability encoding methods
to determine a relationship between X and p, as described by Spetzler and von Holstein [6].
In the rst method, xed probability (FP) assessment, the value p is held constant and X is
assessed. Fixed variable assessment (FV) requires X to be held constant, while p is assessed.
The third method is a mixture of the prior two.
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2.1.1 Fixed Probability
A xed probability (FP) assessment is generally performed through a series of binary choices.
A probability generating device, (eg. dice roll, coin toss, probability wheel) is xed such
that there is a known probability of success, p. The subject is asked to choose between a
gamble involving the probability generating device or a gamble where success is achieved if
the variable of interest, x, has a value less than X. If the subject chooses the probability
generating device the choice is repeated with a larger value of X. If the subject chooses the
second gamble the next choice has a smaller value of X. This is repeated until the subject
is indierent between the two choices.
The most commonly chosen quantiles of the cumulative distribution for the FP method
are the median (p = 0:5), and the quartiles (p = 0:25 and 0:75) [14, 15]. Variants of this
approach are widely used in practice when experts provide their High, Base, and Low values
(0:1; 0:5; 0:9) for a variable of interest to construct decision trees or to conduct sensitivity
using tornado diagrams [16, 17, 18, 19]. In some cases, it may be necessary to assess as many
as 5 quantiles (e.g., 0.10, 0.25, 0.50, 0.75, and 0.90), or even 7 quantiles (e.g., 0.01, 0.10,
0.25, 0.50, 0.75, 0.90, and 0.99) [20]. Alpert and Raia [21] report, however, that subjects
perform poorly when judging the extreme quantiles.
Variants of the FP paradigm are also used in practice, where judges are asked to provide
their intervals of a variable of interest [21, 22]. For example, when asking judges for a 50%
interval for a quantity (say the price of a stock a year from now), the judge is asked to produce
the two quartiles of the variable such that it is equally likely that the variable will fall between
them, or outside the interval. This approach has enjoyed popularity in the psychological
literature, since it can be used to illustrate the judges alleged overcondence.[23] Soll and
Klayman [24] suggest that the precision of the encoding is improved if, instead of judging
X% intervals, judges are asked to estimate separately its end points (i.e., the (100  X)=2
and the (100 +X)=2 quantiles).
8
2.1.2 Fixed Variable
Fixed variable (FV) assessments also require a set of binary choices leading to a point of
indierence. The assessor will x a variable value, X, rather than a probability. The subject
will choose between a gamble using the probability generating device with a probability, p,
of success or a gamble that x will be less than the value X. If the subject chooses the rst
gamble, the probability, p, is reduced for the next choice. On the other hand, if the subject
chooses the gamble involving the value of x, the probability, p, will be increased for the next
choice. Once indierence is reached the value of p is recorded as the probability that x < X.
For this type of assessment it is benecial to have a probability generating device that is not
limited to discreet values of probability, such as a probability wheel.
For FV assessments the value of X chosen by the assessor depends on the application,
since the assessor must have some knowledge of the expected range before selecting a value
X. This is of course the most ecient way to proceed if the end goal is the probability that x
will be less than some value. Common applications included competitive bidding situations
and assessing the lower and upper bounds of dose-response function curves.[?, 25, 26]
2.1.3 Comparing Methods
Despite the common use of both FP and FV methods, no prior comprehensive compar-
isons have been evaluated between these methods. The comparisons that are available have
employed between-judge experiments that make direct comparison dicult, since dierent
subjects can have dierent beliefs about a variable.[24, 27, 28] The major focus of this chap-
ter is to present an experiment designed to elaborate on this comparison of FP and FV
methods. The methods are judged on the ability of the subjects to give self consistent as-
sessments, the accuracy of the assessments, the preference of the subjects, and the ease and
speed which of the assessment. The work in this chapter was previously published by in the
Journal of Decision Analysis[29], much of the text and gures in this chapter are reprinted
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here with the permission of the publisher.
2.2 Experimental Methodology
Probability assessment is both the subject of purely theoretical research (by psychologists,
statisticians, decision theorists) and the \bread and butter" of practitioners of decision
analysis. Although both use similar practices they have dierent emphases and, therefore,
approach the work in slightly dierent ways. For example, decision analysts prefer to make
the elicitation task as easy and convenient for the judges as possible. This facilitates the
interaction with the judges, minimizes the assessment time, and helps generate data of higher
quality and consistency that is necessary for the solution of the problem at hand. On the
other hand, theoretical researchers strive for unbiased and neutral designs that are optimal
for uncovering the basic principles underlying the judgments, and for characterizing the
performance of the various methods. This experiment was conducted in this latter spirit.
For example, we elicit the various quantiles in isolation, and in (partially constrained) random
order, without allowing the judges direct access to their previous judgments, and we repeat
the same number of assessments using two encoding methods. Therefore the results we
report are relevant to researchers and also provide a useful benchmark for practitioners.
2.2.1 Subjects
103 students enrolled in the Decision Analyses classes at Stanford University and the Uni-
versity of Illinois volunteered to participate in this experiment. The participants included 71
men and 32 women, whose average age was 26.7 years with a standard deviation of 5.9. Most
students majored in Management Science and Engineering and they had all been exposed
to probability encoding in class lectures.
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2.2.2 Procedure
The experiment was conducted online. After logging on to the site and reading the informed
consent form judges answered a few demographic questions. Next they were allowed to
choose to assess either
1. the closing value of the Dow Jones Industrial Average on December 12th 2006
2. the high temperature in Palo Alto on December 12th 2006
(students at the University of Illinois were instructed to judge only the DOWJ values).
Judges could choose the units Fahrenheit or Celsius for the temperature assessment, but
for the purpose of the analysis all temperatures were converted to Celsius centigrade (we
found no signicant dierences between the two sets of judges). A subset of the participants
was chosen at random and provided with a chart of historical data for their variable of choice
(see Figure 2.1). Table 2.1 shows the number of judges in each condition.
Table 2.1: Number of judges in each experimental condition
No chart With chart Total
Dow Jones index 11 20 31
Temperature (Celsius) 13 17 30
Temperature (Fahrenheit) 22 20 42
Total 46 57 103
The experiment started a week before the target date. Judges could access the site at any
time until December 11, 2006. After choosing their preferred variable, judges were asked to
provide lower and upper bounds for that variable. Then they performed the two elicitation
tasks (FP and FV). The order of the assessment methods was determined randomly. Judges
operated at their own pace, but completed all their judgments in one session that lasted be-
tween 30 and 45 minutes. Judges were presented with a sequence of binary choices regarding
a hypothetical $20 lottery (see Figure 2.2 for an example): The deal on the left displays a
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setting on the probability wheel. Judges win the prize if we spin the wheel and the arrow
lands on orange. The deal on the right displays a certain value of the variable of interest.
Judges win the prize if the value of the variable of interest is less than the displayed value.
If one chooses the deal on the left, one of two things could happen, on the next screen the
comparison would be between
For FP method the same percentage of orange on the wheel and higher value of the vari-
able of interest, say 30 degrees
For FV method the same value of the variable and a lower orange setting on the wheel,
say 25% Orange
On the other hand, if they chose the deal on the right, the two possible comparisons on the
next screen would be between
For FP method the same wheel and a lower value of the variable of interest, say 20 degrees
For FV method the same value of the variable and a higher orange setting on the wheel,
say 75% Orange
The next value was determined by a halving algorithm (see section 2.2.3). The process
stopped when the range of values was below a narrow (predetermined) threshold, or when
the judges expressed indierence between the two deals. At that point the judges were asked
to conrm their decisions and a new series of choices with a new xed probability or xed
variable value was initiated. In all our analyses we treat the midpoints of the ranges elicited
as the judges judgments.
Judges completed 10 series of judgments to determine ve fractiles using each method.
For the FP method the xed probabilities were 5%, 25%, 50%, 75% and 95%; and for the
FV method the values were set at the 5%, 25%, 50%, 75% and 95% of the range of variable
values specied by the judges (extended by 20%). Note that while all judges used the
same ve probabilities in the FP method, the actual value used in the FV case varied across
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individuals, as a function of the range they specied. In both methods the rst point elicited
was the central one (i.e., the median for FP, and the midpoint of the range for FV). The other
4 points were presented in one of several predetermined orders that were counterbalanced
across judges. The judges did not have direct access to their previous judgments when
making their choices. After completing the assessments the judges were asked a series of
questions to evaluate the process and compare the two methods in terms of their ease and
comfort level.
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(a) Dow Jones
(b) Palo Alto Temperature
Figure 2.1: The historical charts shown to select judges during their assessment.
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Figure 2.2: Example of an elicitation screen.
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2.2.3 Elicitation Algorithm
A range is a certain interval (lower and upper bounds) that bracket the value we are interested
in. The range is reduced through a sequence of questions (choice options) and answers
(choices). Two types of range reductions were done in the experiment. One was the range
of the fraction (percentage) of the orange section of the probability wheel and the other
was the range of the target values. The rst case reduces to a special case of the second
case when the variable range is of size one hundred. As such there was only one reduction
algorithm in the experiment. The reduction algorithm consists of halving the range with
each question. This approach provides the maximum reduction in the entropy of the range
if we believe that a value is uniformly distributed across the range (for further information
on halving algorithms, see Abbas [4]). There were two stopping conditions:
1. The user was indierent between the two deals in the question. This indicates the
range should be reduced to this point.
2. The range interval is reduced to less than 3 units
The minimum number of questions to reach a stopping condition is one, while the maximum
number of questions is log2(Range)  1.
Conrmation questions were also asked a consistency check. The number of questions
asked varied depending on the stopping condition of the above algorithm. If the stopping
condition was indierence only one conrmation question was asked. If the stopping occurred
because the range was narrow enough, two conrmation questions were asked (at the upper
and lower values of the range). Taking the conrmation questions into account, the maximum
number of questions asked for a given point on the marginal distribution was log2(Range)+1.
For the special case of the xed quantity this means the maximum number of questions is 7
when indierent and 8 otherwise.
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2.3 Results
2.3.1 Monotonicity of Judgments
Recall that under each method the ve points were elicited independently, without visible
record of the previous points, and in no obvious order. Thus the rst question is whether
the judges judgments are monotonic and whether there is a better degree of monotonicity
with one method vs. the other. Monotonicity is satised if, for every pair of points, Xi and
Xj, we observe:
Xi > Xj $ F (Xi) > F (Xj) (2.1)
To determine the degree to which this condition is met, we calculated the Kendall b rank
correlation coecient for judgments based on (1) midpoints of fractiles estimated with FV
method, (2) midpoints of fractiles estimated with FP method, and (3) a combination of both
estimates of FV and FP methods. For any sample of size n there are (n2 ) = n(n 1)=2 distinct
pairs. In our case there are n = 5 fractiles (Xi) and there cumulative probabilities F (Xi),
dening 10 pairs for each method. Let C be the number of pairs that are concordant (i.e.,
satisfy the condition in Equation 2.1), and D be the number of pairs that are discordant (i.e.,
violate the condition in Equation 2.1). Kendall's b is the dierence between the proportion
of concordant pairs and the proportion of discordant pairs. Formally:
b =
Pn 1
i=1
Pn
j=1 sgn(Xi  Xj)sgn(F (Xi)  F (Xj))
(n2 )
=
C  D
(n2 )
=
C  D
C +D
(2.2)
where sng is the sign function. In the presence of ties the numerator of the fomula isp
(C +D + Tx)(C +D + Ty) where Tx is the number of pairs with ties on X (but not Y ),
and Ty is the number of pairs with ties on Y (but not on X).
Kendall's b is a nonparametric measure that does not depend on the domain of as-
sessments, the scales used, or their range. It is therefore convenient for comparing the two
encoding methods. It ranges from -1 (all pairs are discordant) to 1 (all pairs are concordant),
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and it is 0 when there are equal numbers of concordant and discordant pairs. Figure 2.3
shows the cumulative distributions of the Kendalls b values for the two encoding methods.
It also includes the values calculated using the combined assessments from both methods
(n = 10 dening 45 pairs). The values based on the judgments with FV are slightly higher
than those for the FP and, not surprisingly, both are superior to the joint set since it includes
a larger number of points (the FP and the FV assessments). However, it is reassuring that
the monotonicity of the combined assessments is not much lower than the results obtained
for each method separately. This result also provides some insights into the goodness of the
repeatability of the assessments obtained using two dierent methods.
Figure 2.3: Cumulative Percentages of Kendall's b for Fixed Probability Assessments,
Fixed Variable Assessments and the Union of the Two Assessments.
Table 2.2 summarizes the medians of Kendalls b values. The rst two rows describe
the monotonicity of the 5 fractiles elicited within each method (FP and FV) separately,
and the third row measures the monotonicity of all 10 fractiles elicited by the two methods
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combined. The last row in each panel summarizes the degree of order consistency between
the two methods (that is, the degree to which judgments elicited with one method, are
ordinarily consistent with those obtained with the other one). Although it is, clearly, lower
than the monotonicity achieved within each method separately, it is quite high indicating
almost 90% level of rank agreement. These values conrm the impressions from the gure,
and highlight the impressive level of monotonicity achieved by the judges with either method,
and for the combined assessments.
Table 2.2: Monotonicity of the judgments for each method
Median Rank Correlation, b Temp. Dow Jones All Assessments
Fixed Probability (FP) 0.95 0.95 0.95
Fixed Variable (FV) 1.00 1.00 1.00
Combined Points (FP & FV) 0.86 0.85 0.85
Cross Methods (FP & FV) 0.80 0.74 0.77
One third of the judges had identical Kendalls b for both methods. However, the majority
of judges (45%) had higher rank correlation coecients in the FV assessment, and only a
minority (22%) was more monotonic in the FP assessment. This dierence is signicant
by a sign test (Z = 1:81; p < :05 one sided). Interestingly, judges who were monotonic in
one method, were more likely to be monotonic in the other method as well: The correlation
between the two (within judge) measures of monotonicity is 0.51 (p < 0:05), and it is
consistent across the two variables.
2.3.2 Fitting the Judgments
Often quantiles are used to construct the full continuous probability distribution function.
This can be done by tting the quantiles to a functional form. [11, 30] A popular choice for
this form is the Beta distribution, which can reproduce a wide variety of shapes. This form
is also popular among Bayesian statisticians because it is a conjugate prior to the binomial
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and Bernoulli distribution. Hughes and Madden [31] provide a comprehensive survey of the
dierent methods used to construct a Beta distribution using location statistics or quantile
assessments.
We tted Beta distributions to the midpoints of the fractiles estimated with the FP and
FV methods, separately. The Beta is a continuous two-parameter distribution dened over
a given bounded range. Its density is given by:
Beta(; ; a; b; x) =
(x  a) 1(b  x) 1R b
a
(x  a) 1(b  x) 1dx
(2.3)
where a,b are the lower and upper bounds of the domain (respectively), and , are the
two parameters of the Beta distribution. Of course, Beta is not the only distribution that can
be used to model bounded variables[32, 33], but it is frequently used as a prior distribution
in Bayesian analysis. We make no claim of superiority or exclusivity for the Beta, but use it
to illustrate the results and to facilitate the comparison of the two methods in a meaningful
fashion.
We used Matlabs \fminsearch" function to minimize the squared residuals and estimate
the two shape parameters (^,^) within the range (lower and upper bounds, a and b) dened
by the judges judgments. Note that the optimization takes dierent forms, depending on
what is being minimized. When using xed probabilities, pi,i = 1; :::; 5 , we minimized sums
of squared deviations in the metric of the variables (X = Temperature or Dow Jones):
min
^;^
5X
i=1
(Xi   X^i)2 (2.4)
where X^i = BetaInverse(pi; ^; ^; a; b) and Xi is the elicited value of the variable correspond-
ing to a cumulative probability, pi. In the case of xed values, Vi, i = 1; :::; 5, we minimized
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total squared deviations in the metric of cumulative probabilities:
min
^;^
5X
i=1
(pi   p^i)2 (2.5)
where p^i = Beta(Xi; ^; ^; a; b) and pi is the elicited value of the cumulative probability
corresponding to the variable value, Xi.
The moments of the Beta distribution are simple functions of the two parameters  and 
as well as the upper and lower bounds, a and b. More specically, the mean, , and variance,
2, are given by
 =
b+ a
+ 
; 2 =
(b  a)2
(+ )2(+  + 1)
(2.6)
Figure 2.4 presents examples of some of the better ts obtained from the experiment. The
legend of the gures list the shape parameters ( and ), and the upper and lower bounds
(a and b). Table 2.3 summarizes the means and standard deviations of the distributions of
the various variables for each elicitation method. The top panel uses all 103 judges, and
the bottom panel presents results based only on those judges (n = 74) who displayed high
levels of monotonicity (b  0:8) with either assessment method (FP and FV). The values
are reasonable (the temperature on the target date was 15C = 59F, and the DOW JONES
closed at 12,316, and are quite similar in the two methods.)
Table 2.3: Average means and standard deviations of the tted beta distributions
Temp Dow Jones
Method Mean St. Dev. Mean St. Dev.
FP (X residuals) 14.99 (4.16) 3.58 (2.19) 12523 (623) 747 (1470)
FV (F (x) residuals) 15.36 (3.90) 5.19 (2.74) 12427 (393) 864 (1648)
Only cases with b  0:8
FP (X residuals) 15.03 (3.79) 4.12 (1.98) 12385 (488) 494 (1110)
FV (F (x) residuals) 15.15 (3.94) 5.08 (2.44) 12967 (351) 615 (1238)
The moments of the two distributions tted for each judge are compared and the number
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Figure 2.4: Subjects assessements and beta ts.
of cases (i.e., judges) where one method had a higher mean or variance are counted (note,
that these are all within-judge comparisons), see Table 2.4. There are only small dierences
in the tted means (and almost equal splits of judges with higher/lower means under each
method, with 28=44 for temperature and 15=16for Dow Jones). On the other hand, for 85%
of the judges (59 judges for temperature and 29 judges for Dow Jones), the variance of the
distribution extracted from the FV is higher that its counterpart based on FP.
The goodness of t of the solutions as measured by the RMSE (Root Mean Squared Error)
for each method and variable (averaged across all judges) are summerized in Table 2.5,along
with the count of cases where one method outperformed the other. As indicated earlier,
when tting the distributions we minimized dierent types of residuals (F (X) in the FV
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method, and X in the FP method). In the latter case, we normalized the values relative
to the range stated by the judges, so all the RMSEs are in the 0   1 range, and can be
compared meaningfully. The two methods t equally well and there is no clear advantage
to one method over the other.
2.3.3 Accuracy of the Judgments
In this section we address the question of how well the probability distributions provided
by the various judges under the two methods fared with the historical record of the tem-
peratures in Palo Alto. Given that temperatures at a particular location are (a) relatively
stable over time and (b) vary only negligibly within a week, we constructed the distribu-
tion of the temperatures in Palo Alto on December 12 3 days (i.e., December 915) based
on the data recorded between 1955 and 2007 (We obtained 345 data points for this loca-
tion and dates at http://www.wunderground.com/history/airport/KPAO/2007/12/15/
Table 2.4: Compared moments of the FP and FV ts for each judge
Temp. Dow Jones
Mean(FP)-Mean(FV) -0.37 59
jMean(FP)-Mean(FV)j 1.28 153
# positive dis.= # negative dis. 28/44 15/16
SD(FP)=SD(FV) 0.75 0.59
# ratios> 1=# ratios < 1 13/59 2/29
Table 2.5: Comparison of goodness of t for distributions tted with the two methods
Temp. Dow Jones Overall
RMSE(FP) 0.072 0.081 0.075
RMSE(FV) 0.078 0.098 0.084
RMSE(FP)-RMSE(FV) -0.006 -0.017 -0.009
jRMSE(FP)-RMSE(FV)j 0.056 0.072 0.061
# positive dis.= # negative dis. 35/37 17/14 52/51
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DailyHistory.html). As a measure of proximity, we used the Kolmogorov-Smirnov (KS)
statistic (the maximal absolute dierence between the estimated cumulative distributions
and the historical distribution of temperatures) for the FV and the FP judgments. On
average, the KS scores of the FV estimates are smaller than their FP counterparts (mean
dierence = 0.064), and they are signicantly closer (t(71) = 2.37, p < 0.05) to the historical
distribution. This pattern also holds for a small (but statistically signicant) majority of
judges (56%; Z = 2:39 ; p < 0:05) of the judges. Thus, the distributions extracted from the
FV method t the historical data slightly better.
The same pattern is observed when we compare the sum of squared dierences between
the FV estimates and the historical data, and their counterparts based on the FP estimates.
They are lower (Mean dierence = 0:102, (t(71) = 1:94, p = 0:06). This also holds for a
small, but signicant, majority of the individual judges (58%, Z = 2:82 ; p < 0:05) ).
Whereas the previous sections analyzed the quality of the judgments extracted by the two
methods, in the next analyses we focus on a comparison of the methods in terms of the
judges performance and perceptions. More specically we ask whether the judges nd one
method easier to use by analyzing both objective and subjective measures.
2.3.4 Reaching Indierence
Our elicitation procedure yields upper and lower bounds for each of the fractiles obtained
with either encoding method (recall that the elicitation procedure terminated when the
dierence between the upper and lower bounds was below a specied low threshold, or when
judges clicked Indierent). Upper and lower bounds may also appear in practice if there is
not enough time to reach indierence or if the information available is too vague and prevents
one from identifying a precise indierence point[?]. Table 2.6 summarizes the proportion of
cases where judges actually converged to a single point. There is an impressive level of
convergence (for example, 78% of judges expressed indierence for the assessments of Dow
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Jones values with FP). However, the FV method induces higher percentages of indierences
for temperature. This dierence is statistically signicant for the temperature (p < 0:05 by
a sign test). The FP method yielded a higher percentage of point estimates for the Dow
Jones, but this dierence is not signicant.
Table 2.6: Proportion of cases where judges converged to a point
Temp. Dow Jones
Fixed Probability 60:00% 78:07%
Fixed Variable 83:05% 74:84%
2.3.5 Response Time
Are judgments faster (and, presumably, easier) in one of the two methods? Judges used
dierent numbers of questions to reach the upper- and lower-bound for various fractiles.
Thus, we compared the average response times per question in the various conditions. The
mean response times of the judges (across all 5 series) were analyzed in a 3 way ANOVA
with two between judges factors (units and presence of chart) and one within judge factor
(elicitation method). These means are presented in Table 2.7.
The eect of the elicitation method is signicant (F (1; 99) = 13:04, p < 0:05) with the FV
method inducing faster responses. The presence of the chart slowed down the response time
by about half a second (6.86 vs. 6.22). This dierence was also signicant (F (1; 99) = 5:62,
p < 0:05).
2.3.6 Perceptions and Preferences of the Judges
At the conclusion of the experiment, judges were asked to compare the two methods along
three dimensions using 7-point scales. For the purpose of this analysis we collapsed these
ratings into 3 coarser categories: The midpoint of the scale (4) is interpreted as indicative
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of indierence/neutrality between the methods and all responses on one side of the scale
(1-3 and 5-7) were classied as favoring one of the methods. A clear majority (64%) of the
respondents thought that the FV elicitation method is simpler and more natural. Table 2.8
shows also a clear preference for this elicitation method. The results are identical for both
variables and with/without the benets of historical charts.
Are the judges preferences for a method reected in the quality of their judgments? Table
2.9 cross-tabulates the judges preferences for a method and the method in which they had
higher Kendalls b. Among those who prefer the FP method (top row), there is no dierence
between the monotonicity under the two methods but, remarkably, those who prefer the
FV elicitation (or were indierent between the two methods) the preferred method induces,
indeed, higher levels of monotonicity in a clear majority of the cases.
Table 2.7: Mean judgment time (in seconds) as a function of the target variable, presence
of the chart, and the elicitation method
Fixed Probability Fixed Variable Dierence
Chart N Mean SD Mean SD Mean SD
Dow Jones N 11 8.97 (3.00) 3.92 (0.67) 5.05 (3.06)
Dow Jones Y 20 7.41 (1.20) 6.82 (0.91) 0.59 (0.90)
Temp. N 35 6.79 (0.77) 5.23 (0.69) 1.55 (0.59)
Temp. Y 37 7.00 (0.60) 6.21 (0.46) 0.78 (0.73)
Overall 103 7.22 (0.51) 5.75 (0.35) 1.46 (0.50)
Table 2.8: Preference for elicitation method in the various groups
Which Method Do You Prefer?
Chart N FP Equal FV
Dow Jones N 11 27% 9% 64%
Dow Jones Y 20 30% 10% 60%
Temp. N 35 14% 9% 77%
Temp. Y 37 27% 11% 62%
Combined N 46 17% 9% 74%
Combined Y 57 28% 11% 61%
Overall 103 23% 10% 67%
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2.4 Summary, Conclusions, and Recommendations
We used a web-based system based on simple binary choices to elicit fractiles of probability
distributions. Our main goal was to compare two competing methods, Fixed Probability
and Fixed Variable values. All the assessments were made in real time, one fractile at a
time, so the judges could not see their previous judgments. The FV and FP methods were
successful: The judges reported no major problems, and provided high quality monotonic,
reasonable and meaningful judgments that were consistent across the two methods.
The results of our experiment show that the two methods were practically indistinguishable
in many ways (e.g., the means, and the goodness of t, of the Beta distributions based on
the FP and FV judgments). We did nd, however, several systematic dierences between
the two methods, and these dierences point to a slight superiority of the FV method. To
recapitulate, we found that the judges were able to make these judgments faster, and were
more likely to reach full indierences (rather than establishing narrow intervals) with the FV
assessments. It is not surprising that the majority of the judges express a clear preference
for this method in the post-experimental evaluations. Convenience and ease of use do not
guarantee quality, so it is reassuring that the FV method also resulted in judgments with
higher levels of monotonicity, and matched slightly better the historical distribution of the
target variable. The distributions based on the FV method had higher variances than their
counterparts based on FP. Given the recurring concern that subjective probabilities are too
narrow (reecting overcondence), we view this as a positive feature of the method.
Table 2.9: Relationship between preferred method and monotonicity of judgments
Higher Monotonicity
Method Preferred FV Equal FP Total
FP 7 10 7 24
Indierent 9 1 0 10
FV 30 23 16 69
Total 46 34 23 103
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We believe that two factors can explain the superiority of the FV method in our study.
The rst is, simply, the nature of the response scale (probabilities) which is (a) bounded by
0 (impossibility) and 1 (certainty), and (b) universal in the sense that it applies to all events,
and is independent of the measurement units of the particular variables. The second factor
is the fact that people face more often, and are more familiar with, problems that resemble
the FV judgments. These judgments match the single-event format of most decisions (under
risk) problems that we encounter daily. We are likely to answer (to ourselves, or to oth-
ers) questions regarding the likelihood that certain future events will exceed predetermined
thresholds. For example, we may need to judge how likely it is that (a) the temperature
will be above 30, (b) the rain will last more than 1 hour, (c) ones blood pressure will be
below the threshold requiring medication for hypertension, (d) ones childs SAT score will be
above the admission cuto of her favorite college, etc. To answer such questions one relies
on his/her life-long experience with these variables and specic cues about the particular
target (what I know about todays weather, or my childs abilities). On the other hand, we
rarely need to estimate the required level of a certain event to reach a certain probability.
Questions such as (a) how hot it should be next Sunday, to exceed 90% of all summer days,
or (b) how high should my childs SAT score be to place her in the top 15% of the applicants
to her favorite college, etc. are more complex since they require more knowledge about other
possible outcomes.
2.4.1 Some Practical Recommendations
Recall that in our study the various fractiles were elicited in isolation using binary compar-
isons with no direct access to previous assessments. This restriction makes perfect sense in a
research setting, but could be relaxed in a decision analysis. It is safe to assume that when
judges have access to their previous assessments, and events are presented in a systematic
fashion (e.g., in ascending or in descending order) the performance would be improved in
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all respects (e.g., monotonicity, speed, level of convergence). Thus, our results provide some
sense of the lower bounds for the monotonicity and accuracy of the FP and FV methods in
decision analysis.
There are two, somewhat surprising, ndings in our study. About half of the judges in
our sample had access to historical charts of the relevant variables but, for the most part,
this extra information did not make a dierence the quality of their judgments and the
distributions extracted from them was, essentially, identical to the other half who did not
have access to this aid. The simplest explanation is that we observe a \ceiling eect".
Recall that (a) we allowed judges to select which distribution they preferred to assess (and
in the case of temperature, to choose their units), and (b) both variables were familiar (and
\experienced" on a daily basis) to begin with. In other words, it is likely that judges selected
to judge the variables about which they were most knowledgeable, so there was not much
information in the charts that was not available to them anyway! We hypothesize that more
information in the form of past results would have been benecial if they were to judge
variables with which they were less familiar (say temperatures and stock market outcomes
in other countries). This has to be veried in future work, but we recommend (tentatively)
having such information in the system, and allowing the judge to determine whether he/she
wants to access it while making the judgments.
We observed that judges who took longer times to make the judgments were not necessarily
more consistent than those who answered faster (there was no correlation between time to
answer and global monotonicity). Judges were not instructed to answer quickly, and were
not oered any incentives for slower/faster response rates. It makes sense to assume that
they answered at the rate that was most convenient and natural for them and we recommend
(tentatively) not imposing time constraints and allowing judges to respond at their preferred
rate.
The theoretical literature indicates that it is possible to t Beta distributions based on as
few as two points, but in many applications of decision analysis the norm is three fractiles[19].
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We achieved satisfactory ts with 5 points in both methods. In sensitivity analyses (not
reported here) we found that the tting procedure was highly robust to signicant changes
in the domain (up to 20%) of the tted Beta distribution. Our results indicate that the
removal of the end point fractiles from the elicitation led to the highest change in variance,
and the removal of the mid fractile led to the lowest change, and Budescu and Du[22]
documented the dierential pattern of mis-calibration of the subjective 90% probability
intervals. In light of these results we recommend asking judges to (a) estimate the range of
the target variable, (b) encourage them to be generous in this task and consider all feasible
values of the variable, and (c) elicit at least 5 fractiles.
Our method relied on a self-terminating series of binary questions that identify narrower
ranges on every step. Ideally, this series of questions ends when the judge declares his/her
indierence between the wheel and the deal that depends on the target quantity. In our
algorithm for the FV method (that used up to 7 consistent answers) this ideal was achieved
in over 80% of the cases overall, and the ranges identied in cases where convergence to indif-
ference was not achieved were quite narrow (under 0.02 overall). Algorithms that terminate
before 7 questions would lead to fewer indierences and wider ranges.
2.4.2 Future Research
Although the results of this study favor the FV method we recognize that their generaliz-
ibility should be re-examined in future studies using dierent variables and judges, including
populations of acknowledged experts. An additional factor that should be studied is the
robustness of our ndings under various changes to the algorithm we employed here. For
example, future work should test whether the results hold if the original range of values
is pre-determined by the experimenter (rather than being selected by the judge), and the
iterative sequence of preferences is replaced by a more direct equivalence judgment.
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CHAPTER 3
ISO-PROBABILITY CONTOUR ASSESSMENT
3.1 Summary of Assessment
An isoprobability contour is dened by a set of points in Rn each of which has a constant
probability that n random variables of interest are less the point, in the respective dimension,
is constant.[12] The isoprobability contour of two random variables according to the beliefs
of 21 subjects were assessed. Each subject went through a learning session, where they
became familiar with the distribution and correlation of the random variables. The subjects
belief about the distribution of each independent variable was assessed, followed by the
assessment of two isoprobability contours. The subjects belief about the correlation of the
variables was also assessed using more traditional methods (eg. providing an estimated
correlation coecient). Each assessed isoprobability contour was t to the ideal contour
described by a constant correlation coecient. Comparing the tted correlation coecient
to the correlation coecient that was estimated by the subject provides a method analyzing
the accuracy of the subjects assessed contour.
3.1.1 Subject Learning
Each subject was allowed to use a computer program that generated pairs of values for
random variables X and Y . The distribution of the random variables were set by the
administrator by manipulating parameters such as the mean and standard deviation of each
variables as well as the correlation between the variables. For this experiment the random
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variables were set to have a constant distribution with a mean value of 50 and a standard
deviation of 10. The correlation of X and Y was set to be either 0.9 or 0.1, in order to
see the eects of both high and low correlation. At each iteration of the learning process
the computer generated a pare of X; Y values. The value of either X or Y was shown to
the subject, who was then asked to estimate the value of the variable they were not shown.
There were 50 iterations of the process for each learning session. At the end of the process
the subjects were allowed to see a scatter plot of all of the X,Y values that were generated
and the statistics of each distribution (ie. the mean, variance and range of the distribution).
3.1.2 Marginal and Iso-probability Contour Assessment
Following the learning process the subjects were asked binary questions in order to assess
their understanding about the variables they were shown. First the subjects belief about
the marginal distribution of both X and Y was acquired. Using a probability wheel as
a reference point of probability, the subjects were asked to choose between spinning the
probability wheel or gambling on the value of the random variable of interest being less
than or greater than some value. The majority of these assessments were done in xed
variable mode, by xing the random variable gamble and then adjusting the probability on
the wheel until the subject was indierent. At least two points for each assessment were done
using xed probability assessment mode, where the probability on the wheel is xed and
the value of the variable in the gamble is adjusted until the subject was indierent. These
points were set such that the wheel was a 50% probability and a 25% probability. Such a
method directly probed points on the subjects belief about the cumulative distribution of
the variable. [29, 6] The marginal assessment was continued until the assessor was convinced
an adequate distribution could be t. In the case that the subject provided inconsistencies in
their answers such that the cumulative distribution would have a negative slope, the subject
was made aware of the inconsistency and allowed to change their answers if they deemed it
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necessary to be true to their belief about the variable.
After the marginal distributions were nalized the iso-probability contours were assessed
for constant probability of 50% and 25%. The subject was again asked to choose between
two binary gambles. One choice was a gamble that a single variable was less than some value.
This value was chosen by the xed probability assessed points acquired during the marginal
assessment indicating the subjects belief about the cumulative distribution at 50% or 25%
probability for corresponding iso-probability contour. The second choice was a gamble that
an X; Y pair would have the characteristics such that X < X? and Y < Y ?. The value
of either X? or Y ? was held constant while the other was varied until the subject had no
preference between the two gambles. The assessment of each iso-probability contour was
continued until the assessor found that the contours shape could be dened by the assessed
points. Between 5 and 7 points were acquired for each subject. As with the marginal
distributions, the subject was made aware of any inconsistencies in their assessment and
was allowed to change their answers if they felt the change would better represent their
understanding of the correlation of the variables. Such inconsistencies include a sequence
of preferred gambles that were deterministically less valuable than the gambles they were
preferred over. Another inconsistency that was monitored was the relative positions of the
two contours; the contours should not cross.
3.1.3 Comparative Assessments
Following the assessment of iso-probability contours, the subject was asked to provide their
belief about the relationship between X and Y using other methods. The subject was rst
asked to provide the value of the correlation coecient between X and Y. In some cases the
assessor described what the meaning of the correlation coecient was in the case that the
subject was not familiar with the denition. The subject was then asked what the probability
was of X < X given that Y < Y . The subject was also asked what the probability was
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that X > X given that Y > Y . For the last two questions the subject was asked to imagine
that two more points were generated using the same distribution, X1; Y1 and X2; Y2. The
subjects were asked to provide the probability that X1 < X2 given that Y1 < Y2 and the
probability that Y1 < Y2 given that X1 < X2.
3.1.4 Subject Payment
The subjects were paid based on their score during the learning section up to $20. As this
section was not meant to be dicult, the pay out was between $18 and $20 per subject. An
additional payment was made based on the out come of a gamble based on the assessed 50%
iso-probability contour. The subject was shown their assessed contour. A single point they
assessed was then shown to the subject, that can be describe by the points X?; Y ?. The
subject was asked if they thought that the next two points generated by the same distribution
would satisfy the condition X < X? and Y < Y ?. They were allowed to choose yes or no
separately for each of the two points. After they had chosen the points were generated and
the subject was given an additional $10 for each of the points they choose correctly. The
total payout to each subject ranged from $20 to $40.
3.1.5 Assessment Details
A total of 21 subjects were used in the experiment. All subjects were students at the
University of Illinois at Urbana-Champaign. They Major area of studies of the subjects
varied but most were of engineering background. For 12 of the subjects the correlation
coecient describing the relationship between the random variables X and Y was set at 0.9
and for 9 of the subjects the correlation coecient was set to 0.1. Every subjects belief about
the marginal distribution of X and Y was assessed along with the iso-probability contours
with constant probabilities 0.5 and 0.25.
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3.2 Observations
3.2.1 Comments by Subjects During Assessment
During the assessment several qualitative comments were made by the subjects about the
assessment. Many of these provide insight into how the subjects felt about the assessment
process and how the assessment might be done more easily. Here some of the relevant
comments made are paraphrased.
 One subject said that they would like to see a plot of the data during the assessment
stage.
 A subject felt that there was a disconnect between guessing the numbers in the learning
section and the guessing of joint probabilities.
 Subject said that betting on the wheel was more fun than betting on the variable.
 Five subjects asked to redo the learning session after the assessment of the marginals
and contours had begun.
 When asked those subjects that did multiple learning sessions said it was useful.
3.2.2 Qualitative Observations
There were many occurrences during the assessments that provided interesting insight into
the feelings of the subjects and also the motivations behind there assessments. Several of
these observations are written below.
 Many of the subjects seemed tired by the end of the assessment.
 In one case the subject seemed to be concerned with what answer would please the
assessor.
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 A few of the subjects liked to have scratch paper to work with during the assessment.
 Two of the subjects were given a paper with ranges of x and y values on them. The
subjects tended to evenly distribute the probability between even ranges of values.
This made the correlation attained from their assessments largely negative.
3.3 Results
3.3.1 Marginal Distributions
The assessed points of the marginal distributions were t using a normal distributions in
Matlab to attain the full cumulative distributions of the individual random variables accord-
ing to each subjects beliefs. These ts were preformed using a least squares technique. They
provided the best t mean and standard deviation of each subject. Some of the subjects
believed the distribution of X and Y were the same, in this case all of the points were t to
a single distribution for both variables. The mean and standard deviation for each subject
is given in table 3.1. A few of the marginal ts are given in Figure 3.1
3.3.2 Isoprobability Contours
In order to characterize the correlation coecient using the isoprobability contour, the data
must be normalized by the subjects belief about the mean and standard deviation of the
marginal distributions. This process and the relationship between the normalized isoprob-
ability contours are described in detail in Abbas et al. [12] The ts to the contours were
done for both the case that the distribution of X and Y were considered to be the same (ie.
have the same marginal distribution) and for the case where the marginal distributions were
dierent for the two random variables. Once the data was normalized it was t using a least
squares program in Matlab. Some examples of these ts are given in Figure 3.2, where the
distributions of X and Y were considered separately. The Table 3.2 shows the values for
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Table 3.1: The assessments of the marginal distributions were t with an normal
distribution to get the mean and standard deviation of each variable
Subject X Y Combined X&Y
Mean St. Dev. Mean St. Dev. Mean St. Dev.
1 50.05 19.49 49.86 21.13 50.03 20.01
2 47.06 17.30 45.90 25.14 46.56 20.76
3 { { { { 51.49 28.77
4 51.90 22.52 38.0 6.24 50.94 23.62
5 56.52 18.17 43.63 11.38 54.87 21.84
6 { { { { 51.52 17.60
7 49.58 15.85 49.09 18.79 49.77 17.52
8 { { { { 52.67 16.05
9 { { { { 49.34 18.00
10 52.07 13.25 50.91 15.55 51.36 14.50
11 { { { { 44.34 17.36
12 { { { { 50.45 17.74
13 52.46 17.76 55.98 23.96 54.63 21.83
14 50.33 16.49 48.10 18.08 49.28 17.39
15 50.55 14.32 49.16 50.22 50.22 16.42
16 50.22 12.58 46.43 14.48 49.31 14.36
17 51.96 22.45 38.00 12.23 50.78 24.56
18 49.67 17.18 44.26 13.91 47.42 16.48
19 { { { { 48.29 15.88
20 47.72 14.38 48.19 14.72 47.94 14.51
21 { { { { 52.10 20.74
37
(a) Subject 1 (b) Subject 10
(c) Subject 18
Figure 3.1: A sampling of the marginal assessment data and ts
the correlation coecient as t by the Matlab program for each subject. To compare the
results between the two contours for each subject the results are shown with the Correlation
resulting from the 50% contour in the horizontal axis and the 25% contour in the vertical
axis in Figures 3.3 and 3.4, with separated and combined X and Y marginals, respectively.
When the correlation t to the 50% and 25% contours are looked at together, it was found
that these two values were correlated. Meaning that a subject that had reported a large
correlation through the 50% contour tended to report a high correlation in the assessed 25%
contour. When X and Y marginals are combined, the correlation between the two assessed
values is 41:1% with a 6:4% probability of the no correlation hypothesis. When X and Y
marginals are t separately, the correlation between the 50% and 25% contours is 66:0%
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Table 3.2: Correlation coecients resulting from the t to the iso-probability contours
Subject Actual Corr. Combined X&Y Contours Separate X&Y Contours
P = 0:5 P = 0:25 P = 0:5 P = 0:25
1 0.9 -0.27 0.71 -0.24 0.67
2 0.9 0.84 -0.23 0.84 -0.17
3 0.9 0.77 -0.14 0.77 -0.14
4 0.9 -0.99 -0.64 -0.99 -0.99
5 0.9 0.62 -0.29 -0.99 -0.99
6 0.9 0.68 0.22 0.68 0.22
7 0.9 0.63 0.56 0.54 0.48
8 0.9 0.99 0.99 0.99 0.99
9 0.9 0.52 0.39 0.52 0.39
10 0.9 -0.78 0.66 -0.62 0.68
11 0.9 -0.17 0.08 -0.17 0.08
12 0.9 0.72 0.72 0.72 0.72
13 0.1 0.99 0.28 0.99 0.24
14 0.1 -0.56 -0.45 -0.64 -0.48
15 0.1 -0.33 -0.25 -0.3 -0.37
16 0.1 -0.99 -0.47 -0.99 -0.83
17 0.1 0.4 0.06 -0.99 -0.9
18 0.1 -0.09 -0.3 -0.79 -0.55
19 0.1 -0.99 -0.35 -0.99 -0.35
20 0.1 -0.47 0.58 -0.44 0.58
21 0.1 0.21 0.31 0.21 0.31
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with only a 0:1% chance of satisfying the no correlation hypothesis.
3.4 Conclusions
Although the overall principle behind iso-probability curves seemed to work, the assessment
of these curves proved to be rather dicult. The correlation between the assessed 50% con-
tour and the 25% contour shows that there is some recognition of the concept of correlation
in the answers given by the subjects. The mind set of the subject seemed to play the largest
role in the success of their assessment. Overall the subjects tended to give lower correla-
tions through there assessments than the actual correlation of the variables. This could be
due to a belief that the correlation values were lower than in actuality, or could be due to
the assessment technique causing distorting the believed correlations. The subjects seemed
to have a hard time relating the learning number game to the assessment and thus had a
dicult time relating the probabilities of dierent bets.
3.5 Possible Future Directions
The inability of the subjects to related the learned variable behavior to the gambles of the
assessment may be remedied by using values that the subjects can relate to. This can be
done by having some back story describing what the variables represent. This, of course,
comes with the negative attribute that the subjects may have some preconceived notion of
how the variables in the back story should behave, but this can be minimized by choosing
variables that the subject cannot know anything about, for instance the stock price of two
imaginary companies.
The diculty of the subjects can also be minimized by using the same subjects for multiple
assessments with variables of dierent correlations. This would be helpful in determining if
this assessment technique becomes better with practice.
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(a) Subject 6 (b) Subject 10
(c) Subject 14 (d) Subject 17
Figure 3.2: A sampling of the ts to normalized assessments of the iso-probability contours
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Figure 3.3: Correlation values attained from a t to both assessed contours using separated
margins
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Figure 3.4: Correlation values attained from a t to both assessed contours using combined
margins
43
CHAPTER 4
VARIABLE WEIGHTING FUNCTION
4.1 Introduction
4.1.1 Motivation
The probability weighting function has been found to describe the nonlinear weights a de-
cision maker places on uncertainties when facing a choice. The function manipulates the
belief of a subject regarding the outcome of a random variable to produce the weighting the
subject uses to make decisions for which the outcome relies on that variable. In this way
the assessed cumulative distribution function describing a subjects belief about a random
variable can be converted into the a cumulative weighting the subject would put on that
variable. Since the input to the probability weighing function is probability and the output
is the weighting, the determination of a value of the random variable that would produce a
specic weighting is an iterative procedure. By instead using a variable weighting function
in place of the probability weighting function, this procedure can be completed in a single
step. This work will use the current state of knowledge of the probability weighting function
in order to determine possible variable weighting functions. In order to facilitate this process
and to determine the characteristics of the variable weighting function the properties various
options for the functional form of the variable weighting function will be explored. Experi-
mentally assessed continuous probability functions will be used to determine the validity of
dierent options.
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4.1.2 Background
Cumulative Prospect Theory
Prospect theory was developed in 1979 by Kahneman and Tversky [34] to describe subopti-
mal decision making observed in real life situations. Although expected utility theory had
dominated the area of normative decision making, many common decisions were systemati-
cally found to contradict the axioms of expected utility. One example of this is the \Allais
Paradox\,[35] which was derived to show that the same person can be both risk seeking and
risk adverse for the same decision framed dierently. This is analogous to the idea that the
same person might purchase insurance (risk adverse behavior) and buy a lottery ticket (risk
seeking behavior). In prospect theory a decision maker assesses value in terms of gains or
losses from an anchored point of wealth, or a status quo.
In order to incorporate these ideas into expected utility theory Quiggin proposed the use of
decision weights in place of probabilities, which account for the weight that a decision maker
places on a specic outcome.[36] These ideas were the basis for rank dependent expected
utility theory, originally named anticipated utility theory by Quiggin. This model had
the advantage of being able to accommodate a large number of outcomes by transforming
the entire cumulative probability function, rather than just individual probabilities as in
prospect theory. In 1992, Tversky and Kahneman modied prospect theory, in light of these
advancements, to develop cumulative prospect theory, for which Kahneman received the
Nobel Memorial Prize in Economics in 2002.
Cumulative prospect theory recognizes both the modied value of a prospect based on
its relationship to the reference state of the decision maker as well as the nonlinearity in
weighting of probabilities by the decision maker. In the model described by Tversky and
Kahneman the decision maker observes two natural boundaries in the spectrum of uncer-
tainty, complete certainty and impossibility.[13] The decision maker overweights deviation
from these endpoints. For example a small increase in probability, say 0.1, is considered
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more important to the decision maker when increasing from 0.1 to 0.2 then and increase in
probability from 0.3 to 0.4. An accurate description of the probability weighting phenomena
is necessary to accurately describe the choices of a real decision maker.
Probability Weighting Function
In order to account for the nonlinearity in probability a weighting function,w(p) was incorpo-
rated into cumulative prospect theory, where p is the understood probability on the interval
[0,1] and w(p) is the weighting that the value associated with that uncertainty is given.
Understanding the form of the probability weighting function allows greater understanding
of how a decision maker views the uncertainties associated with each decision.
Based on the goal of the probability function it is easy to understand why the general shape
of the probability weighting function is inverse-S-shaped. Approaching zero probability the
weighting function is no less than the probability, w(p)  p,and the function is concave.
Approaching a probability of one the converse is true, w(p)  p, and the function is convex.
The slope of the probability weighting function is greater at the end points, which describes
the diminishing sensitivity, termed by Tversky and Kahneman, as the probability moves
away from complete certainty or complete impossibility.
Gonzalez and Wu have presented a physiological interpretation of the probability weight-
ing function.[37] Two important properties of the probability weighting function describe
the characteristics of the decision maker, the curvature and elevation of the function. The
curvature indicates the degree to witch the decision maker overweights changes in prob-
abilities near the endpoints of the function, when p = 0 or 1. The discriminability of the
decision maker is dened as the amount to which a change in probability eects the weighted
probability, or the slope of the probability weighting function. Gonzalez and Wu use the
example of two decision makers that represent the extremes in discriminability. The rst
has a probability function that is described by a step function step function w(p) = 0 and
1 when p = 0 and 1, respectively, and is 0.5 every where else. The second has a linear
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probability weighting function, w(p) = p. In the rst case the subject treats all uncertain
events, that are not completely certain or impossible, equally and cannot discern between
their likelihood. The second decision maker is sensitive to all probability changes equally and
is indierent between probability changes across the spectrum of probability. This decision
maker would act according to expected utility theory, always maximizing their expected
utility. In addition to curvature, the elevation of the probability weighting function can
provide some insight into the psychology of the decision maker. When a decision maker
faces a gamble based on an uncertainty they are more attracted to the gamble the larger
the value of the weighting function is at the respective probability. The attractiveness at a
given probability is associated to the value of that weighting function at that probability. In
the extreme examples discussed above, the decision maker with the step function and the
decision maker with a linear weighting function are equally attracted to gambles of proba-
bility 0:5. At lower probabilities the decision maker with a step function is more attracted
to the gamble and at higher probabilities the opposite is true. It is not necessarily the case
that w(0:5) = 0:5, and in fact is not often the case. For example, a decision maker with a
probability weighting function that has a step form where w(p) = 0:4 for all probabilities
inside the end points. When compared to the decision previously described step function,
this decision maker's probability weighting function has the same discriminablility, but is
always less attracted to gambles with positive outcomes that are uncertain.
Several studies have sought out the functional form of the probability weighting function.[38,
39] Several functions have been investigated and are generally based on one or two parameter
values, which have been estimated by experimental studies involving real gambles.[13, 38,
39, 40, 41, 42] The probability weighting function is found to have similar features in each
study. These features are described by Prelec as having the general behavior predicted by
cumulative prospect theory. At low probabilities the weighting functions are concave and
have values greater than the linear weighting function, while at high probabilities it is convex
and has is always less than the linear weighting function. In addition Prelec found that there
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were some unpredicted characteristics of the weighting function, in particular the asymme-
try of the weighting function. In the studies addressed all the weighting functions crossed
the linear weighting function below the middle, at approximately one third probability. (i.e.
w(1=3)  1=3) [43]
The simplest functions that have been used to characterize the phenomenon of probability
weighting are dependent on a single parameter. One of the more commonly used single
parameter functions, originally introduced by Tversky and Kahneman in 1992 (TK-1)[13] is
shown in Table 4.1 along with all the probability weighting functions examined in this work.
The value for the parameter  has been experimentally determined for the common decision
maker to be in the range of 0:56 and 0:91.[13, 44, 40, 41, 38] Another one parameter function
that is often used was introduced by Prelec (Pr-1).[43] The parameter dening the shape of
this function, , has a range of 0:41 to 1 in experimental studies.[38, 40, 45] One advantage of
this function is that it always crosses the linear weighting function at p = 1=e  0:37, which is
in line with the observed characteristics of the probability weighting function. Of course this
also means that there is no adjustment for the elevation of the function. Prelec also suggested
a similar, two parameter function (Pr-2) in the same work.[43] The second parameter allows
the elevation to be adjusted of the function to be adjusted, although this parameter aects
the curvature as well. Typical values for the parameters have been acquired by Bleichrodt
and Pinto,  = 1:08 and  = 0:53.[38] The most thoroughly studied two parameter function
was introduced by Goldstein and Einhorn (GE-2).[46] Many investigators have reported
values for the parameters of this function. The range of  has been reported from 0:44 to
0:84, and the reported range of  is 0:65 to 1:35. One of the more desirable attributes of the
Goldstein and Einhorn function is that  controls primarily the curvature of the function,
while  controls the elevation.
The two parameter functions have been found to t the experimental data better than
one parameter functions, although the improved t is only slightly better when it data is
aggregated. The simplicity of one parameter functions merits their use in certain circum-
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stances, though the two parameter function is used more commonly due to the ability to t
more types of decision makers as individuals.
The weighting function diers for uncertainty related to positive prospects and negative
prospects, denoted w+(p) and w (p), respectively.[13] The most distinct dierence between
weighting functions for positive and negative prospects is the elevation. While the weighting
function for positive prospects nearly always crosses the linear weighting function between
p = 0:3 and 0:4, the weighting function for negative prospects tends to cross at p  0:6. As
pointed out by Booij et al, this displays the pessimism of the decision maker and indicates
that they prefer to not gamble. Other factors that may eect the probability weighting
function include the magnitude of the outcomes [47] (contradicted by ndings of Booij et
al. [48]) and the type of eect invoked by the prospects [49].Characteristics of the decision
maker can also eect the probability weighting function, such as gender [50, 48], age [48], or
level of education [48, 45, 51].
A study by Van de Kuilen and Wakker showed that the parameters of the weighting
function can be interpreted dierently by dierent methods of assessment.[42] A more specic
observation by Goeree et al. found in an experimental study bases on bidding, that the type
of decision can aect function. [52]
4.1.3 Variable Weighting Function
The usefulness of the probability weighting function, wp, is in adjusting a cumulative dis-
tribution, F (v), to the corresponding weighted cumulative distribution, Ft(v), such that
Ft(v) = wp(F (v)). The function wp maps from a point in the original distribution, (v; p),
to a point in the weighted distribution, (v; pw), at a constant variable value, v. One can
imagine a function that can provide the same weighed cumulative distribution, Ft(v), by
mapping from a point in the original distribution, (v; p), to a point at constant probability
in the weighted distribution, (vp; p). This function is called the variable weighting function,
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wv. It allows the variable value to be assessed and weighted directly for a given probability,
such that p = Ft(wv(v)) = F (v). The variable weighting function is described thoroughly in
a work in preparation by Abbas, Budescu, Haggerty, and Wu.[53]
Denition
The following is a summary of the denition provided by Abbas, Budescu, Haggerty, and
Wu.[53] Assume a probability weighting function, wp(p) that is continuous and strictly mono-
tonic such that the inverse function, w 1p , exists. A continuous cumulative probability distri-
bution, F (v), can be weighted by the probability weighting function to provide a weighted
cumulative distribution,
Ft(v) = wp(F (v)) (4.1)
The variable weighing function, wv(v) is a method for obtaining the same weighted distri-
bution, Ft(v), by modifying the variable value at a constant probability.
Proposition 1. For every continuous and strictly monotonic probability weighting function,
wp(p), operating on a continuous and strictly monotonic cumulative distribution function,
F (v), there exists a unique equivalent variable weighting function, wv(v), satisfying wv(v) =
F 1(wp(F (v))).
Proof. Let (v0; p) be a point on the assessed cumulative distribution function, F (v). The
probability weighting function modies the probability, p = F (v0), to obtain the weighted
probability, pw = wp(p), such that (v0; pw) is a point on the weighted cumulative probability
distribution function, Ft(v).
Ft(v0) = pw = wp(p) = wp(F (v0)) (4.2)
If the value p is held constant the variable value, v0, can be adjusted by the variable
weighting function, such that vw = wv(v0), where the point (vw; p) lies on the weighted
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distribution,Ft(v). Hence, F (v0) and Ft(vw) correspond to the same cumulative probability,
p. i.e.
Ft(vw) = F (v0) = p (4.3)
where
vw = wv(v0) (4.4)
From Equation 4.3
vw = F
 1
t (p) = F
 1
t (F (v0)) (4.5)
From Equations 4.4 and 4.5
vw = wv(v0) = F
 1
t (p) (4.6)
Take the inverse function of both sides of Equation 4.2,
F 1t (t) = F
 1(w 1p (t)) (4.7)
From Equations 4.6 and 4.7
vw = wv(v0) = F
 1
t (p) = F
 1(w 1p (p)) = F
 1(w 1p (F (v0))) (4.8)
Hence
wv(v) = F
 1(w 1p (F (v))) (4.9)
Such variable weighting function can be used to determine the adjusted value of a variable
due to the eect of probability weighting as described by cumulative prospect theory and
can reduce the number of assessed points on a cumulative distribution in order to determine
the corresponding variable value to a given probability.
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Characteristics
At the point at which the probability weighting function intersects the linear weighting func-
tion, the cumulative distribution is unaltered by weighting. At this point, where w(p) = p,
there is a corresponding unaltered weighting point at which the variable weighting func-
tion will intersect the linear weighting function, w(v^) = v^. This implies that the variable
weighting function has a characteristic of elevation similar to that of the probability weight-
ing function. The generally accepted inverse-S-shape of the probability weighting function
(noted exception in studies by Goeree et al. as well as Van de Kuilen and Wakker [52, 42]) in-
dicates that there is characteristic curvature in the variable weighting function. The domain
of the variable weighting function can be assigned to two sets, separated by the unaltered
weighting point. Normalized variable values less than the unaltered weighting point should
reduce the variable value, w(v^) < v^, while in domain set of values above the unaltered
weighting point the opposite is expected, w(v^) > v^. This will produce an S-shaped function.
Proposition 2. If the probability weighting function is inverse S-shaped and the cumula-
tive distribution function is continuous and strictly increasing, then the variable weighting
function must be S-shaped.
Proof. Let p = F (v) be the probability to be weighted, pw = wp(p) is the weighted probabil-
ity, and p? be the inection point of the probability weighting function, where 0 < p? < 1.
For a inverse S-shaped probability weighting function, when p? > p > 0, wp is concave, and
when 1 > p > p?, wp is convex. We can examine these two sections of wp separately.
When p? > p > 0, wp i.e., the concave part of the probability weighting function, wp(p),
where
pw > p (4.10)
Since w 1p ,F
 1 are strictly increasing, applying w 1p to both sides of Equation 4.10 results in
w 1p (pw) > w
 1
p (p) (4.11)
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and applying F 1 to both sides of Equation 4.11 results in
F 1(w 1p (pw)) > F
 1(w 1p (p)) (4.12)
Where pw = wp(p),
F 1(w 1p (pw)) = F
 1(w 1p (wp(p))) = F
 1(p) = v (4.13)
And
F 1(w 1p (p)) = F
 1(w 1p (F (v))) = wv(v) (4.14)
From Equation 4.12,
x > wv(x) (4.15)
When 1 > p > p?, wp i.e., the convex part of the probability weighting function, wp(p),
where
pw < p (4.16)
Since w 1p ,F
 1 are strictly increasing, applying w 1p to both sides of Equation 4.16 results in
w 1p (pw) < w
 1
p (p) (4.17)
and applying F 1 to both sides of Equation 4.17 results in
F 1(p) = F 1(w 1p (pw)) < F
 1(w 1p (p)) (4.18)
From inserting the results from Equations 4.13 and 4.14 into Equation 4.18 results in
x < wv(x) (4.19)
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From these two cases we can see that for, v? = F 1(p?), when v? > v > vmin, v >
wv(v) and when vmax > v > v
?, v < wv(v). Thus the variable weighting function,
wv = F
 1(w 1p (F (v))), is S-shaped (rst convex, then concave) given the probability func-
tion is inverse S-shaped and the cumulative distribution function is continuous and strictly
monotonic.
In order to determine the typical shape of this function a functional form will be assumed.
The input variable, v, and the output, w(v), of the variable weighting function will be
normalized over the range of possible values for the variable. The normalized input, v^, will
be set by v^ = v vmin
vmax vmin and the output, w(v^), can be used to extract the weighted variable,
vw, by vw = (vmax  vmin)w(v^)+ vmin, where vmin and vmax are the minimum and maximum
possible values of v, as determined by the decision maker. This will insure that the range
and domain of the function is [0; 1], just as in the probability weighting function.
4.2 Methods
4.2.1 Experimentally Assessed Cumulative Probability Distributions
Experimental data collected from 103 subjects concerning there belief about the distribution
of a random variable was used to obtain typical variable weighting functions. The subjects
used binary decisions to determine the point at which they were indierent between two
bets, one on a probability wheel and the other concerning the value of the random variable of
interest. During half of the assessed points the probability whee was xed and the maximum
value of the random variable was adjusted till indierence (ie. a xed probability assessment).
For the rest of the assessment the maximum quantity of the random variable was xed while
the value of the probability wheel was adjusted till the subject was indierent between the
two bets (ie. a xed variable assessment). The random variable used in the study was either
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the temperature in Palo Alto or the value of the DOW Jones at closing, on a day two weeks
after the assessment. More information on the experimental data is published elsewhere.[29]
For the following calculations the data assessed from the subjects by both xed probability
and xed variable method was combined. The assessed cumulative distributions those that
were not monotonically increasing were removed from this study based on the value of
Kendall's  once the xed probability data and the xed variable data was combined. Of
the 103 subjects, 64 produced distributions with the combined methods of assessment with
a Kendall's  > 0:8.
4.2.2 Fitting Procedure
The cumulative distributions assessed by the subjects were t with a beta distribution. Using
this t distribution, the weighted probability distribution was obtained using an assumed
probability weighting function. Each of the cumulative probability values assessed provides
an assessed variable value and the weighted variable value for constant cumulative probability
was extracted from the curve derived from the assumed probability weighing function. The
form of the variable weighting function was assumed so that the parameters of the form could
be t to these points. The t was chosen such as to minimize the the squared residuals.
4.2.3 Choice of functional form
Probability Weighting Function
The extensive research into the probability weighting function has allowed many researchers
to create functions that represent the averaged probability weighting function across a pop-
ulation. Drawing from this research four of the commonly used functional forms of the
probability weighting function have been used. For this work they will be abbreviated as
TK-1, Pr-1, Pr-2 and GE-2. These functions are shown in Table 4.1. The one parameter
functions, TK-1 and Pr-1, depend on the parameter . While the two parameter functions,
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Pr-2 and GE-2, depend on  and . The median value of these parameters from several
studies was used to generated four probability weighting functions. These parameter values
are given in Table 4.2. It is expected that the two parameter functions will out perform
the one parameter forms due to a larger degree of freedom, but the simplicity of a one pa-
rameter form merits its use. This study intends to observe the implications of using a one
parameter form instead of a two parameter form. The characteristics of each of the functions
used with the assumed parameters can be seen in Figure 4.1. The functions have each of
the characteristics expected of the probability weighting function, although the Prelec two
parameter function (Pr-2) is slightly dierent from the rest. Each of the one parameter func-
tions (TK-1 and Pr-1) and the linear in log odds function (GE-2) cross the linear weighting
function at nearly the same probability (p  0:37). Whereas the Pr-2 function crosses the
linear weighting function at a lower probability (p  0:3). In addition the Pr-2 function has
lower weighting of higher probabilities than the other functions, which have approximately
the same weighting at all probabilities.
Variable Weighting Function
Due to the expected shape and characteristics of the variable weighting function, the same
functions that are used to describe the probability weighting function are good candidates
for the functional form of the variable weighting function weighting function. In addition
to these functions, the Kumaraswamy distribution will be used.[54] This distribution was
chosen for its S-shaped cumulative distribution as well as its bounded domain. Each of the
functions used to t the variable weighting function are shown in Table 4.1.
4.2.4 Parameter Sensitivity
In reality the probability weighting function can be dierent for every individual. The sen-
sitivity of the parameters of the variable weighting function are likely to be related to the
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Table 4.1: The various functional forms used to represent the probability weighting
function or the variable weighting functions. The input z was used in place of probability,
p, or normalized variable, v^
Abbreviated Name Weighting Function Source
TK-1 w(z) = z

(z+(1 z))
1

Tversky and Kahneman 1992[13]
Pr-1 w(z) = exp ( (  ln z)) Prelec 1998[43]
Pr-2 w(z) = exp ( (  ln z)) Prelec 1998[43]
GE-2 w(z) = z

z+(1 z) Goldstein and Einhorn 1987[46]
Ku-2 w(z) = 1  (1  z) Kumaraswamy 1980[54]
Table 4.2: The parameters used to represent a typical probability weighting function was
determined by taking the median of the parameter values from several studies.
Abbreviated Name  
TK-1 0.71
Pr-1 0.64
Pr-2 1.08 0.53
GE-2 0.82 0.60
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TK−1:γ=0.71
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GE−2:γ=0.68 δ=0.84
Figure 4.1: Each of the commonly used functional forms of the probability weighting
function are shown with the assumed parameters.
curvature and elevation of an individual's probability weighting function. In order to test
this and learn more about the intrinsic eects on the variable weighting function the prob-
ability weighting function was varied. The linear in log odds form, GE-2, of the probability
weighting and variable weighting functions was used, due to the independent control of cur-
vature, by varying , and elevation, by varying . The input parameters, into the probability
weighting function were varied through the entire domain  = 0:3 to 0:9 and  = 0:3 to 1:5.
This range was chosen to represent the range of values found to t the probability weighting
functions of individuals in a study by Gonzalez and Wu in 1999.[37] For each combination of
parameters in the probability weighting function the each of the subject's cumulative distri-
bution functions was used to t the corresponding variable weighting function. The average
parameters for the best t variable weighting function were determined as a function of the
input parameters for the probability weighting function.
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4.3 Results
4.3.1 Probability Weighted Cumulative Distribution Functions
Each of the subjects cumulative distribution functions was adjusted to account for probability
weighting using typical functions given in section 4.2.3. Some examples of the resulting
functions are shown in Figure 4.2. The Prelec two parameter function (Pr-2) tended to dier
from the other weighted probabilities, as might be expected from the dierences observed
when compared to the other funtions as discussed in section 4.2.3.
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Figure 4.2: A sampling of the assessed cumulative distribution functions adjusted for
probability weighting.
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4.3.2 Error in Fitting Variable Weighted Cumulative Distribution
Functions
The derived weighted distribution functions were used to determine the variable weighting
function parameters. Each of the ve variable weighting function were t to each of the four
probability weighting functions in order to compare their practical uses. The best t function
was determined by the minimizing the sum of the squared residuals. The characteristic error
of each subject's t was determined by taking the square root of the average squared residual
and is then described as a percentage of the entire range of the variable assessed. The average
characteristic error percentage for each combination of probability weighting function and
the variable weighting function is given in Table 4.3. One parameter variable weighting
functions show signicantly larger errors than the two parameter functions. In particular
the the function proposed by Tversky and Kahneman as a probability weighting function,
TK-1, does a poor job when used as a variable weighting function. The average characteristic
error is greater than 4%. Leaving the Prelec function, Pr-1, as the best performing one
parameter variable weighting function. The average characteristic error does not provide
a clear segregation of performance of the two parameter variable weighting functions. The
error depends on the form used to simulate the probability weighting function.
Table 4.3: The average characteristic tting error is given as a percentage of the variable
range assessed.
Variable Weighting Function
w(p) TK-1 Pr-1 Pr-2 GE-2 Ku-2
TK-1 4.1(1.9) 2.7(1.5) 0.6(0.3) 0.3(0.1) 0.4(0.1)
Pr-1 4.5(1.9) 3.0(1.7) 0.2(0.1) 0.6(0.2) 0.8(0.3)
Pr-2 7.6(3.2) 3.7(2.8) 0.3(0.2) 0.8(0.3) 1.1(0.3)
GE-2 4.1(1.9) 2.4(1.4) 0.5(0.3) 0.2(0.1) 0.3(0.1)
In order to further assess the best tting form of the variable weighting function, the error
of each subject was compared for dierent combinations of probability weighting function
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and variable weighting functional form. A tally of the best tting one parameter function
and the best tting two parameter variable weighting function was kept for each of the
tted probability weighting functions. The one parameter forms were separated from the
two parameter forms because they always had a larger error, which provides a much less
interesting comparison. The percentage of occurrences where each function performed the
best amongst the variable weighting function with the same number of parameters is given
in Table 4.4.
As indicated by the lower average error, the Prelec one parameter function, Pr-1, had the
largest number of best t occurrences amongst the one parameter functions. It performed
the best for at least two thirds of the subjects for each of the simulated probability weighting
functions. The two parameter variable weighting functions gave mixed results. The Prelec
two parameter function, Pr-2, was clearly the best t when the probability weighting function
was either of the Prelec functions, Pr-1 or Pr-2. When the other probability weighting
functions, TK-1 or GE-2, were used the linear in log odds variable weighting function, GE-2,
t the weighted probabilities best for the most subjects.
Table 4.4: The percentage of the 64 subjects for which each one or two parameter variable
weighting functional form t best is given when compared to the other forms with the
same number of parameters.
Variable Weighting Function
w(p) TK-1 Pr-1 Pr-2 GE-2 Ku-2
TK-1 31.8 67.2 12.5 71.9 15.6
Pr-1 32.8 67.2 96.9 1.6 1.6
Pr-2 18.8 81.3 96.9 3.1 0
GE-2 28.1 71.9 9.4 68.8 21.9
4.3.3 Best Fit Parameters of the Average Variable Weighting Functions
A sampling of some of the variable weighting function ts has been shown in Figure 4.3. Table
4.5 displays the averages of the parameter values for each of the variable weighting functions
61
for each possible combination of probability weighting function. The average parameter
values can be utilized as typical parameters for the variable weighting function. Each of
the variable weighting functions has been shown in Figure 4.4. The each of these forms
share similar characteristics, in particular, they each take on an s-shape, and cross the linear
weighting function. The two parameter functions, which have full exibility to change the
elevation of the variable weighting function independently of the curvature, all cross the
linear weighting function at a normalized variable value, v^, between 0:44 and 0:48.
Table 4.5: The parameters of the variable weighting functions given the probability
weighting function and a form of the variable weighting function.
Variable Weighting Function
TK-1 Pr-1
w(p)  
TK-1 1.18(0.15) 1.30(0.19)
Pr-1 1.21(0.16) 1.32(0.20)
Pr-2 1.17(0.17) 1.56(0.32)
GE-2 1.19(0.14) 1.30(0.18)
Variable Weighting Function
Pr-2 GE-2 Ku-2
w(p)      
TK-1 1.19(0.30) 1.48(0.03) 1.08(0.34) 1.48(0.03) 1.77(0.17) 2.03(0.18)
Pr-1 1.24(0.43) 1.54(0.03) 1.08(0.36) 1.53(0.05) 1.85(0.25) 2.15(0.14)
Pr-2 1.31(0.86) 1.85(0.06) 1.38(0.75) 1.79(0.09) 2.18(0.40) 3.12(0.33)
GE-2 1.15(0.28) 1.46(0.03) 1.11(0.33) 1.45(0.03) 1.70(0.16) 1.96(0.17)
4.3.4 Sensitivity of Parameters in Individual's Variable Weighting
Function
The sensitivity of the variable weighting function to the characteristics of the probability
weighting function were investigated using the linear in log odds form, GE-2, of the proba-
bility weighting function. The varied parameters of the probability weighting function were
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Figure 4.3: Variable weighted cumulative distributions tted to probability weighted
distributions for a sampling of subjects and forms for the probability weighting function.
used in conjunction with the subject data, in the same procedure as above, to produce the
average parameters of best t variable weighting functions. The results are shown in Figure
4.5. The  parameter of the variable weighting function has very little dependence on the
 value of the probability weighting function. In other words, the curvature of the vari-
able weighting function is almost completely determined by the curvature of the probability
weighting function. The  parameter of the variable weighting function, on the other hand,
is a function of both the  and  parameters of the probability weighting function. As either
the  parameter or the  parameter of the probability weighting function decreases the 
parameter of the variable weighting function increases at an exponential rate.
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Figure 4.4: The variable weighting function is shown in each of the discussed forms based
on the t when the probability weighting function is assumed to be linear in log odds,
GE-2.
4.4 Conclusion and Recommendations
The understanding of a subjects belief about a random variable can be greatly beneted
by cumulative prospect theory. Understanding the properties of the probability weighting
function provides some insight into the psychology of a decision maker and explains the
discrepancy between how decision makers often act and how expected utility theory dictates
they should act. In the same way, a greater understanding of how decision makers treat
continuous random variables at a constant probability will allow further evaluation of the
actions of decision makers. This article has described some of the key features of the variable
weighting function. Functional forms of the variable weighting function have been discussed
along with their ability to replicate the information of a standard probability weighting
function. Furthermore, the characteristics of the variable weighting function have been
shown in relation to the properties of the corresponding probability weighting function.
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Figure 4.5: Parameters of the variable weighting function (GE-2 form) are given as a
function of the parameters of the probability weighting function (GE-2 form). Each line
represents a dierent  of the probability weighting function, from  = 0:3, blue to  = 1:5,
red.
The one parameter weighting functions were found to have signicantly more error when
used to describe variable weighting, due to the lack of degrees of freedom. Of these functions
the Prelec function, Pr-1, was found to be the best t. For the two parameter functions the
t depends on the form of the probability weighting function that the variable weighting
function is attempting to replicate. The Prelec two parameter function, Pr-2, was found
best represent the variable weighting of probability weighting functions in the forms, Pr-1
and Pr-2. The linear in log odds form, GE-2, of variable weighting t the other functional
forms best and is the most commonly used probability weighting functional form.
The sensitivity of of the variable weighting function to changes in the parameters of the
probability weighting function was determined using the linear in log odds form to describe
both functions. For a known probability weighting functions the results in Figure 4.5 can
provide the parameters that could be used to describe the variable weighting function of the
same individual. The curvature of the variable weighting function was found to be dependent
on the curvature of the probability weighting function and independent of its elevation. These
characteristics of the variable weighting function can be used when assessing a subjects beliefs
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about a continuous random variable and are particularly useful when information regarding
a xed probability is desired.
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