Abstract-Related data streams refer to data streams that can be joined together by matching their join attributes. Existing research on learning from related data streams is based on an assumption that all streams arrive at a central processing unit in a synchronous way, such that in an arbitrary sliding window, all tuples of the streams can be perfectly joined together. This assumption, however, does not hold when related data streams are generated or transferred at different speeds, and thus may arrive in the central processing unit in an asynchronous manner. In this paper, we argue that for asynchronous data streams, there exist a small portion of perfectly joined examples (i.e., complete examples) and a large portion of partially joined examples (i.e., incomplete examples). Accordingly, we present a new Learning from Complete and Fixed Examples (LCFE) framework that can fix incomplete examples to boost the learning. Experiments on both synthetic and real-world data streams demonstrate that LCFE is able to achieve a higher prediction accuracy for learning from related data streams than other simple solutions can offer.
I. INTRODUCTION
Existing work in data stream mining has made great efforts in knowledge discovery for a single data stream [1, 2, 8, 9] , but finding patterns from multiple related data streams is still inadequately addressed. For many real-world data stream applications, stream data are often collected from different channels with different modalities. Under such environments, it is natural to combine multiple data streams together to discover trends and patterns underneath the stream data.
Related data streams refer to data streams that can be joined together by some shared join attributes. In this paper, we consider the problem of learning from multiple related data streams with asynchronous speeds. Learning from multiple related data streams has been discussed before, but mainly from the privacy preserving data stream mining [3] perspective. In their studies, related data streams are assumed flowing synchronously, such that stream data can be perfectly joined together in a sliding window through their join attributes. However, in many real-world data stream applications, related data streams may be generated or transferred at different speeds, and thus may arrive at the central processing unit in an asynchronous way. As a result, the join attributes may not match each other perfectly in a sliding window. Under this observation, our main goal in this paper is to learn from multiple related data streams by taking the asynchronous factor into consideration, which, to the best of our knowledge, has not been addressed before.
To make the concept clear, assume the given of two examples in Figures 1 and 2 , both of which are a snapshot of a sliding window (Figure 1 is a widely used example in the privacy preserving data stream mining area [3] ).
In the examples, the target is to discover patterns of the profitable trading in stock markets by combining related data streams, such as the phone call streams between dealers and managers/staffs of public companies, the stock trading streams that record the trading actions, and the News streams from a local TV station reporting their forecasts on the stock markets. From Figure 1 , it is clear that all the join attributes (which are denoted by the arrows connecting the streams) are perfectly matched in the snapshot. This, however, only happens in an ideal situation. A much more common case, as shown in Figure 2 , is that join attributes may not be perfectly matched in a sliding window. For instance, at the time point 9:02am, Dennis gives Peter a call telling him to sell CCC's stock, but in the trading stream we can't get Ross's matching tuples (which may not be available until 9:04am due to the communication delay). As a result, the join operation will generate few perfectly joined examples as shown in Table  1 (which are referred to as the complete examples) and a large portion of partially joined examples as shown in Table  2 (which are referred to as the incomplete examples in this paper). Learning from multiple related data streams should, therefore, take both types of examples into consideration.
In this paper, we present a Learning from Complete and Fixed Examples (LCFE) method for learning from multiple related data stream with asynchronous speeds. The aim of the LCFE model is to fix the large portion of incomplete examples using information from complete examples to boost the learning. Experiments on both synthetic and real world data streams demonstrate that LCFE is able to help build models with a higher prediction accuracy than other simple solutions can offer.
The rest of this paper is structured as follows. In the next section, we formulate the problem of learning from multiple related data streams and discuss some simple solutions. We introduce the LCFE learning framework in Section 3, and conduct experiments on both synthetic and real world data streams in Section 4. We survey related work in Section 5, and conclude the paper in Section 6. 
II. PROBLEM DEFINITION AND SIMPLE SOLUTIONS
Consider m related data streams {S 1 , S 2 , . . . , S m }. All the streams share some join attributes and can be joined together according to certain conditions. The joined stream has n classes {c 1 , c 2 , . . . , c n }. The sliding window size is set to be w. A complete example is generated by joining m tuples from m streams, whereas an incomplete example is generated by joining r (1 ≤ r < m) tuples from r streams. For an incomplete example, we divide it into three parts: a set of observed attributes O, a set of unobserved attributes U, and its class label L. Moreover, observed attributes O can be further divided into {o 1 , o 2 , . . . , o r }, where o i is a tuple from stream S i . Besides, in this paper we assume that all the attributes are independent with each other.
A. Problem Definition
Learning from multiple related data streams is not a trivial task, considering that even learning from one single data stream is severely challenged by data volumes and concept drifting realities. In multiple related data streams scenario, different streams may be generated at different sites that are far away from each other, which makes related tuples may arrive at the central processing unit at different speeds. Therefore, after the join operation, the generated training examples are likely to contain a small portion of complete examples and a large portion of incomplete examples. Such realities in asynchronous data streams environment raise the following concerns. First, since the complete examples provide the global view of the related data streams, making proper use of such type of examples is a basic necessity. Second, since the incomplete examples reflect local information of the data distribution, using them properly to boost the performance plays an important role in building an accurate model. Third, tuples which can not be perfectly joined in the current sliding window does not mean that they are useless, considering that their related tuples in other streams may arrive in succeeding windows. Fourth, patterns and trends from multiple related data streams may experience concept drifting with time elapsing. To sum up, learning from multiple related data streams needs to take the following four concerns into consideration:
• Be able to make proper use of the complete examples which provide the global view of the multiple related data streams; • Be able to make use of the incomplete examples properly to boost the performance. In asynchronous data streams, incomplete examples take a large portion of the training examples. Any improper use of such data may worsen the performance.
• Be able to incrementally update the historical information over data streams.
• Be able to handle concept drifting. When a new concept emerges, adapting quickly to fit the new concept is a necessity.
B. Simple Solutions
Intuitively, the following two methods can be applied to learn from multiple related data streams. Learn from Complete Examples (LCE): LCE drops all the incomplete examples, and only learns from the complete examples. For instance, as far as Figure 2 is considered, LCE just uses complete examples in Table 1 to build model, but discards all the incomplete examples in Table 2 . The merit of LCE is that it usually has a low execution overhead because it only uses a small portion of the complete examples to build model. However, its limitation is also apparent. Since the complete examples are sparse, it usually can not yield a good prediction model.
Learn from Complete and Incomplete Examples (LCIE)
Unlike the LCE method that simply drops all the incomplete examples, LCIE keeps all the incomplete examples. To the unobserved attributes in the incomplete examples, LCIE marks them with a uniform symbol "?" as shown in Table  2 . By doing so, the original problem is converted to a new problem of learning with unobserved values. The merit of LCIE is that it not only uses complete examples, but also uses incomplete examples to build model. When the complete examples are sparse, LCIE is able to achieve satisfactory results by considering the incomplete examples. The limitation of LCIE is that it fills up all the unobserved values simply with a uniform symbol "?", which can not always achieve a satisfactory result. A better alternative method is to use the historical information from the passed stream data to fix the unobserved values, as what we will do in the following Leaning from Complete and Fixed Examples (LCFE) method.
III. FORMULATION OF THE LCFE MODEL
In this section, we describe the formulation of the LCFE model in detail. As we discussed above, it is a common case that multiple related data streams arrive at the central processing unit in an asynchronous manner, such that only a small portion of tuples in a sliding window can be completely joined, leaving a large portion of tuples be incompletely joined. Thus, the generated training examples usually contain only few complete examples and a lot of incomplete examples. The goal of our LCFE model is to summarize all the historical complete records to infer the missing values in the incomplete examples to boost the performance.
A. Learn from Complete Examples
Complete examples provide a global view of related data streams, which is valuable for understanding the patterns and trends behind the streams. In this section, we consider how to summarize the completed examples over data streams.
In data streams, it is impractical to buffer all the historical data to boost the performance. In order to get historical information without buffering all the data, an alternative way is to design light weight data structures to summarize information from the passed data. This kind of data structures should be able to incrementally update when new data comes, meanwhile, it also should be able to handle concept drifting problem. A well known example of such data structures is the micro-cluster structure proposed for clustering data streams in [4] .
In this paper, we use the sample average as the basic data structure to summarize the data streams. More precisely, for class label c, we define a sample average vector X c = 1 |S c | |S c | j=1 S c j as the basic data structure, where |S c | denotes the total number of complete examples in the passed data having class label c, and S c j denotes the j th example in the passed data having class label c. On one hand, X c is able to incrementally maintain the historical information over data streams. For instance, when a new sliding window comes, the sample average X c can be updated as in Eq. (1),
where X c is the sample average of all the complete examples with class label c in the new sliding window, and |S c | denotes the total number of complete examples having class label c . From Eq. (1), we can observe that X c is able to scale up over large amounts of data.
On the other hand, the sample average X c also can be used to detect and handle concept drifting problem. Given a parameter λ ( λ > 0), concept drifting can be defined as that the current sample average X c biases from the maintained sample average X c larger than λ. Since concept drifting will make the kept X c be too obsolete to reflect the current data distribution, we will reset X c using the current sample average X c (i.e., let X c = X c ) when the concept drifts. By doing so, it is safe to say that maintaining the sample average of the complete examples is an effective way to handle both incremental learning and concept drifting problems.
B. Learn from Incomplete Examples
Although incomplete examples provide less information than the completed examples, they should not be neglected for two reasons. First, incomplete examples usually take up a large portion of the whole training examples, and any improper use of such data may even deteriorate the performance. Second, incomplete examples can provide useful local information to some extent. Therefore, learning from such type of examples properly is also very important.
Unlike the LCIE method which simply marks all the unobserved values with "?", our LCFE method tries to fix the unobserved values using X c . For an incomplete example, unobserved values exist in two different types: (1) only some attributes are unobserved (i.e., the 2 nd and 3 th examples in Table 2 ), and (2) both some attributes and the class label are unobserved (i.e., the 1 th and 4 th examples in Table 2 ). To a Type (1) example, we first use its observed attributes to update the historical information X c , and then use the corresponding subvector in X c to fill up its unobserved attributes. To a Type (2) example, since it has both unobserved attributes and unobserved class label, we give a two-stage learning strategy to fix it as described in Theorem 1.
Theorem 1 Assume all the attributes are independent. If we want to fix an incomplete example having both unobserved attributes and unobserved class label, we should first fix its class label according to the observed attributes, and then fix its unobserved attributes according to the fixed class label.
Proof The goal is to fix both the unobserved label L and the unobserved attributes U using the observed attributes O. According to the probability theory,
P(O)P(L|O)P(U|L) P(O) = P(L|O)P(U|L)
Thus, in order to fix the unobserved L and U, we should first fix L using P(L|O), and then fix U using P(U|L).
After formulating this two-stage learning method, a following question is how to calculate the probabilities P(L|O) and P(U|L) . As far as P(L|O) is considered, according to the Bayesian decision rule, the class label L should be the one which has the maximal probability P(c i |O) (1 ≤ i ≤ n),
Since all the attributes are independent, Eq.(3) can be further transformed to Eq.(4),
Eq. (4) shows that each observed tuple o j ( j = 1, . . . , r) will put a weight to decide the final class label L. Therefore, to fix an incomplete example's label, it is essential to take all its observed attributes into consideration. By using the logarithm function, we transform Eq.(4) to Eq.(5) as follow,
Eq. (5) shows that the final class label L will be the class c i that has the largest probability The final class label L will be the class c i which has the largest label consensus score on all the r observed tuples as shown in Eq. (6),
After getting the class label L, P(U|L) can be easily calculated by using the historical information X L to fill up all the unobserved attributes U.
C. The LCFE Learning Framework
Algorithm 1 shows the LCFE learning framework, which consists of five major steps. In the first step, LCFE joins all the tuples in the current sliding window to get a training examples T . Note that T contains a small portion of completed examples and a large portion of incomplete examples. In the second step, the completed examples are used to update the historical information over data streams. More precisely, it first calculates the sample average X c on each class label c in the current sliding window, and then compares X c with the historical one X c . If the difference between them is larger than a given threshold λ, then it replaces X c with the current one X c ; otherwise, it absorbs X c into the X c . In the third step, the incomplete examples are fixed by filling up all the unobserved values. If the class label c is observed, then it uses all the observed attributes o j to update the X c j ; otherwise, the unobserved class label is estimated using Eq. (6) . Besides, all the unobserved attributes are fixed using the historical information from X c . In the fourth step, the completed examples and the fixed examples are combined together to build a classification model. In the last step, the model is tested on a next sliding window.
IV. EXPERIMENTS
In this section, we report experimental results and comparisons of the proposed LCFE framework from the following three aspects: performance with respect to (1) different sliding window sizes (i.e., w), (2) different success join rates (i.e., p), which is used to simulate the different arriving speeds among different data streams, and (3) different concept drifting thresholds (i.e., λ ). Benchmark methods: To assess LCFE's performance, we use the LCE and LCIE methods as the benchmark methods for comparisons. As discussed above, LCE learns only from the completed examples, while LCIE learns from both the completed and incomplete examples. All these learning methods are implemented in Java with an integration of WEKA data mining tool [5] , and the Libsvm (The java package can be downloaded from http://www.cs.iastate.edu/ yasser/wlsvm/.) is used as the base classification model. Synthetic Data Streams: We employ the following four steps to generate synthetic related data streams with asynchronous speeds. Firstly, we generate a single large data stream S . Then we vertically split S into several equal intervals. After that, each interval is assigned an additional join attribute tid, and treated as a single data stream. Finally, we use p to simulate the asynchronous streams scenario (i.e., for an arbitrary tuple t, we generate a random number rd (0 < rd < 1). If rd < p, then t will be taken as an unobserved tuple). More specifically, we first design a sequence of pairs S = { (x 1 , y 1 ) , . . . , (x T , y T )}, where x i ∈ R 19 is the attributes and y i ∈ {−1, +1} is the class label. The classification boundary is defined as 
Calculate the class label using Eq. (6) ; end Fix all the unobserved attributes using X c ; end Build up a classifier f on the completed & fixed examples / * Step 4 * /; Test classifier f on the next sliding window, and get P i / * Step 5 * /; end Output the average accuracy P and the variance V. Algorithm 1: The LCFE learning framework drifting is simulated by making every a i (i = 0, . . . , 19) have 10% chance to evolve to a i + 0.1 and 5% chance to reverse its direction. After that, we split S vertically and equally into five intervals, with each interval having five attributes. At last, we use different p to simulate the asynchronous streams scenario. Real World Data Streams: We use the URL Reputation data streams from the UCI Machine Learning Repository [6] . The goal is to detect malicious web sites by combining the host-based features and the lexical features of their URLs. Figure 3 illustrates the data collection architecture. The malicious URLs are obtained from a large Web mail provider, while the benign URLs are randomly drawn from Yahoo's direction listing. For every incoming URL, the feature collector collects the URL's host-based features by querying DNS, WHOIS, blacklist and geographic information servers, and collects the lexical features from the lexical related servers. Since these servers locate at different sites, we can take these related data streams as asynchronous data streams. We also use the parameter p here to simulate the Figure 3 . Overview of real-time URL feed, feature collection, and classification infrastructure [7] . different speeds among each server. We will analysis the first week data in our experiments. For each type of attributes, we extract the former 20 attributes for analysis. Experimental Results: We list our experimental results in Figure 4 and Table 3 . The parameters, if not specially mentioned, are set as follows: λ = 0.3, w = 500, and p = 0.5. Figure 4 (a) shows comparison results with respect to different sliding window sizes. It is obvious that LCFE always performs the best, especially when the window size is small. This is because under asynchronous data streams scenario, the smaller the window size is, the less chance to get completed training examples. Fortunately, LCFE is able to receive good prediction accuracies by fixing the incomplete examples among asynchronous data streams. To further explore the relationship between the asynchronous rate p and the prediction accuracy, we conduct another experiment as shown in Figure 4(b) . Not surprisingly, all the three algorithms suffer a loss when the number of incomplete examples increases. But LCFE is able to avoid a significant drop by filling up the unobserved attributes using the historical sample average information. In Figure 4 (c), we test different values of the parameter λ which defines the concept drifting threshold. As shown in the figure, LCFE performs the best when λ = 0.3, and thus in following experiments, we let λ be 0.3.
We list the experimental results on the real world URL Reputation data streams in Table 3 . All the three models are compared on the first week data streams with respect to their prediction accuracies and computation overheads. The sliding window size is set to be 500, so there are totally 40 sliding windows everyday. From Table 3 , we can observe that LCFE always has the best prediction accuracies, LCIE follows LCFE as the second best model, and LCE is the least accurate model. This validates our argument that by fixing the incomplete examples using the historical information, LCFE is able to achieve good results in asynchronous data streams. Figure 4 (e) shows the detailed comparisons on the 40 sliding windows on a specific day (i.e., Day 4). It is clear that LCFE always has the best prediction accuracies over all the 40 windows. Consequently, it is safe to say that LCFE is able to learn accurately and timely from related data streams with asynchronous arriving speeds. 
V. CONCLUSIONS
In this paper, we consider a new problem of learning from multiple related asynchronous data streams. We first argued that to learn from such data streams, four concerns should be taken into consideration: (1) use the complete examples to gain a global view across multiple data streams, (2) make proper use of the incomplete examples to boost the learning, (3) incrementally maintain the historical information from the historical data, and (4) detect and handle concept drifting in data streams. To meet these challenges, in this paper we presented a new Learning from Complete and Fixed Examples (LCFE) framework to learn from multiple related data streams with different flowing speeds. More specifically, LCFE first combines all the related data streams to generate training examples in the current sliding window, which may contain a small portion of complete examples and a large portion of incomplete examples. After that, LCFE employs a two stage method to fix the incomplete examples by fixing the class label and the unobserved attributes. At last, LCFE builds a prediction model on the completed examples. During the whole learning procedure, the sample average is used to incrementally maintain the historical information. The concept drifting problem is also addressed by measuring the change of the sample average.
The contribution of work reported in the paper is fourfold: (1) we first consider the problem of learning from multiple related data streams with asynchronous speeds, and formulate this problem as learning from complete and incomplete examples; (2) we propose a two stage learning method to fix the unobserved class label and attributes for incomplete examples; (3) we propose an efficient label consensus score method to approximately calculate the Bayesian decision rule on data streams; (4) we propose a LCFE learning framework to learn from multiple related data streams with asynchronous speeds.
