Abstract A database of 1700 digital seismograms from 186 earthquakes of magnitude m N 2.5-5.6 that occurred in southeastern Canada and the northeastern United States from 1990 to 2003 was compiled. Maximum-likelihood regression analysis of the database was performed to determine a model for the attenuation of Fourier spectral amplitudes for the shear window, for the vertical and horizontal component of motion, for frequencies from 0.2 to 20 Hz. Fourier amplitudes follow a hinged trilinear attenuation model. Fourier spectral amplitudes decay as R ‫3.1מ‬ (where R is hypocentral distance) within 70 km of the source. There is a transition zone from 70 to 140 km as the direct waves are joined by strong postcritical reflections, where the attenuation is described as R
Introduction
The attenuation of ground-motion amplitudes in the frequency domain is an important problem in engineering seismology. It is of particular practical interest in regions such as eastern North America (ENA), where seismographic data of moderate events are relatively abundant but strong-motion data are lacking. In such cases, an empirical attenuation model determined from moderate events provides critical input to models of ground-motion generation and propagation from larger events. These ground-motion relations are a key input to seismic hazard analysis for engineered structures. Commonly used engineering ground-motion relations for ENA that rely on an empirical model of attenuation in-clude the stochastic-model relations of Atkinson and Boore (1995) , Toro et al. (1997) , and Frankel et al. (1999) and the hybrid-empirical model of Campbell (2003) . All of these relations use as input the spectral attenuation model for ENA determined by Atkinson and Mereu (1992) . The Atkinson and Mereu attenuation model was derived from analysis of approximately 1000 digital short-period vertical-component seismograms recorded from 1980 to 1990 on the Eastern Canada Telemetered Network (ECTN). In recent years, the ENA seismographic database has grown significantly, as data continue to accumulate. Furthermore, most of the shortperiod vertical-component instruments in southeastern Canada have been replaced with the broadband three-component instruments of the Canadian National Seismographic System (CNSN) (operated by the Geological Survey of Canada). (Note: Regrettably, the upgrading of instruments in the northeastern United States has not kept pace due to political delays in the implementation of the Advanced National Seismic System.) It is therefore timely to revisit the attenuation model of Atkinson and Mereu (1992) , refining it to include new data gathered since 1990. The attenuation model can also be improved by extending it over a broader bandwidth. The ECTN data of 1990 produced an attenuation model that was valid from 1 to 10 Hz, whereas the the broadband data can be used to develop an attenuation model from approximately 0.2 to 20 Hz. Furthermore, since CNSN and U.S. National Seismic Network (USNSN) stations are three component, the new model can explicitly address horizontalcomponent ground motions, which are of most engineering interest.
In this study, I perform regression analyses to determine an attenuation model for Fourier spectra of earthquakes in southeastern Canada and the northeastern United States, using digital seismographic data gathered through 2002. The data sources include the older ECTN database analyzed in Atkinson and Mereu (1992) plus broadband three-component data recorded primarily on the CNSN from 1997 through 2002, for earthquakes of Nuttli magnitude (m N ) 2.5-5.6. The new data allow attenuation and source issues to be addressed over a much broader bandwidth than was possible in the previous data analyses of Atkinson and Mereu (1992) and widen the scope to three components of motion.
The regression analysis will be used to determine the shape and level of attenuation of Fourier spectral amplitudes for the S window as a function of frequency; the S window is selected to include the strongest shaking, as this is the portion of the signal of most engineering significance. In previous studies (Atkinson and Mereu, 1992; Atkinson and Boore, 1995) , it has been determined that the attenuation can be described by a hinged-trilinear form, in which the slope of the attenuation relation is different in three distance ranges (Ͻ70, 70-130, and Ͼ130 km) . This is explained by the transition in wave types dominating the signal that makes up the S window. At close distances the signal is composed of direct waves whose amplitudes decay due to geometrical spreading in a whole space. Beyond 70 km, the presence of strong postcritical reflections from the Moho discontinuity cause flattening of the attenuation curve, leading to little apparent attenuation between approximately 70 and 130 km (Burger et al., 1987; Somerville and Yoshimura, 1990; Atkinson and Mereu, 1992) . At large distances (Ͼ130 km) the signal contains mutiply reflected and refracted waves traveling in the crustal wave guide (Herrmann and Kijko, 1983; Kennett, 1986; Shin and Herrmann, 1987; Ou and Herrman, 1990; Bowman and Kennett, 1991) .
The regression analysis of this study will revisit both the form and the hinge points of this attenuation function, as well as determining a new Q (quality factor) model to describe the associated anelastic attenuation. Source parameters for moderate earthquakes will also be determined by the regression analysis. The attenuation and source information is important for modeling ground motions from future large earthquakes, particularly at intermediate frequencies, which have not been well represented in previous databases.
The predictive magnitude variable for the regressions is m 1 , determined from the 1-Hz spectral amplitudes as defined in Chen and Atkinson (2002) :
1 10 1 10 where (A 1 ) 10 is the 1-Hz spectral acceleration in centimeters per second at a reference distance of 10 km. To determine (A 1 ) 10 , the attenuation curve determined by the regression model (equation 2) is assumed (with the set model parameters of b 1 , b 2 , b 3 , R t1 , and R t2 for that regression trial, as described later), with the initial estimate of anelastic attenuation given by c 4 (1 Hz) ‫ס‬ 0.00035. For each event, m 1 is determined as the average value over all stations in the database that recorded the earthquake. (Note: The regression is iterated if the final estimate of c 4 at 1 Hz differs significantly from the initial estimate. Thus I ensure that the determined m 1 values are consistent with the final regression model.) Figure 1 compares the determined values of m 1 to the catalog values of m N for all earthquakes in the spectral database. The advantages of using m 1 as the predictive magnitude variable are that (1) m 1 characterizes the strength of the earthquake signal in a clearly defined frequency range and (2) m 1 is nearly equal to moment magnitude for the moderate earthquakes of this study, as will be shown later.
Database for Analysis Figure 2 shows the locations of earthquakes and seismographic stations used in this study; different symbols are used to distinguish the new broadband CNSN/USNSN stations from the older short-period ECTN stations. The new data include several notable events, including three events of m N Ͼ5 (1997 Cap Rouge, Quebec; 2000 Kipewa, Ontario; Au Sable Forks, New York, earthquakes). All sta- tions used in this study are sited on bedrock. Seismic refraction surveys at selected sites in southeastern Canada suggest that the average shear-wave velocity for a typical rock site is about 2.8 km/sec (Beresnev and Atkinson, 1997) . Stations in the Charlevoix seismic zone may have somewhat lower shear velocities owing to the meteorite impact structure that has resulted in a highly fractured upper crust in that region. The ECTN data to 1990 were previously processed and tabulated in Atkinson and Mereu (1992) . Briefly, for each record the window of strongest shaking (shear window, including direct, reflected, and refracted phases) was selected, and a 5% taper was applied at each end of the window. The Fourier spectrum of acceleration was determined, correcting for instrument response. The spectra were smoothed and tabulated in increments of 0.1 log frequency units, for log frequencies of 0 to 1 (e.g., 1-10 Hz). Spectra for a pre-event noise window, normalized to the same duration as the signal window, were processed and tabulated in the same manner. Data were retained for further analysis only at frequencies for which the signal-to-noise ratio exceeds 2.
The broadband CNSN data for events from November 1997 through December 2002 (plus an event of m N 4.1 that occurred in June 2003) were compiled and processed in a similar manner to that used for the ECTN data. In the case of CNSN data, however, the spectra were smoothed and tabulated in 0.1 log frequency increments over log frequencies from ‫1מ‬ to 1.3 (e.g., 0.1-20 Hz). The smoothing applied takes the geometric average of the spectral amplitudes in each log frequency bin; thus the log spectral amplitude at log frequency ‫ס‬ 1.0 is the average log amplitude for all spectral values with 0.95 Յ log frequency Ͻ 1.05, for example. Data were compiled for the shear window for the vertical component and two horizontal components at each CNSN station. A minimum signal-to-noise criterion of 2 was adopted.
Finally, the compiled spectral data were checked to eliminate data in magnitude-distance ranges affected by low-amplitude quantization noise problems. Amplitudes are not reliably recorded where the signal strength is not sufficiently strong relative to the minimum level that the instrument can detect (regardless of signal-to-noise ratio). This problem can be detected in the processed data by plotting amplitudes versus distance for all data within a limited magnitude range, then examining such plots for evidence of a floor in the recorded spectral amplitudes that may appear beyond certain distances. The low-amplitude floor problem is frequency dependent, affecting low frequencies more strongly than higher frequencies. Based on examination of amplitude plots, I retained CNSN data within the distance limits given in Table 1 . Figure 3 shows the magnitude-distance range for the compiled vertical-component data for f Ն 1 Hz, distinguishing between ECTN and CNSN/USNSN data. Data at lower frequencies are available only for the CNSN/USNSN subset of the database (subject to the limits described earlier). Horizontal-component data are available for the CNSN/USNSN data and a limited subset of the ECTN data (as described by Atkinson [1993a] ). It should be noted that a few records for larger events exist, notably the records from the 1988 m N 6.5 Saguenay, Quebec, earthquake and distant records from two earthquakes of m N 5.7 and 6.1 in northern Quebec in 1989. These data are not included in the regression because the sampling of the magnitude space above magnitude m N 5.6 is too sparse and might bias the determination of the magnitude scaling of the spectral amplitude model. However, the attenuation model may still be used to estimate near-source amplitudes for these events if desired, by playing back the attenuation effects for each event.
Regression Methodology and Form
Regression is performed by the maximum-likelihood method using the algorithm of Boore (1993, 1994) . Because of the wealth of vertical-component data, the regressions initially focus on the vertical component, then the horizontal component is addressed later in the article. I fit the observed Fourier amplitudes at each specific frequency to an equation of the general form
where A is the observed spectral amplitude, R is hypocentral distance, b is the assumed (or determined) geometric spreading coefficient, and c 1 through c 4 are the coefficients to be determined. M is a magnitude measure. The most commonly available magnitude for the events from the earthquake catalogs is m N . The optimal magnitude measure would be moment magnitude (M), but this is available for only a few of the larger events. Moment magnitude can be determined for most of the events of this study, especially those for which broadband data are available, but only after detailed evaluation of the regression model and results. I therefore use the intermediate spectral magnitude measure m 1 , as defined in Chen and Atkinson (2002) , as the predictive magnitude variable. I choose m 1 because it is simple to determine at the outset of the study and is a close approximation to M for events of M Ͻ5, which dominate the database (shown later in Fig. 16 ). No site response term is included in equation (2) because all recordings are on hard-rock sites. The results are thus applicable to typical hard-rock site conditions in ENA. Variability in site response among the rock sites is evaluated later in the article based on analysis of regression residuals on a site-by-site basis. The anelastic coefficient, c 4 , is inversely related to the quality factor, Q:
where b is the shear-wave velocity (e.g., Atkinson and Mereu, 1992) .
In applying the general form of equation (2), the coefficient b is allowed to take on different values in different distance ranges, to accommodate the geometric attenuation behavior of the shear window as different phases arrive. Within approximately 70 km of the earthquake source, the shear window is dominated by the direct S-wave arrival. Within the distance range from about 70 to 120 km, the direct S wave is joined by the first postcritical reflections from the Conrad and Moho discontinuties (Burger et al., 1987) . At distances beyond about 100-150 km, the signal is dominated by the Lg phase, consisting of multiply reflected and refracted shear waves (Herrmann and Kijko, 1983; Kennett, 1986; Shin and Herrmann, 1987; Ou and Herrmann, 1990; Bowman and Kennett, 1991) . The attenuation behavior varies with distance according to these arrivals. Atkinson and Mereu (1992) and Atkinson and Boore (1995) used a hinged trilinear shape to model attenuation, where the coefficient b was given by b 1 ‫ס‬ 1.0 from the source to 70 km (‫ס‬R t1 ), b 2 ‫ס‬ 0.0 from 70 (‫ס‬R t1 ) to 130 km (‫ס‬R t2 ), then b 3 ‫ס‬ 0.5 beyond 130 km (‫ס‬R t2 ), corresponding to direct arrivals, strong reflections, and surface-wave spreading, respectively.
In this study, the attenuation model follows the hinged trilinear shape determined in Atkinson and Mereu (1992) , but I redetermine the slopes (b 1 and b 2 ) and hinge points (R t1 and R t2 ) of the attenuation model. The attenuation beyond R t2 , corresponding to surface-wave spreading of multiply reflected and refracted shear waves in the crustal wave guide, is well established from previous studies (Herrmann and Kijko, 1983; Kennett, 1986; Shin and Herrmann, 1987; Ou and Herrmann, 1990; Bowman and Kennett, 1991; Atkinson and Mereu, 1992) and is therefore fixed at b 3 ‫ס‬ 0.5. The best-fit attenuation model is determined by repeating the regressions many times to search the parameter space defined by the selected transition distances (R t1 and R t2 ) and geometric coefficients (b 1 and b 2 ). All combinations of the following model parameters for the regression are evaluated: attenuation model is that which produces the lowest average error (lowest residuals) over the frequency range from 1 to 10 Hz (for which the data are most abundant).
The best-fit shape for the attenuation model is obtained when b 1 ‫ס‬ 1.3, b 2 ‫ס‬ ‫,2.0מ‬ b 3 ‫ס‬ 0.5, R t1 ‫ס‬ 70 km, and R t2 ‫ס‬ 140 km. This is similar to the result of Atkinson and Mereu (1992) , but with steeper attenuation near the source and negative attenuation in the transition zone (lowfrequency amplitudes actually increase slightly from 70 to 140 km). The finding that the attenuation within 70 km of the source is clearly steeper than R ‫1מ‬ is perhaps a surprising result of this study. Interestingly, J. Boatwright (personal comm., 2003) has reported a similar finding in regression of seismographic data from moderate events in California and argued that this effect is a consequence of directivity. Sonley (2004) has also reported near-source attenuation steeper than R ‫1מ‬ in the Charlevoix region; this finding was based on using the reverse two-station method of Chun et al. (1987) to eliminate source and site effects, isolating path effects only. Herrmann and Malagnini (2004) used synthetic seismograms generated for a number of crustal models, focal mechanisms, and depths to show that attenuation is expected to depart from R ‫1מ‬ for many cases, especially for typical thrust events in eastern North America. The attenuation shape is illustrated in Figure 4 , which plots the spectral amplitudes for a subset of the data of m 1 3.5-4.0, in comparison to the determined attenuation model. It may not be clear from Figure 4 , which shows only a subset of the data, that an attenuation slope steeper than 1.0 is really required for R Յ 70 km, particularly given possible parameter trade-offs. Since this is an important new finding, I explore it in more detail to assess the confidence with which this conclusion can be drawn. The shape of the nearsource attenuation can be explored by using just earthquakes that were recorded within 70 km on at least three stations; there are 270 data points in this subset. I assume that the source spectra for each earthquake in this subset, at low to intermediate frequencies, can be estimated by correcting all observed spectra for geometric spreading by multiplying by R (thus I am not preconditioning the result in any way by assuming a steeper attenuation). At frequencies Յ2 Hz, anelastic attenuation effects for observations within 70 km are negligible (Ͻ10%). The source spectra for each earthquake is estimated by averaging (log average) the attenuationcorrected spectra over all stations that recorded the event (hence the requirement that each event be recorded at at least three stations). I then subtract the log source spectrum for the event from each of its observed log spectra, to obtain spectral amplitudes that have been normalized to a common source level (log amplitude ‫ס‬ 0 at R ‫ס‬ 1 km). The normalized spectral amplitudes are thus defined as
where An ij is the normalized amplitude for earthquake i at station j, A ij is the observed amplitude of earthquake i at hypocentral distance R ij , and the sum is over the N stations that recorded earthquake i. Figure 5 plots the log normalized spectral amplitudes at a frequency of 2 Hz, along with the mean and 90% confidence limits of these data grouped into distance bins that are 0.2 log units in width. It is clear on Figure 5 that the attenuation is significantly steeper than that defined by 1/R. Regression of the normalized log amplitudes of Figure 5 indicates a slope of 1.41, with 95% confidence limits of 0.19 on the slope coefficient. Thus we can be 95% confident that the true slope is steeper than 1.2.
Results
Vertical-Component Attenuation Model Table 2 provides the regression coefficients for the fit of the vertical-component data set to the regression equation, which can be written as 
The standard errors of the regression coefficients are typically about 0.02 for c 1 , 0.03 for c 2 , 0.02 for c 3 , and 0.00003 for c 4 . Thus the coefficients c 1 , c 2 , and c 4 are well determined, while the c 3 coefficient (the quadratic term in magnitude) is not significant at some frequencies. The data variability, given by the standard deviation of residuals (sigma), is relatively large (factor of about 2 at most frequencies). This is not surprising, especially given the large magnitude and distance range of the data. The Q value implied by the c 4 coefficient (equation 3) is also listed in Table 2 . The Q values are systematically higher than those found by Atkinson and Boore (1995) , which is explained by the differences in the associated geometric spreading coefficients. For frequencies above 1 Hz, the Q values can be fit by the commonly used exponential form as 0.32 Q ‫ס‬ 893f .
(6)
As shown in Figure 6 , a better fit is obtained, over all frequencies, by a third-degree polynomial: log Q ‫ס‬ 3.052 ‫מ‬ 0.393 log f 2 3
‫ם‬ 0.945 (log f ) ‫מ‬ 0.327 (log f ) . (7) The polynomial form accommodates the observation that Q values are at a minimum (1000) near 1 Hz and rise at both lower and higher frequencies. However, the cubic polynomial should not be extrapolated beyond 50 Hz, as equation (7) results in decreasing Q for f Ͼ 50 Hz. Boore (2003) reported a similar U-shape for Q, based on a survey of Aki (1980) and Cormier (1982) . Figure 7 plots the residuals of the regression against distance, where the log residual is defined as the log of the observed spectral amplitude minus the log of the predicted spectral amplitude according to equation (5). There are no discernible trends in the residuals when plotted against distance. In Figure 8 , I plot the residuals for data with known focal depths (at a frequency of 5 Hz) to determine if there is evidence for depth-dependent effects in the attenuation. There is a clear depth effect on attenuation that is apparent in this figure, with events deeper than 20 km showing low amplitudes near the source and large amplitudes at large distances, relative to the average attenuation model. Events shallower than 8 km show an opposing trend. This tendency is modeled by regressing the log residuals against the term [(h ‫מ‬ 10) log R], where h is the focal depth in kilometers and R is hypocentral distance in kilometers. The term (h ‫מ‬ 10) is used in the regression because 10 km is near the average focal depth of the data set. Table 3 provides the coefficients of this regression. The focal depth effects are most significant at frequencies of 5-10 Hz; they become insignificant for frequencies less than 1 Hz. These coefficients may be used to estimate correction factors for the ground-motion amplitudes given by equation (5), based on focal depth. The factors given by Table 3 may be added to the predictions of equation (5) Values are in centimeters per second. the depth-corrected values of the Fourier acceleration spectrum.
In Figure 9 , the residuals are plotted against magnitude; there are no apparent trends. I conclude that the attenuation model of equation (5) provides a satisfactory description of the vertical-component data. The fit may be improved by adding the focal-depth correction factors given by Table 3 to the predicted value, for cases where the focal depth of the event is known.
The residuals were averaged on a station-by-station basis to determine whether the relative vertical-component site response at any of the stations is significantly different from zero. A large average residual for a particular station would be indicative of significant site response. The residuals averaged by station show large variability among observations. As shown in Figure 10 for two frequencies (1 and 5 Hz), the standard deviations tend to be much larger than average residual values. Thus, although there may be some minor site response effects (especially at high frequencies), even for the vertical component, they do not appear to be very significant in relation to the overall data variability.
Horizontal-Component Attenuation Model
The horizontal-component database is not as rich in magnitude and distance as the vertical-component database. Rather than developing an independent attenuation model for the horizontal component, I apply the vertical-component model (equation 5) to the horizontal-component database, then examine the behavior of the residuals. If the residuals show no trends with distance (i.e., ratio of horizontal to vertical (H/V) does not depend on distance), then an independent attenuation model is not warranted for the horizontal component. It is generally believed that the ratio of the H/V component is a site parameter, controlled primarily by the near-surface attenuation (Bonilla et al., 1987; Nakamura, 1989; Lermo and Chavez-Garcia, 1993; Theodulidis et al., 1996; Seht and Wohlenberg, 1999 The (log) Fourier amplitudes given by equation (5) may be corrected for the effect of focal depth by adding the factor log residual(h) ‫ס‬ d 1 (h ‫מ‬ 10) log R ‫ם‬ d 2 , where h ‫ס‬ focal depth (km) and R is hypocentral distance (km). horizontal component of motion is amplified by impedance gradients as the surface is approached, whereas this effect on the vertical component is counteracted by the refracting of rays toward the vertical in the velocity gradient. The net effect is that there is little amplification of the vertical component, making the H/V ratio a crude approximation of the near-surface amplification. For the hard-rock sites of the CNSN, near-surface amplification is modest. Correspondingly, the H/V ratio for rock sites in Canada is generally found to be near unity at 1 Hz, increasing gradually to values of 1.2-1.5 at 10 Hz (Atkinson, 1993a; Siddiqqi and Atkinson, 2002 ). This behavior is consistent with a shear-wave velocity profile that is characterized by near-surface values of about 2.8 km/sec, increasing to values of about 3.7 km/ sec at seismogenic depths (Siddiqqi and Atkinson, 2002) . Figure 11 shows the residuals that are obtained when horizontal-component motions are predicted using the vertical-component model of equation (5). Note that these residuals are also the log of the H/V ratio. No discernable trends with distance are seen. This is confirmed by statistical analysis, which indicates that the significance of any trend with distance is low; there is a slight positive distance trend to the log residuals of Figure 11 , but the slope has a low value (about 10 ‫4מ‬ R) and is not statistically significant at most frequencies. I therefore conclude that the H/V ratio is independent of distance and that the vertical-component attenuation model also describes the attenuation of the horizontal component. The horizontal residuals were also plotted versus focal depth, to verify that there are no depth trends in the H/V ratio. The H/V ratio that must be applied to equation (5) in order to predict horizontal-component motions is determined by plotting the mean log H/V (along with the standard error of the mean) as a function of frequency, as shown in Figure 12 . There is a well-defined trend determined from the plotted points from frequencies 0.16 to 16 Hz, given by log H/V ‫ס‬ 0.0234 ‫ם‬ 0.106 log f (8) (where the regression is performed on the points shown in Fig. 12 ). The implied negative value of log H/V at f Յ 0.5 Hz may not be meaningful, given the paucity of data at the lowest frequencies. The apparently low value of the H/V ratio at 20 Hz appears anomalous and may not be meaningful. The result, corresponding to an H/V ratio of about 1 at f Յ 1 Hz, rising to about 1.35 at 10 Hz, is consistent with previous results of Atkinson (1993a) and Siddiqqi and Atkinson (2002) for rock sites in eastern Canada.
Source Parameters (Moment M, Stress Drop)
The attenuation model of equation (5) can be used to play back attenuation effects of each recorded earthquake in the database, which allows the apparent source spectrum to be determined for specific events, accounting for the focal depth of the event where known. For each recorded spectral amplitude (A), an estimate of the corresponding apparent source spectrum A 0 is obtained as log A ‫ס‬ log A ‫ם‬ 1.3 log R and its standard deviation by station, at 1 and 5 Hz, for all stations having at least 10 observations. Station numbers correspond to station names as follows: 1, A11; 2, A16; 3, A21; 4, A54; 5, A61; 6, A64; 7, CKO; 8, CNQ; 9, CRLO; 10, DAQ; 11, DPQ; 12, EBN; 13, EEO; 14, GAC; 15, GGN; 16, GNT; 17, GRQ; 18, GSQ; 19, HTQ; 20, ICQ; 21, KLN; 22, LMN; 23, LMQ; 24, LPQ; 25, MNQ; 26, MNT; 27, MOQ; 28, OTT; 29, SADO; 30, SBQ; 31, SCHQ; 32, SMQ; 33, TRQ; 34, VDQ; 35, WBO. where log residual(h) is the depth correction factor for the attenuation as given in Table 3 . The apparent source spectrum for an event is determined by averaging the obtained source spectral amplitudes (log A 0 ) over all stations that recorded the event (log average). The attenuation can be removed from either the vertical-or horizontal-component data using equation (9). Because the vertical-component data are more plentiful, and less influenced by near-surface amplification, they should provide a better estimate of the source spectrum. I therefore assume that the verticalcomponent spectra equal the horizontal-component spectra at the source and that the observed H/V ratio is representing near-surface amplification only (as opposed to a source effect). I therefore use the vertical-component data with equation (9) to determine the apparent source spectrum for each earthquake having at least three recordings. I assume that this equals the random horizontal-component spectrum at the earthquake source (e.g., at R ‫ס‬ 1 km). (Note: An alternative would be to use the horizontal-component recordings corrected for both attenuation and average regional site effects for rock sites; this approach is equivalent but can only be applied to events having sufficient horizontal-component data.) Figure 13 shows typical acceleration source spectra for events recorded on the broadband networks, for magnitudes m 1 3.5-5, in comparison to the well-known Brune (1970 Brune ( , 1971 ) model point-source spectrum. The Brune model spectrum is plotted for a reference stress drop of 150 bars, which is a typical value for stress drops of moderate-to-large earthquakes in ENA (Atkinson, 1993b ). The Brune model acceleration spectra are given by (Boore, 1983) 2 2 where C ‫ס‬ (0.55) (0.71) (2.)/(4 pqb 3 ), M 0 is seismic moment, and f 0 is the corner frequency. (Note: The constants in the numerator represent radiation pattern, partition onto two horizontal components, and free-surface amplification, respectively.) I assume q ‫ס‬ 2.8 g/cm 3 and b ‫ס‬ 3.7 km/sec at seismogenic depths (near 10 km) (see Boore and Joyner, 1997; Atkinson and Boore, 1995) . The corner frequency can be expressed as (Boore, 1983) for Dr in bars, M 0 in dyne centimeters, and b in kilometers per second. The Brune model shape matches the spectra well overall. Interestingly, though, the stress drop appears to be significantly less than 150 bars for events of m 1 Ͻ 4; this is indicated by the fact that the high-frequency levels of the spectra for events of m 1 3.5-4 fall below the range expected for a Brune model with a stress drop of 150 bars. This is not a bandwidth effect, as the high-frequency level is clearly resolved by the data. The Brune model (equation 10) is used to determine the average value of seismic moment and stress drop for each event. The seismic moment is first determined for each event based on the long-period displacement spectral level at frequencies below the corner frequency (given by D 0 ‫ס‬ CM 0 ). In order to avoid the lowest frequency points, which are often unreliable, only the spectral amplitudes in the frequency range from f 0 /2 to f 0 /5 are used to determine the low-frequency spectral level. An initial estimate of f 0 is made to define this frequency range by using equation (11), assuming that Dr ‫ס‬ 150 bars, m 1 ‫ס‬ M, and M is related to M 0 by the definition of moment magnitude (Hanks and Kanamori, 1979) . The determined values of M 0 are not sensitive to the assumed stress drop used in determining the frequency limits over which to average the long-period spectral amplitudes, because the dependence of corner frequency on stress drop in equation (11) is weak.
With M 0 determined from the long-period spectral level, the stress drop is then determined from the high-frequency spectral level. Using the spectral acceleration amplitudes for frequencies greater than the preliminary estimate of f 0 , the average level of the high-frequency spectrum is obtained. From equation (10), this level (A 0 for f k f 0 ) can be expressed as ‫ס‬ CM 0 4p 2 f 0 2 , from which the actual corner A 0 max frequency of the spectrum can then be calculated. If the actual value of f 0 is greater than the initial estimate, I repeat the process to determine the high-frequency spectral level, using the higher value of f 0 as the new lower cut off on frequencies included in the spectral averaging, until it is determined that only spectral values above the actual corner frequency were used to define the high-frequency level and hence determine f 0 . The stress drop is not determined unless there are at least three spectral data points that lie above the corner frequency; this ensures that a stable high-frequency level is obtained that includes spectral content well above the corner frequency. Visual inspection of many events was used to verify that these procedures resulted in reliable interpretation of both the high-and low-frequency spectral levels. For many of the smallest events, there is insufficient bandwidth at the high-frequency end of the spectrum to determine the high-frequency spectral level; in the estimation procedure outlined earlier, the estimate of f 0 continues to grow with iteration until it exceeds the available bandwidth. In such cases, the stress drop cannot be determined. Table 4 lists the determined values of moment magnitude and stress drop for all study events with three or more recordings. There are 14 events for which moment magnitudes are available from independent waveform modeling studies (Atkinson and Boore, 1995; A. Bent, 2003, personal comm.; Du et al., 2003) . Figure 14 compares the M estimates of this study with the independent estimates based on waveform modeling. Most of my moment magnitude estimates are within 0.2 units of the established values; the average difference is 0.007 units, with a standard deviation of 0.16 magnitude units. Thus the use of regional seismographic data, corrected for empirical attenuation, is a reasonably reliable method of estimating moment magnitude. Figure 15 shows the dependence of stress drop on moment magnitude for the events from this study. Atkinson (1993b) noted that the stress drop increases with magnitude until about M 4, above which it appears to have a relatively constant value in the range of 100-200 bars. The results of this study are consistent with that observation, although a constant stress level is not attained until M Ն 4.3. It appears that the low stress drops for small events really do reflect low high-frequency spectral amplitudes, not a bandwidth timates determined in this study, by correcting observed spectra for regional attenuation effects, to independent moment magnitudes determined from waveform modeling studies. eastern Canada and the northeastern United States follow a hinged trilinear attenuation model. Spectral amplitudes decay as R ‫3.1מ‬ within 70 km of the source. There is a transition zone from 70 to 140 km, as the direct waves are joined by strong postcritical reflections, where the attenuation is described as R ‫2.0ם‬ . Beyond 140 km, the attenuation is well described by R ‫5.0מ‬ . The associated model for the regional quality factor for frequencies greater than 1 Hz can be expressed as Q ‫ס‬ 893f 032 . Q can be better modeled over a wider frequency range (0.2-20 Hz) by a polynomial expression: log Q ‫ס‬ 3.052 ‫מ‬ 0.393 log f ‫ם‬ 0.945 (log f ) 2 ‫מ‬ 0.327 (log f )
3 . The attenuation model can be refined for events of known focal depth using correction factors developed from analysis of the ground-motion database (Table 3) .
Correction of regional seismographic data for the observed attenuation effects can be used to estimate the spectrum of ground motion in the shear window near the earthquake source. The apparent source spectra of earthquakes of 2.5 Յ M Յ 5 are well described by the Brune (1970 Brune ( , 1971 source model. From the long-period level of the spectrum, the moment magnitude can be estimated. Estimates of moment magnitude obtained this way are consistent with independent estimates based on waveform modeling. A simple regional magnitude measure, m 1 , also provides a good estimate of M for small earthquakes (M Ͻ5). The highfrequency level of the source spectrum may be used to estimate the Brune stress drop. Stress drop increases with moment magnitude for events of M Ͻ4.3, then appears to attain a relatively constant level in the range from 100 to 200 bars for the larger events, as previously noted by Atkinson (1993b) .
The results of this study provide a useful framework for improving regional ground motion relations in ENA. They further our understanding of attenuation in the region through analysis of a large ground-motion database. In particular, the inclusion of the three-component broadband data gathered over the last decade allows extension of attenuation models to both horizontal and vertical components over a broad frequency range (0.2-20 Hz).
limitation, as the high-frequency levels can be clearly seen for events of magnitude 3.5-4 on Figure 13 . Furthermore, the stress drops are not plotted on Figure 15 unless at least three spectral amplitude values are available above the determined corner frequency. Stress drop does not appear to depend on depth. Figure 16 plots magnitude m 1 versus moment magnitude. This confirms that m 1 is an excellent estimate of M for M Ͻ4.5, despite a small offset from the 1:1 relationship at small magnitudes. Over the magnitude range plotted, the average difference between m 1 and M is 0.07 units, with a standard deviation of 0.10 units. For the purpose of using equation (5) to predict Fourier spectral amplitudes for events of M 3-5 for which the moment magnitude is known, m 1 can be estimated using the least-squares relation m ‫ס‬ 0.36 ‫ם‬ 0.91M. (12) 1 At larger magnitudes (M Ͼ5), it is expected that m 1 will deviate from M due to finite fault effects that introduce complexity in the spectral shape (Chen and Atkinson, 2002) .
Conclusions
Regression analysis of 1700 digital seismograms has determined that Fourier spectral amplitudes for the shear window, for the vertical and horizontal component of motion, for earthquakes of moment magnitude 2.5-5 in south-
