Coalgebra is used to generalize notions and techniques from concurrency theory, in order to apply them to problems concerning the supervisory control of discrete event systems. The main ingredients of this approach are the characterization of controllability in terms of (a variant of) the notion of bisimulation, and the observation that the family of (partial) languages carries a final coalgebra structure. This allows for a pervasive use of coinductive definition and proof principles, leading to a conceptual unification and simplification and, in a number of cases, to more general and more efficient algorithms.
Moore automata
Let A and B be two arbitrary sets. A partial Moore automaton (or Moore machine) with inputs in A and outputs in B is a pair S = (S, o, t ) consisting of a set S of states, and a pair of functions o, t : S → B × (1 + S)
A ,
consisting of an output function o : S → B and a transition function t : S → (1 + S) A . The function t assigns to each state s in S a function t(s) : A → (1 + S), which for any input symbol (also called event ) a in A is either undefined: t(s)(a)⇑, meaning that from s no a-transition can take place; or specifies the state that is reached after the input symbol a has been consumed: t(s)(a) ∈ S. We shall usually say Moore automaton, omitting the word partial.
The following notation will be helpful. We write s a −→ iff t(s)(a)⇓, in which case we define s a = t(s)(a) and write s It is straightforward to see that the family of all Moore automata and homomorphisms between them, is a category: identity mappings are homomorphisms, and the functional composition of two homomorphisms is again a homomorphism. In fact, a Moore automaton is a coalgebra of the functor F = B × (1 + −) A : Set → Set , which are pairs (S, α) consisting of a set S and a function α : S → F (S) (denoted above by o, t ). Correspondingly, homomorphisms of Moore automata are precisely F -coalgebra homomorphisms. Although much of what follows is based on general notions and insights from the abstract theory of coalgebra-such as the notion of bisimulation to be introduced below-we have tried to keep the paper self-contained and do not assume any prior knowledge on coalgebra or categories. The interested reader is referred to [Rut96] and [JR97] .
A Moore automaton S ′ = (S ′ , o ′ , t ′ ) is a subautomaton of S = (S, o, t ) if S ′ ⊆ S and the inclusion function i : S ′ → S is a homomorphism. Given S = (S, o, t ) and S ′ , the functions o ′ and t ′ in that case are uniquely determined. For a state s in S, s denotes the subautomaton generated by s: it is the smallest subautomaton of S containing s, and can be obtained by including all states from S that are reachable via a finite number of transitions from s. Homomorphisms map subautomata to subautomata: for a homomorphism f : S → T and subautomaton S ′ ⊆ S, f (S ′ ) is a subautomaton of T . For s in S, moreover, f ( s ) = f (s) .
A bisimulation between two Moore automata S = (S, o, t ) and S ′ = (S ′ , o ′ , t ′ ) is a relation R ⊆ S × S ′ with, for all s in S, s
∀ a ∈ A : s (Sometimes we shall write s, s ′ ∈ R rather than s R s ′ .) A bisimulation between S and itself is called a bisimulation on S. Unions and (relational) compositions of bisimulations are bisimulations again. We write s ∼ s ′ whenever there exists a bisimulation R with s R s ′ . This relation ∼, called the bisimilarity relation, is the union of all bisimulations and, therewith, the greatest bisimulation. The greatest bisimulation on one and the same Moore automaton, again denoted by ∼, is an equivalence relation. The notions of homomorphism and bisimulation are closely related: a function f : S → S ′ is a homomorphism if and only if its graph relation { s, f (s) | s ∈ S} is a bisimulation.
Two states are bisimilar iff they give rise to the same outputs, now and in any possible future: Bisimilarity is thus characterized as observational equivalence (with respect to the observation of outputs). The implication from left to right follows by induction on the length of words, using the fact that ∼ itself is a bisimulation relation. The reverse implication follows from the observation that the set of all pairs s, s ′ in S × S ′ satisfying the formula on the right of the 'iff' above, is a bisimulation relation.
Bisimulation relations and bisimilarity can be characterized as (post-)fixed points of a monotone operator Φ : P(S × S ′ ) → P(S × S ′ ), which is defined, for a relation R ⊆ S × S ′ between Moore automata S and S ′ , by Φ(R) = { s, s ′ ∈ S × S ′ | s and s ′ satisfy conditions (i), (ii), and (iii) above } Proposition 3.2 Let S and S ′ be two Moore automata.
A relation R ⊆ S × S
′ is a bisimulation iff R is a post-fixed point of Φ: that is, R ⊆ Φ(R).
2. Consequently, bisimilarity is the greatest fixed point of Φ: ∼= gfp (Φ).
3. It can be obtained as a countable intersection of finite iterations of Φ: ∼ = n≥0 Φ n (S ×S ′ ), where Φ 0 = id and Φ n+1 = Φ • Φ n .
Proof : The first statement is by the definition of bisimulation relation. Since the greatest fixed point of a monotone operator on a complete lattice equals the union of all its post-fixed points, and bisimilarity is defined as the union of all bisimulation relations, (2) follows. The inclusion from left to right, in (3), follows by an easy induction from ∼⊆ S × S ′ , ∼⊆ Φ(∼), and the monotonicity of Φ. For the inclusion from right to left, it is sufficient to prove that the infinite intersection is a post-fixed point of Φ, since ∼ is the union of all post-fixed points of Φ: Putting I = n≥0 Φ n (S ×S ′ ), we have to show that I ⊆ Φ(I). Consider s, s ′ ∈ I. Because I ⊆ Φ(S ×S The operator Φ can be used to compute for a given relation R ⊆ S × S ′ , the greatest bisimulatioñ R contained in R: by a minor variation on Proposition 3.2, we have thatR = n≥0 Φ n (R). Note that though (1) and (2) in Proposition 3.2 hold by general considerations for many other types of coalgebras as well, (3) depends on the fact that our Moore automata are deterministic: for a state s and input symbol a, there is at most one successor state s a . Generally, (3) does not hold for non-deterministic systems (for which there is not a unique successor s a for a given state s and input symbol a).
Coinduction and finality
Using the notion of input derivative, a Moore automaton L B (over A and B) is defined that satisfies a proof principle called coinduction and that is final among all Moore automata. It is universal in the sense that its states represent minimal realisations of all possible behaviours of all possible Moore automata.
Consider the following set of partial functions from A * to B:
A reasonable name for the an element φ of this set L B might be Moore language, notably in view of Section 5, where the special case of B = 2 will be treated, for which such elements will represent (partial) languages indeed. The set L B can be turned into a Moore automaton using the following notion. Consider a Moore language φ in L B and an input symbol a in A. If a ∈ dom(φ) then we define the a-derivative or input derivative φ a of φ as the partial function
If a ∈ dom(φ) then the function φ a itself is undefined. Note that if φ a is defined then dom(φ a ) is prefix-closed because dom(φ) is; moreover, it is non-empty since a ∈ dom(φ) implies ε ∈ dom(φ a ). Thus φ a is an element of L B . Next an output function o B : L B → B and a transition function
(Note that φ(ε) ∈ B, since the fact that dom(φ) is non-empty and prefix-closed implies ε ∈ dom(φ).) Thus we have obtained a Moore automaton (L B , o B , t B ). Note that our notation 6 of φ a = t B (φ)(a), whenever φ a is defined, is consistent with the notational convention from the beginning of Section 3, of writing s a = t(s)(a) (whenever this is defined), for a state s in a Moore automaton (S, o, t ). 
The theorem can be used as a proof principle: in order to prove φ = ψ, it is sufficient to establish the existence of a bisimulation relation on L B containing the pair φ, ψ . Proof : One can easily prove by induction on the length of words w in A * that φ w −→ (in the automaton L B ) iff w ∈ dom(φ), in which case o B (φ w ) = φ(w). If φ ∼ ψ, for Moore languages φ and ψ then, by Proposition 3.1, φ
The above coinduction principle, and a number of variations still to follow, will be used time and again in the remainder of the paper. A first example follows right away. 
Proof : For the existence part of the theorem, define l :
Uniqueness of l follows from the observation that for any two homomorphisms f, g :
Then f = g follows by coinduction (Theorem 4.1). The latter part of the theorem is immediate from the definition of l and Proposition 3.1.
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The Moore language l(s) is called the behaviour of the state s of the automaton S. We also say that s represents the language l(s), and that l(s) is accepted by the state s. Yet another formulation is to say that the language l(s) is realized by the state s (in the Moore automaton S). The uniqueness part of Theorem 4.2 can in fact be easily seen to be equivalent to the coinduction proof principle of Theorem 4.1. As we shall see in Section 6, the existence part gives rise to coinductive definitions.
An immediate consequence of Theorem 4.2 is the fact that the subautomaton φ ⊆ L B generated by φ, which is given by φ = {φ w | w ∈ dom(φ)} is a minimal Moore automaton accepting φ. In other words, φ is a minimal realisation of φ. (See also Section 14, where this subautomaton, for the special case of B = 2, is characterized as a quotient of A * with respect to Nerode equivalence.)
Taking S = L B in Theorem 4.2, one obtains the corollary that the behaviour l(φ) of a Moore language φ, viewed as a state of the Moore automaton L B , is equal to the language φ itself (since the identity mapping is a homomorphism and hence equal to l). Moore languages could therefore be said to "do (behave) as they are", a slogan which applies more generally to any final coalgebra.
The automaton of partial languages
Of special interest are Moore automata for which (the set of inputs A is arbitrary and) the set of outputs is B = 2 = {0, 1}, the set of Booleans. We shall refer to them as partial automata or simply automata, and reserve the term Moore automaton for those situations where B is arbitrary. In this section, the structure of the final automaton L 2 is analyzed in some detail, which consists of so-called partial languages. Yet another coinduction principle is introduced, formulated in terms of simulation relations.
The output function of an automaton (S, o, t ) is now a function o : S → 2, indicating whether a state s in S is accepting: o(s) = 1, denoted by s↓, or not: o(s) = 0, denoted by s↑.
Moore languages, the elements of the final Moore automaton L 2 , have now a particularly simple description:
To a Moore language φ : A * → 1 + 2 in L 2 , a pair V, W ∈ L is assigned, defined by W = dom(φ) and V = {w ∈ W | φ(w) = 1(∈ 2)}. Conversely, to a pair V, W ∈ L a function φ ∈ L 2 is assigned, given for w ∈ A * by φ(w) = 1 if w ∈ V , = 0 if w ∈ V and w ∈ W , and is undefined if w ∈ W . This defines a bijection between L 2 and L.
The elements of L are called partial languages or simply languages, and are denoted by L = (L 1 , L 2 ). Classically, a language V is defined as a set of words V ⊆ A * or, equivalently, a total function V : A * → 2. Such languages can be embedded into L by mapping V : A * → 2 to the pair (V, A * ). The image of this embedding clearly consists of all languages
Such languages will be called classical (another name could be total ). Furthermore the following constants are introduced, one for each of the elements in 2 and one for each input symbol a in A:
The automaton structure on L is obtained using the definition of L 2 (Section 4), in combination with the isomorphism L ∼ = L 2 above. An explicit description is as follows. Let a in A be an input
and is given by
As before, a-derivatives are the basis for an automaton structure (
For the constant languages 0, 1 and a defined above, there is thus the following behaviour:
The following theorem repeats, for future reference, Theorems 4.1 and 4.2 for the present case.
For any automaton (S, o, t ) there exists a unique homomorphism l : S → L. This homomorphism is characterized by the following equivalence: for s, s
We shall see many examples of definitions by coinduction, based on part (2) of the theorem, in Section 6, and of proofs by coinduction, based on part (1), in Section 7. For an automaton S, the unique homomorphism l : S → L now maps a state s in S to In control theory, these sets are sometimes called the marked and the closed behaviour of s, a terminology which will not be used here.
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The presence of an ordering on the set 2 of observations: 0 ≤ 1, allows for the following generalisation of the notion of bisimulation, together with a corresponding coinduction proof principle. A simulation between two automata S = (S, o, t ) and 
there is the following theorem.
(The converse implication also holds.) The proof of this theorem is an easy variation on the proof of Theorem 5.1(1). Note that for automata, a relation R is a bisimulation iff both R and R −1 , the inverse of R, are simulations. Therefore, Theorem 5.2 implies Theorem 5.1(1). (This relies on the fact that our automata are deterministic. Generally, this does not hold for deterministic automata.)
There is yet another characterization of the final automaton L, stemming from [Rut98] (varying on a result from [Bre98] ), which has featured in certain metric models of concurrent programming languages (cf. [dB91] and [BV96] ). It will play no role in the rest of the paper. Let
where A * is as before, A ω is the set of all infinite words over A, and A * · δ = {w · δ | w ∈ A * }, (assuming that δ ∈ A). For an infinite word w = a 1 a 2 a 3 · · · in A ω and a natural number n ≥ 1, the n-th truncation of w is given by w[n] = a 1 · · · a n . Let for a word w in A * and a subset V ⊆ A 
∞ is closed, whereas a * is not. The set V is consistent if for all words w in A * , δ ∈ V w iff V w = {δ}. For instance, {ab, ac, bδ} is consistent whereas {ab, aδ} is not.
and consistent}
Proof : The following two mappings constitute a bijection. From left to right, a partial language
Conversely, a non-empty, closed, and consistent set V ⊆ A ∞ δ is mapped to the partial language (V ∩ A * , V ), where V is the set of all prefixes of words in V (with the convention that v ≤ w · δ iff v ≤ w). 2
Operators on partial languages
This section introduces a number of operators on partial languages, including the synchronized (shuffle) product and an operation called supervised product. These definitions will be coinductive and are given by equations that resemble (partial) differential equations from classical analysis, since they are formulated in terms of a-derivatives. In [Rut99] , a unified treatment of both operators on automata and classical differential equations is given. Although the present section contains some new operators, all results are variations on similar constructions in [Rut98] and [Rut99] , a reason why proofs are given in one of the appendices (Section 13).
For languages K and L in L, the following operators will be introduced:
These operators are defined for languages
2 ) in L, and thus generalize the corresponding definitions for classical languages (included in L as L = (L, A * )). The definitions take the shape of specifications that are behavioural in the following sense. Recall that the behaviour of a language L, viewed as a state of the automaton L, is determined by the values of o L (L) and t L (L), which tell us whether L is accepting or not (recall that L↓ iff ε ∈ L), and what the steps are that L can take. The latter are defined, for any input symbol a in A, in terms of a-derivatives: L a −→L a iff a ∈ L 2 . The definitions below, now, specify the behaviour of (the result of applying) the operators, by explicitly describing their a-derivatives and observations. In Section 13, it is proved that this type of definition is justified, that is, that there exist unique operators satisfying the clauses below. Since the key ingredient in the proof is the fact that L is a final automaton, we say that these operators are defined by coinduction:
We adhere (here and in the remainder of the paper) to the following convention regarding the (un)definedness of plus, concatenation, and the synchronous product:
and K a I L are undefined. As a further illustration, note that it follows that (KL) a = L a in case K a is undefined, K↓, and L a is defined.) Sum, concatenation, and star generalize the usual operations on (total) languages to partial languages (although their definitions look different from the classical inductive ones). The synchronized product K I L, with respect to a set of input symbols I ⊆ A, allows K and L to shuffle their respective a-steps as long as a is not in I; if a is in I then K and L should take that a-step synchronously. There are two special cases that deserve a notation of their own, called the (free) shuffle product, and the intersection of K and L, respectively:
Note that in the definition of the synchronous product, regardless of what I ⊆ A is, there is no restriction on the 'alphabets' of (that is, the input symbols occurring in) the languages K and L. Notably, these need not be disjoint in the definition of the shuffle product.
In the supervised product K / I L, the language K acts as a supervisor that restricts the behaviour of L by forbidding certain steps: Only those a-steps of L are allowed that either K itself can take as well, or that are in I, where the set I is a given set of favoured actions. In Section 8 and further, the typical choice for I will be the set of so-called uncontrollable actions, which no supervisor can ever block. After an a-step of both K and L, the resulting language L a will be supervised by K a , which has taken the passing of the a-step into account as well. In case L a −→, K a − → and a ∈ I, the supervised product transforms into 0 / I L a , implying that in the future only those steps of L a are allowed that are in I. For the purpose of the present paper, this type of supervisor will be sufficient but, more generally, one often defines a supervisor as a function σ : A * → P(A). The supervision by a (partial) language K corresponds to a supervisor σ K which is defined, for any word w in A * , by
In Section 9, we shall use the following generalisation of the sum, defined on families of languages:
One can prove by coinduction that some of the above definitions of the operators on L could also have been given using formulae familiar from classical language theory as in, for instance,
For the synchronized and supervised products, such 'internal' descriptions (in terms of the elements of the languages involved) are possible as well, but they are rather awkward and not very practical to use. More importantly, however, none of these internal descriptions will be of much use to us: all our proofs will be by coinduction, requiring the construction of bisimulation relations. Since bisimulation relations are defined in terms of a-steps, such constructions are most easily based on the behavioural specifications above. This will be illustrated by many examples in Section 7.
Coinduction and regularity
A procedural explanation of proofs by coinduction is given, which is shown to be effective for regular partial languages. A series of examples concludes this section, which may help the reader to acquire the skill of input derivation and the technique of proofs by coinduction. The strength of the present coinduction proof principle is that it can be used to prove any valid equality of partial languages, and that it always works in the same way: In order to prove an equality K = L of partial languages K and L in L, one defines a relation R in stages. The first pair to be included is K, L . Next the following step is repeated until it does not yield any new pairs: for any pair M, N already present in R and for any input symbol a in A, one investigates whether both M a and N a are defined, in which case the pair M a , N a is added to R. If neither M a nor N a is defined, no pair has to be added to R, and we continue. If only one of them is defined, the procedure aborts, and we conclude that very moment that K = L. When adding a pair M, N to R, at any stage of its construction, we should check whether M ↓ iff N ↓. If this condition is not fulfilled the procedure aborts and, again, the conclusion is that K = L. If the procedure never aborts then the relation R is, by construction, a bisimulation and K = L follows, by coinduction (Theorem 5.1(1)).
The coinductive proof principle is effective, that is, terminates in finitely many steps, for partial languages that are regular. First this notion will be formally defined and compared to the classical notion of regularity, and then a series of examples of coinductive proofs will be presented.
A language L in L is regular if it is an element of the set R ⊆ L, which is inductively defined by 1. 0 ∈ R, 1 ∈ R, and a ∈ R (for a ∈ A)
The class of regular partial languages contains all classical regular languages, but has many more elements. Notably, concatenation of a classical language L with the constant language 0 (classically defined as the empty set) yields 0 again: 0L = L0 = 0. Recalling the definition of the constant partial language 0 = (∅, {ε}), one still has 0L = 0, for partial languages L ∈ L, but generally, L0 = 0: for instance, a0 = (∅, {ε, a}). (See items 7 and 8 in Examples 7.5 below.) The behaviour of a0 consists of the ability of taking an a-step to 0, which then blocks; neither a0 nor 0 are accepting.
The following theorem immediately implies the effectivity of the coinductive proof method. In its proof, we shall need the familiar laws for sum, formulated in the lemma below. The proof of the lemma provides a first simple exercise in coinductive reasoning.
Lemma 7.1 For languages K, L, and M in L,
Proof : To prove the first law, consider the relation
This proves that R is a bisimulation relation, from which the first law follows by coinduction. For the commutativity law, a first attempt for the definition of a bisimulation relation might be,
Trying to prove that this is indeed a bisimulation, one investigates a-steps of pairs
which is not (at once recognizable as) an element of T . The remedy should be clear: rather than working with T , one shows that T ∪ { K, K | K ∈ L} is a bisimulation, which is trivial. Then the second law follws by coinduction, after all. The third law is proved in the same manner.
This set is clearly finite for the constant languages 0, 1, and a. Next assume that both K and L are finite. It is immediate from the definition of (K + L) a that K + L is finite. For KL one can show, by induction on the length of words w, that (KL
Using the idempotency, commutativity, and associativity laws for +, it follows that there are only finitely many such languages, which proves that KL is finite. Similarly, one shows that (K
This half of the theorem is proved in very much the same way as the half of Kleene's Theorem that states that the language recognized by a finite automaton is regular. Only sketching the proof, therefore, we observe that the behaviour of the finite automaton L is determined by a finite set of finite equations of the shape K = aK a + · · · + bK b + x, for any K in L , where the set {a, . . . , b} = {a | K a −→} and where x = 1, if K↓, and x = 0, otherwise. Solving this system of equations using some of the familiar laws for languages (notably including: if L↑ and K = LK +M then K = L * M , proved in Examples 7.5.14 below), one finds regular expressions for each of the
Corollary 7.3 For regular languages K and L in R, let k = | K | and l = | L | be the sizes of the subautomata of L they generate. The coinductive proof method described above decides in at most k × l steps whether K = L or not.
Proof : Equality of K and L follows by coinduction from the construction of a bisimulation relation containing the pair K, L , consisting of pairs K w , L w for words w in A * . Since K w ∈ K and L w ∈ L , for any word w, there are at most k × l many of such pairs.
The other operators, synchronized product and supervised product, preserve regularity as well.
Proposition 7.4 If K and L are regular languages then so are K B L and K / B L.
Proof: Consider regular languages K and L. By Theorem 7.2, it is sufficient to prove that Examples 7.5 Things are trivial at the outset here, but rapidly become somewhat more interesting.
1.
(1) a and (0) a are undefined, 1↓ and 0↑.
2. (a) a = 1, and (a) b is undefined, for b = a, and a↑.
6. As a consequence:
7. 0K = 0 and 0+K = K, since { 0K, 0 | K ∈ L} and { 0+K, K | K ∈ L} are bisimulations.
8. K0 = (∅, K 2 ) (and so, generally, K0 = 0): R = { K0, (∅, K 2 ) | K ∈ L} is a bisimulation, since both (K0)↑ and (∅, K 2 )↑, and (K0) a , (∅,
and reason as follows to show that it is a bisimulation (assuming that K↓, the case of K↑ being similar):
11. Let K = (b * a) * ab * . Then K↑ and assuming a = b, we find
can be shown to be a bisimulation relation on L, from which the equality follows by coinduction. Treating one interesting case in detail, we reason as follows:
13. The reader is invited to take courage now, and to try and prove the following equality:
A proof by coinduction can be found in [Rut98] . It uses a 5-element bisimulation relation, which contains the two-element relation R of Example 12 as a subset.
If L↑ and K
and M in L with L↑ and K = LK + M . It will be sufficient to prove that the relation
Assuming U ↓ (the other case being similar), one has
This proves that R is a bisimulation relation.
15. Here are some examples of derivatives of the shuffle and synchronized product:
Note that the automaton is finite because L is regular (by Theorem 7.2).
17. This example illustrates Theorem 7.2 again, by showing a language that is not regular and the corresponding infinite automaton it generates. Let A = {a, u} and let the language E be given by the following coinductive definition:
(The unique existence of a language E satisfying these equations can be proved along the lines of the proof of the well-definedness of the operators in Section 13.) Computing derivatives again, we find (E(1 + u)) a = 1 + u and (
Continuing this way, the following picture of E is obtained:
One can easily prove that all of the expressions occurring in this picture represent different languages or, equivalently, that none of them are pairwise bisimilar. Thus the automaton E is infinite, indeed, and consequently, the language E is not regular.
Controllability
A notion of controllability is introduced in terms of control relations on automata. Using them to characterize the corresponding notion from control theory (of controllable sublanguage), a coinduction proof principle for controllability is obtained. Strengthening the definition of control relation, we then introduce partial bisimulations, which have a pleasant characterization: two languages K and L are partially bisimilar iff the result of supervising L with K equals K.
Here and in the remainder of this paper, let the set of input symbols be given by A = C + U , the disjoint union of two sets C and U , whose elements are called, respectively, controllable input symbols (or events) and uncontrollable input symbols. A relation R ⊆ S×S ′ between two automata S = (S, o, t ) and
(Note that the 'and s u R s ′ u ' in (ii) already follows from (i).) Unions and (relational) compositions of control relations are control relations again. We write s ≥ U s ′ whenever there exists a control relation R with s R s ′ , and say that s is controllable with respect to s ′ . The intuition is that the behaviour of (that is, the language represented by) s can be obtained by suitably constraining the behaviour of s ′ , where constraining means forbidding certain steps that s ′ (at some stage) can take, but in such a way that only steps in C and no steps in U are forbidden. The relation ≥ U , called the controllability relation, is the union of all control relations and, therewith, the greatest control relation.
Clearly, the definition of control relation is a variation on both the definitions of simulation and bisimulation. Note that unlike those definitions, it does not depend on the observation functions o and o ′ , since it does not contain any requirements regarding acceptance of states. We have chosen the symbol ≥ U for the controllability relation, since it suggests that U -steps from the right component should be mimicked by the left component.
The above definition of controllability is consistent with the following notion from control theory: A (classical) language K ⊆ A * is controllable with respect to a (classical) language L ⊆ A * (which is the closed behaviour of an automaton G) if
where K is the prefix-closure of K and where KU = {vu ∈ A * | v ∈ K and u ∈ U }. In order to make the connection between the two definitions precise, we first generalize the latter to partial languages:
Now there is the following theorem.
The implication from left to right serves again as a coinductive proof principle, similar to Theorems 4.1 and 5.2. The procedural interpretation of the coinductive proof principle, described in Section 7, again applies: Proving that a language K is controllable with respect to another language L amounts to the step by step construction of a control relation R, starting with the pair K, L . If at some stage of the construction the relation contains a pair M, N with N u −→ and M u − →, for some u in U , then the procedure aborts, and we conclude that K is not controllable with respect to L. Otherwise the procedure is continued until no new pairs are found. Then the result is, by construction, a control relation, and it follows from Theorem 8.1 that K is controllable with respect to L. Also the proof of Corollary 7.3 applies again: if the languages K and L are regular then the procedure is effective, because in that case, the number of pairs K w , L w , for words w in A * , is finite. Proof of Theorem 8.1: (⇒) Consider languages K and L in L with K ≥ U L, and consider w ∈ A * and u ∈ U with w ∈ K 2 and wu ∈ L 2 . Since L 2 is prefix-closed, also w ∈ L 2 . Therefore 
Examples 8.2 Here are some simple examples of proofs of controllability.
1. Let C = {a, b}, U = {u, v}, K = avb, and L = (a(u + vb))
2. With C, U , and L as in the previous example, let
Next the notion of partial bisimulation is introduced. It generalizes that of control relation and is possibly more natural, as is illustrated by the fact that it can be precisely characterized in terms of supervisors (see Theorem 8.3 below): A relation R ⊆ S × S ′ between two automata S = (S, o, t ) and
Unions and (relational) compositions of partial bisimulations are partial bisimulations again. We write s∼ U s ′ whenever there exists a partial bisimulation R with sRs ′ . This relation ∼ U , called the partial bisimilarity relation, is the union of all partial bisimulations and, therewith, the greatest partial bisimulation. The name partial bisimulation is clearly motivated by the fact that its definition can be obtained by weakening the definition of bisimulation, more specifically, by requiring the condition in clause (iii) to hold for uncontrollable input symbols u ∈ U only rather than for any a in A.
The following theorem gives a precise characterization of the notion of partial bisimilarity.
The implication from left to right of this theorem has again a procedural reading: In order to show, for two given languages K and L, that K can be obtained from L by means of a supervised product (with K), it is sufficient to establish the existence of a partial bisimulation containing the pair K, L . Again, the procedure is complete, and effective for regular K and L.
Proof of Theorem 8.3: (⇒) Assuming K∼ U L, we shall prove K ∼ (K / U L), from which the equality then follows by coinduction (Theorem 5.1(1)). Define
−→, and a ∈ U . The latter possibility, however, is contradicted by the fact that M ∼ U N , so we are back in the previous case. This proves that R is a bisimulation relation. (⇐) For the reverse implication, we show that 
(See Example 9.5 for an operational intuition for these languages.) We claim that K∼ U L, because the following relation is readily shown to be a partial bisimulation:
It is immediate from the definitions that any partial bisimulation is also a simulation, as well as a control relation. More precisely, there is the following characterization of partial bisimilarity, which can be proved along the lines of Theorems 5.2 and 8.1. It will play no role in the sequel.
Proposition 8.5 For languages
K = (K 1 , K 2 ) and L = (L 1 , L 2 ) in L, K∼ U L iff K ≤ L, K ≥ U L, and K 1 = K 2 ∩ L 1 (A language K for which K 1 = K 2 ∩ L 1 , is sometimes called L 1 -closed.) 2
Supremal controllable sublanguages
The problem to be solved here is the following: Given two languages E and L, we want to find the largest language K in L such that both K ≤ E and K∼ U L. (The set of input symbols is again assumed to consist of controllable and uncontrollable actions: A = C + U .) Intuitively, L represents some given unconstrained behaviour that should be minimally restricted, as before by forbidding controllable steps only, in such a way that the resulting behaviour satisfies the specification E. In this section, the existence of the language K is proved and a procedure for the construction of an automaton representing K is described. This procedure is effective whenever the languages E and L are regular. Before we proceed, let us mention that there are quite a few problems related to the one above, which can be tackled by means of the techniques described below. For instance, one might look for the largest language K with K ≤ E and K ≥ U L. Yet another problem is to find the largest K with K ≤ E and K∼ U L, such that K is moreover non-blocking. This latter problem will be dealt with in all detail in Section 10, using a minor variation of the present results, the first of which is the following theorem.
Theorem 9.1 Let E and L be two languages, and suppose there exists a language F in L with
The requirement on the existence of a language F with F ≤ E and F ∼ U L ensures that the union above is not taken over the empty set. The theorem is a direct consequence of the observation that, for any family of languages {F i } i∈I , if
The first of these implications is trivial. For the second, assume F i ∼ U L for all i ∈ I, and let {R i } i∈I be a corresponding family of partial bisimulations. Since the relation R = { j∈J F j , N | J ⊆ I and ∀ j ∈ J : F j , N ∈ R j } is a partial bisimulation, which is readily verified, it follows that ( i∈I
An immediate consequence of this theorem is the existence of an optimal supervisor for L, ensuring that the specification E will be satisfied: By Theorem 8.3, we have that K = K / U L.
Next an automaton will be constructed that represents K. It is obtained by means of a fixed point construction that resembles the description, in Proposition 3.2, of bisimilarity as a greatest fixed point. It is a little different, however, and the difference is somewhat subtle.
The following construction will be carried out: for any two automata S and T with designated (initial) states s in S and t in T , we shall construct an automaton X with designated state x such that: x 'satisfies' s, that is, x ≤ s; such that x∼ U t; and such that x is maximal (with respect to ≤) among all states (in any automaton) with those two properties. The solution to the original problem, that is, a representation for K, will then be obtained, in Corollary 9.4 below, by taking s = E and t = L in the automaton L of partial languages.
As a preliminary, we first show how any relation H ⊆ S × T between automata S and T can be turned into an automaton by defining acceptance and transitions, for any p, q in H and a in A, by The various relations that will come up below will be considered as automata in this sense. Now consider any two automata S and T with designated (initial) states s in S and t in T . Let the relation R ⊆ S × T be defined by R = { s w , t w | w ∈ A * and s The set R thus carries an automaton structure as described above. Consider the following monotone operation Φ, which maps a relation H ⊆ S × T to
The setR is again an automaton but note that it is generally not a subautomaton of R: for a given state p, q ∈R, some of the states that were reachable in R may have disappeared fromR. Also note that the computation of the automatonR is effective in case the subautomata s ⊆ S and t ⊆ T generated by s and t are finite (in which case the languages l(s) and l(t) they represent are regular, by Theorem 7.2): If e = | s | and l = | t | then the automaton R consists of at most e × l states. This implies thatR is obtained from R in at most e × l applications of Φ.
Theorem 9.2 Let the automatonR be as defined above:
1. For any state v in an automaton V : if v ≤ s and v∼ U t then s, t ∈R and v ≤ s, t .
If s, t ∈R then s, t ≤ s and s, t ∼ U t.
For the proof of the theorem, the following lemma will be used. It says thatR is the greatest fixed point of Φ that is contained in R.
Lemma 9.3 For Φ andR as defined above,
Proof of Lemma 9.3: By the definition of Φ, Φ(H) ⊆ H for any H ⊆ S × T , proving the inclusion from right to left in the first statement. Using the first statement, the second statement is immediate by the monotonicity of Φ. To proveR ⊆ Φ(R), consider p, q ∈R. Becausẽ R ⊆ Φ(R), q↓ implies p↓. Next suppose q u −→ for some u in U . Since p, q ∈ Φ n+1 (R), for n ≥ 0, we have p u −→ and p u , q u ∈ Φ n (R), for n ≥ 0, implying p u , q u ∈R. Thus p, q ∈ Φ(R). 2
Proof of Theorem 9.2: For 1, consider a state v in an automaton V with v ≤ s and v∼ U t. Let H ⊆ V × S be a simulation relation with v H s, and let Q ⊆ V × T be a partial bisimulation with v Q t. Define
We show that P ⊆ Φ(P ): for p, q ∈ P , there is z ∈ V with z H p and z Q q. If q↓ then z↓, since Q is a partial bisimulation, whence p↓, because H is a simulation relation. If q u −→, for u ∈ U , then z u −→, p u −→, with z u H p u and z u Q q u and thus p u , q u ∈ P , for the same reasons. This proves that p, q ∈ Φ(P ), hence P ⊆ Φ(P ). Consequently, by Lemma 9.3, P ⊆R. In other words: if z H p and z Q q then p, q ∈R. Note that this implies in particular that s, t ∈R. Another consequence is that the set P ′ = { z, p, q | z ∈ V, p ∈ S, q ∈ T, z H p and z Q q} is a relation P ′ ⊆ V ×R. It is easily seen to be a simulation relation, which proves v ≤ s, t . For 2, we assume that s, t ∈R. For the inequality s, t ≤ s, it is sufficient to show that { p, q , p | p, q ∈R } is a simulation relation betweenR and S, which is immediate from the definition of the automatonR. For s, t ∼ U t, consider the relation H = { p, q , q | p, q ∈R }. We prove that H is a partial bisimulation betweenR and T . For a pair p, q ∈R:
(i) p, q ↓ iff (p↓ and q↓) iff q↓, since p, q ∈R = Φ(R).
(ii) If p, q a −→, for a in A, then both p a −→ and q a −→ and p a , q a inR.
Thus H is a partial bisimulation, which concludes the proof of 2.
An application of Theorem 9.2 to our original problem yields the following corollary.
Corollary 9.4 Let E and L be two languages, and suppose there exists a language F with F ≤ E and F ∼ U L. The construction above yields an automatonR with E, L ∈R and
R → L is the unique homomorphism given by the finality of L).
Proof : In the construction ofR above, take S = T = L, s = E, and t = L. Putting V = L and v = F , the assumptions of the corollary validate the conditions of part 1 of Theorem 9.2. As a consequence, E, L ∈R and
Example 9.5 Let A = {c 1 , c 2 , p 1 , p 2 } and define
The language I 1 is the behaviour of an abstract machine that repeatedly consumes some input by executing c 1 and then (after some internal computation not modelled here) produces some output by executing p 2 . One may view I 1 as the (initial) idle state and W 1 as the working state of the machine. Similarly, I 2 and W 2 constitute a second such machine. The states B e and B f are the empty and the full state of a buffer, whose role will be explained below. There are the following transitions:
The unconstrained behaviour of this example is the shuffle product of I 1 and I 2 :
in which the steps of both machines are interleaved:
The outputs p 1 produced by machine 1 are intended to be consumed as inputs c 2 by machine 2. Moreover, we assume that before machine 1 produces a next output, its previous output must have been consumed by machine 2. None of these assumptions are modelled by the behaviour L, and so our aim is to restrict L in such a way that these requirements are met. An elegant way of specifying them is to assume the presence of a one-place buffer such as the one introduced above.
In the empty state B e , the buffer can store an output from machine 1 by synchronizing with the action p 1 , meanwhile moving to the full state B f . Next it can pass this output on to machine 2 by synchronizing with c 2 , returning to the empty state. The specification E can now be defined by E = (L {p1,c2} B e ) = Lˆ B e usingˆ as a shorthand for the synchronized product {p1,c2} . Note that E ≤ L. A last assumption is that a machine can be forbidden to consume an input, that is, to execute its c step, but once a machine has entered its working state, the production of its output is autonomous. Formally, this is modelled by assuming
The problem now has become to find the largest language K such that K ≤ E and K∼ U L.
Applying the method of Theorem 9.2, the relation R turns out to consist of the following 8 pairs:
The set R carries an automaton structure as defined above: the only accepting state is the first element, and transitions are determined by a-derivatives, as in
For the computation ofR, one application of Φ is sufficient, sincẽ
The removal of, for instance, the first of these pairs is explained by
Denoting the elements ofR by their first components only, the automaton looks like
9 9 y y y y y y y y y y y
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The language K we were after is now obtained as the language represented by the state (I 1 I 2 )ˆ B e in the automaton above: K = l((I 1 I 2 )ˆ B e ). Solving the equations corresponding to this 6-state automaton, the following explicit description is obtained:
Example 9.6 This example is intended to illustrate that if the languages E and L are not regular then the construction ofR out of R in general does take infinitely many steps. Consider A = C +U with C = {a} and U = {u}, let L = a + uu * au * , and let E be given by the following coinductive definition:
Although L is clearly regular, E is not: see examples 16 and 17 in Examples 7.5 for a description of the subautomata L ⊆ L and E ⊆ L they generate. Setting out to find the largest language K with K ≤ E and K∼ U L, we compute
(here we use the convention that (1 + u) 0 = 1). By induction on the number of applications of Φ, we find, for all n ≥ 0,
The language K is represented by the state E, L in the automatonR, which looks like
Since E, L and the language a + u * 0 in L are bisimilar, it follows that K = a + u * 0. 2
Non-blocking languages
First the notion of a non-blocking language is introduced, and then the following variation of the problem of Section 9 is studied: Given two languages E and L, we want to find the largest language K in L such that both K ≤ E and K∼ U L and such that, moreover, K is non-blocking. Again the existence of K is proved and a procedure for the construction of a representing automaton is given. This time the procedure is defined for regular languages only (the procedure of Section 9 worked for arbitrary languages but was effective for regular languages). For a state s in an automaton S, we write sց iff there exists a word w ∈ A * with s w −→ and
In words: from any state that is reachable from s, one can reach an accepting state. Since the set L of partial languages carries an automaton structure, we can also speak of non-blocking languages.
2 ) in L, the following are equivalent:
This condition can also be taken as a definition. Accordingly, a state is called blocking iff the
s . A word of caution about the terminology seems in order here. Let us call a state s in an automaton S a deadlock iff s− → and s↑. A state s is a livelock iff the subautomaton s of S generated by s is non-empty and contains no deadlock states and no accepting states. (A typical example of a livelock state is s with s↑ and with s a −→s as the only transition.) It is straightforward to see that a state s is non-blocking iff s contains no deadlock and no livelock states. One could argue, therefore, that non-locking would actually be a better name.
The following is an easy variation on Theorem 9.1.
Theorem 10.1 Let E and L be two languages, and suppose there exists a non-blocking language F in L with F ≤ E and F ∼ U L. Then there exists a largest non-blocking language K in L satisfying K ≤ E and K∼ U L. It is given by
The proof is as before, adding the observation that for a family of languages
In order to construct an automaton representing K, the fixed point construction of Section 9 will be varied as follows. Consider any two automata S and T with designated (initial) states s in S and t in T , such that the subautomata s ⊆ S and t ⊆ T generated by s and t are finite and consider again the relation R ⊆ S × T defined by R = { s w , t w | w ∈ A * and s w −→ and t w −→ }, which is now finite. Relations H ⊆ S × T carry an automaton structure as defined in Section 9. Consider the following monotone operation Ψ, which maps a relation H ⊆ S × T to
where Φ is the operator of Section 9. Note that p, q ց should be interpreted in the automaton H. LetR ⊆ R be defined bŷ
There are the following variations of Lemma 9.3, Theorem 9.2, and Corollary 9.4.
Lemma 10.2 For Ψ andR as defined above,
Note thatR is finite because R is.
and R is finite, there exists a natural number k (less than the size of R) such that for all n ≥ 0, Ψ k (R) = Ψ k+n (R). This impliesR = Ψ k (R) = Ψ k+1 (R) = Ψ(R), proving 1. Clause 2 follows, as before, from the monotonicity of Ψ.
2 Theorem 10.3 Let the automatonR be as defined above.
1. For any non-blocking state v in an automaton V : if v ≤ s and v∼ U t then s, t ∈R and v ≤ s, t .
2. If s, t ∈R then s, t is non-blocking, s, t ≤ s, and s, t ∼ U t.
Proof : For the proof of 1, let v be a non-blocking state in an automaton V with v ≤ s and v∼ U t. We now consider the relation
z is non-blocking and z H p and z Q q} Again P ⊆ Ψ(P ): If p, q ∈ P then there is a non-blocking state z ∈ V with z H p and z Q q. Because z is non-blocking there exists a word w ∈ A * with z w −→z w ↓. This implies p w −→p w ↓ and q w −→q w ↓, because H is a simulation and Q is a partial bisimulation relation. It follows that p, q w −→ p w , q w ↓, in P , whence p, q ց. This argument, in combination with the corresponding proof of Theorem 9.2, proves that p, q ∈ Ψ(P ). As a consequence, P ′ = { z, p, q | z is non-blocking and z H p and z Q q} is again a well-defined simulation relation, which proves v ≤ s, t . For 2, we need to show in addition to the proof of Theorem 9.2, that if s, t is an element ofR then s, t is non-blocking: Suppose s, t w −→ s, t w = s w , t w inR, for some word w ∈ A * . Since s w , t w ∈R ⊆ Ψ(R), we have s w , t w ց, inR. Thus s, t is non-blocking, which concludes the proof of 2.
2 Corollary 10.4 Let E and L be two regular languages, and suppose there exists a non-blocking language F with F ≤ E and F ∼ U L. The construction above yields an automatonR with E, L ∈ R and
Proof : As before, the conclusion follows from the lemma and theorem above, which do apply since the regularity of the languages E and L guarantees, by Theorem 7.2, that the subautomata they generate are finite. 2
Example 9.6 illustrates that Corollary 10.4 does not hold for languages E and L that are not regular. It is easily seen that, for this particular example, it makes no difference whether Φ or Ψ is repeatedly applied to R. Therefore,R =R = R ′ . And the language K = a + u * 0 represented by E, L in R ′ , is not non-blocking, indeed. For an example illustrating the construction above, the reader is referred to the appendix in Section 15.
Output-control consistency
A coinductive definition is presented of an operation that transforms a (certain type of Moore) automaton into one that is so-called output-control-consistent. The procedural interpretation of this coinductive definition yields an algorithm that is more efficient than those in the literature.
For this, we return to the more general setting of Moore automata (S, o, t ) of Section 3, with inputs in a set A and outputs in a set B τ = B ∪ {τ }, where A and B are arbitrary and τ is a special element not in B. Thus the output function o : S → B τ assigns to each state either an output in B or the so-called silent output τ . A state s in S is called invisible iff o(s) = τ , also denoted by s↑. And a state s is called visible iff o(s) = b ∈ B, denoted by s ↓ b. The outputs B τ of the automaton S are intended for the use of a supervisor at some higher level, which will base its decisions about how to restrict the behaviour of S on these outputs. The element τ is used when a (low level) state of S is considered irrelevant for the (high level) supervisor.
There is much more to be said about the context of the present section, which is the hierarchical supervision of discrete-event systems. Here we shall only deal with the following problem: Given a partition of the input symbols A into controllable and uncontrollable ones: A = C A + U A , define likewise such a partition for the output symbols: B = C B + U B which is consistent with the partition of A, or in other words, such that the automaton S is output-control-consistent. A formal definition will follow in a second, but here is a typical example of what should be avoided. Let C A = {a}, U A = {u}, and B = {b, b ′ }, and consider
For this (fragment of an) automaton, it is impossible to decide whether output symbol b ′ should be controllable or not: starting in a visible state s, there is both a controllable path s a
−→s
′ and an uncontrollable path s uu
′ from s to s ′ . The intended observable behaviour on the higher level corresponding to these paths, is in both cases bb ′ . Therefore it is not possible to decide, irrespective of the choice for b, whether b ′ should be considered controllable or not. The way out will be to change the automaton into a new one, in which the state s ′ will occur twice, once with a controllable version of b ′ and once with an uncontrollable version of b ′ , as in
The coinductive definition below will do precisely that. For the formal definition of output-control consistency, let us call a path s Using the coinductive definition technique from Sections 6 and 13, solving the problem turns out to be easier than specifying it. Consider a Moore automaton (S, o, t ) with inputs in A and outputs in B τ = B ∪ {τ }. We define a new Moore automaton (S ′ , o ′ , t ′ ) as follows. Let
The automaton S ′ has inputs again in A, but the set of outputs is O τ = O ∪ {τ }, with
So for every state s in S, the automaton S ′ contains two copies C(s) and U (s) and, similarly, the new set of output symbols O τ contains (τ and) for every output symbol b in B two copies C(b) and U (b). The output function o ′ : S ′ → O τ is defined by the following clauses:
The automaton S ′ , we now claim, is output-control-consistent. This can be easily checked, using the formal definition of output-control consistency given above. Rather than giving the proof in detail, let us try to explain the intuition behind the construction of S ′ . The syntactic annotations C(s) and U (s) on a state s in S can be understood as giving the following information about what happened before that state was reached: Being in a state C(s) means that since the last time that we have passed through a visible state, we have encountered at least one controllable input symbol a in C A . Dually, if we are in a state U (s) then all of the input symbols that we have encountered since the last time that we passed through a visible state, have been uncontrollable.
Note that for any practical application of the above definition, the automaton S ′ could be built step for step, starting from a finite Moore automaton S with a silent initial state s in S. The first state to be included in S ′ would be U (s). Next only those states will be added that correspond to states in S that are reachable from s. It is immediate from the construction of S ′ that the size of its state space is at most twice that of S. The computational complexity of this algorithmic reading of the definition of S ′ , starting with a Moore automaton with n states and m transitions, will be of order O(n + m): for each state in S there are at most two new states in S ′ , and to each of the transitions s a −→s ′ in S will correspond at most four transitions in S ′ , determined by the choices of either C or U for both s and s ′ .
Notes and discussion
As was mentioned in Section 3, the perspective of this paper is essentially coalgebraic, putting the notions of (Moore) automaton (which is a particular coalgebra), homomorphism, and bisimulation at the very heart of the theory, immediately followed by the notions of final automaton (in particular, the automaton of partial languages in Section 5) and coinduction. Sections 5 through 7 repeat and extend parts of [Rut98] . There the use of a-derivatives in coinductive definition and proof principles for (ordinary) languages L ⊆ A * was introduced, again following the general coalgebraic approach but also inspired by Brzozowski's paper [Brz64] , where a-derivatives seem to appear first, and Conway's book [Con71] . Although [Rut98] briefly mentions partial automata, the present characterization of a final partial automaton in terms of partial languages in Section 5 is new, as is the coinductive definition of the supervised product.
Our main references on the supervisory control of discrete event systems have been Ramadge and Wonham's papers [RW89] and [WR87] , and Wonham's lecture notes [Won99] . The notion of controllable sublanguage is taken from there, and so is the problem of the computation of supremal controllable sublanguages. Some of the examples of the present paper have been taken from these references as well. For an easy-going introduction to discrete event systems, containing many examples, see also [CL99] .
The notions of control relation and of partial bisimulation in Section 8 are to the best of our knowledge new, as well as their use in the coinductive proof principle for showing controllability. (A word on the terminology: the name 'partial' bisimulation has been used before, at various places, and with different meanings.) In [WR87] , the existence of the supremal controllable sublanguage K of a given language L and satisfying another language E is proved for classical (non-blocking) languages K, L, and E. Here this is generalized to partial (possibly blocking) languages. The algorithm for the computation of K, in [WR87, Section 6], works for classical regular languages L and E with E ≤ L and L prefix-closed. The present algorithm in Section 9 applies to arbitrary partial languages, and the algorithm in Section 10 works for all partial languages that are regular. Both algorithms are variations on Proposition 3.2 in Section 3, which at its turn is a variation on a similar such fixed-point characterization for bisimilarity on non-deterministic processes [Mil89] . In Wonham's lecture notes, there is an algorithm for the transformation of a finite automaton into an output-control-consistent one [Won99, Section 5.7], with estimated computational complexity O(nm(n+m)) (where n is the number of states and m the number of transitions). The coinductive algorithm presented in Section 11 is of order O(n + m).
In [BL98, Thm 3.1], the connection between (Park and Milner's) bisimilarity and controllability is proved for the special case of (finite) partial Moore automata, in which all states are accepting, and for which the (classical) language accepted by the first is a subset of the second. This observation is retrieved here as a special instance of Theorem 8.1, which is formulated using the more general notion of control relation. A more important difference is our use of control relations in coinductive proofs of the controllability of one language with respect to another, as in Examples 8.2. Another contribution of [BL98] is the use of a partition algorithm for the computation of the bisimilarity relation from [Fer90] , for solving the supervisory control problem. Their algorithm for the non-blocking case consists of a repeated alternation of an application of this partition algorithm with a trimming step. In contrast, our solution for the same problem (in Section 10), is best characterized as a variation on the original partition algorithm, moving from ordinary bisimilarity to partial bisimilarity. The proof of the correctness of our construction is particularly simple, because of the use of coinduction. The question whether it will give rise to more efficient algorithms, has not been addressed here.
The general definition and theory of coalgebra is essentially categorical, though it has for our present purposes not been necessary to discuss any category theory at all. We have simply focussed on one concrete category of coalgebras, namely the family of partial Moore automata. Of earlier categorical approaches to control theory, we should mention the work by Arbib and Manes, notably [AM74] , in which the authors give a categorical account of the duality between reachability (a simple instance of controllability) and observability. In [AM74] , coalgebras are not mentioned but appear implicitly. In some of their later work (notably in [MA86] , final coalgebras (called terminal there) do occur explicitly, and are used as models for the behaviour of (total) Moore automata. A crucial difference with recent uses of coalgebras, and with the present paper, is the absence in their work of a logical proof principle for reasoning about final coalgebras. It was not until the afore mentioned introduction of bisimulation into the world of coalgebra by Aczel and Mendler, in the late eighties, that a general coinduction proof principle could be formulated at all. And it is precisely the use of coinductive definitions and proofs that, in our view, makes coalgebra relevant for control theory.
It should be clear, however, that we have only made some very first and preliminary steps regarding the use of coalgebraic and coinductive techniques for the control of discrete event systems. From the coalgebraic perspective, these systems constitute yet another class of examples of interesting coalgebras, which pose new questions and give rise to new variations (such as the notion of partial bisimulation) on standard coalgebraic repertoire. At the same time, the use of coalgebra and coinduction constitutes a new technique that extends the more common algebraic approach to (automata theory and) the control of discrete event systems. In conclusion, we mention one example of a topic for further research. Both the problem of supervisory control with partial observations, and the problem of hierarchical supervision, involve the abstraction from (unobservable or low-level) events. It seems natural to extend the present coalgebraic approach with the use of (variations of) the notion of weak bisimulation relations (also called observational equivalences), which have been introduced into the world of communication processes to model the abstraction from so-called internal or silent moves (cf. [Mil89] ).
Writing E a for t E (E)(a), the function t E : E → (1 + E)
A is given by the following clauses: Here (s) a is defined iff s a is defined in S. Furthermore the same conventions regarding undefinedness apply that were mentioned in Section 6. The automaton (E S , o E , t E ) contains for states s and t in S expressions like, for instance, s I t, whose behaviour (acceptance and transitions) has been defined precisely according to the behavioural specification of this operator in Section 6. The automaton E S is well-behaved in the sense that bisimilarity is a congruence relation with respect to the operators: e.g., if E ∼ E ′ and F ∼ F ′ then EF ∼ E ′ F ′ , and similarly for the other operators. This can be easily proved and is ultimately due to the format of the behavioural specifications we have been using in Section 6.
Next we can define the operators on partial languages that we are after, by choosing for S the automaton of languages L. Writing E for E L , there exists a unique homomorphism of automata: l : E → L, because L is a final automaton (Theorem 5.1(2)), which assigns to each expression E the language l(E) it represents. It can be used to define the operators on L that we are looking for:
One can show that l(K) = K and that l is compositional, e.g., l(EF ) = l(E)l(F ), using the principle of coinduction (Theorem 5.1(1)) and the afore mentioned fact that bisimilarity on E is a congruence relation. For instance, the first statement follows by coinduction from the fact that { l(K), K | K ∈ L} is a bisimulation relation on L. One can now readily prove that the operators we have defined are solutions of their defining equations, using the fact that l is a compositional homomorphism. Uniqueness of these solutions follows from the uniqueness of l. 2
Appendix: Nerode equivalence
We briefly mention the connection between the automaton L of languages (Section 5) and Nerode equivalence, which is used in automata theory for the construction of minimal realisations. Nerode equivalence plays no role in the rest of our story. For a language L = (L 1 , L 2 ) in L, an automaton (S L , o, t ) is defined as follows. Let S L = L 2 and define o : S L → 2 and t : S L → (1 + S L ) A , for w ∈ S L , by o(w) = 1 iff w ∈ L 1 , and by t(w)(a) = wa if wa ∈ L 2 , and t(w)(a) is undefined, otherwise. The unique homomorphism l : S L → L maps a word w to the w-derivative of L: l(w) = L w . This follows by coinduction (Theorem 5.1(1)) from the fact that { l(w), L w | w ∈ L 2 } is a bisimulation relation on L. Note that as a consequence, the function l identifies two words v and w in L 2 iff for all u ∈ A * , (vu ∈ L 1 ⇐⇒ wu ∈ L 1 ) and (vu ∈ L 2 ⇐⇒ wu ∈ L 2 )
In the case of a classical language L = (L, A * ), the second condition is vacuously true because L 2 = A * . What remains is precisely the definition of Nerode equivalence ≡ L with respect to L: for words v and w in A * ,
Thus we have sofar proved that l(v) = l(w) iff v ≡ L w. Since ε generates all of the automaton S L : ε = A * , and since l(ε) = L ε = L and l( ε ) ∼ = l(ε) ) (because l is a homomorphism), we have obtained a characterization of the subautomaton L ⊆ L generated by L as the quotient of A * with respect to Nerode equivalence:
15 Appendix: cat and mouse
We illustrate the construction of Section 10 with Wonham and Ramadge's charming example of a cat and a mouse placed in a maze ( [RW89] ). The maze consists of five rooms numbered 0 through 4, and both the cat and the mouse can move from one room to another according to the transitions in the automata below:
Cat :
a a a a a a a a
Mouse :
a a a a a a a a A transition of the form i c k −→j means that the cat can move from room i to room j, using doorway c k , and similarly for the mouse. Different labels for the cat and the mouse are used to indicate that each doorway is for the exclusive use of the cat (c labels) or the mouse (m labels). And all doorways can be traversed in one direction only (as indicated by the transition arrow), but for cat doorway c 7 , which may be used by the cat to move both from room 1 to room 3 and vice versa. The home basis for the cat is room number 2 and for the mouse it is room number 4, which are at the same time the only accepting states in the two respective automata.
The unrestrained behaviour of cat and mouse together is represented by the shuffle product of both automata, which in our setting can be defined by the subautomaton of L generated by l c (2) l m (4), where l c : Cat → L and l m : Mouse → L (by finality of L). This automaton T = l c (2) l m (4) is readily seen to consists of 25 states, which we shall number as ij, for i and j between 0 and 4, and with the obvious transitions, such as 02 c1 −→12. The designated state for T is t = 24, in which both cat and mouse are in their respective home bases; it is at the same time the only accepting state of T .
Next the free behaviour of cat and mouse should be restrained in such a way that they will never be in the same room together. Moreover, the resulting behaviour should be non-blocking, meaning that from any reachable state, the accepting state 24 should be reachable. This models the requirement that both the cat and the mouse can at all times return to their home bases again. It is assumed, furthermore, that the behaviour of cat and mouse can be constrained by closing at certain moments in time some doorways, and that all doorways can be opened and closed, but for the afore mentioned doorway c 7 , which is always open. So let us put A = C + U with C = {c k | 0 ≤ k ≤ 6} ∪ {m k | 0 ≤ k ≤ 6} and U = {c 7 }. Let the automaton S be defined by S = T − {ii | 0 ≤ i ≤ 4}, with transitions as in T as far as they do not involve any of the forbidden states, and with designated state s = 24. Now the problem has been formalized in such a way that the construction described in Section 10 can be applied. The relation R ⊆ S × T used there looks like R = { ij, ij | 0 ≤ i, j ≤ 4 and i = j}. We find Ψ(R) = R − { 13, 13 , 31, 31 } Ψ 2 (R) = Ψ(R) − { 01, 01 , 03, 03 } Ψ n (R) = Ψ 2 (R) for all n ≥ 2 Two elements are removed from R because 13 and 31 can take a c 7 -step in T but not in S. And two elements are removed from Ψ(R) because they are not non-blocking: neither from 01, 01
nor from 03, 03 the accepting state 24, 24 can be reached. After this, the situation stabilizes, leaving us with an automatonR with 16 states. Looking at the subautomaton inR generated by our designated state s, t = 24, 24 , we find (writing ij rather than ij, ij ): 
