Abstract In this paper we will discuss the issue of predicting the number of points gained at the end of the season by teams from the Polish football league. We will present and compare two models based on different approaches and show how their appropriate mixture improves the prediction accuracy. We shall use mean absolute error to measure a model's fit.
Introduction
Statistical football prediction is a method used to predict the outcome of association football matches by means of statistical tools. For this purpose, various approaches and types of models have been tested over the years. This issue is important, especially in establishing the odds of outcomes of a match by bookmakers. One of the papers written on the subject is the article by Mark J. Dixton and Stuart G. Coles [1] . The authors' aim was to exploit potential inefficiencies in the association football betting market. Following M. J. Maher [2] , they derived a model for predicting football scores using a technique based on a Poisson regression. Hill [3] analyzed a different problem, football teams' places in the final league table. In 1974 he applied a comparison test and showed a significant positive correlation between final league placings and forecasts. Clarke and Norman [4] investigated English league matches and used the least squares method to conclude the advantage of playing at home. Another view of the issue was proposed in [5] by Fahrmeir and Tutz, who used time-dependent ordered paired comparison systems.
In [12] the authors also analyzed data from England. They used ordered probit regression applied to results from a 15 year time period and considered explanatory variables such as the significance of matches (defined by the authors) and the geographical distance between the teams' home towns.
The issue of statistical football prediction was also discussed by W. Janke et al. in [13] , where analysis was performed on German football data and by D. Karlis et al. in [6] , where a large number of match results from the Greek league were used.
Polish football data has been analyzed in particular by B. Kopociński ( [8] , [9] , [10] ). He assumed that the numbers of goals scored by teams in one match are independent Poisson random variables. Kopociński applied a model taking into account such factors as home field advantage, dynamics of team strength during the season and the style of a football team (defensive or offensive). A random component was also considered. It is worth to mentioning that the methods used in Kopocinski's work could also be extended to other sports, which was pointed out by Z. Haas and W. A. Woyczynski in [11] . The authors of [11] used Poisson regression to predict the general classification of the 1994 Major League Baseball Season in the United States, which ended prematurely due to the players' strike.
The aim of this paper is to present and compare various author's approaches to estimating the number of points gained by each team from Poland's top football division at the end of the season. Paper is based on the author's Master's Thesis, [14] , defended in September 2011. All the required data originate from [15] and Microsoft Office Excel 2007 was used for the calculations. Prediction of the final number of points by each of the presented models consists of forecasting of the average number of points gained by a team in all matches.
In Section 3, we will discuss the rank model which introduces the term rank of a team and generates forecasts based on these ranks values. The weight model, presented in Section 4, uses the exponential function to reflect the time dependency. This means that the most recent matches have the biggest impact on the prognosis. The procedure of estimating this function's parameter is described in Section 5, whereas the Section 6 is dedicated to the mixed model, which is a combination of the two previous approaches. Chap- 
Preliminaries
The names of the divisions in the Polish football league system were changed years ago because of sponsorship reasons. In this paper we will always use the term "First League" with respect to the Polish top division and the term "Second League" when we refer to the second level of the Polish Football League Definition 2.1 For a given season i/i+1 and vector N P i constructed using the given MENP, we consider the value
which we call the fit error.
We will use the FE value to evaluate each model for the last three complete seasons. The models presented in this paper are based on estimating the probabilities of winning, drawing and losing for each of the teams from S i in the matches played during season i/i + 1. For this purpose, we will use the following definition. Definition 2.2 For teams s i,j and s il from the set S i and given MENP we will consider the 3-dimensional vector
) whose coordinates are: the estimated probability that s i,j will respectively: win, draw and lose against s i,l . We will use the term the result's probability vector to refer to P i j,l and define P i j,j as a 3-dimensional vector of zeros.
We will identify matches played in season i/i + 1 with the elements of the set
will be treated as the match between teams s i,j and s i,l in season i/i + 1 in which s i,j plays at home. The number of points gained at the end of season by team s i,j is equal to the sum of points gained in matches played at home and the same number of matches played away. The goal is to predict the sum of points gained by team s i,j in the two matches played with each of the teams from S i . Therefore, the advantage of playing at home has not been taken into account, which greatly simplifies the models. Now we will define three functions which will help us to provide further formulas (victory or defeat by walkover are included in "other cases"):
in other cases

Rank model
The rank model involves assigning natural numbers (ranks) to teams from the set S i illustrating the theoretical position of a team in S i at the start of season i/i + 1. We will specify the subset of S i for which the assignment of ranks will be considered.
. . , n i } will be called the ranks of the ranks of the promoted, while the set
. . , n i } will be called the promoted the ranks of teams. The union of the sets REM i and P ROM i will be simply called the rank teams and denoted by S i .
In some situations the cardinality of the set S i may be less than 16. Teams could be demoted to a lower division due to contravention of a regulation or law. It has also happened that less than 14 football clubs remained in the 
Let us fix teams s i,j and s i,l from S i and a natural number h representing the range of data considered, i.e the results of the matches played from season i − h/i − h + 1 to season i − 1/i. We will use A j,l , introduced below, to give the formulas for the coordinates of the vector
where k takes each values from the set {i − h, . . . , i − 1}.
We define the coordinates w i j,l , d i j,l and l i j,l as follows: 
Weight model
In contrast to the rank model, the algorithm described in this chapter uses only matches played between the teams s i,j and s i,l in order to estimate the vector P i j,l . Unfortunately, this results in a smaller sample size. We therefore also used the results of matches played between the teams s i,j and s i,l in the Second League (if such matches were played). Data from six previous seasons has been taken into account.
Let us consider the vectors: 
The exponential function was used to reflect the impact of time on the estimated vector P i j,l . The coordinates w i j,l , d i j,l and l i j,l (dependent on the parameter a) were estimated as follows:
We will also use the notation
to highlight the impact of the parameter a on the result's probability vector. It is obvious that we expect a value of the parameter a above zero, which means that recent matches have a greater impact on the results.
Using the vector λ a := (1, e a , e 2a , e 3a , e 4a , e 5a ) and standard inner product, formulas (5), (6) and (7) can be also expressed in the form:
It is obvious from (8), (9), (10) and (1) that:
hence the vector P i j,l is a probability vector. Moreover, from (1)- (4) we have:
The above formulas make sense only if M AT CHES i (j, l) = (0, 0, 0, 0, 0, 0). If for some pair of teams this condition is not satisfied, we set P i j,l = ( The above selection criteria have been chosen to ensure that parameter a will be estimated based on results of matches between teams s i,j and s i,l which played together in different seasons, so that time dependency can be studied.
Definition 5.1 We will call the weight subset of M i the set W i defined as follows
From this definition we immediately obtain:
Using the weight model for each team s i,j ∈ S i we can forecast the number of points gained in season i/i + 1 only the teams from S i which together with s i,j fulfill the selection criteria. Denoting this value by ξ i j (a), using the vector ρ := (3, 1, 0) and standard inner product we obtain the following formula:
From (11) and (12) we simply obtain:
Denoting by ξ i j the actual number of points gained in season i/i + 1 by s i,j only with the teams from S i which together with s i,j fulfill the selection criteria, we can consider the function (dependent on the parameter a) which gives the mean absolute error of the predicted values:
The add-in to the Microsoft Excel, Solver, was used for finding the value of the parameter a realizing the global minimum of the function ψ. This ensures that the fit of the model to the empirical data was the best. The estimate of the weight parameter obtained in such a way was used in calculations connected with the weight model. The values of the estimates of the parameter a and ψ(a) are shown in Table 1 . 
Mixed model
The disadvantage of the weight model is often the small number of matches taken to estimate the result's probability vectors, even if we take into account games played in the Second League. From the other hand using the rank model the sample sizes are much larger, but the procedure applied to this approach could be associated with less effective predictions. These observations underlie the idea of combining both of the models presented in the paper.
The mixed model introduced for this reason uses the selection criteria to split the set M i into two subsets: W i and M i \W i . The resulting probability vector for teams s i,j and s i,l is based on the weight model if teams s i,j and s i,l meet the selection criteria, i.e. (s i,j , s i,l ) ∈ W i and on the rank model otherwise.
The results obtained by each of the three models considered in this paper are presented in the next section. 
Results
The sizes of the weight subsets and their percentage in the whole set M i (denoted by P ER i ) in each of the three considered seasons are showed below (in Table 2 ).
For each MENP, the coordinates of the vector N P i were created using formula (13) with the estimated value of the parameter a (Table 1) :
The results obtained using the rank model (RM), the weight model ( (Table 3, Table  4 and Table 5 , respectively). The impact of each of the seasons on the results given by the exponential function with the estimated parameter a and expressed as a percentage is presented in Table 6 , while the fit of the rank model (measured by the FE values) for various ranges of data is shown in Table 7 .
Conclusions
For all the considered seasons the best fit was obtained when the mixed model was used. This may mean that the selection criteria have been constructed properly and the idea of dividing the games based on the common history of teams makes sense and can improve the prediction. The highest increase in fit was achieved in the 2010/2011 (Table 5) season. Using the mixed model for this season caused a reduction in the FE value 
