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Abstract
We consider the isomonodromy problems for flat G-bundles over punctured elliptic curves Στ with
regular singularities of connections at marked points. The bundles are classified by their characteristic
classes. These classes are elements of the second cohomology group H2(Στ ,Z(G)), where Z(G) is the
center of G. For any complex simple Lie group G and arbitrary class we define the moduli space of flat
bundles, and in this way construct the monodromy preserving equations in the Hamiltonian form and
their Lax representations. In particular, they include the Painleve´ VI equation, its multicomponent
generalizations and elliptic Schlesinger equations. The general construction is described for punctured
curves of arbitrary genus. We extend the Drinfeld-Simpson (double coset) description of the moduli
space of Higgs bundles to the case of flat connections. This local description allows us to establish the
Symplectic Hecke Correspondence for a wide class of the monodromy preserving equations classified by
characteristic classes of underlying bundles. In particular, the Painleve´ VI equation can be described
in terms of SL(2,C)-bundles. Since Z(SL(2,C)) = Z2, the Painleve´ VI has two representations related
by the Hecke transformation: 1) as the well-known elliptic form of the Painleve´ VI (for trivial bundles);
2) as the non-autonomous Zhukovsky-Volterra gyrostat (for non-trivial bundles).
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1 Introduction
In this paper we suggest classification of the isomonodromy problems for flat G-bundles over elliptic curves
Στ = C/(Z+ τZ) with logarithmic singularities of connections at the marked points za, a = 1, ..., n. The
Lie group G is simple and complex. As a preliminary let us briefly recall that the isomonodromy problem
on a genus g complex curve Σg with n marked points lead to the following (monodromy preserving or
isomonodromic) equations
∂tjL(z)− ∂zMj(z) = [L(z),Mj(z)] , (1.1)
where z is a local coordinate on Σg, tj are the moduli of Σg,n = Σg \ {z1, ..., zn} (j = 1, ..., 3g − 3 + n
for g > 1) while L(z) and M(z) are g = Lie(G)-valued functions. Equations (1.1) are compatibility
conditions for the set of linear problems{
(∂z + L(z))Ψ = 0 ,
(∂tj +Mj(z))Ψ = 0 ,
Ψ = ||ψ1...ψdimV || , (1.2)
where V is a finite-dimensional G-module and ψk ∈ Γ(EG) k = 1, ...,dimV are sections of vector bundle
EG = P ×G V for some principle G-bundle P. The lower equations arise from requirement that mon-
odromies of solutions of the upper one equation around marked points and fundamental cycles of Σg are
independent of the moduli of Σg,n.
The equations (1.1) are valid identically in z. They provide finite-dimensional non-autonomous Hamil-
tonian equations. In this way (Lax form or zero curvature form) one can represent the Painleve´ equations,
Schlesinger systems and their generalizations. Historically, the studies of the isomonodromy problems
were motivated by the invention of the Painleve´ list of equations [1, 2, 3]. It appeared that the sec-
ond order nonlinear ODEs from that list can be written as compatibility condition of a pair of linear
equations on the punctured Riemann sphere [4, 5, 6]. The later result was rediscovered around 1980
[7, 8, 9, 10]. There is now a large literature on the isomonodromy problem, Painleve´ equations and
different applications in mathematical physics [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23].
The aim of the paper is to classify the equations (1.1), (1.2) for g = 1 case, i.e. for elliptic curves Στ .
The isomonodromy problems on general compact Riemann surfaces and in particular on the torus were
studied in [24, 25, 26] by analytic methods. Here we follow approach developed in [27, 28, 29]. It is based
on the non-autonomous version of the Hitchin systems [30] on the punctured elliptic curve [31, 32, 33, 34]
(see also [35, 36, 37]). A close construction of the Painleve´ equations was proposed in [38]. The idea was
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to reduce gauge symmetries G generated by automorphisms of EG and restrict in this way to the moduli
space of flat connections. The corresponding moment map produced equation for L(z) of type:
∂¯L(z) =
n∑
a=1
Saδ(2)(z − za) , (1.3)
where Sa are the residues of L(z) at the marked points. Equation (1.3) together with boundary conditions
for solutions of (1.1)
Ψ(z + 1) = Q(z)Ψ(z) , Ψ(z + τ) = Λ(z)Ψ(z) (1.4)
fixes L(z). The matrices Q(z) and Λ(z) are the transition functions of the bundle EG. They satisfy the
cocycle condition
Q(z)Λ−1(z)Q−1(z + τ)Λ(z + 1) = 1 . (1.5)
Let us mention again that the same equations (1.3)-(1.5) describe the integrable (Hitchin) systems on
elliptic curve. The solutions (in some particular cases) are known as the elliptic Gaudin models [39, 31].
The corresponding matrices L(z) were constructed via some natural generalization of the Krichever’s
anzats for the Lax pairs of elliptic integrable systems [40]. The phase spaces of the integrable systems
are given by two parts: the set of Sa - ”spin” part and the moduli of solutions of (1.5) - configuration
space for ”many-body” degrees of freedom. The isomonodromy version of the integrable models are
the non-autonomous generalizations of the elliptic Calogero model, elliptic top and elliptic Schlesinger
systems [29, 41, 42]. The phenomenon that the same pair of matrices satisfies the Lax equation of
integrable system and the monodromy preserving equation (1.1) was observed in [43] and is known as
the Painleve´-Calogero Correspondence.
In general case solutions of (1.5) are classified by characteristic classes of the bundles which are the
elements of the second cohomology groupH2(Στ ,Z(G)), where Z(G) is the center of G. The classification
of these solutions, underlying Higgs bundles and corresponding integrable systems (for the single marked
point case) is given in our recent papers [44, 45] (see also [46, 47, 48]). The classification arises from the
fact that the transition matrices Q(z) and Λ(z) can be chosen to be z-independent up to scalar factor
(Q and Λ). Then (1.5) is replaced (with regard to the scalar factor) by
QΛ−1Q−1Λ = ζ , ζ ∈ Z(G) . (1.6)
The representative cases for SL(N,C)-bundles1 are ζ = 1 and ζ = exp(2π
√−1
N ). The corresponding
integrable systems are the Calogero model and elliptic top respectively. The non-trivial intermediate
case appears when N = pl. Then, the characteristic classes ζ = exp(2π
√−1
N p) or ζ = exp(
2π
√−1
N l)
correspond to the so-called model of interacting elliptic tops [53, 54]. The phase space in these cases has
the same dimension as the phase space of the Calogero model with spin variables, but less number of
particles (n < N) and greater number of spin variables.
In this paper we extend the classification by characteristic classes of the Higgs bundles and integrable
systems [44, 45]2 to the case of flat connections and arbitrary number of punctures on elliptic curves.
We use two descriptions of the moduli space of flat connections. The first one [29] is a natural gener-
alization of the group-theoretical description of the moduli space of the Higgs bundles in the framework
of Hitchin systems [31, 34]. It is given as quotient space
FBun(Σg, G) = Conn(Σg, G)//G = FConn(Σg, G)/G (1.7)
of flat connections
FConn(Σg, G) = {d+A | dA+ 1
2
A∧A = 0} (1.8)
1The classification of bundles over elliptic curves in this case was proposed by M. Atiyah [49]. In our terms his result is
formulated as follows: H2(Στ ,Z(SL(N,C))) ∼ Z(SL(N,C)) = Z/NZ, i.e. the bundles are classified by N-th roots of unity.
2An alternative classification of Higgs bundles was suggested recently in [50]. The comparison of these results with [44, 45]
needs further elucidation. The noncompact real Lie group case was discussed recently in [51, 52].
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modulo gauge group G. The space Conn(Σg, G) = {d + A} of smooth connections on EG is equipped
with the well-known (Atiyah-Bott) symplectic structure ω = 12
∫
Σg
〈δA ∧ δA〉 [55]. After reduction it
provides the symplectic (and the Poisson) structure for some finite-dimensional Hamiltonian system. Its
phase space FBun(Σg, G) is the principle homogeneous space PT
∗Bun(Σg, G) over T ∗Bun(Σg, G).
The second description of FBun(Σg, G) comes from the Drinfeld-Simpson’s one [56, 57] for the moduli
of Higgs bundles. It is formulated in terms of local data (see Section 3). The moduli space of flat bundles
with the quasi-parabolic structures at the marked points is given as the double coset space:
Bun(Σg,n, G) = G(Σg,n) \G(D×)/G(D) , (1.9)
where G(X) are the holomorphic maps from X ⊂ Σg to G, D× is the disjoint union of punctured small
disks around the marked points (where the bundle is trivialized) and G(D) are special maps preserving the
flags corresponding to the quasi-parabolic structures at the marked points. At the level of FBun(Σg, G)
this construction means that we consider trivial bundles over Σg with regular singularities at the marked
points. It is known that a regular singularity can be transform to the Fuchsian one by some meromorphic
gauge transformation on a disk. So, it is natural to equip a connection with the meromorphic gauge
transformation, defined up to right multiplication by holomorphic transformation on the disk. Thus, the
action of G(D×) can transform the regular singularity to the Fuchsian ones. We treat such meromorphic
gauge transformation as a transition function for a non-trivial bundle with the Fuchsian singularity. In
this way we come to description of FBun(Σg, G) similar to (1.9).
The later description is very natural for the definition of the Hecke operators (or modifications of
bundles) [58, 59] which relates the linear problems (1.2) and equations (1.1) for different characteristic
classes. At the level of the connections L(z) the modification acts by gauge transformation
L
Ξ−→ Lmod , Lmod(z)Ξ(z) = Ξ(z)L(z) − ∂zΞ(z) , (1.10)
degenerated at some point z0, i.e. detΞ(z, z0) ∼ z − z0 near z0. In this way we extend the Symplectic
Hecke Correspondence introduced in [60] to the case of the monodromy preserving equations. As an
example we consider the Painleve´ VI equation. It can be described in terms of SL(2,C)-bundles. Since
Z(SL(2,C)) = Z2, the equation has two representations related by the Hecke transformation:
1) elliptic form of Painleve´ VI [61, 62];
d2u
dτ2
=
3∑
a=0
ν2a℘
′(u+ ωa); (1.11)
2) as the non-autonomous Zhukovsky-Volterra gyrostat [63]:
∂τS = [S, J(S)] + [S, ν
′] , (1.12)
where S is sl∗(2,C)-valued dynamical variable while J and ν ′ are non dynamical but τ -dependent. The
2× 2 linear problems for (1.11) and (1.12) were described in [64] and [63] respectively. See Section 8 for
details. In general case the Hecke transformation (1.10) can be considered as a Ba¨cklund transformation
of the monodromy preserving equations. It can be considered as a discrete time, or the Schlesinger
transformation [9].
The monodromy preserving equations can be considered as a deformation of integrable systems. The
integrable hierarchies corresponding to the systems considered here were constructed in [44, 45]. The
correspondence between integrable systems and isomonodromic deformations, which was called in [43]
the Painleve´-Calogero correspondence, was used by P. Boutroux to investigate solutions of the Painleve´
equations [65]. Similarly, R. Garnier constructed an autonomous analogue of the Schlesinger equations
[66], and came in this way to the isospectral problem. H. Flaschka and A. Newell in [7] and recently
I. Krichever in [67] developed the Boutroux-Garnier program and found that the WKB approximation
with respect to the ”Planck constant” κ converts the isomonodromy problem into a isospectral problem.
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The paper is organized as follows. It consists of three parts. The first one is devoted to the general
approach to the isomonodromy problem on Σg,n. In Sections 2 and 3 we describe the moduli space of flat
connections in two ways. First, in terms of connections (1.8) and the gauge group. Second, in terms of
local data, as the double coset space (1.9). The later description is used for definitions of the characteristic
classes and the Hecke transformations in the end of Section 3. In Section 4 the isomonodromy problem
is described and the Hamiltonian approach is given. In the second part we consider the case of elliptic
curve in detail. We extend the previously obtained classification of the elliptic integrable systems to
the monodromy preserving equations. We also briefly review the related KZB equation equations and
field theory generalizations. The classification is demonstrated with the example of Painleve´ VI equation
(Section 8). In Appendix we give the necessary short summary of Lie groups and elliptic functions.
We also describe the generalized sin-algebra basis in Lie algebras. It is convenient for classification
by characteristic classes. At last, we describe conformal versions of Lie groups in order to relate the
characteristic classes with degrees of bundles.
Acknowledgments. We are grateful to V. Poberezhny for useful discussions. The work was supported by
RFBR grants 12-02-00594 and 12-01-33071 mol a ved, by Russian President grant NSh-4724.2014.2 for support of
leading scientific schools. The work of A.L. was partially supported by AG Laboratory GU-HSE, RF government
grant, ag. 11 11.G34.31.0023. The work of A.Z. was partially supported by the D. Zimin’s fund ”Dynasty”.
Part I
General approach to the Isomonodromy problem
Let G be a complex simple Lie group and EG be a flat G-bundle over a curve Σg,n of genus g with n
marked points. A complex structure on Σg,n defines a polarization of connections acting on sections
Γ(EG). Locally, in complex coordinates (z, z¯) d+A = ((∂ +A)⊗ dz, (∂¯ + A¯)⊗ dz¯). Due to the flatness
the following system is consistent {
(∂ +A)ψ = 0
(∂¯ + A¯)ψ = 0
ψ ∈ Γ(EG) .
Assume that the monodromies of solutions ψ are independent of complex structure on Σg,n. The inde-
pendence conditions are differential equations that in some cases can be written down explicitly. Our
main objects are flat G-bundles over elliptic curves Στ = C/(Z+τZ). But before we will consider general
curves.
2 Flat bundles. General case
Let P be a principal G-bundle over Σg,n, V is a finite-dimensional module over G, and EG = P ×G V .
We will consider two cases:
1) smooth proper (compact) curves (n = 0);
2) smooth proper curves with punctures (marked points) (n 6= 0).
2.1 Moduli space of flat bundles over smooth curves
For smooth curves define the space Conn(Σg, G) = {d+A} of smooth connections on EG. The group of
automorphisms G of EG (the gauge group) acts on connections by the affine transformations
G : A→ f−1df + f−1Af . (2.1)
Let FConn(Σg, G) be the space of flat connections
FConn(Σg, G) = {d+A | dA+ 1
2
A ∧A = 0} . (2.2)
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The group G preserves the flatness. The moduli space of the flat connections is the quotient
FBun(Σg, G) = FConn(Σg, G)/G . (2.3)
On the other hand FBun(Σg, G) can be described as a result of the Hamiltonian reduction of the
symplectic space Conn(Σg, G) of all smooth connections by action of the gauge group G. The symplectic
form on Conn(Σg, G) is the form
ω =
1
2
∫
Σg
〈δA ∧ δA〉, (2.4)
where 〈·, ·〉 denotes the Killing form, δA is a Lie(G)-valued one-form on Σg. So, 〈δA, δA〉 is a two-form,
and the integral is well defined. The form is gauge-invariant. The symplectic reduction with respect to
this action leads to the momentum map
Conn(Σg, G)→ G∗ ∼ Ω2C∞(Σg, Lie∗(G))
A 7→ FA = dA+A ∧A .
Hence, the preimage of 0 under the momentum map is the space of flat connections FConn(Σg, G) (2.2).
The choice of the complex structure on Σg defines the polarization of Conn(Σg, G). Then the connection
is decomposed in (1, 0) and (0, 1) parts A = (A, A¯). We can write (1, 0) and (0, 1) components of the
connection in local coordinates (z, z¯)
Conn(Σg, G) = {d′ = (∂ +A)⊗ dz , d′′ = (∂¯ + A¯)⊗ dz¯} , (∂ = ∂z , ∂¯ = ∂z¯) . (2.5)
In this description ω (2.4) assumes the form
ω =
∫
Σg
〈δA ∧ δA¯〉 . (2.6)
Define the moduli space of holomorphic bundles. A section s ∈ Γ(EG) is holomorphic if it is annihilated
by the operator ∂¯ + A¯. The moduli space of holomorphic bundles is the quotient
BunΣg,G = {∂¯ + A¯}/G . (2.7)
Let b be a point in Bun(Σg, G) and Vb is the corresponding EG-bundle on Σg. Denote by adb the bundle
of endomorphisms of Vb as a bundle of Lie algebras. Let Flatb the space of flat holomorphic connections
on the holomorphic bundle Vb. In other words, in local coordinates
Flatb = {∂ +A |F (A, A¯) = 0} . (2.8)
The tangent space to BunΣg,G at the point b = EG is canonically isomorphic to the first cohomology
group H1(Σg, adb). The space Flatb of holomorphic connections on Vb is an affine space over the vector
space H0(Σg, adb ⊗Ω1) of holomorphic adb-valued one-forms, since a difference between any connections
is a adb-valued differential form. The vector spaces H
1(Σg, adb) and H
0(Σg, adb ⊗ Ω1) are dual.
Consider the map from FBun(Σg, G) onto the moduli space Bun(Σg, G). The fiber of the projection
FBun(Σg, G)→ Bun(Σg, G) over a point b is naturally isomorphic to Flatb
p : FBun(Σg, G)
F latb−→ Bun(Σg, G) . (2.9)
These fibers are Lagrangian with respect to ω (2.6). From the Riemann-Roch theorem we have
dim (Bun(Σg, G)) = dim (H
1(Σg, adb)) = dim(G)(g − 1) , (2.10)
dim (FBun(Σg, G)) = 2dim(G)(g − 1) .
Let K be a canonical class of Σg. The Higgs bundle is the pair (EG,Ω
0(Σg, End (EG) ⊗ K)). In local
coordinates it is represented by the pair (∂¯ + A¯,Φ), where Φ ∈ Ω0(Σg, End (EG)⊗K) is called the Higgs
field. The Higgs bundle is a symplectic manifold equipped with the symplectic form
ωhiggs =
∫
Σg
〈δΦ ∧ δA¯〉 (2.11)
(compare with (2.4)). The form is invariant under the action of the gauge group Φ → AdfΦ, A¯ →
f−1∂¯f + f−1A¯f . After the symplectic reduction we come to the cotangent bundle T ∗Bun(Σg, G) to the
moduli space Bun(Σg, G). It is the phase space of the Hitchin integrable systems [30].
7
2.2 Moduli space of flat bundles with quasi-parabolic structure
Now consider curves Σg,n with marked points x = (x1, . . . , xn). Let Pa (a = 1, . . . , n) be parabolic
subgroups Pa ⊂ G. Attach to the marked points G-flag varieties Flaga ∼ G/Pa. We say in this case that
the bundle EG has the quasi-parabolic structure (qp-structure) [68]. The group of automorphisms of this
bundle GP preserves flags at the marked points. It means that in the neighborhood Ua of xa
GP = {f ∈ G | f |Ua = Pa +O(z − xa)} . (2.12)
Replace the moduli space Bun(Σg, G) (2.7) by the moduli space Bun(Σg,n,x, G) of G-bundles EG with
the qp-structure
Bun(Σg,n,x, G) = {∂¯ + A¯}/GP . (2.13)
We have natural “forgetting” projection:
π : Bun(Σg,x, G)
ΠaF laga−→ Bun(Σg, G) . (2.14)
The bundle of endomorphisms with this data is the bundle Lie(GP ) = adb,F l(−x) of endomorphisms
which sections behaves near the marked points as
ϕ(z − xa) = ϕ0a + (z − xa)ϕ1a + . . . , ϕ0a ∈ Lie(Pa) .
The tangent space to BunΣg,x,G is isomorphic to H
1(Σg, adb,F l(−x)). The dual space to this space is
H0(Σ, ad∗b,F l(x)⊗ Ω1).
Consider the coadjoint G-orbits in the Lie coalgebra g∗ located at the marked points
Oa = {Sa = AdgS0a , g ∈ G , S0a ∈ g∗} , (a = 1, . . . , n) . (2.15)
The variables Sa are called the spin variables. The coadjoint orbit O is fibered over the flag variety Flag
and the fibers are the principal homogeneous spaces PT ∗Flag over the cotangent bundles T ∗Flag. It is
a symplectic variety with the Kirillov-Kostant symplectic forms:
ωKK = δ〈S0, δgg−1〉 = 〈S, g−1δg ∧ g−1δg〉 . (2.16)
Consider the space of smooth connection ConnΣg,nG with singularities at the marked points. In small
neighborhoods Ua of the marked points we can gauge away A¯ (A¯ = 0). Assume that A has holomorphic
first order poles at xa with the residues taking values in the orbits Oa. Then the space of connections is
defined as
Conn(Σg,nG) =
{
(A, A¯) | A¯ |Ua = 0 ,
A = Sa(za − xa)−1 +O(1) Sa ∈ Oa ,
}
(2.17)
The flatness condition (2.2) takes into account the poles
FConn(Σg,n, G) = {A ∈ Conn(Σg,n, G) |
n∑
a=1
FA = Saδ(2)xa } . (2.18)
Consequently, in order to get the symplectic variety we must replace the affine space Flatb of flat holo-
morphic connection by the affine space Flatb(log) of flat connections with logarithmic singularities. As
a result, we get the moduli space (see (2.3)) of pairs (holomorphic bundle, holomorphic connection with
logarithmic singularities with residues at marked points with orbits Oa):
FBunΣg,x,G = FConn(Σg,n, G)/GP = Conn(Σg,n, G)//GP . (2.19)
Now the symplectic form (2.6) is
ω =
∫
Σg
〈δA ∧ δA¯〉+
n∑
a=1
ωKKa . (2.20)
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Similarly to (2.14) we have the projection
π : FBun(Σg,x, G)
ΠaOa−→ FBun(Σg, G) . (2.21)
and the Lagrangian projection (compare with (2.9))
p : FBun(Σg,x, G) −→ Bun(Σg,x, G) . (2.22)
The fiber of this projection is an affine space over H0(Σ, ad∗b,F lag(x)⊗ Ω1). From (2.10) we obtain:
dim (Bun(Σg,x, G)) = dim(G)(g − 1) +
n∑
a=1
dim(Flaga) ,
dim (FBun(Σg,x, G)) = 2dim(G)(g − 1) +
n∑
a=1
dim(Oa) . (2.23)
Therefore, to come to non-trivial moduli space of bundles over elliptic curves we should have at least one
marked point.
3 Flat bundles and characteristic classes
3.1 Moduli space of holomorphic bundles via double coset construction
We also need another descriptions of the moduli space Bun(Σg,n,x, G) and FBun(Σg,n,x, G). They can
be defined in the following way. A G-bundle can be trivialized over small disjoint disks D = ∪na=1Da
around the marked points and over Σg,n \ x. In this way, EG is defined by the transition holomorphic
functions on D× = ∪na=1(D×a ), where D×a = Da \ xa. If G(X) are the holomorphic maps from X ⊂ Σg to
G, then the isomorphism classes of holomorphic bundles are defined as the double coset space
Bun(Σg, G) = Gout \G(D×)/Gint , Gout = G(Σg \ x) , Gint = G(D) .
Here G(D×) and G(D) are defined as the product of the loop groups. Let ta be a local coordinate in the
disks Da. We replace G(D) and G(D
×) by the formal series
G(D) =
n∏
a=1
G(Da)→
n∏
a=1
G⊗ C[[ta]] , (3.1)
G(D×)→
n∏
a=1
La(G) , La(G) = G⊗ C[t−1a , ta]] , (A.60) . (3.2)
The quotient is isomorphic to Bun(Σg, G) again
Bun(Σg, G) = Gout \
n∏
a=1
La(G)/Gint , Gout = G(Σg \ x) , Gint =
n∏
a=1
G⊗ C[[ta]] . (3.3)
The connection d′′ (2.5) can be reconstructed from the holomorphic transition functions ga ∈ La(G).
Then the double coset (3.3) is equivalent to the definition (2.7).
Let us fix G-flags at fibers over the marked points. Remember that the qp-structure of the G-bundle
means that G(D) preserves these G-flags. In other words, Gint,P =
∏n
a=1 L
+
a (G), where
L+a (G) = {g0 + g1t+ . . . , g0 ∈ P} (A.61) . (3.4)
The moduli space of holomorphic bundles with the qp-structures at the marked points is the double coset
Bun(Σg,n,x, G) = G(Σg \ x) \G(D×)/Gint,P . (3.5)
We prove below that this definition is equivalent to the previous one (2.13).
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3.2 Characteristic classes
Consider first for simplicity in (3.2) the one-point case x = x0. Let t be a local coordinate in the disk
Dx0 (t = 0 ∼ x0). In the representation (3.5) replace g(t) ∈ G(D×) by g(t)h(t), where h(t) ∈ Dx0 . Due
to (3.5), h(t) is defined up to the multiplication by f(t) ∈ G(C[[t]]) from the right. On the other hand,
since the original transition function g(t) is defined up to the multiplication from the right by an element
from G(C[[t]]), h(t) is an element from the double coset
L+(G) \ L(G)/L+(G) . (3.6)
For g(t) = wˆ = wtγ this double coset space is the affine Schubert cell Cwˆ (A.71) in the affine flag variety
Flagaff = L(Gad)/L+(Gad) (3.6). The dimension of Cwˆ is l(wˆ) (A.72).
Due to (A.66), (A.67), (A.68) the moduli space (3.5) is the union of sectors defined by the affine Weyl
groups. In particular, for Gad-bundles
Bun(Σg,n,x, G
ad) =
⋃
wˆ∈W˜P
Bunwˆ(Σg,n,x, G
ad) , (3.7)
Bunwˆ(Σg,n,x, G
ad) = Gad(Σg \ x) \Gad(D×)wˆ/Gad(D) . (3.8)
We can write this representation for the groups G¯ and Gl (3.18).
Proposition 3.1 The double-coset construction of the moduli space (3.7) is equivalent to its Dolbeault
construction (2.13).
Proof
Let g(t) ∈ G ⊗ [t−1, t]] be a transition function defining the bundle EG. Consider the decomposition
(A.68) of g(t) on a small disk D˜x0 ⊃ Dx0
g(t) = g−wˆg+(t) , g− ∈ N−(G) , (A.62) , g+(t) ∈ G(Dx0) = L+(G) , (3.1) . (3.9)
For CP 1 it coincides with the Birkhoff decompositions (A.66), (A.67), (A.68) [69]. It means that any
vector bundle EG over CP
1 is isomorphic to the direct sum of the line bundles ⊕li=1Lγi , where Lγi is
defined by the transition function tγi , γ = (γ1, . . . , γl)
3.
To describe the moduli space in a general case we modify the construction from [34], where it was
applied to the Cˆech description of Bun(Σg). Represent g(t) (3.9) as
g(t) = h−1outwˆhint . (3.10)
Any g(t) ∈ L(G) (A.60) can be represented in this form. As an example, consider the Bruhat represen-
tation (A.68) of g(t) = g−wˆg+(t). Since N−(G) is a unipotent group its logarithm ln(g−) is well defined.
Note that g− as well as ln(g−) are true holomorphic functions on the punctured disk D˜×x0 . By means of
the smooth function χ(t, t¯)
χ(t, t¯) =
{
0 , t /∈ D˜x0 ,
1 , t ∈ Dx0
(3.11)
define the (nonholomorphic) continuation of (3.9) from D˜×x0 to Σg
g(t) = g−wˆg+(t)→ g(t) = h−1outwˆhint , hint = g+ , hout = exp(χ(t, t¯) ln(g−)) . (3.12)
This representation has the following interpretation. Let (ehol) be a basis of the space of sections of a
trivial holomorphic G-bundle over Dx0 , and (e
C∞) is a basis of the space of sections of a trivial C∞
G-bundle over Dx0 . The transformation hint can be considered as a transformation from (e
hol) to (eC
∞
).
Therefore, hint is defined in (3.12) up to the multiplication from right by g+ and from left by fint. The
3In fact, the bundles with γ 6= 0 are unstable.
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similar role plays the transformations hout. We call this representation the nonholomorphic Birkhoff
decomposition. The multiplications from right by holomorphic transformations
hint → hintg+(t) , g+(t) ∈ G(Dx0) , hout → houtg− , g− ∈ G(Σg \ x0) (3.13)
corresponds to the actions of G(Dx0) and G(Σg \ x0) in the double coset representation (3.7).
Define trivial connections on Dx0 and Σg \ x0
A¯int = ∂¯hinth
−1
int , A¯out = ∂¯houth
−1
out . (3.14)
It follows from the holomorphicity of g(t) that
A¯int = wˆA¯outwˆ
−1 .
It means that by means of (hint, hout) we define connection d
′′ on sections of nontrivial G-bundle. The
multiplications from right by holomorphic transformations (3.13) do not change A¯int and A¯out. On the
other hand, the multiplications from left by smooth transformations
hint → finthint , fint ∈ G(Dx0) , hout → fouthout , fout ∈ G(Σg \ x0) (3.15)
such that
fout = wˆfintwˆ
−1 (3.16)
do not change the g(t) but acting as the gauge transform on connections
A¯int → ∂¯fintf−1int + fintA¯intf−1int , A¯out → ∂¯foutf−1out + foutA¯outf−1out .
Summarizing, we introduced the space of pairs (hout, hint) in the decomposition (3.12)
T (Σg, G) = {(hout, hint) ∈ G(Dx0)× G(Σg \ x0)} .
There are groups of holomorphic and smooth automorphisms acting on T (Σg, G)
Ghol ∼ G(Dx0)×G(Σg \ x0)
with the action (3.13), and
GC∞ = {(fint, fout) , fint ∈ G(Dx0) , fout ∈ G(Σg \ x0) , fout = wˆfintwˆ−1 .
with the action (3.15). Therefore starting with the space of pairs T (Σg, G) we obtain the moduli space
in Dolbeault (2.7) or in the Double Coset (3.8) descriptions:
G(Dx0)× G(Σg \ x0)
Ghol ւ ց GC∞
Dolbeault Double Coset
GC∞ ց ւ Ghol
Bunwˆ(ΣgG)
Let P be a parabolic subgroup and fint = P + O(t, t¯). Then we come to the Dolbeault description
of the moduli space of bundles with the qp-structures (2.13). This construction can be generalized to
multi-point case leading to Bun(Σg,x, G). 
Now pass to a coarse scale of the moduli space Bun(Σg,n, x0, G). Consider the monodromies of the
transition functions g(t) ∈ G(D×) around x0: g(t exp(2πı) = ζg(t). For the component enumerated by
wˆ = wtγ the monodromy is ζ = exp(2πıγ). If γ ∈ Q∨ the monodromy is trivial ζ = 1. For general γ ∈ P∨,
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ζ = exp(2πıγ) is an element of the center Z(G¯) (A.34). Then passing to the quotient P∨/Q∨ ∼ Z(G¯) in
(3.7) we come to the decomposition
Bun(Σg,n, x0, G) =
⋃
ζ∈Z(G¯)
Bunζ(Σg,n, x0, G) . (3.17)
If ζ = 1 then g(t) can serve as a transition function for the G¯-bundle EG¯. In this way non-trivial
monodromies are obstructions to lift G-bundles to G¯-bundles.
We can write the similar decomposition for other quotient groups G (A.22). In the cases An−1 (n = pl
is non-prime), and Dn the center Z(G¯) has non-trivial subgroups Zl ∼ µl = Z/lZ. Then there exists the
quotient groups
Gl = G¯/Zl , Gp = Gl/Zp , Gad = Gl/Z(Gl) , (3.18)
where Z(Gl) is the center of Gl and Z(Gl) ∼ µp = Z(G¯)/Zl. The group G¯ = Spin4n(C) has a non-trivial
center
Z(Spin4n) = (µL2 × µR2 ) , µ2 = Z/2Z ,
and the subgroups of Spin4n(C) are described by the diagram (A.23). Therefore, in general case the
following monodromies are obstructions to lift the bundles
ζ ∈ Z(G¯)− obstructions to lift EGad − bundle to EG¯ − bundle ,
ζ ∈ Zl − obstructions to lift EGl − bundle to EG¯ − bundle ,
ζ ∈ Z(Gl)− obstructions to lift EGad − bundle to EGl − bundle .
To define the cohomological interpretation of the obstructions we write three exact sequences
1→ Z(G¯))→ G¯(OΣ)→ Gad(OΣ)→ 1 ,
1→ Zl → G¯(OΣ)→ Gl(OΣ)→ 1 ,
1→ Z(Gl)→ Gl(OΣ)→ Gad(OΣ)→ 1 .
They lead to the long exact sequences of cohomologies with coefficients in analytic sheaves
→ H1(Σg, G¯(OΣ))→ H1(Σg, Gad(OΣ))→ H2(Σg,Z(G¯)) ∼ Z(G¯))→ 0 , (3.19)
→ H1(Σg, G¯(OΣ))→ H1(Σg, Gl(OΣ))→ H2(Σg,Zl) ∼ µl → 0 , (3.20)
→ H1(Σg, Gl(OΣ)→ H1(Σg, Gad(OΣ))→ H2(Σg,Z(Gl)) ∼ µp → 0 . (3.21)
The first cohomology group H1(Σg, G(OΣ)) defines the tangent space to Bun(Σg, G). The elements from
H2 are obstructions to lift bundles, namely
H2(Σg,Z(G¯))− defines obstructions to lift EGad − bundle to EG¯ − bundle ,
H2(Σg,Zl)− defines obstructions to lift EGl − bundle to EG¯ − bundle ,
H2(Σg,Z(Gl))− defines obstructions to lift EGad − bundle to EGl − bundle .
Definition 3.1 The images ζ(EG) (as elements of H
1(Σg, G(OΣ))) in H2(Σg,Z) are called the charac-
teristic classes of EG-bundles.
Now consider the multipunctured case. Attach to the marked points the transformations of the affine
Weyl group WP (A.14)
~ˆw = (w1t
γ1 , . . . , wnt
γn) , γa ∈ P∨ .
Using the decomposition (3.7), define the sector of the moduli space (3.5)
Bun~γ(Σg,n,x, G
ad) = Gad(Σg \ x)Gad(D×) ~ˆw/Gad(D)
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and the decomposition of the moduli space
Bun(Σg,n,x, G
ad) =
⋃
~γ∈⊕P∨
Bun~γ(Σg,n,x, G
ad) . (3.22)
In the many points case the sector Bunζ(Σg,n,x, G
ad) as in (3.17) is defined by the local transition
functions g(ta) with monodromies ζa around the points xa, such that ζ = Π
n
a=1ζa ∈ Z(G¯). It means
that in (3.22) we identify components Bun~γ and Bun~γ′ , if
∑n
a=1(γa − γ′a) ∈ Q∨. Then we come to the
decomposition of the moduli space (3.17) into topological sectors:
Bun(Σg,n,x, G
ad) =
⋃
ζ∈Z(G¯)
Bunζ(Σg,n,x, G
ad) . (3.23)
3.3 Flat bundles
Consider first the double coset construction for the moduli space of Higgs bundles T ∗Bun(Σg,n,x, Gad).
The Higgs bundles are defined as the set of pairs (Φa, ga), (a = 1, . . . , n), where ga ∈ La(G) and Φa ∈
Lie∗(La(G))⊗ dta are the Higgs fields. It is a symplectic manifold with the symplectic form
ω =
∑
a
∮
Γa
〈δ(Φag−1a ) ∧ δga〉 , (3.24)
where the contour Γa ⊂ D×a . The action of Gin = G(D) and Gout = G(Σg \ x) on these pairs is lifted to
T ∗Bun(Σg,n,x, Gad) as
Ga,int : Φa → f−1a,intΦafa,int , g → gfa,int , (3.25)
Gout : Φa → Φa , , g → foutg . (3.26)
By the symplectic reduction we define the moduli space
Gout \ \
n⋃
a=1
(Φa, ga)//Ga,int
It can be proved that this double symplectic quotient is isomorphic to T ∗Bun(Σg,n,x, G). Since the
moduli space of the Higgs bundles Bun(Σg,n,x, G) is the unions of sectors (3.23), the cotangent bundle
is also the union
T ∗Bun(Σg,n,x, G) =
⋃
~γ∈⊕P∨
T ∗Bun~γ(Σg,n,x, Gad) =
⋃
ζ∈Z(G)
T ∗Bunζ(Σg,n,x, G) .
Our main interest is the moduli space of flat bundles. We will prove that is the unions
FBun(Σg,n,x, G) =
⋃
~γ∈⊕P∨
FBun~γ(Σg,n,x, G
ad) =
⋃
ζ∈Z(G)
FBunζ(Σg,n,x, G) . (3.27)
As above, we replace the space of connections Conn(Σg, G) (2.5), by the set of pairs R on G(D×)
R = {((∂ta +Xa)⊗ dta, ga)) , a = 1, . . . , n} . (3.28)
where ga ∈ G(D×a ) (3.1) and can have a non-trivial monodromy, Xa ∈ g(D×a ) = g ⊗ C[t−1a , ta]] (A.58).
The component (∂ta + Xa) ⊗ dta belongs to the principal homogeneous space PH/T ∗G(D×a ) over the
cotangent bundle T ∗G(D×a ).
The form ω (2.6) in this parametrization can be rewritten as (compare with (3.24))
ω =
∑
a
∮
Γa
〈δ(Xag−1a ) ∧ δga〉+
1
2
∮
Γa
〈g−1a δga ∧ ∂t(g−1δga)〉 . (3.29)
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Remark 3.1 In fact, the pairs ((∂ta + Xa) ⊗ dta, ga)) should be replaced by the pairs ((κa∂ta + Xa) ⊗
dta, (ga, λa))), where λa is a central extension of the loop group G(D
×
a ) and κa ∈ C are the dual co-central
extensions [70]. In this case ω acquires additional terms
∑
a δκa ∧ δ lnλa. It can be proved that these
scalar fields are non-dynamical and do not contribute to the monodromy preserving equations. For this
reason will not consider the central extensions λa. Nevertheless, we leave the parameter κ because in the
limit κ→ 0 in Section 4.5 we come to integrable systems.
The symplectic form (3.29) is invariant under the gauge transformations from Ga,int = L+a (G) (3.4) and
Gout = G(Σg \ x)
Ga,int : Xa → Ad∗fa,int(Xa) = f−1a,int∂tafa,int + f−1a,intXafa,int , ga → gafa,int , (3.30)
Gout : ,Xa → Xa , , ga → foutg . (3.31)
They are generated by the Hamiltonians
Fa,int =
∮
Γa
〈ǫa,int,Xa〉 , Fout =
∑
a
∮
Γa
〈ǫout, (gXag−1 − ∂tagg−1)〉 . (3.32)
Here ǫout ∈ Lie(G(Σg \ x) and
ǫa,int ∈ Lie(L+a (G)) , ǫa,int = xa,0 + taxa,1 + . . . , xa,0 ∈ pa = Lie(Pa) . (3.33)
3.3.1 Gint action
Let us repeat the finite-dimensional construction of the coadjoint orbits (A.47)-(A.55). The moment map
corresponding to the Ga,int-action is equal to µint =
∑
a µa, µa = Pr|Lie∗(L+a G)(Xa), where the dual space
is defined as
Lie∗(L+a G) = {ya,0t−1a + ya,1t−2a + . . . , ya,0 ∈ p∗a} .
From (A.36) and (A.63) we find that p∗a = g′a ⊕ h˜∗a ⊕ n−a . Take the moment value as
µa = Pr|Lie∗(L+a G)(Xa) = νat
−1
a , νa ∈ s∗a − Levi subalgebra (A.36) .
In other words, the field A has simple poles and
Xa(ta) = (νa + ξa,−1)t−1a + ξa,0 +O(ta) = νat
−1
a + ξ(ta) , ξa,−1 ∈ n+ . (3.34)
It means that ξ(ta) is an arbitrary element of the space b(ta) = n
+t−1a + g ⊗ C[ta]]. Note, that Ga,int
preserves the term νat
−1
a and for νa 6= 0 acts freely on b(ta):
Ad∗
L+a (G)
(Xa(ta)) = νat
−1
a + ξ
′(ta) , ξ′(ta) = ξ′a,−1t
−1
a + ξ
′
a,0 +O(ta) .
From (3.30) and (3.34) we find that the symplectic quotient is defined as the set of pairs
(ga(ta), νat
−1
a + ξ(ta)) , (a = 1, . . . , n)
with the equivalence relation
(ga(ta), (νat
−1
a + ξ(ta))) ∼ (ga(ta)f(ta), Ad∗f(ta)(νat−1a + ξ(ta))) , f(ta) ∈ G(Da) . (3.35)
Let us fix the gauge of the G(Da)-action in (3.35) by putting ξ(ta) = 0. The Levi subgroup La ⊂ Ga,int
(A.38) preserves the gauge
La = {f(ta) ∈ G(D×a ) | (Ad∗)−1f(ta)νa = νa} .
It follows from (3.35) that ga(ta) is defined up to multiplication from right by La. Therefore, the reduced
space in this case is the coadjoint orbit
Oaffa = G(D×a )/La = {g(ta) ∈ G(D×a ) |Xa(ta) = (Ad∗)−1g(ta)νat−1a
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= −∂tag(ta)g(ta)−1 + g(ta)νat−1a g−1(ta)} .
This space is the principal homogeneous space over the cotangent bundles to the affine flags varieties
PH/T ∗Flagaffa , (Flagaffa ∼ G(D×a )/G(Da)). The form (3.29) on Opa becomes
ωOaffa =
∮
Γa
〈δ(νat−1a g−1a ) ∧ δga〉+
1
2
∮
Γa
〈(g−1a δga) ∧ ∂ta(g−1δga)〉 . (3.36)
In this way upon the symplectic reduction by Gint =
∏
a Ga,int we come from R (3.28) to the space
n⋃
a=1
Oaffa = R//
∏
a
Ga,int . (3.37)
3.3.2 Gout action
The Gout action on the symplectic space (3.36), (3.37) defines the moment
µout = PrLie∗(G(Σg\x0))X(t) = 0 , X(t) = g
ν
t
g−1 − ∂tgg−1 . (3.38)
Let G(t, z) be the Cauchy kernel on the punctured curve Σg \x0. It is a function in the first variable and
one-form in the second variable. It is regular outside the diagonal, at which it has a first order pole. It
exists because the punctured curve is affine.
Proposition 3.2 Let Γ0 be a small contour around x0. The form
A˜(z) = Rest=0(X(t)G(t, z)) , (3.39)
where X(t) satisfies (3.38), is holomorphic on the Σg \Γ0. Its asymptotic at z → Γ0 coincides with X(t).
Proof
Let us calculate the k-th coefficient of the Laurent expansion A˜. It is equal to
1
2πi
∮
Γ0
s−k−1A˜(s) =
1
2πi
∮
Γ0
s−k−1(Rest=0(X(t)G(t, s))) = Rest=0
(
X(t)
1
2πi
∮
s−k−1G(t, s)
)
.
Here the interchanging of the integrations and taking residue is correct. We take the residue at zero with
respect to t, hence we calculate the integral under assumption |t| < |s|. The integrand has singularities at
s = t and s = 0. The contribution from the first singularity equals t−k−1 and the contribution from the
second is equal to 1k!(∂s)
kG(t, s)s=0. The residue of product of µout with the first summand give the k-th
coefficient of µout, the residue of the product with second vanishes, since
1
k!∂
kG(p, s)/∂sk|s=0 is regular
outside puncture. 
Define on Σg \ x0 the holomorphic connection
Aout = hout(∂ + A˜)h
−1
out = houtA˜h
−1
out − ∂zhouth−1out ,
where hout is defined from the decomposition (3.12). On D
×
x0
Aout = houtX(t)h
−1
out − ∂thouth−1out , (3.40)
where X(t) is from (3.38). It follows from (3.14) and Proposition 3.2 that on Σg \x0 the curvature vanish
F (Aout, A¯out) = [∂ +Aout, ∂¯ + A¯out] = hout[∂ + A˜, ∂¯]h
−1
out = 0 . (3.41)
Define Aint as (see (3.14) and (3.38))
Aint = hintνt
−1h−1int − ∂thinth−1int .
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It follows from (3.40) that
Aout = wˆAintwˆ
−1 .
The curvature on Dx0 takes the form
F (Aint, A¯int) = (hintνh
−1
int)∂¯t
−1 .
Since hint(t, t¯) = h0 +O(t, t¯) we obtain
F (Aint, A¯int) = Sδ(t) , S = h0νh
−1
0 .
Thus, starting with Conn(Σg, G) = R (3.28) we come to the flat bundles with the Fuchsian singularity.
3.4 Hecke transformations
The Hecke transformation is a singular gauge transformation that intertwines sections of bundles corre-
sponding to different components defined by the Weyl elements in (3.22), or elements of the center in
(3.23).
To avoid complications we consider a curve with one marked point Σg \ x0. Consider a holomorphic
bundle EG defined by transition function g(t) in the double coset construction (3.22) or (3.23). Replace
the transition function g(t) by g(t)h(t), where h(t) ∈ L(G) can have a non-trivial monodromy around
t = 0. Due to (3.5), h(t) is defined up to the multiplication from the right by f(t) ∈ L+(G). As it was
explained in Section 3.2 this transformation can change the characteristic class of EG. It follows from
(A.68) that we can take as a representative of this double coset an element h(t) = wˆ ∈Wt(G).
g(t)→ g(t)wˆ , wˆ = wtγ , tγ = e(ln (tγ))) , γ ∈ t(G) , (3.42)
where t(G) is the coweight lattice (A.31). The monodromy of tγ is exp −(2πıγ). Since 〈α, γ〉 ∈ Z for any
x ∈ g we have Adexp −(2πıγ)x = x. Then exp −(2πıγ) is an element of Z(G¯) (A.34). If the transition
matrix g(t) defining EG has a trivial monodromy, the new transition matrix (3.42) acquires a non-trivial
monodromy. In this way we come to a new bundle E˜G with a non-trivial characteristic class ζ(E˜G). The
bundle E˜G is called the modified bundle. Another name of the modification is the Hecke transformation.
It is defined by the new transition matrix (3.42). If γ ∈ Q∨, then ζ = 1 and the modified bundle E˜G has
the same characteristic class as EG. It follows from (A.68) and (3.6) that the space of Hecke modifications
of type γ coincides with the Schubert cell Cwˆ (A.71). Its dimension is equal to l(wˆ) (A.72).
For the transformation of sections we use the notation
Ξ(ζ) : Γ(EG) = Γ(E(ζ = 1))→ Γ(E˜G) = Γ(E(ζ)) . (3.43)
If d+A is a connection on EG and d+ A˜ on E˜G then
(d+ A˜) Ξ(ζ) = Ξ(ζ) (d+A) . (3.44)
We formulate some restriction on the choice γ ∈ P∨ for the bundles with the qp-structure at x0.
Assume that the modification preserves the qp-structure at the marked point x0. In this case wˆ should
normalizes G(D) = L+(G) in the decomposition (3.7):
wˆ−1L+(G)wˆ = L+(G) . (3.45)
Remind that γ defines the parabolic subalgebra pγ ⊂ g (A.43) and, in this way, the qp-structure.
Proposition 3.3 Let γ ∈ Υˆ∨ is an admissible fundamental coweight (A.45), and pγ = s + n+ is the
admissible parabolic subalgebra with respect to γ (A.44) in the decomposition Lie(L+(G)) = p+ tg+ o(t).
If
Adwn
+ = n− , (3.46)
then wˆ normalizes L+(G).
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Proof
Let x(t) ∈ Lie(L+(G)), x(t) = a+ b+ t(a1+ b1+ c1)+ o(t), where a, a1 ∈ s, b, b1 ∈ n+ and c1 ∈ n−. Then
due to (A.44)
Adwˆ = Adw
(
(a+ c1) + ta1 + t
2b1 + . . .
)
.
If Ad∗wn+ = n− then Adw(a+ c1) ∈ p = s+ n+ and = Adwb1 ∈ n−, then qp-structure is restored.
For generic maximal parabolic subgroups such transformations do not exist. For the classical groups
it exists for SL(2n,C) and the Levi subgroup S(GL(n,C)×GL(n,C)), in the B, C cases and in the D
case for γ = ̟∨1 (see Table 4 in Appendix A). However, if P is not maximal (P ⊂ Pγ) then the Hecke
transformation can preserve the qp-structure in more cases. For example if P = B is a Borel subgroup
taking in (3.42) w : α→ −α we come to (3.45).
The Hecke transformations of the holomorphic bundles can be lifted to the Hecke transformations of
the flat bundles. In this case instead of flag varieties attached to the marked points we have the coadjoint
orbits defined by the Levi subalgebras s(Π′) (A.36). For this reason, instead of (3.46) we need
Adwˆs = s˜ ,
Here wˆ = wtγ and γ ∈ Υˆ∨. Then s˜ = Adws. Though this transformation changes the Levi subgroup
L→ L˜, it preserves the orbit O = G/L. Therefore, for flat bundles we only need γ ∈ Υˆ∨.
4 Hamiltonian approach to the isomonodromy problems
4.1 Deformation of complex structures of curves
The complex structure on Σg is defined by the ∂¯ operator. Consider its deformations defined by the
change of variables
w = z − ǫ(z, z¯) , w¯ = z¯ − ǫ(z, z¯) , (4.1)
where ǫ(z, z¯) is small. Up to a common multiplier the partial derivatives assumes the form{
∂w = ∂z + µ¯∂z¯ ,
∂w¯ = ∂z¯ + µ∂z ,
where
µ =
∂¯ǫ
1− ∂ǫ ∼ ∂¯ǫ (4.2)
is the Beltrami differential µ ∈ Ω(−1,1)(Σg). We pass from the local coordinates (w, w¯) (4.1) to the chiral
coordinates (w, w˜)
w = z − ǫ(z, z¯) , w˜ = z¯ , (4.3)
because the µ¯ dependence is nonessential in our construction. The pair (w, w˜) is just a pair of local
coordinates on Σg. In these coordinates the partial derivatives assume the form{
∂w = ∂z ,
∂w˜ = ∂z¯ + µ∂z .
(4.4)
What is important is that ∂w˜ annihilates holomorphic functions ∂w˜f(w) = 0. A smooth function w(z, z¯) ∈
C∞(Σg) defines a global diffeomorphism of Σg. We say that the Beltrami differential µ(z, z¯) is equivalent
to µ′(z, z¯), if µ′(z, z¯) = µ(w(z, z¯), w¯(z, z¯)). The equivalence relations in Ω(−1,1)(Σg) under the action of
DiffC∞(Σg), is the moduli space M(Σg,n) of complex structures on Σg. The tangent space to the moduli
space is the Teichmu¨ller space Tg ∼ H1(Σg,Γ), where Γ ∈ TΣg. From the Riemann-Roch theorem one
has
dim(Tg) = 3(g − 1) . (4.5)
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Let (µ01, . . . , µ
0
l ) be a basis in the vector space H
1(Σg,Γ). Then
µ =
3g−3∑
l=1
τlµ
0
l , (4.6)
where the local coordinates τl will play the role of times in the isomonodromic deformation problem.
Moving marked points
Consider the moduli space M(Σg,n) of complex structures of curves with marked points Σg,n. This space
is foliated over the moduli space of complex structures of compact curves M(Σg) with fibers U ⊂ Cn
corresponding to the moving marked points. The moduli space M(Σg,n) is the classes of equivalence
relation in the space of differentials Ω(−1,1)(Σg,n) under the action of the group of diffeomorphisms
DiffC∞(Σg,n) vanishing at the marked points.
Consider local coordinates on a fiber. Let (z, z¯) be the local coordinates in the neighborhood of the
marked points x0a (a = 1, . . . , n) and Ua are neighborhoods of x0a such that Ub ∩ Ua = ∅. Define the C∞
function
χa(z, z¯)) =
{
1, z ∈ U ′a ⊂ Ua
0, z 6∈ Ua. (4.7)
The moving points (x0a → xa) correspond to the following local deformation of local coordinates (4.1)
w = z −
n∑
a=1
ǫa(z, z¯) , ǫa(z, z¯) = −taχa(z, z¯) +
∑
j>0
t(j)a (z − x0a)jχa(z, z¯) , ta = xa − x0a . (4.8)
The action of DiffC∞(Σg,n) allows one to put t
(j)
a = 0 for j > 0. Thus, in general we have only n times
ta. The part of the Beltrami differential related to the marked points assumes the form
µ =
n∑
a=1
taµ
(0)
a , µ
(0)
a = ∂¯χa(z, z¯) . (4.9)
Thus the local coordinates on T(Σg,n) are
T(Σg,n) = {(τ1, . . . , τ3(g−1), t1, . . . , tn)} , (4.10)
and
dim(T(Σg,n)) = 3(g − 1) + n . (4.11)
4.2 Equations of motion and the isomonodromy problem
Fix a complex structure on Σg,n and replace the connections (2.5) by the pair
((κ∂z +A)⊗ dz, (∂¯ + A¯′)⊗ dz¯) .
Here we following P. Deligne introduce the notion of κ-connections, where κ is a small parameter (in a
certain sense it resembles the Planck constant). The moduli spaces of κ-connections was investigated in
[71]. The κ-connections allow one to pass in the quasi-classical limit to the Higgs field Φ = limκ→0(κ∂z+
A)⊗dz ∈ Ω0(Σg, LieG⊗K), where K is a canonical class on Σg. In this limit the monodromy preserving
equations becomes equations of motion for integrable systems of Hitchin type. The corresponding linear
problem for the latter systems is a Isospectral Problem instead of the Isomonodromy Problem in the
former case. We consider this procedure below in detail.
Consider the polarization (4.3) in the deformed coordinates.
(κ∂w +A)⊗ dw , (∂w˜ + A¯)⊗ dw˜ .
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The component of connection A¯′ in the deformed coordinates is defined as
A¯′ = A¯− 1
κ
µA , (∂¯ + µ∂ + A¯)⊗ dw˜ = (∂w¯ + A¯)⊗ dw˜ . (4.12)
The form ω (2.6) is rewritten as
ω =
∫
Σg
(δA ∧ δA¯)− 1
κ
∫
Σg
(A, δA)δµ .
The form ω can be considered as the differential of the Poincare´-Cartan one-form (ω =ωPC = δϑPC)
[72] on the extended space (A, A¯, µ. In the canonical coordinates on the phase space (pj, qj) and for
Hamiltonians Hl(~p, ~q; t1, . . . , tn) it takes the form
ϑPC =
∑
j
pjδqj −
∑
l
Hl(~p, ~q; t1, . . . , tn)δtl .
The connections (A, A¯) play the role of the canonical coordinates on Conn(Σg,G), while the second term
can be considered as differentials of quadratic Hamiltonians pairing with the corresponding times. More
concretely, taking into account (4.6), we rewrite ω as
ωPC = ω0 − 1
κ
3g−3∑
l=1
δHlδτl , Hl =
1
2
∫
Σg
(A,A)µ0l , ω0 =
∫
Σg
(δA ∧ δA¯) . (4.13)
The Poincare´-Cartan form gives rise to the action functional
S =
3g−3∑
l=1
∫ ∞
0
(∫
Σg
(A, ∂lA¯)− 1
2κ
(A,A)µ0l
)
dτl , (∂l = ∂τl) .
The equations of motion following from the action (or from the Hamiltonians) are
∂lA¯ =
1
κ
Aµ0l , ∂lA = 0 . (4.14)
These equation are the compatibility conditions for the following linear system:

1. (κ∂w +A)ψ = 0 ,
2.
(
∂w˜ + A¯
)
ψ = 0 ,
3. κ∂τlψ = 0 ,
(4.15)
where ∂w¯ = ∂¯ + µ∂ and ψ ∈ Ω(0)(Σg,AutEG). The equations of motion (4.14) for A and A¯ are the
consistency conditions of (1.&3.) and (2.&3.) in (4.15). The monodromy of ψ is the transformation
ψ → ψY, Y ∈ Rep(π1(Σg)→ G).
The equation 3.(4.15) means that the monodromy is independent on the times. The consistency condition
of 1. and 2. is the flatness constraint (2.2). The form ωPC is defined on the bundle P(G) over the
Teichmu¨ller space Tg. Its fibers is the space of smooth connections ConnΣg,G
P(G)
↓ Conn(Σg, G)
Tg
(4.16)
The linear equations (4.14) describe a free motion on Conn(Σg, G). They become non-trivial on
FBun(Σg, G).
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4.3 Contribution of marked points
Assume that the (1, 0) component (as in (2.17)) of the connection has simple poles at the marked points
ResAz=xa = S
a , ~S = (S1, . . . ,Sn)
The bundle P(G) is defined now over the Teichmu¨ller space Tg,n. The set of its fibers is the space of
smooth connections ConnΣg,n,G with singularities at the marked points. Therefore, the local coordinates
on P(G) are
(A, A¯, ~S, t) , t = (τ1, . . . , τ3g−3; t1, . . . , tn) .
The bundle P(G) plays the role of the extended phase space while the space Conn(Σg,n, G) is the standard
phase space and t is the set of times. The form (4.13) acquires additional terms:
ωPC = ωConn − 1
κ
(3g−3∑
l=1
δHlδτl +
n∑
a=1
δHaδta
)
, ωConn = ω0 +
n∑
a=1
ωKKa , (4.17)
Ha =
1
2
∫
Ua
(A,A)∂¯χa(z, z¯) .
The form ωPC degenerates on (3g − 3 + n) vector fields Ds: ω(Ds, ·) = 0, where
Dl = ∂τl +
1
κ
{Hl, ·}ω0 , (l = 1, . . . , 3g − 3) , Da = ∂ta +
1
κ
{Ha, ·}ωa , ( a = 1, . . . , n) .
The Poisson brackets corresponding to ω0 are the Darboux brackets, and those corresponding to ω
KK
a
are the Lie brackets. They are non-degenerate on the fibers. The vector fields Ds define the equations of
motion for any function f on P(G)
df
drs
= ∂rsf +
1
κ
{Hs, f} , rs = τs , or rs = ts .
Equations (4.14) are particular examples. The compatibility conditions are the so-called the Whitham
equations [73]:
κ∂sHr − κ∂rHs + {Hr,Hs} = 0. (4.18)
In the rational case the τ -functions were investigated in [8]. For the Painleve´ I-VI they were considered
in [74].
The Hamiltonians are the Poisson commuting quadratic Hitchin Hamiltonians. It means that there
exists the generating function (the tau-function)
Hs =
∂
∂ts
log τ, τ = exp
1
2
l∑
s=1
∫
Σg,n
< A2 > µs. (4.19)
4.4 Symplectic reduction
Up to now the equations of motion, the linear problem, and the tau-function are trivial. The meaningful
equations arise after imposing the corresponding constraints (2.18) and the gauge fixing. The form ωPC
(4.17) is invariant under the action of the gauge group GP (2.12)
A→ f−1κ∂f + f−1Af, A¯→ f−1∂¯f + f−1A¯f . (4.20)
Let us fix A¯ in such a way that L¯ parameterizes generic orbits of the GB-action
A¯ = f(∂¯ + µ∂)f−1 + fL¯f−1 . (4.21)
Then the dual to L¯ field L is obtained from A by the same element f , defined up to the left multiplication
on elements preserving L¯
L = f−1κ∂f + f−1Af . (4.22)
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Thus, in local coordinates the moment equation takes the form (see (2.18))
(∂¯ + ∂µ)L− κ∂L¯+ [L¯, L] = 2πi
n∑
a=1
Saδ(xa) . (4.23)
The gauge fixing (4.21) and the moment constraint define the reduced space FBun(Σg,n, G) = {L, L¯,S}.
It becomes finite-dimensional (2.23) as well as the bundle P(G)
dimP(G) = dim (FBun(Σg,n,x, G)) + dim(Tg,n) = 2dim(G)(g − 1) +
n∑
a=1
dim(Oa) + 3g − 3 + n .
Due to the invariance of ω (4.17) it preserves its form on FBun(Σg,n,x, G)
ω = ωFBun − 1
κ
3g−3+n∑
s=1
δHsδτs , Hs(L) =
1
2
∫
Σg,n
〈L2〉µ0s (4.24)
ωFBun = ω0 +
n∑
a=1
ωKKa , ω0 =
∫
Σg,n
〈dL, dL¯〉 . (4.25)
Due to (4.23), the system is no longer free because L depends on the moduli space of flat bundles and S.
Moreover, since Hs depends explicitly on the times, the system is non-autonomous.
Let Ms = ∂sff
−1. It follows from (4.21) and (4.22) that the equations of motion (4.14) on the space
FBun(Σg,n,x, G) take the form:{
1. κ∂sL− κ∂Ms + [Ms, L] = 0, s = 1, . . . , l ,
2. (∂¯ + ∂µ)Ms = −Lµ0s .
(4.26)
The equations 1. from (4.26) are the Lax equations. The essential difference with the integrable systems
is the additional term κ∂Ms. On FBun(Σg,n, G) the linear system (4.15) assumes the form:

1. (κ∂ + L)ψ = 0 ,
2. (∂w˜ + L¯)ψ = 0 ,
3. (κ∂s +Ms)ψ = 0, (s = 1, . . . , l2) .
(4.27)
The equations 1. and 2. from (4.26) are consistency conditions for the linear problems (1.&3.) and
(2.&3.), while (1.&2.) is the flatness condition (4.23). The equations 3.(4.27) provides the isomonodromy
property of the system 1.&2. from (4.27) with respect to variations of the times ts. We refer to the
nonlinear equations (4.26) as the Hierarchy of the Isomonodromic Deformations.
The Hecke transformations act on the sections ψ (3.43) ψ˜ = Ξ(ζ)ψ. Then we come from the system
(4.27) to the modified system 

1. (κ∂ + L˜)ψ˜ = 0 ,
2. (∂w˜ +
˜¯L)ψ˜ = 0 ,
3. (κ∂s + M˜s)ψ˜ = 0, (s = 1, . . . , l2) .
The transformation
Ξ(ζ) : (L,Ms)→ (L˜, M˜s) (4.28)
is a generator of discrete-time transformations. In this sense it is the Ba¨cklund transformations for the
monodromy preserving equations.
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4.5 Isomonodromic deformations and integrable systems
As it was remarked above, the isomonodromy preserving equations can be considered as a deformation
(Whitham quantization) of integrable equations. The deformation parameter is κ. For the Schlesinger
systems this approach was developed in [75].
Introduce the independent times t0s = (τ
0
l , x
0
a) as τl = τ
0
l + κtl, ta = κt˜a for κ → 0. It means that
ts = (tl, t˜a) play the role of a local coordinates in the neighborhood of the point (t
0
l , x
0
a) ∈ Tg,n. In this
limit the equations of motion 1.(4.26) are the standard Lax equation
∂sL
(0) + [M (0)s , L
(0)] = 0, s = 1, . . . , l , (4.29)
where L(0) = L(t0s), (M
(0)
s = Ms(t
0
s)). The linear problem for this system is obtained from the linear
problem for the isomonodromy problem (4.27) by the analogue of the quasiclassical limit in quantum
mechanics. Represent the Baker-Akhiezer function in the WKB form
ψ = Φexp
(S(0)
κ
+ S(1)) (4.30)
and substitute (4.30) into the linear system (4.27). If ∂z¯S(0) = 0 and ∂τ0
l
S(0) = ∂x0aS(0) = 0, then the
terms of order κ−1 vanish. In the quasiclassical limit we put ∂S(0) = λ. In the zero order approximation
we come to the linear system: 

i. (λ+ L(0)(z, τ0))Y = 0 ,
ii. ∂z¯Y = 0 ,
iii. (∂ts +M
(0)
s (z, τ0))Y = 0 .
(4.31)
The Baker-Akhiezer function Y takes the form:
Y = Φe
∑
s ts
∂
∂t0s
S(0)
.
The consistency condition of i and ii is the Lax equation (4.29).
Part II
Isomonodromy problems on elliptic curves
5 Moduli space of flat bundles over elliptic curves
The moduli space of flat G-bundles plays the role of the phase space in the isomonodromy problems. For
trivial bundles this space was described in [77, 78, 79] and for non-trivial bundles in [80, 81].
5.1 Holomorphic bundles over elliptic curves
Hereinafter we consider the moduli spaces of holomorphic Bun(Στ ,x, G) and flat FBun(Στ ,x, G) bundles
over an the elliptic curve, described as the quotient Στ ∼ C/(τC ⊕ C), (Im τ > 0). There are two
generators ρ1 and ρτ of the fundamental group π1(Στ ) corresponding to the shifts z → z + 1 and
z → z + τ satisfying the relation
ρ1ρτρ
−1
1 ρ
−1
τ = 1 . (5.1)
The sections of a G-bundle EG(V ) over Στ satisfy the quasi-periodicity conditions
ψ(z + 1) = Qψ(z) , ψ(z + τ) = Λψ(z) , (5.2)
where the transition operators (Q,Λ) should respect (5.1)
Q(z)Λ−1(z)Q−1(z + τ)Λ(z + 1) = 1 . (5.3)
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By definition, these transition operators define a topologically trivial bundle. Let ζ be an element of
Z(G). To come to a non-trivial bundle replace (5.3) by equation
Q(z)Λ−1(z)Q−1(z + τ)Λ(z + 1) = ζ . (5.4)
It follows from (A.33) that the r.h.s. can be represented as ζ = e(γ), (e (x) = exp (2πix)), where γ ∈ P∨
(A.10). Then (5.4) takes the form:
Q(z)Λ−1(z)Q−1(z + τ)Λ(z + 1) = e(γ) . (5.5)
A bundle E˜ is equivalent to E if its sections s˜ψ are related to ψ as ψ˜(z) = f(z)ψ(z), where f(z) is
invertible operator acting in V . It follows from (5.5) that transformed transition operators have the
form:
Qf = f(z + 1)Qf−1(z) , Λf = f(z + τ)Λf−1(z) . (5.6)
These transformations form the group of automorphisms G (the gauge group) of the bundle EG over Στ .
It follows from [76] that the transition operators can be chosen as constants. Therefore, we come to
[Q,Λ−1] = e(γ) , ([Q,Λ−1] = QΛ−1Q−1Λ) . (5.7)
Thereby, (Q,Λ) form the projective representation of π1(Στ ). The moduli space of stable holomorphic
bundles over Στ can be defined as
Bunζ(Στ , G) = {[Q,Λ−1] = ζ}/G , ζ ∈ Z(G) . (5.8)
It was proved in [77, 78, 79] that Bunζ(Στ , G) for ζ = 1 is isomorphic to a weighted projective space.
Let G = G¯ be a simply-connected group. Let us fix a Cartan subgroup HG¯ ⊂ G¯. Assume that Q is
semisimple, and therefore it is conjugated to a generic element from HG¯. By neglecting non-semisimple
transition operators we define a big cell Bun0(Στ , G) in the moduli space. Thus, we replace (5.8) by
Bun0ζ(Στ , G) =
{
[Q,Λ−1] = ζ} /G , Q ∈ HG¯ . (5.9)
Proposition 5.1 Solutions of (5.9) have the following description.4
• The element Λ has the form Λ = Λ0e(u), where Λ0 is defined uniquely by the coweight γ (Λ0 = Λ0γ).
It is a special element from the Weyl group W preserving the extended coroot system Π∨ext = Π∨ ∪ α∨0 ,
and in this way is a symmetry of the extended Dynkin diagram.
•• Let h˜0 ⊆ h be a Cartan subalgebra, preserving by Λ0 (λ(h˜0) = h˜0, λ = AdΛ0). Then u ∈ h˜0
• • • The element Q has the form Q = Q0, where
Q0 = exp 2πi̺U , ̺ = ρ
∨
h
∈ H , (5.10)
where h is the Coxeter number, ρ∨ = 12
∑
α∨∈(R∨)+ α
∨ and U commutes with Λ0. 5
Remark 5.1 For Spin(4n) the center Z(Spin(4n)) ∼ µ2×µ2 has two generators ζ1 and ζ2 corresponding
to the fundamental weights ̟a, ̟b of the left and the right spinor representations. Arguing as above we
will find two solutions Λa and Λb of (5.9), while Q is the same in the both cases.
Remark 5.2 If ξ ∈ Q∨ then ζ = Id. Then the transformation Λ0 is trivial Λ0 = Id and h˜0 = h. In this
case the bundle has a trivial characteristic class, but has holomorphic moduli defined by the vector u ∈ h.
4See [44] for the proof.
5The first statement can be found in [82] (Proposition 5 in VI.3.2).
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5.2 Decomposition of Lie algebras
Let us take an element ζ ∈ Z(G¯) of order l and the corresponding Λ0 ∈ W from Proposition 5.1. Then
Λ0 generates a cyclic group µl = (Λ
0, (Λ0)2, . . . , (Λ0)l = 1) isomorphic to a subgroup of Zl ⊆ Z(G¯). Note
that l is a divisor of ord(Z(G¯)). Consider the action of Λ0 on g. Since (Λ0)l = Id we have a l-periodic
gradation
g = ⊕l−1j=0gj , λ(gj) = ωjgj , ω = exp
2πi
l
, λ = AdΛ0 , (5.11)
[gj , gk] = gj+k (mod l) , (5.12)
where g0 is a subalgebra g0 ⊂ g and the subspaces ga are its representations. Moreover, in this terms the
Killing form on g assumes the form
(g, g) =
l−1∑
j=0
(gj , gl−j) . (5.13)
The λ-invariant subalgebra g0 contains simple subalgebra g˜0
g0 = g˜0 ⊕ V . (5.14)
The components of this decomposition are orthogonal with respect to the Killing form (B.14)
(g0, g0) = (g˜0, g˜0) + (V, V ) (5.15)
and V is a representation of g˜0. We find below the explicit forms of g0 for all simple Lie algebras from
our list. The coroot system Π˜ of g˜0 is constructed by averaging along the orbits of the λ-action on Π
∨ext
[44]. We summarize the information about invariant subalgebras in Table 4.
5.3 The moduli space of holomorphic bundles
We described a G-bundle EG(V ) by the transition operators Λ = Λ
0e (p), Q = e (ρ∨h + q), where
Λ0 = Λ0(γ) corresponds to the coweight γ ∈ P∨. The topological type of E is defined by an element of
the quotient ζ = e(̟∨) ∈ P∨/t(G).
Let us transform (Λ,Q) taking in (5.6) f = e (−qz). Since f commutes with Λ0 we come to new
transition operators Q = e (̺+ q) → Q = e (̺), Λ → Λ0e (p− qτ). Denote p− qτ = u. Then sections
of EG(V ) assume the quasi-periodicities
ψ(z + 1) = π(e (̺))ψ(z) , ψ(z + τ) = π(e (u˜)Λ0)ψ(z) . (5.16)
Thus, we come to the transition operators
Q = e (̺) , Λ = e (u)Λ0 . (5.17)
Here u ∈ h˜0 plays the role of a parameter in the moduli space h˜0 (Proposition 5.1). In this subsection
we describe it in details. In fact, h˜0 cover the genuine moduli space, which we are going to describe.
Fixing Q and Λ we still have a residual gauge symmetry preserving h˜0. Let W˜0 be the Weyl group
of the Lie algebra g˜0 and t(G˜0) is the group of cocharacters (A.30), (A.31) of the invariant subgroup G˜0
(A.29): t(G˜0) = {C∗ → H˜0} = {χγ(z) = e(γz)}. The cocharacters have the quasi-periodicities
χγ(z + 1) = χγ(z) , χγ(z + τ) = χγ(τ)χγ(z) , γ ∈ t(G˜0) . (5.18)
Let G0 = {f(z)} the group of maps Στ → H˜0
G˜0 = {f(z) =
∑
γ∈R∨
cγχγ(z)} , (5.19)
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where cγ = 0 almost for all γ and
R˜∨ =


Q˜∨ G˜0 =
¯˜G0 ,
P˜∨ G˜0 = G˜ad0 ,
t˜(Gl) G˜0 = G˜0,l , (A.31) .
It follows from (5.18) that f(z + 1) = f(z). The group of the residual gauge transformations is the
semidirect product
GH˜0 = W˜0 ⋉ G˜0 . (5.20)
The transformations of the sections by f(z) = χγ(z) assume the form
ψ(z)→ e(γz)ψ(z) , γ ∈ R˜∨ . (5.21)
For the transition operators we find (see (5.6))
Qf = e(γz)Qe(−γz) = Q , Λf0 = e(γτ)e(γz)Λ0e(−γz) = e(γτ)Λ0 . (5.22)
Since γτ ∈ h˜0 we find that the action of GH˜0 on u assumes the form
u→ uf =
{
su s ∈ W˜0
u+ τγ1 + γ2 γ ∈ R˜∨ . (5.23)
Thus, transition operators, defined by parameters u and uf describe equivalent bundles. The semidirect
product of the Weyl group W˜0 and the lattice τR˜∨ ⊕ R˜∨ is called the Bernstein-Schwarzman group
[77, 78, 79]. It is elliptic analog of the affine Weyl group
WBS(R∨) = W˜0 ⋉ (τR˜∨ ⊕ R˜∨).
Thereby, u can be taken from the fundamental domain C(R∨) of WBS(R∨)
Bun0ζ(Στ , G) = h˜0/WBS = C(R∨) is the moduli space of holomorphic G¯− bundles . (5.24)
Let Z(G¯) is a cyclic group of order N , and Zl ⊆ Z(G¯) is its subgroup of order l. It is the case of the groups
G¯ = SL(N,C), or Spin2n+2. Thus, for the G¯,Gl, Gp, G
ad bundles we have the following interrelations
between their moduli space
Bun01(Στ , G¯)
ւ | ց
Bun0ζl(Στ , Gl) | Bun0ζp(Στ , Gp)
ց ↓ ւ
Bunζ(Στ , G
(ad))
(5.25)
Here arrows mean coverings. Note that Bun01(Στ , G¯), Bunζ(Στ , G
(ad)) and as well Bun0ζl(Στ , Gl),
Bun0ζp(Στ , Gp) are dual to each other in the sense that the defining them lattices are dual. Similar
picture we have for Spin4n, where Z(Spin4n) ∼ (µ2 ⊕ µ2).
5.3.1 Holomorphic bundles with quasi-parabolic structures
As in the general case attach to the marked points x = {xa} G-flags Flaga = G/Pa (Pa is a parabolic
subgroup of G). In this way we extend the space h˜0 as
h˜0 × ∪na=1Flaga .
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Taking into account the action of GH˜0 we find that a big cell Bun0ζ(Στ ,x, G) in the moduli space
Bunζ(Στ ,x, G) of holomorphic bundles with quasi-parabolic structures is the quotient
Bun0ζ(Στ ,x, G) = (h˜0 × ∪na=1Flaga)/GH˜0 , (5.26)
where the action of GH˜0 on Ya ∈ Flaga takes the form
Ya →
{
s(Ya) s ∈ W˜0
Adχγ(xa)(Ya) γ ∈ R˜∨
(5.27)
Thus, we parameterize Bun0ζ(Στ ,x, G) as
Bun0ζ(Στ ,x, G) = {(u ∈ C(R∨);Ya ∈ Flaga/GH˜0 , a = 1, . . . , n)} . (5.28)
5.3.2 Flat bundles with quasi-parabolic structures
As in the general case (2.9) we describe the moduli space of flat bundles FBun(Στ ,x, G) over el-
liptic curves Στ as the principal homogeneous spaces PT
∗Bun0ζ(Στ ,x, G) over the cotangent bundles
T ∗Bun0ζ(Στ ,x, G). Let v be a vector in the leaves of the projection
π : FBun0ζ(Στ , G)
F lat−→ Bun0ζ(Στ , G) . (5.29)
The vector v dual to u is defined by the transition operator Λ(u) (5.17). In these terms the form ω0
(4.25) becomes (δv ∧ δu).
Remind that the coadjoint orbit O is a principal homogeneous space O = PT ∗Flag. In this way we
come to the space
F˜Bun
0
ζ(Στ ,x, G) = {(v,u),Sa ∈ Oa , a = 1, . . . , n} . (5.30)
F˜Bun
0
ζ(Στ ,x, G) is a symplectic manifold with the form (4.25)
ω = (δv ∧ δu) +
n∑
a=1
ωKKa . (5.31)
It turns out that this form is annihilated by the vector fields generated by G˜0 (5.19). In this way the
structure of the moduli space of flat bundles is described. The moduli space of flat bundles over elliptic
curves with quasi-parabolic structure is the symplectic quotient
FBun0ζ(Στ ,x, G) = F˜Bun
0
ζ(Στ ,x, G)//G˜0 = {((v,u) ; Sa ∈ Oa//G˜0} . (5.32)
In these terms ω (5.31) assumes the form:
ωFBun = (δv ∧ δu) +
n∑
a=1
ω˜KKa , (5.33)
where ω˜KKa is the form on Oa//G˜0.
6 Monodromy preserving equations on elliptic curves
In this section we generalize the results of [44, 45] in two directions. First, we consider the multipunctured
elliptic curve. The corresponding integrable systems are generalizations of the elliptic Gaudin models
which were introduced by N. Nekrasov in [31], where the simplest case - SL(N,C)-bundle with the
trivial characteristic class was considered. Second, we describe the isomonodromy problems instead of
integrable systems. The models are non-autonomous Hamiltonian systems generalizing the autonomous
Gaudin models. Here we use the approach of [27, 28, 29] to the isomonodromy equations, where these
equations are treated as the non-autonomous generalizations of the Hitchin systems.
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6.1 Deformations of elliptic curves
Let T˜ 2 = {(x, y) ∈ R |x, y ∈ R/Z} be a torus. Complex structure on T˜ 2 is defined by the complex
coordinate z = x+ τ0y , ℑmτ0 > 0. In this way we define the elliptic curve Στ0 ∼ C/(Z+ τ0Z). It follows
from (4.11) that T˜ 2 should have at least one moving point. Since there is C action on Στ0 x→ x+ c, it is
possible to put the one marked point at x0 = 0 and we leave with one module related to the deformation
Στ0 → Στ ∼ C/(Z+ τZ). We assume that τ − τ0 is small and the marked points do not coincide. A big
cell T01,n in the space of times - the Teichmu¨ller space T1,n is defined as
T01,n =
(H+ = {ℑmτ > 0} × {(x0 = 0, . . . , xn) , xk 6= xj , mod 〈τ, 1〉}) . (6.1)
According to the general prescription introduce the new coordinate w = z− τ−τ0ρ0 (z¯−z), where ρ0 = τ0−τ¯0.
If we shift z as z + 1 and z + τ0, then w is transformed as w + 1 and w + τ . Thereby w is a well defined
holomorphic coordinate on Στ . But this deformation move the points xa. Instead we should use the
following transformation
w = z − τ − τ0
ρ0
(z¯ − z)(1 −
n∑
a=1
χa(z, z¯)) ,
where χ(z, z¯) is the characteristic function (4.7) and χa(z, z¯) = χ(z− x0a, z¯ − x¯0a). As in the general case,
we use the coordinates {
w = z − τ−τ0ρ0 (z¯ − z)(1−
∑n
a=1 χa(z, z¯)) ,
w˜ = z¯ .
(6.2)
Notice that
z + τ0 → (w + τ , w˜ + τ¯0) .
Taking into account (4.9) define
ǫ(z, z¯) =
tτ
ρ0
(z¯ − z)(1 −
n∑
a=1
χa(z, z¯)) +
n∑
a=1
taχa(z, z¯) .
The deformed operator assumes the form ∂w˜ = ∂z¯ + µ∂z, where (see (4.9)) µ is represented as the sum
µ = tτµ
(0)
τ +
n∑
a=1
taµ
(0)
a . (6.3)
From (4.2) and (6.2) we find the form of µ
(0)
τ
µ(0)τ =
1
ρ0
∂¯(z¯ − z)(1−
n∑
a=1
χa(z, z¯)) , tτ = τ − τ0 , (6.4)
and from (6.52) µ
(0)
a
µ(0)a = ∂¯χa(z, z¯) , ta = xa − x0a . (6.5)
The dual to the Beltrami-differentials basis µ
(0)
τ , {µ(0)a , a = 1, . . . n} with respect to the integration over
Στ is the first Eisenstein functions (C.2) E1(z − xa) and 1. There is only one time tτ for the one marked
point case (see (4.11)).
The moduli space M1 of elliptic curves is the result of the factorization by the action of SL(2,Z) on
the upper half-plane H+ by the Mo¨bius transform
M1 = H+/SL(2,Z) ,
(
τ → aτ + b
cτ + d
)
.
A big cell M01,n in the moduli space is defined as the quotient
M01,n = T
0
1,n/SL(2,Z) , (xa → xa(cτ + d)−1) , (6.6)
where T01,n is (6.1).
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6.2 Symplectic reduction
For generic configurations of connections on the bundle over elliptic curves the (0, 1) part of connections
can be gauged away (see (4.21))
L¯ := f−1∂w˜f + f−1A¯f = 0 . (6.7)
Then f acts on A as f−1∂wf + f−1Af = L. Therefore, the moment constraint equation takes the form
∂w˜Lζ =
n∑
a=1
Saδ(w − xa) . (6.8)
It means that L is meromorphic and has the first order poles at the marked points with the residues
ResL|w=xa = Sa ∈ Oa ⊂ g∗ , ~S = (S1, . . . ,Sn) . (6.9)
To define the space F˜Bun
0
ζ(Στ ,x, G) (5.30) one should take into account the quasi-periodicities
Lζ(w + 1) = AdQL(w) , Lζ(w + τ) = AdΛ(u)L(w) ,
(
[Q,Λ−1(u)] = ζ) . (6.10)
Thus,
F˜Bun
0
ζ(Στ ,x, G) = { solutions of (6.8), (6.10)} ,
FBun0ζ(Στ ,x, G) = { solutions of (6.8), (6.10)}/GH˜0 .
(6.11)
The linear problem (4.27) on FBun0ζ assumes the form:

1. (κ∂ + L)ψ = 0 ,
2. ∂w˜ψ = 0 ,
3. (κ∂s +Ms)ψ = 0, (s = 1, . . . , n + 1) ,
(6.12)
where
∂w˜ = ∂z¯ + (tτµ
(0)
τ +
n∑
a=1
taµ
(0)
a )∂z .
The Lax equation takes the form:
κ∂sL− κ∂Ms + [Ms, L] = 0 . (6.13)
6.3 Lax matrix
To calculate the L-operator we use the GS-basis (see Appendix B). Let (t kβ , h
k
α} be the basis (B.5), (B.12)
in the k-component (5.11), and h 0α the Cartan generators of the invariant subalgebra h
′
0. Consider the
residues of L (6.9)
Sa = (Sa)l,−k−β t
k
β + (S
a)h,−kα h
k
α + (S
a)h,0α h
0
α .
Represent the L-operator as the sum of the Cartan and the root parts
L(w) = +Lh(w) + L
0
h(w) + LR(w) , (6.14)
Then L satisfying (6.8), (6.10) takes the form
LR(w) =
1
2
n∑
a=1
l−1∑
k=0
∑
β ∈R
|β|2 ϕ kβ(u, w − xa) (Sa)l,−k−β t kβ ,
Lh(w) =
n∑
a=1
l−1∑
k=1
∑
α∈Π
φ(k
l
, w − xa) (Sa)h,−kα h kα ,
L0h(w) =
∑
α∈ Π˜
(
vhα +
n∑
a=1
E1(w − xa) (Sa)h,0α
)
h 0α .
(6.15)
Here functions ϕkα(u, z) are from (C.23) and E1(z) is the Eisenstein function (C.2). The needed properties
of L are provided by (C.19)-(C.21).
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The Poisson structure
Here we describe the Poisson structure on F˜Bun
0
ζ(Στ ,x, G) and FBun
0
ζ(Στ ,x, G) (5.32). The former is
the Poisson manifold P with the canonical brackets for v, u and the Poisson-Lie brackets for S:
P = T ∗C × ∪aOa = {v ,u ,Sa ∈ Oa} . (6.16)
It has dimension
∑
a dim (Oa)+ 2dim (h˜0). We describe the Poisson structure on FBun0ζ as result of the
Poisson reduction with respect to the G˜0 action (5.19).
Consider the Poisson algebra A = C∞(P) of smooth function on P. Let ǫ ∈ h˜0 and γ is a small
contour around z = 0. Consider the following function µǫ =
∮
γ(ǫ, L(v,u,S)) = (ǫ,S
h
0), S
h
0 =
∑p
j=1 S
h
j ej.
It generates the vector field on P Vǫ : L(v,u,S)→ {µǫ, L(v,u,S)} = [ǫ, L(v,u,S)].
Let Ainv be an invariant subalgebra of A under Vǫ action. Then I = {µǫF (v,u,S) | F (v,u,S) ∈ A}
is the Poisson ideal in Ainv. The reduced Poisson algebra is the factor-algebra
Ared = Ainv/I = A//G˜0 , (H˜0 = exp h˜0) .
The reduced Poisson manifold Pred is defined by the moment constraint
n∑
a=1
(Sa)h,0α = 0 (6.17)
and dim h˜ gauge fixing constraints on the spin variables that we do not specify
Pred = P//H˜0 = P(S˜hs = 0)/H˜0 , dim (Pred) = dim (P)− 2 dim (H˜0) = dim (O) . (6.18)
Due to the moment constraints we come from (6.15) to the Lax operator that has the correct periodicity.
It depends on variables {v ,u ,Sa} ∈ Pred Here Sa are not free due to the gauge fixing. Thus, after the
reduction we come to the Poisson manifold that has dimension of the coadjoint orbit O, but the Poisson
structure on Pred is not the Lie-Poisson structure. The Poisson brackets on Pred are the Dirac brackets
[83, 84].
On Pred the equations o motion acquire the Lax form (6.13). In the limit κ → 0 the isospectral
flows becomes completely integrable, because the number of commuting involutive integrals is equal to
1
2 dim(P
red) [44].
6.4 Classical r-matrix
Let us describe the Poisson structure on the unreduced space P in terms of the classical dynamical r-
matrix. The Poisson brackets on the unreduced phase space P (see (6.16)) are presented in the form of
a direct sum of the Poisson-Lie brackets at each marked point and the canonical one for v and u:
{
(Sa)l,kα , (S
b)l,mβ
}
= δab


1√
l
l−1∑
s=0
ωmsCα, λsβ (S
a)l,k+mα+λsβ , α 6= −λsβ
pα√
l
ωsm (Sa)h,k+mα , α = −λsβ
{
(S¯a)h kα , (S
b)l,mβ
}
= δab 1√
l
l−1∑
s=0
ω−ks (αˆ, λsβ) (Sa)l,k+mβ ,
{
v¯hα, uβ
}
= 1√
l
l−1∑
s=0
(αˆ, λsβ) ,
{
vα, (S
a)l,kα
}
=
{
vα, (S
a)h,kα
}
=
{
vα, (S
a)h,kα
}
= 0 ,
{
uα, (S
a)l,kα
}
=
{
uα, (S
a)h,kα
}
=
{
uα, (S
a)h,kα
}
= 0 .
(6.19)
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Notice that the Poisson-Lie brackets for each marked point are dual to the commutation relation given
in the Appendix. The Poisson brackets (6.19) are generated by the dynamical r-matrix structure with
the r-matrix of the form:
r(u, z, w) = r(u, z − w) = rh(u, z − w) + rR(u, z − w) , (6.20)
rR(u, z) =
1
2
l−1∑
k=0
∑
α∈R
|α|2 ϕ kα(u, z) t kα ⊗ t−k−α , rh(u, z) =
l−1∑
k=0
∑
α∈Π
ϕ k0(u, z) h
k
α ⊗ h−kα . (6.21)
More exactly, the following two statements were proved in [44]:
Proposition 6.1 The r-matrix (6.20)-(6.21) and the Lax operator (6.14)-(6.15) described above define
the Poisson brackets (6.19) via RLL-equation:
{L(w)⊗ 1, 1⊗ L(w)} = [L(w)⊗ 1 + 1⊗ L(w), r(z, w)]− (6.22)
−
√
l
2
l−1∑
k=0
∑
α∈R
|α|2 ∂u ϕkα(u, z − w) S¯h 0α t kα ⊗ t−k−α .
The Jacobi identity for the brackets (6.22) is provided by the next one statement:
Proposition 6.2 The r-matrix (6.20)-(6.21) satisfies the classical dynamical Yang-Baxter equation:
[r12(z, w), r13(z, x)] + [r12(z, w), r23(w, x)] + [r13(z, x), r23(w, x)]− (6.23)
√
l
l−1∑
k=0
∑
α∈R
|α|2
2
t kα ⊗ t−k−α ⊗ h¯0α ∂uϕkα(u, z − w)−
|α|2
2
t kα ⊗ h¯0α ⊗ t−k−α ∂uϕkα(u, z − x)+
|α|2
2
h¯0α ⊗ t kα ⊗ t−k−α ∂uϕkα(u, w − x) = 0
The last term in (6.22) prevent the system to be integrable on P. However the action by the Cartan
subgroup H′0 of the invariant subgroup G′0 ⊂ G generates the moment map condition:
n∑
a=1
(Sa)h,0α = 0 , ∀α ∈ Π˜ . (6.24)
As it was told, after reduction with respect to H˜0 (6.18) we come to Pred. On Pred this term vanishes.
Then {
Lred(w)⊗ 1, 1⊗ Lred(w)
}
=
[
Lred(w)⊗ 1 + 1⊗ Lred(w), r˜(z, w)
]
(6.25)
Here the r-matrix is replaced on r˜, because the Poisson structure on Pred differs from the Poisson structure
on P. The difference is due to the Dirac terms coming from the reduction Pred = P//H˜0. We don’t need
it explicit form.
The classical dynamical r-matrices corresponding to trivial bundles were found in [85]. In this case the
dynamical parameter u belongs to Cartan subalgebra h ⊂ g. The problem of classifications of r-matrices
if u ∈ h˜ ⊂ h was formulated in [85]. For trigonometric r-matrices without the spectral parameter it was
done in [86] in terms of symmetries of the extended Dynkin graph. The corresponding elliptic version
was considered in [87, 88] and [44].
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6.5 Symmetries of phase space
The explicit form of the Lax operator (6.15) allows us describe the action of the Bernstein-Schwarzman
group on the dynamical variables. As it was explained above, this action is generated by the gauge
subgroup GH˜0 (5.20). In addition we consider the action of the modular group SL(2,Z) =
{(
a b
c d
)}
.
W˜0 = {s} R˜∨ ⊕ τR∨ SL(2,Z)
v sv v+ κγ v(cτ + d) + 2πıκ cu(cτ+d) − 2πıc
∑
a xa(S
a)h,0
u su u+ γ1 + γ2τ u(cτ + d)
−1
(Sa)h,−k−α (S
a)h,−k−sα (S
a)h,−k−α (cτ + d)(S
a)h,−k
′
−α′
(Sa)h,0−α (Sa)
h,0
−sα (Sa)
h,0
−α (cτ + d)(Sa)
h,0
−α
(Sa)l,k−α (S
a)l,k−sα χ〈γ,α〉(xa)(S
a)l,k−α (cτ + d) exp
(
−2πi cxa〈u,α〉cτ+d
)
(Sa)l,k
′
−α′
τ τ τ aτ+bcτ+d
xa xa xa xa(cτ + d)
−1
Table 1
Symmetry properties of the phase space variables
In order to calculate the modular transformations of the spin variables we use the moment constraint∑
a(S
a)h,0−α = 0 and relations (C.42)-(C.44). Notice that the Lax operators are not invariant with respect
to the modular group. Indeed, from (C.42)-(C.44) we have
ϕkα(
u
cτ + d
,
z
cτ + d
|aτ + b
cτ + d
) ≡ exp (2πiz〈̺, α〉) φ(〈u, α〉 + τ〈̺, α〉 + k
l
, z|τ) (6.26)
= exp
(
2πiz
(
c〈u, α〉
cτ + d
+ 〈̺, α〉a + k
l
c
))
φ
(
〈u, α〉 + (〈̺, α〉 , k
l
)
(
a b
c d
)(
τ
1
)
, z|τ
)
= exp
(
2πiz
c〈u, α〉
cτ + d
)
ϕk
′
α′(u, z|τ) ,
where the last equality should be considered as definition of k′ and α′, i.e.
〈u, α′〉+ τ〈̺, α′〉+ k
′
l
= 〈u, α〉 + (〈̺, α〉 , k
l
)
(
a b
c d
)(
τ
1
)
.
However the Lax operators become invariant if the modular group acts together with some gauge trans-
formation. The results presented in the Table are listed with regard to this gauge action. First, we can
gauge away the factor exp
(
2πiz c〈u,α〉cτ+d
)
by some transformation h = h(u, z) from the Cartan subgroup.
Second, we can act by some g such that Adgt
k
α = t
k′
α′ . Finally, we have:
κ∂z + L(S,v,
u
cτ + d
,
z
cτ + d
|aτ + b
cτ + d
) = Adgh
(
κ∂z + L(S
′,v′,u′, z|τ)) , (6.27)
where the primed variables are given in the last (right) column of the Table.
It follows from the last column that we can consider the independent variables taking values in the
moduli space of elliptic curves with marked points
M1,n = T1,n/SL(2,Z) .
The Poincare´ Cartan bundle (4.16) become non-trivial over M1,n:
P(G)
↓ F˜Bun0ζ(Στ ,x, G) (6.11)
M1,n
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6.6 Hamiltonians
Consider the structure of the extended phase space P (4.16) for the bundles over elliptic curves. Replace
the Teichmu¨ller space H+ = {τ | ℑmτ > 0} by the quotient - the moduli H+/SL(2,Z). Let
Mn = {(τ,x(x1, . . . , xn)) | τ ∈ H+/SL(2,Z) , xa 6= xb} .
Then the space P has the structure
P(G)
↓ Rζ(Στ ,x, G)
Mn
(6.28)
The local coordinate on the fiber Rζ(Στ ,x, G) is (v,u, ~S) with symplectic form ωR (5.31).
Let us calculate the Hamiltonians (4.24) using the form of the Beltrami differential (6.4) (6.5). In the
coordinates (w, w˜) the density of measure on Στ
dσ =
dzdz¯
ρ0
=
dwdw˜
ρ
, ρ0 = τ0 − τ¯0 , ρ = τ − τ¯0
It follows from the structure of L that under the condition (6.24) tr(L2(w)) is some periodic function on
Στ with second order poles at the marked points (6.9). Therefore, the Hamiltonians can be computed
from the decomposition:
1
2
tr(L2(w)) = Hτ +
n∑
a=1
(HaE1(w − xa) + Ca2E2(w − xa)) . (6.29)
This expansion corresponds to the integrals
Hτ =
1
2
∫
Στ
tr(L2)µ0τ , Ha =
1
2
∫
Στ
tr(L2)µ0a .
Then the quadratic Casimir functions (corresponding to orbits attached at xa) are
Ca2 =
1
2
l−1∑
k=0
∑
α∈R
|α|2 (Sa)l,kα (Sa)l,−k−α +
l−1∑
k=0
∑
α∈Π
(Sa) h,kα (S
a) h,−kα , a = 1, ..., n . (6.30)
The ”Gaudin” (or ”Schlesinger”) Hamiltonians take the form
Ha = l
∑
α∈Π
vhα(S
a)h,0α +
+
n∑
c 6=a
l−1∑
k=0
(
1
2
∑
α∈R
|α|2ϕkα(u, za − zc) (Sa)l,kα (Sc)l,−k−α +
∑
α∈Π
ϕk0(u, za − zc) (Sa)h,kα (Sc)h,−kα
)
.
(6.31)
Finally, the zero Hamiltonian corresponding to the particles interaction is
Hτ =
l
2
∑
α∈Π
l−1∑
s=0
vhαv
h
λsαˆ+
+
n∑
b6=d
l−1∑
k=0
(
1
2
∑
α∈R
|α|2fkα(u, zb − zd) (Sb)l,kα (Sd)l,−k−α +
∑
α∈Π
fk0 (u, zb − zd) (Sb)h,kα (Sd)h,−kα
)
.
(6.32)
The functions fkα(u, z) are defined in (C.26)-(C.28).
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6.7 M-operators
TheMs-operators can be calculated from the Lax equation (6.13), since the L-operator is already known.
However, following [89] we construct the M -operators from the r-matrix structure (6.22) defined for the
r-matrix (6.20)-(6.21).
Consider first the autonomous case (4.29). Define the Lax pairs for the integrable flows described by
the Hamiltonians (6.31), (6.32). Let us compute the (off-shell) brackets
1
2
tr2{1 ⊗ L2(z), L(z) ⊗ 1} = [L(z),Mw(z)] + ∆(z, w) , (6.33)
where tr2 denotes the trance in the second component of the tensor product
Mw(z) = −tr2 (r(z, w)L2(w)) (6.34)
while ∆(z, w) comes from the last term in (6.22):
∆(z, w) = tr2
(√l
2
l−1∑
k=0
∑
α∈R
|α|2 ∂u ϕkα(u, z − w) S¯h 0α t kα ⊗ t−k−αL2(z)
)
. (6.35)
This term vanishes on the first class constraint (6.24). Therefore, on-shell (6.24) we have
1
2
tr2{1⊗ L2(z), L(z) ⊗ 1} |on shell (6.24) = [L(z),Mw(z)] . (6.36)
Taking into account (6.29) we conclude that the M-operators of the Hamiltonians (6.31), (6.32) can be
evaluated by expansion of Mw(w) (6.34) similarly to (6.29). In this way we obtain a set of Lax equations
∂taL(z) = [L(z),Ma(z)] , a = 1, ..., n (6.37)
and
∂tτL(z) = [L(z),Mτ (z)] (6.38)
on shell (6.24). The later M-operators are of the form:
Ma(z) = (M
a)R(z) + (M
a)h(z) + (M
a)0h(z) , (6.39)
with
(Ma)R(z) = − 12
l−1∑
k=0
∑
β ∈R
|β|2 ϕ kβ(u, z − xa) (Sa)l,−k−β t kβ ,
(Ma)h(z) = −
l−1∑
k=1
∑
α∈Π
φ(k
l
, z − xa) (Sa)h,−kα h kα ,
(Ma)0h(z) = −
∑
α∈Π
E1(z − xa) (Sa)h,0α h 0α .
(6.40)
and
M τ (z) = (M τ )R(z) + (M
τ )h(z) + (M
τ )0h(z) , (6.41)
with
(M τ )R(z) =
1
2
n∑
a=1
l−1∑
k=0
∑
β ∈R
|β|2 f kβ (u, z − xa) (Sa)l,−k−β t kβ ,
(M τ )h(z) =
n∑
a=1
l−1∑
k=1
∑
α∈Π
f(k
l
, z − xa) (Sa)h,−kα h kα ,
(M τ )0h(z) =
1
2
n∑
a=1
∑
α∈Π
(
E21(z − xa)− ℘(z − xa)
)
(Sa)h,0α h
0
α .
(6.42)
As announced the constraints (6.24) should be supplied by some gauge fixation (of action of the Cartan
subgroup H0 of the invariant subgroup). The entire reduction Pred = P//H˜0 changes (in principle)
M-operators and r-matrices (see example of the spinless Calogero model [90]). We do not consider these
type of reductions here because there is no any ”good” recipe for the choice of the gauge fixation.
33
6.8 Painleve´-Schlesinger equations
In the beginning of the Section we mentioned that the monodromy preserving equations arise in our
approach as non-autonomous version of equations in Hitchin systems [29]. At the level of Lax or zero
curvature equation that the same pairs of matrices as in (6.37) or (6.38) satisfy the monodromy preserving
equations
∂xaL(z) − ∂zMa(z) = [L(z),Ma(z)] , a = 1, ..., n (6.43)
and
∂τL(z)− ∂zMτ = [L(z),Mτ (z)] (6.44)
as well. The phenomenon is known as the Painleve´-Calogero Correspondence [43] (see also [91] for
developed version and [92, 93, 94, 95] for the quantum versions).
Notice that the time variables ta in (6.37) are replaced by the positions of marked points xa in
(6.43) while Ma(z) are the same in both sets of equations. In the same manner the time variable tτ in
(6.38) is replaced by the moduli τ in (6.44) while Mτ is the same for both equations. Technically, the
Painleve´-Calogero Correspondence follows from
dxaL(z) = ∂zMa(z) , (6.45)
where dxa is the derivative by the explicit dependence on xa only and
dτL(z) = ∂zMτ , (6.46)
where dτ is the derivative by the explicit dependence on τ only. Equations (6.45) are trivially follows
from the type of dependence L(z, xa) = L(z − xa), Ma(z, xa) =Ma(z − xa) while (6.46) follows from the
heat equation (C.29).
In this way we get the Painleve´-Schlesinger equations (6.43) and (6.44). Let us also mention that
the M-operator can be derived in terms of the modification Ξ(z) from the assumption that the Painleve´-
Calogero Correspondence holds true [96].
6.9 KZB equations
6.9.1 KZB equations on elliptic curves
The Knizhnik-Zamolodchikov-Bernard (KZB) equations appear as horizontality condition of some sec-
tions (conformal blocks) for the so-called KZB connection. The KZB equations (see (6.52) below) can
be considered as the quantization of the monodromy preserving equations. The KZB connection can be
defined on elliptic curve [97]. In the case of arbitrary characteristic class it is given by the following
differential operators [47]:
∇a = ∂za + ∂ˆa +
∑
c 6=a
rac , (6.47)
∇τ = 2πi∂τ +∆+ 1
2
∑
b,d
f bd , (6.48)
with
rac =
1
2
l−1∑
k=0
∑
α∈R
|α|2ϕkα(u, za − zc)tk,aα t−k,c−α +
l−1∑
k=0
∑
α∈Π
ϕk0(u, za − zc)Hk,aα hk,cα , (6.49)
fac =
1
2
l−1∑
k=0
∑
α∈R
|α|2fkα(u, za − zc)tk,aα t−k,c−α +
l−1∑
k=0
∑
α∈Π
fk0 (u, za − zc)Hk,aα hk,cα , (6.50)
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where tk,aα = 1⊗ ...1 ⊗ tkα ⊗ 1... ⊗ 1 (with tkα on the a-th place) and similarly for the generators Hk,aα and
h
k,a
α
6. The following short notations are used here:
∂ˆa = l
∑
α∈Π
h0,aα ∂αˆ , ∆ =
l
2
∑
α∈Π
l−1∑
s=0
∂uα∂uλsαˆ .
From the definition it follows that rac = −rca and fac = f ca. Notice that
f cc = −
l−1∑
k=0
∑
α∈R
|α|2℘kαtk,cα t−k,c−α −
l−1∑
k=0
∑
α∈Π
Hk,cα h
−k,c
α − 2lη1Cc2 , (6.51)
where Cc2 is the Casimir operator acting on the c-th component. Recall that we study the following
system of differential equations (KZB):{ ∇aF = 0, a = 1...n ,
∇τF = 0 . (6.52)
There are two types of the compatibility conditions of KZB equations (6.52):{
[∇a,∇b]F = 0, a, b = 1...n ,
[∇a,∇τ ]F = 0, a = 1...n . (6.53)
It is important to mention that the solutions of (6.52) F are assumed to satisfy the following condition
(compare with (6.24)): (
n∑
c=1
h0,cα
)
F = 0 , for any α ∈ Π˜ . (6.54)
Proposition 6.3 The upper equations in (6.53) [∇a,∇b] = 0 are valid for the r-matrix (6.20) on the
space of solutions of (6.52) satisfying (6.54). They follow from the classical dynamical Yang-Baxter
equations:
[rab, rac] + [rab, rbc] + [rac, rbc] + [∂ˆa, rbc] + [∂ˆc, rab] + [∂ˆb, rca] = 0 . (6.55)
Proposition 6.4 The lower equations in (6.53) [∇a,∇τ ] = 0 are valid for the r-matrix (C.23) on the
space of solutions of (6.52) satisfying (6.54).
The proofs of these statements are given in [47].
6.9.2 KZB equations and isomonodromy problem
The KZB equations (6.47), (6.48) specified here for elliptic curves can be written for curves of arbitrary
genus [98, 99, 100]. Their interrelations with the isomonodromy problem on a sphere were investigated
in [101, 102]. In general case as in the genus one the KZB equations have the form of the non-stationary
Schro¨dinger equations
(κ∂s + Hˆs)Ψ = 0 , (6.56)
where Hˆs are the quantum quadratic Hitchin Hamiltonians. To pass to the classical limit we replace the
wave functions (the conformal block) by its quasi-classical expression
Ψ = exp
ıS
κ
,
where S is the classical action (S = log τ (4.19)). The classical limit κ→ 0 leads to the Hamilton-Jacobi
equations for S [103]. They are equivalent to the equations of motion 1. in (4.26). On the other hand,
6For brevity we write tk,aα , h
k,a
α instead of representations of these generators in the spaces Vµa .
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putting κ = 0 in (6.56) and staying with the quantum Hamiltonians we come to the Schro¨dinger equation
HˆsΨ = 0. At the classical level the limit κ→ 0 implies the passage from the isomonodromy flows to the
isospectral flows, as it was described in Section 4.5.
KZB eqs., (κ,Σg,n, G)
(κ∂ts + Hˆs)Ψ = 0,
(s = 1, . . . ,dim(Tg,n)
κ→0−→
KZB eqs. on the critical level,
(Σg,n, G), (Hˆs)Ψ = 0,
(s = 1, . . . ,dim(Tg,n)yκ→0 yκ→0
Isomonodromy
deformations on Σg,n
κ→0−→ Hitchin systems on Σg,n
6.10 Painleve´ field theory
Recall once again that in previous paragraphs we obtained the monodromy preserving equations as non-
autonomous versions of mechanical integrable systems. More exactly, in the elliptic case we replaced the
linear problem and its compatibility condition (known as Lax equations){
L(z)Ψ = ΛΨ
(∂t +M(z))Ψ = 0
∂tL(z) = [L(z),M(z)] (6.57)
by another linear problem and the corresponding compatibility condition (the monodromy preserving
equations) {
(∂z + L(z))Ψ = 0
(∂τ +M(z))Ψ = 0
∂τL(z)− ∂zM(z) = [L(z),M(z)] (6.58)
At the same time it is well known that mechanical integrable systems can be ”extended” to (1+1)
integrable field theories described by the following linear problem and compatibility condition (Zakharov-
Shabat equations) {
(∂x + L˜(z))Ψ = 0
(∂t + M˜(z))Ψ = 0
∂tL˜(z)− ∂xM˜(z) = [L˜(z), M˜ (z)] , (6.59)
where the phase space consists of S1-valued fields while x is the coordinate on the unit circle S1. For the
Hitchin systems the transition (6.57)→(6.59) was described in [60] (see also [104, 105]).
In [106] we suggested the field-theoretical generalization of the monodromy preserving equations. It
arises from the linear problem {
(∂z + ∂x + L
′(z))Ψ = 0
(∂τ +M
′(z))Ψ = 0 (6.60)
with the compatibility condition
∂τL
′(z)− ∂xM ′(z)− ∂zM ′(z) = [L′(z),M ′(z)] . (6.61)
For example the field generalization of the Painleve´ VI equation has the following form. Consider four
three-vector fields Sαb (x) , α ∈ (Z2 × Z2) \ (0, 0) , b ∈ Z2 × Z2 . and let JI(β, ∂x, τ) , JII(β, b, c, ∂x, τ) be
the following pseudo-differential operators
JI(α, b, c, ∂x, τ) = E2
(
ωα − k¯
2πı
∂x, τ
)
, JII(α, b, c, ∂x, τ) = fα
(
k¯
2πı
∂x, ωc − ωb
)
. (6.62)
Then the field equation has the form of four interacting non-autonomous Euler-Arnold tops [107, 108],
related to the loop group L(SL(2,C))
∂
∂τ S
α
b (x) =
∑
β 6=α
(
Sα−βb (x)J
I(α, β, ∂x, τ)S
β
b (x) +
∑
c 6=b
Sα−βb (x)J
II(α, β, b, c, ∂x , τ)S
β
c (x)
)
(6.63)
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and subjected to the constraints Sαb (x) = (−1)b×αSαb (−x). The equation (6.63) itself can be considered
as the field generalization of the elliptic Schlesinger system [41] while in particular case of sl2-connection
and four marked points at half-periods of the elliptic curve and on the constraints it generalizes PVI.
Namely, it can be shown that for the zero modes (6.63) along with the constraints becomes the equation
for the non-autonomous Zhukovsky-Volterra gyrostat (8.6) for three variables Sα – zero modes of Sα0 .
The later is one of possible forms of Painleve´ VI equation as we will see below (in Section 8).
7 Symplectic Hecke Correspondence
We consider the Hecke transformation in the case g = 1, n = 1. The phase space has dimension of a
coadjoint orbit 2
∑rankG
j=1 (dj − 1). In this case L satisfies the conditions
L(z + 1) = QL(z)Q−1 , L(z + τ) = ΛL(z)Λ−1 , (7.1)
where Q and Λ are solutions of (5.4), and
∂¯L(z) = Sδ(z, z¯) . (7.2)
In other words Res|z=0 L(z) = S. These conditions fix L. To make dependence on the characteristic
class ζ(EG) explicit we will write L(z)
̟∨j , if the Lax matrix satisfies the quasi-periodicity conditions with
Λ = Λ̟∨j , Q̟∨j where Λ̟∨j Q̟∨j are solutions of (5.4) with ζ = e(−̟∨j ), ̟∨j ∈ P∨.
The modification Ξ(γ) of EG changes the characteristic class. It acts on L
̟∨j as follows
L̟
∨
j Ξ(γ) = Ξ(γ)L̟
∨
j +γ . (7.3)
It is the singular gauge transformation mentioned in the Introduction. The action (7.3) allows one to
write down condition on Ξ(γ). Since L̟
∨
j has a simple pole at z = 0 the modified Lax matrix L̟
∨
j +γ
should have also a simple pole at z = 0. Decompose L̟
∨
j and L̟
∨
j +γ in the Chevalley basis (A.15), (B.2)
L̟
∨
j = Lh(z) +
∑
α∈R
Lα(z)Eα , L
̟∨j +γ = L˜h(z) +
∑
α∈R
L˜α(z)Eα .
Expand α in the basis of simple roots (A.2) α =
∑l
j=1 f
α
j αj and γ in the basis of fundamental coweights
γ =
∑l
j=1mj̟
∨
j . Assume that 〈γ, αj〉 ≥ 0 for simple αj . In other words γ is a dominant coweight. Then
〈γ, α〉 =∑lj=1mjnαj is an integer number, positive for α ∈ R+ and negative for α ∈ R−. From (7.3) we
find
L
̟∨j +γ
h (z) = L
̟∨j
h (z) , L
̟∨j +γ
α (z) = z
〈γ,α〉L
̟∨j
α (z) . (7.4)
In the neighborhood of z = 0 Lα(z) should have the form
L
̟∨j
α (z) = a〈γ,α〉z−〈γ,α〉 + a〈γ,α〉+1z−〈γ,α〉+1 + . . . , (α ∈ R−) , (7.5)
otherwise the transformed Lax operator becomes singular. It means that the type of the modification γ
is not arbitrary, but depends on the local behavior of the Lax operator. It allows (in principle) one to
find the dimension of the space of the Hecke transformation.
Now consider a global behavior of L(z) (7.1). Then we find that Ξ(γ) should intertwine the quasi-
periodicity conditions
Ξ(γ, z + 1)Q̟∨j = Q̟∨j +γΞ(γ, z) , Ξ(γ, z + τ)Λ̟∨j = Λ̟∨j +γΞ(γ, z) .
For G = SL(N,C), γ = ̟∨1 and special residue of L(z), the solutions of these equations were found in
[60]. On the reduced space Pred the equations of motion corresponding to integrals Ijk acquire the Lax
form
κ∂tsL− κ∂zMts + [Mts , L] = 0 .
The operators Mts are reconstructed via L and r-matrix.
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7.1 Example
Let us demonstrate the modification procedure with a example of SL(N,C). The characteristic classes
of underlying bundles are elements of ZN . The values +1 and exp
2πi
N correspond to the most different
bundles and dynamical systems. These are the elliptic Calogero model and the elliptic top [60]. In the
isomonodromic case both models become non-autonomous [41, 42, 109]. However, the L-A pairs are the
same as in autonomous mechanics due to the Painleve´-Calogero Correspondence. The Lax matrices of
the models are fixed by their residues at the single marked point z = 0 on the elliptic curve Στ
Res
z=0
LCal(z) = ν


0 1 1 ... 1
1 0 1 ... 1
.......
1 1 ... 1 0

 , Resz=0 L
top(z) = S =
∑
m,n
TmnSmn
Spec(S) = diag(ν, ..., ν,−(N − 1)ν)
(7.6)
and the boundary conditions
LCal(z + 1) = LCal(z), Ltop(z + 1) = QLtop(z)Q−1
LCal(z + τ) = e(−u)LCal(z)e(u), Ltop(z + τ) = ΛLtop(z)Λ−1 , (7.7)
where
uij = δijui , Λij = δ(modN (i+ 1), j) , Qij = δije(
i
N
) (7.8)
and
{Tmn = e(mn
2N
)QmΛn} , m, n ∈ ZN (7.9)
is the sin-algebra basis. They are of the following form
Lcal(z) =
N∑
i,j=1
Eij
(
δijvi + ν(1− δij)Φ(z, ui − uj)
)
, (Eij)ab = δiaδjb , (7.10)
Ltop(z) =
∑
n2+m2 6=0
SmnTmnϕmn(z) . (7.11)
provide the Hamiltonian functions
Hcal =
1
2
N∑
k=1
v2k −
∑
i<j
ν2℘(ui − uj) , (7.12)
Htop =
1
2
∑
n2+m2 6=0
SmnS−m,−n℘(
m+ nτ
N
) . (7.13)
The modification is given by the matrix [60]
Ξil(z, U, τ) = θ
[
i
N − 12
N
2
]
(z −Nul, Nτ)Dl , Dl = (−1)l
∏
j<k;j,k 6=l
ϑ−1(uk − uj , τ) . (7.14)
It acts as gauge transformation and, therefore, establishes the following relation between the models:
Ltop(z) = Ξ(z)LCal(z)Ξ−1(z) − κ∂zΞ(z)Ξ−1(z) + κ
N
E1(z) . (7.15)
The last term can be removed into definition of Ltop or LCal since it is proportional to the identity matrix.
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8 Painleve´ VI
8.1 Three forms of Painleve´ VI
In this Section we describe interrelations between three forms of the Painleve´ VI equation and corre-
sponding linear problems. These three forms are:
1. Rational form is the original one. It was found by Gambier [3, 1, 13, 14] and proved to be the last
and the most general in the list of the second order ordinary differential equations satisfying the Painleve´
property:
d2X
dT 2
=
1
2
(
1
X
+
1
X − 1 +
1
X − T
)(
dX
dT
)2
−
(
1
T
+
1
T − 1 +
1
X − T
)
dX
dT
+
+
X(X − 1)(X − T )
T 2(T − 1)2
(
α+ β
T
X2
+ γ
T − 1
(X − 1)2 + δ
T (T − 1)
(X − T )2
)
.
(8.1)
It contains four free complex constants α , β , γ , δ.
2. Elliptic form was found by P. Painleve´ [61, 62]:
d2u
dτ2
=
3∑
a=0
ν2a℘
′(u+ ωa) , {ωa , k = 0 , ... , 3} = {0 , 1
2
,
1 + τ
2
,
τ
2
} . (8.2)
The equation is defined on the elliptic curve Στ with half-periods ωa and moduli τ which is the time
variable here. The relation between (8.1) and (8.2) is given by the following change of variables:
(u , τ)→
(
X(u, τ) =
℘(u)− e1
e2 − e1 , T (τ) =
e3 − e1
e2 − e1
)
, eα ≡ ℘(ωα) ,
(ν20 , ν
2
1 , ν
2
2 , ν
2
3) = −4π2(α ,−β , γ ,−δ + 12) .
(8.3)
In such a form the equation is obviously Hamiltonian. The mechanical model is given by the Hamiltonian
function
HPV I =
1
2
v2 −
3∑
a=0
ν2a℘(u+ ωa) (8.4)
and the canonical Poisson bracket
{v, u} = 1 . (8.5)
The mechanics is non-autonomous since two of the half-periods and the Weierstrass ℘-function depend
on τ .
3. Non-autonomous version of the Zhukovsky-Volterra gyrostat was introduced and proved to be equiva-
lent to the Painleve´ VI in [63]:
∂τS = [S, J(S)] + [S, ν
′] , (8.6)
where S is sl∗2-valued dynamical variable. In the basis of Pauli matrices
S =
3∑
α=1
Sασα , J(S) =
3∑
α=1
Jα(τ)Sασα , Jα(τ) = ℘(ωα) = eα , α = 1 , 2 , 3 ,
ν ′ =
3∑
α=1
ν ′ασα , ν
′
a = −ν˜a exp(−2πi ωa∂τωa)
(
ϑ′(0)
ϑ(ωa)
)2
, a = 0 , 1 , 2 , 3 ,
(8.7)
where ν˜a are four free complex constants. The autonomous version (when the time variable is not related
to the moduli τ) of (8.6) is known as the Zhukovsky-Volterra gyrostat [110, 111]. Vector (ν ′1 , ν
′
2 , ν
′
3)
39
plays role of the gyrostatic momentum while Jα(τ) are the inverse components of the inertia tensor in
the principal axes of inertia.
The equation (8.6) is Hamiltonian with the Hamiltonian function
HZV G =
1
2
3∑
α=1
JαS
2
α + Sαν
′
α (8.8)
and the Poisson-Lie brackets on sl∗2 are
{Sα, Sβ} = ǫαβγSγ . (8.9)
The relation between (8.6) and (8.2) is given by the following change of variables
S1 = −v θ2(0)ϑ′(0) θ2(2u)ϑ(2u) − κ2 θ2(0)ϑ′(0)
θ′2(2u)
ϑ(2u) +
ν˜0
θ22(0)
θ3(0)θ4(0)
θ3(2u)θ4(2u)
ϑ2(2u)
+ ν˜1
θ22(2u)
ϑ2(2u)
+ ν˜2
θ2(0)
θ4(0)
θ2(2u)θ4(2u)
ϑ2(2u)
+ ν˜3
θ2(0)
θ3(0)
θ2(2u)θ3(2u)
ϑ2(2u)
,
iS2 = v
θ3(0)
ϑ′(0)
θ3(2u)
ϑ(2u) +
κ
2
θ3(0)
ϑ′(0)
θ′3(2u)
ϑ(2u) −
ν˜0
θ23(0)
θ2(0)θ4(0)
θ2(2u)θ4(2u)
ϑ2(2u)
− ν˜1 θ3(0)θ2(0)
θ3(2u)θ2(2u)
ϑ2(2u)
− ν˜2 θ3(0)θ4(0)
θ3(2u)θ4(2u)
ϑ2(2u)
− ν˜3 θ
2
3(2u)
ϑ2(2u)
,
S3 = −v θ4(0)ϑ′(0) θ4(2u)ϑ(2u) − κ2 θ4(0)ϑ′(0)
θ′4(2u)
ϑ(2u) +
ν˜0
θ24(0)
θ2(0)θ3(0)
θ2(2u)θ3(2u)
ϑ2(2u) + ν˜1
θ4(0)
θ2(0)
θ2(2u)θ4(2u)
ϑ2(2u) + ν˜2
θ24(2u)
ϑ2(2u) + ν˜3
θ4(0)
θ3(0)
θ4(2u)θ3(2u)
ϑ2(2u) .
(8.10)
and the following identification of constants:
ν˜0 =
1
2 (ν0 + ν1 + ν2 + ν3) ,
ν˜1 =
1
2 (ν0 + ν1 − ν2 − ν3) ,
ν˜2 =
1
2 (ν0 − ν1 + ν2 − ν3) ,
ν˜3 =
1
2 (ν0 − ν1 − ν2 + ν3) .
(8.11)
Notice that while three constants (ν˜1 , ν˜2 , ν˜3) enter the equation (8.6) explicitly while the last one ν
′
0
appears to be related to the value of the Casimir function of the brackets (8.9):
1
2
3∑
α=1
S2α = ν˜
2
0 = ν
′
0
2
, (8.12)
i.e. three linear combinations of the four Painleve´ VI constants from (8.2) are arranged into the gyrostatic
momentum vector while the last one linear combination is the length of the angular momentum.
8.2 Linear problems
Let us describe the linear problems for the above given three forms of Painleve´ VI equation.
1. Rational form. The linear problems for the Painleve´ equations in the rational form arise naturally
from the sl2 Schlesinger systems [6], [8, 9, 10] on CP
1 \ {0 , 1 , T ,∞}. The later describes behavior of the
connection
(∂ζ +A(ζ)) dζ =
(
∂ζ +
A0
ζ
+
A1
ζ − 1 +
AT
ζ − T
)
dζ (8.13)
with logarithmic singularities at {0 , 1 , T ,∞} and sl∗2-valued residues. The isomonodromy equation is
the compatibility condition for the linear problem{
(∂ζ +A(ζ))Ψ = 0
(∂T +M(ζ)Ψ) = 0
, M(ζ) = − A
T
ζ − T . (8.14)
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It has a form:
∂TA(ζ)− ∂ζM(ζ) = [A(ζ,M(ζ))] . (8.15)
To get the Painleve´ VI one should perform the reduction
O0 ×O1 ×OT ×O∞ −→ O0 ×O1 ×OT ×O∞//SL(2,C) (8.16)
where Oa is the coadjoint orbit, i.e. the space of coalgebra Aa with some fixed eigenvalues which
are free constants. The reduction (8.16) is generated by the global (ζ-independent) coadjoint action
Ac → Ad∗SL(2,C)Ac, c = 0 , 1 , T ,∞. It provides the moment map equation
A0 +A1 +AT +A∞ = 0 . (8.17)
We should also choose some coordinates on the reduced space. For the case of 2×2 L-A pair the recipe
for the canonical variables is very well-known: let A12(X) = 0 and P = A11(X), then {P,X} = 1 (see
e.g. [112]). After quite a long calculation one can reproduce (8.1).
2. Elliptic form. 2×2 linear problem was suggested in [64]. It is formulated in terms of the following
connection
(
∂z + L
PV I(z)
)
dz in the holomorphic bundle over elliptic curve defined by transition functions
g1 =
(
1 0
0 1
)
and gτ =
(
e(u) 0
0 e(−u)
)
:
LPV I (z) =
(
v 0
0 −v
)
+
3∑
c=0
LPV Ic , L
PV I
c = ν˜c
(
0 ϕc(2u, z + ωc)
ϕc(−2u, z + ωc) 0
)
(8.18)
with ν˜c defined in (8.11). Together with M-operator
MPV I (z) =
3∑
c=0
MPV Ic , M
PV I
c = ν˜c
(
0 fc(2u, z + ωc)
fc(−2u, z + ωc) 0
)
(8.19)
the Lax matrix (8.18) provides the Painleve´ VI equation (8.2) via
∂τL
PV I (z)− ∂zMPV I (z) = 1
κ
[LPV I (z),MPV I (z)] . (8.20)
Notice that the Lax matrix (8.18) is a section of the bundle over Στ = C/Z+Zτ . Alternatively, one can
obtain the Painleve´ VI equation from the following L-A pair:
L˜PV I (z) =
(
v 0
0 −v
)
+
3∑
c=0
L˜PV Ic , L˜
PV I
c =νc
(
0 ϕc(z, ωc + u)
ϕc(z, ωc − u) 0
)
(8.21)
M˜PV I (z) =
3∑
c=0
M˜PV Ic , M˜
PV I
c =νc
(
0 fc(z, ωc + u)
fc(z, ωc − u) 0
)
(8.22)
with νc from (8.2). Here the Lax matrix (8.21) is a section of holomorphic bundle over the doubled
elliptic curve Σ2,2τ = C/2Z+ 2Zτ .
3. Non-autonomous Zhukovsky-Volterra gyrostat. The linear problem with spectral parameter on elliptic
curve was suggested in [63]. Similarly to the previous case it is formulated in terms of the following
connection
(
∂z + L
ZV G(z)
)
dz in the holomorphic bundle over elliptic curve Στ = C/Z + Zτ defined by
transition functions7 g1 = −Q =
(
1 0
0 −1
)
and gτ = −e(− τ4 − z2)Λ = −e(− τ4 − z2)
(
0 1
1 0
)
:
LZV G(z) = −κ
2
∂z lnϑ(z; τ)σ0 +
3∑
α=1
(Sαϕα(z) + ναϕα(z − ωα))σα . (8.23)
7The scalar multiplies are not very important here since ∂z + L(z) is the connection in the adjoint bundle.
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MZV G(z) = −κ
2
∂τ lnϑ(z; τ)σ0 −
3∑
α=1
Sα
ϕ1(z)ϕ2(z)ϕ3(z)
ϕα(z)
σα + E1(z)L
ZV G(κ = 0) . (8.24)
Then the monodromy preserving condition
∂τL
ZV G(z)− ∂zMZV G(z) = 1
κ
[LZV G(z),MZV G(z)] (8.25)
is equivalent to equation (8.6).
Trigonometric and rational degenerations of L-A pairs for Calogero-Gaudin-Schlesinger type systems
can be found in [113, 114, 115, 116]. One more 2× 2 elliptic Lax pair for Painleve´ VI equation arises in
the quantum version of the Painleve´-Calogero Correspondence [94, 95]. In this case the matrix element
L12(z) has two simple zeros at ±u and no poles.
8.3 Elliptic form of rational connection
To relate the rational and elliptic connections one needs to lift the bundle over CP1 to some bundle over
elliptic curve. The way to do it was suggested in [117]. Let us perform the analogue of the substitution
(8.3) for (8.13), i.e. let us make the following change of spectral parameter in the rational connection
A(ζ) =
(
A0
ζ +
A1
ζ−1 +
AT
ζ−T
)
dζ:
ζ = ζ(z, τ) =
℘(z2)− e1
e2 − e1 , T = T (τ) =
e3 − e1
e2 − e1 .
(8.26)
This gives
A(ζ)dζ =
∑
γ=0,1,T
Aγ℘′(z2 )
℘(z2)− ℘(ωγ)
dz
2
=
∑
γ=0,1,T
Aγ
(
E1(
z
2
+ ωγ)− E1(z
2
)− E1(ωγ)
)
dz , (8.27)
where the half-periods ω0, ω1, ωT of Στ are identified with the notation ωa from (8.2) as follows:
ω0 = ω1 =
1
2
, ω1 = ω2 =
1 + τ
2
, ωT = ω3 =
τ
2
.
Notice that
E1(
z
2
+ ωγ)−E1(z
2
)− E1(ωγ) = −ϕα(z)− ϕβ(z) (8.28)
for any different indices α, β, γ running over {1, 2, 3}. Indeed, both sides of (8.28) are double-periodic
functions on the doubled elliptic curve Σ2,2τ with simple poles at its half-periods (0, 1, τ + 1, τ). It only
remains to compare the residues. Therefore, we can rewrite (8.27) in the following way:
A(ζ)dζ =
3∑
α=1
Bαϕα(z)dz , (8.29)
where 

B1 = −A1 −AT
B2 = −A0 −AT
B3 = −A0 −A1
or


A∞=12
(
+B1 +B2 +B3
)
A0 = 12
(
+B1 −B2 −B3)
A1 = 12
(−B1 +B2 −B3)
AT = 12
(−B1 −B2 +B3)
(8.30)
The expression
Lell(z) =
3∑
α=1
Bαϕα(z) (8.31)
is the double-periodic function on the doubled elliptic curve Σ2,2τ with simple poles at its half-periods
(0, 1, τ + 1, τ). The residues equal 2A∞, 2A0, 2A1, 2AT respectively.
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8.4 Symplectic Hecke Correspondence
The modification of a bundle can be considered as the procedure which relates the bundles with different
characteristic classes and established the Symplectic Hecke Correspondence [60, 44]. In the SL(2,C)
case the characteristic classes are elements of Z2, i. e. ±1. The trivial one ”+1” corresponds to
the system (8.18)-(8.20) while ”−1” – to (8.23)-(8.25). The Symplectic Hecke Correspondence predicts
relation between elliptic L-A pairs (8.18)-(8.20) and (8.23)-(8.25) generated by modification (7.14). In
the SL(2,C) case it is of the form:
Ξ(z) =
(
θ3(z − 2u, 2τ) −θ3(z + 2u, 2τ)
−θ2(z − 2u, 2τ) θ2(z + 2u, 2τ)
)
. (8.32)
It maps the holomorphic bundle for PV I into the one for ZV G. Therefore, the corresponding connections
are related as follows:
LZV G(z) = Ξ(z)LPV I (z)Ξ−1(z)− κ∂zΞ(z)Ξ−1(z) . (8.33)
This relation provides the change of variables (8.10) (see [63]).
Similarly, the modification (8.32) relates the connections (8.21) and (8.31) on the curve Σ2,2τ . The
connection (8.21) has non-trivial automorphism: it is conjugated by
(
0 1
1 0
)
when z → −z (the later
corresponds to changing the branch of the elliptic curve realized as the two fold covering of CP1 ramified
at four points). It can be verified that the modification (8.32) trivializes the automorphism. Finally, we
have
Lell(z)− κ
2
E1(z)σ0 = Ξ(z)L˜
PV I (z)Ξ−1(z) − κ∂zΞ(z)Ξ−1(z) . (8.34)
This relation provides the non-trivial parametrization of the space O0 × O1 × OT × O∞//SL(2,C) in
terms of canonical variables v, u. It means that Bα from (8.31) and, therefore, A0, A1, AT and A∞ are
obtained as functions of v, u. Explicit expressions were found in [117]:
B1 |κ=0 =

 −v θ2(0)θ2(u)ϑ′(0)ϑ(u) − ν1 θ22(0)θ3(0)θ4(0) θ3(u)θ4(u)ϑ2(u) ν3 θ2(0)θ2(u)θ3(0)θ3(u) − ν4 θ2(0)θ2(u)θ4(0)θ4(u)
ν3
θ2(0)θ2(u)
θ3(0)θ3(u)
+ ν4
θ2(0)θ2(u)
θ4(0)θ4(u)
v θ2(0)θ2(u)ϑ′(0)ϑ(u) + ν1
θ22(0)
θ3(0)θ4(0)
θ3(u)θ4(u)
ϑ2(u)

 (8.35)
B2 |κ=0 =

 −ν3 θ4(0)θ4(u)θ3(0)θ3(u) −v θ4(0)θ4(u)ϑ′(0)ϑ(u) − ν1 θ24(0)θ2(0)θ3(0) θ2(u)θ3(u)ϑ2(u) + ν2 θ4(0)θ4(u)θ2(0)θ2(u)
−v θ4(0)θ4(u)ϑ′(0)ϑ(u) − ν1
θ24(0)
θ2(0)θ3(0)
θ2(u)θ3(u)
ϑ2(u)
+ ν2
θ4(0)θ4(u)
θ2(0)θ2(u)
ν3
θ4(0)θ4(u)
θ3(0)θ3(u)

 (8.36)
B3 |κ=0 =

 −ν4 θ3(0)θ3(u)θ4(0)θ4(u) −v θ3(0)θ3(u)ϑ′(0)ϑ(u) − ν1 θ23(0)θ2(0)θ4(0) θ2(u)θ4(u)ϑ2(u) + ν2 θ3(0)θ3(u)θ2(0)θ2(u)
v θ3(0)θ3(u)ϑ′(0)ϑ(u) + ν1
θ23(0)
θ2(0)θ4(0)
θ2(u)θ4(u)
ϑ2(u)
+ ν2
θ3(0)θ3(u)
θ2(0)θ2(u)
ν4
θ3(0)θ3(u)
θ4(0)θ4(u)

 (8.37)
κ∂zΞΞ
−1 =
κ
2
(
θ2(0)θ′2(u)
ϑ′(0ϑ(u) ϕ10(z) + E1(z)
θ3(0)θ′3(u)
ϑ′(0ϑ(u) ϕ01(z) +
θ4(0)θ′4(u)
ϑ′(0ϑ(u) ϕ11(z)
− θ3(0)θ′3(u)ϑ′(0ϑ(u) ϕ3(z) +
θ4(0)θ′4(u)
ϑ′(0ϑ(u) ϕ11(z) −
θ2(0)θ′2(u)
ϑ′(0ϑ(u) ϕ10(z) + E1(z)
)
(8.38)
Part III
Appendices
Appendix A: Simple Lie groups
Most of facts and notations are borrowed from [82, 118].
Roots and weights.
V - a vector space over R, dim V = n;
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V ∗ is its dual and 〈 , 〉 is a pairing between V and V ∗. R = {α} is a root system in V ∗.
The dual system R∨ = {α∨} is the root system in V .
If V and V ∗ are identified by a scalar product ( , ), then α∨ = 2α(α,α) .
The group of automorphisms of V ∗ generated by reflections
sα : x 7→ x− 〈x, α〉α∨ (A.1)
is the Weyl group W (R).
Simple roots Π = (α1, . . . , αl) form a basis in R
α =
n∑
j=1
fαj αj , f
α
j ∈ Z , (A.2)
and all fαj are positive (in this case α ∈ R+ is a positive root), or negative (α is a negative root).
R = R+ ∪R−. The level of α is the sum
fα =
∑
αj∈Π
fj . (A.3)
The Cartan matrix is
ajk = 〈αj , α∨k 〉 , αj ∈ Π , α∨k ∈ Π∨ . (A.4)
The simple roots generate the root lattice Q =
∑n
j=1 njαj , (nj ∈ Z , αj ∈ Π) in V ∗. There exists a
unique a maximal root −α0 ∈ R+
− α0 =
∑
αj∈Π
njαj . (A.5)
Its level is equal to h− 1, where
h = 1 +
∑
αj∈Π
nj (A.6)
is the Coxeter number. The positive Weyl chamber is
C+ = {x ∈ V | 〈x, α〉 > 0 , α ∈ R+} . (A.7)
The Weyl group acts simply-transitively on the set of the Weyl chambers. The simple coroots Π∨ =
(α∨1 , . . . , α
∨
l ) form a basis in V and generate the coroot lattice
Q∨ =
n∑
j=1
njα
∨
j ⊂ V , nj ∈ Z . (A.8)
The weight lattice P =
∑n
j=1mj̟j ⊂ V ∗ , mj ∈ Z is dual to the coroot lattice (A.8). The fundamental
coweights are dual to simple roots
Υ∨ = {̟∨j ∈ h , j = 1, . . . , n | 〈αk,̟∨j 〉 = δkj αj ∈ Π} . (A.9)
They generate the coweight lattice
P∨ =
l∑
j=1
mj̟
∨
j , mj ∈ Z (A.10)
dual to the root lattice Q. The half-sum of positive roots is ρ = 12
∑
α∈R+ α =
1
2
∑n
j=1̟j . For the dual
vector in V we have
ρ∨ =
1
2
∑
α∈R∨+
α∨ =
n∑
j=1
̟∨j . (A.11)
Affine Weyl group.
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The affine Weyl group Wa is Q
∨ ⋊W
WQ = Q
∨ ⋊W , x→ x− 〈α, x〉α∨ + kβ∨ , α∨, β∨ ∈ R∨ , k ∈ Z . (A.12)
The Weyl alcoves are connected components of the set V \ {〈α, x〉 ∈ Z}. Their closure are fundamental
domains of the Wa-action.
An alcove belonging to C+ (A.7)
Calc = {x ∈ V | 〈α, x〉 > 0 , α ∈ Π , (α0, x) > −1 } . (A.13)
The shift operator x→ x+ γ , γ ∈ P∨ generates a semidirect product
WP = P
∨ ⋊W . (A.14)
The factor group is isomorphic to the center WP/WQ ∼ P∨/Q∨ ∼ Z(G¯).
Chevalley basis in g.
Let g be a simple Lie algebra over C of rank n and h is a Cartan subalgebra. Let h = V + iV , where V
is the vector space defined above with the root system R. The algebra g has the root decomposition
g = h+ l , l =
∑
β∈R
Rβ , dimC Rβ = 1 . (A.15)
The Chevalley basis in g is generated by
{Eβj ∈ Rβj , βj ∈ R , Hαk ∈ h , αk ∈ Π} , (A.16)
where Hαk are defined by the commutation relations
[Eαk , E−αk ] = Hαk , [Hαk , E±αj ] = akjE±αk , αk , αj ∈ Π .
[Hαj , Eαk ] = akjEαk , [Eα, Eβ] = Cα,βEα+β , (A.17)
where Cα,β are structure constants of g. They possess the properties
Cα,β = −Cβ,α
Cλα,β = Cα,λ−1β , λ ∈W ,
Cα+β,−α =
|β|2
|α+β|2 C−α,−β
(A.18)
If ( , ) is a scalar product in h then Hα can be identified with coroots as Hα = α
∨ = 2α(α,α) and
(Hα,Hβ) =
4(α, β)
(α,α)(β, β)
=
2
(α,α)
aα,β . (A.19)
The Killing form in the subspace l is expressed in terms of (α,α)
(Eα, Eβ) = δα,−β
2
(α,α)
. (A.20)
Centers of simple groups.
A simply-connected group G¯ in all cases apart G2, F4 and E8 has a non-trivial center Z(G¯) ∼ P∨/Q∨.
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G¯ Lie (G¯) Z(G¯)
SL(n,C) An−1 µn
Spin2n+1(C) Bn µ2
Spn(C) Cn µ2
Spin4n(C) D2n µ2 ⊕ µ2
Spin4n+2(C) D2n+1 µ4
E6(C) E6 µ3
E7(C) E7 µ2
Table 2
Centers of universal covering groups
(µN = Z/NZ)
Z(G¯) is a cyclic group except g = D4l, and ord (Z(G¯)) = det (akj), where (akj) is the Cartan matrix.
Gad = G¯/Z(G¯) . (A.21)
In the cases An−1 (n is non-prime), and Dn the center Z(G¯) has non-trivial subgroups Zl ∼ µl = Z/lZ.
Then there exists the factor groups
Gl = G¯/Zl , Gp = Gl/Zp , Gad = Gl/Z(Gl) , (A.22)
where Z(Gl) is the center of Gl and Z(Gl) ∼ µp = Z(G¯)/Zl.
The group G¯ = Spin4n(C) has a non-trivial center
Z(Spin4n) = (µL2 × µR2 ) , µ2 = Z/2Z ,
where three subgroups can be described in terms of their generators as
µL2 = {(1, 1) , (−1, 1)} , µR2 = {(1, 1) , (1,−1)} , µdiag2 = {(1, 1) , (−1,−1)} .
Therefore there are three intermediate subgroups between G¯ = Spin4n(C) and G
ad
Spin4n
ւ ↓ ց
SpinR4n = Spin4n/Γ
L SO(4n) = Spin4n/Γ
diag SpinL4n = Spin4n/Γ
R
ց ↓ ւ
Gad = Spin4n/(µ
L
2 × µR2 )
(A.23)
Characters and cocharacters.
Let H be a Cartan subgroup H ⊂ G. Define the group of characters 8
Γ(G) = {χ : H → C∗} . (A.24)
This group can be identified with a lattice group in h∗ as follows. Let x = (x1, z2, . . . , xn) be an element
of h, and exp 2πix ∈ H. Define γ ∈ V ∗ such that χγ = exp 2πi〈γ,x〉 ∈ Γ(G). Then
Γ(G¯) = P , Γ(Gad) = Q , (A.25)
and Γ(Gad) ⊆ Γ(Gl) ⊆ Γ(G¯). The fundamental weights ̟k (k = 1, . . . , n) (simple roots αk) form a basis
in Γ(G¯) (Γ(Gad)). Let Z(G¯)) be a cyclic group and p is a divisor of ord (Z(G¯)) such that l = ord (Z(G¯))/p.
Then the lattice Γ(Gl) is defined as
Γ(G) = Q+̟Z , p̟ ∈ Q . (A.26)
8 The holomorphic maps of H to C∗ such that χ(xy) = χ(x)χ(y) for x, y ∈ H.
46
Define the dual groups of cocharacters t(G) = Γ∗(G) as holomorphic maps
t(G) = {C∗ →H} . (A.27)
In another way
t(G) = {x ∈ h |χ(e2πix) = 1} . (A.28)
A generic element of t(G) takes the form
zγ = exp 2πiγ ln z ∈ HG , γ ∈ Γ∗(G) , z ∈ C∗ . (A.29)
In particular, the groups t(G¯) and t(Gad) are identified with the coroot and the coweight lattices
t(G¯) = Q∨ , t(Gad) = P∨ , (A.30)
and t(G¯) ⊆ t(Gl) ⊆ t(Gad). It follows from (A.26) that
t(G) = Q∨ +̟∨Z , l̟∨ ∈ Q∨ . (A.31)
The sublattice t(Gl) ⊂ P∨ defines the affine Weyl group
Wt(G) = t(G)⋊W (A.32)
(see (A.12), (A.14)). The center Z(G) of G is isomorphic to the quotient
Z(G) ∼ P∨/t(G) , (A.33)
while π1(G) ∼ t(G)/Q∨. In particular,
Z(G¯) = P∨/t(G¯) ∼ P∨/Q∨ . (A.34)
Similarly, the fundamental group of Gad is π1(G
ad) ∼ t(Gad)/Q∨ ∼ P∨/Q∨. The triple (R, t(G), Γ(G))
is called the root data.
Parabolic subgroups and flag varieties
Let Π′ be a subset of simple roots Π′ ⊂ Π(g) and g′ be a semi-simple subalgebra of g corresponding to
Π′. Let h′ be the Cartan subalgebra g′. Then the Cartan algebra h ⊂ g has the decomposition h = h′⊕ h˜.
Similarly, we have for the coalgebras
h∗ = h
′∗ ⊕ h˜∗ . (A.35)
These data defines a parabolic subalgebra p of g. Let R
′
are roots generated by Π′ and R˜ = R \R′ . The
parabolic subalgebra is the semi-direct sum of the reductive subalgebra – (the Levi subalgebra) and the
nilpotent ideal
p = s(Π′)⊕ n+(R˜+) , s = g′(Π′)⊕ h˜ , n+ = ⊕α∈R˜+cαEα . (A.36)
Consider the decomposition of g into parabolic and nilpotent subalgebras
g = p⊕ n− , n− = ⊕α∈R˜−cαEα . (A.37)
Let P ⊂ G be the parabolic subgroup defined by p, N+ is the unipotent subgroup n+ = Lie (N+) and L
is a Levi subgroup with Lie algebra
Lie(L) = s = g′ ⊕ h˜ , (A.36) . (A.38)
The parabolic subgroup P is the semidirect product
P = L⋉N+ , Lie (N+) = n+ . (A.39)
47
If Π′ = ∅, then P = B is a Borel subgroup. For G we have the Bruhat decompositions
G =
⋃
w∈W
N−wP =
⋃
w∈W
N+wP , Lie (N−) = n− . (A.40)
The coset G/P = Flag is called the G-flag variety. The N+-orbits of w in Flag are the Schubert cells.
If P = B is a Borel subgroup the flag Flag = G/B is a full G-flag. Let Gcomp be the compact form of
the complex group G. There is the Iwasawa decomposition
G = GcompP , Gcomp ∩ P = Lcomp , Lcomp = L ∩Gcomp . (A.41)
Thereby, the flag varieties are orbits of the compact groups
Flag = G/P ∼ Gcomp/Lcomp . (A.42)
The parabolic subalgebras can be defined by means of fundamental coweights. Let γ ∈ Υ∨ (A.9). Its Lie
algebra has the form (see (A.36))
Lie(Pγ) = pγ = sγ(Π
′)⊕ n+γ (R˜+) , Π′ = {α ∈ Π | 〈α, γ〉 = 0} . (A.43)
The corresponding parabolic subgroup Pγ subgroup is maximal and the semi-simple subalgebra g
′ (A.38)
has rank n − 1. We need a special class of parabolic subalgebras. We call a parabolic subalgebras and
the corresponding Levi algebras admissible if
〈γ, α〉 = 1 ∀ α ∈ R˜+ (A.44)
Define admissible fundamental coweights as
Υˆ∨ = {γ ∈ Υ∨ | γ /∈ Π∨ , 〈γ, α〉 = 1 ∀ α ∈ R˜+} . (A.45)
Note, that for classical algebras any non-trivial fundamental coweight γ ∈ Υ∨, γ /∈ Π∨ defines admissible
parabolic and Levi subalgebras. It is not the case for the exceptional algebras e6 and e7.
Using notations of roots and weights from [82] we list admissible fundamental coweights and semisim-
ple components of admissible Levi algebras of simple Lie groups with non-trivial centers.
G¯ Υˆ∨ g′ G/P
SL(n,C) Υ∨ sl(n− p)⊕sl(p) Gr(n, p) =S(U(n− p)×U(p))
Spin2n+1(C) ̟
∨
1 so(2n − 1) SO(2n+ 1,R)/SO(2n − 1,R)×SO(2)
Spn(C) ̟
∨
1 sp(n− 1) Sp(n,R)/Sp(n− 1,R)×SO(2)
Spin2n(C) ̟
∨
1 so(2n − 2) SO(2n,R)/SO(2n− 2,R)×SO(2)
Spin2n(C) ̟
∨
n−1.n sl(n) SO(2n,R)/SU(n− 1)×SO(2)
E6(C) ̟
∨
1 so(10) E
Comp
6 /SO(10)×SO(2)
E7(C) ̟
∨
7 E6 E
Comp
7 /E
Comp
6 ×SO(2)
Table 3
Admissible Levi subalgebras
and flag varieties
If we extend the condition (A.44)
〈γ, α〉 = 1 or 0 ∀ α ∈ R˜+ (A.46)
then any parabolic subalgebra of admissible parabolic algebra is admissible. In particular, the Borel
subalgebras are admissible.
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Coadjoint orbits
The cotangent bundle T ∗G to G is equipped with the symplectic form
ω = δ〈a, g−1δg〉 , a ∈ g∗ , g ∈ G . (A.47)
The form is invariant under the parabolic subgroup actions fout, fint ∈ P
Ad∗fint(a) = f
−1
intafint , g → gfint , (A.48)
a→ a , g → foutg . (A.49)
The elements ǫint, ǫout ∈ p generate the vector fields defined by the transformations (A.48), (A.49). Their
Hamiltonians Fint, Fout (δFint,out = iǫint,outω) assumes the form
Fint = 〈ǫint, a〉 , Fout = 〈ǫout, gag−1〉 . (A.50)
The moments of these actions take values in p∗a = s ⊕ n−a (see (A.36) ). The moment corresponding to
the int action is equal to µint = Pr|p∗(a). Fix its value as µint = ν ∈ s. It means that solution of the
moment equation is
a = ν + ξ , ξ ∈ n+ , (A.51)
where ν is fixed and ξ is an arbitrary element of n+.
The coadjoint action of P preserves ν ∈ s and the reduced symplectic manifold
T ∗G//P = µ−1int(ν)/P . (A.52)
It follows from (A.48) and (A.51) that the symplectic quotient T ∗G//P is defined by the pairs (g, ν + ξ),
g ∈ G, ξ ∈ n+ with the equivalence relation
(gb, (Ad∗b )(ν + ξ)) ∼ (g, ν + ξ) , b ∈ P . (A.53)
Note, that the coadjoint action of P on ξ ∈ n+ is the affine action due to the ν term. The group P acts
free on n+. It means that T ∗G//P is the principal homogeneous space PH/T ∗(G/P ) over the cotangent
bundle to the flag variety G/P . The cotangent bundle corresponds to the choice ν = 0.
Let us fix a gauge of the P -action by the choice ξ = 0. It follows from (A.36) and (A.39) that the
Levi subgroup L preserves ξ = 0. Then from (A.53) we find that
Oν = (Ad∗)−1G ν = G/L . (A.54)
The form ω on T ∗G (A.47) becomes the Kirillov-Kostant form
ωKK = 〈ν, g−1δgg−1δg〉 . (A.55)
The dimension of the orbit is
dim (Op) = ♯ (R˜) . (A.56)
Affine Lie algebras [70]
The affine root system is defined as
Raff =
{
αˆ = α+ n | α ∈ R ∪ 0 n ∈ Z \ 0 ,
α ∈ R n = 0 .
}
.
Raff+ = R
aff for n > 0 , or α ∈ R+ , n = 0 , Raff− = Raff \Raff+ . (A.57)
The affine Lie algebra can be represented as L(g)⊕ Cc⊕Cd, where
L(g) = g⊗ C[t−1, t] =
{∑
k
xkt
k , xk ∈ g
}
, (A.58)
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c is the generator of the center and d is derivation of L(g). The affine roots corresponds to the affine
root subspaces of L(g)
Eαˆ = Eαt
n , Hαˆ = Hαt
n (n 6= 0) .
Let H be a Cartan subgroup of G. Realize the Weyl group W of g as the quotient N (H)/C(H), where
N (H) (C(H)) is the normalizer (centralizer) of H. Define two types of the affine Weyl groups:
WP = {wˆ = wtγ , w ∈W , γ ∈ P∨} , WQ = {wˆ = wtγ , w ∈W , γ ∈ Q∨} . (A.59)
They act on the root vectors as Eαˆ = Eαt
n → Ewˆ(αˆ) = Ew(α)tn+〈γ,α〉.
Loop groups [69]
Let L(G) be the loop group corresponding to the loop Lie algebra (A.58)
L(G) = G⊗ C[t−1, t]] =
{∑
k
gkt
k , gk ∈ G
}
. (A.60)
Define the loop subgroups
L+(G) = {g0 + g1t+ . . . = g0 + tL[t]]} , gj ∈ G , g0 ∈ P , (A.61)
N−(G) = {n− + g1t−1 + . . . = n− + t−1L[t−1]} , n− ∈ N− , (A.62)
N+(G) = {n+ + g1t+ . . . = n+ + tL[t]]} , n+ ∈ N+ , (A.63)
where Lie (N+) = n+ =
∑
α ∈ R˜+cαEα (A.36). It follows from (A.63) that
L+(G) = L⋉N+(G) , (A.64)
where L is the Levi subgroup.
There are the loop analogues of the Bruhat decomposition (A.40). The decomposition of the Cartan
subalgebra (A.35) defines the coweight sublattice
P˜∨ = {γ ∈ P∨ | 〈γ, α〉 = 0 , α ∈ h′} (A.65)
The subgroup W˜P of the affine Weyl group WP generated by the Weyl group W
′ = W ′(g′), where g′ is
defined in (A.35), and the sublattice P
′∨ ⊂ P∨. Consider the quotient W˜P = WP/W ′P . Similarly define
W˜Q = WQ/W
′
Q and W˜t(G) = Wt(G)/W
′
t(G). Similarly to (A.40) the affine Bruhat decomposition assumes
the form
L(Gad) =
⋃
wˆ∈W˜P
N−(Gad)wˆL+(Gad) =
⋃
wˆ∈W˜P
N+(Gad)wˆL+(Gad) , (A.66)
L(G¯) =
⋃
wˆ∈W˜Q
N−(G¯)wˆL+(G¯) =
⋃
wˆ∈W˜Q
N+(G¯)wˆL+(G¯) (A.67)
L(G) =
⋃
wˆ∈W˜t(G)
N−(G)wˆL+(G) =
⋃
wˆ∈W˜t(G)
N+(G)wˆL+(G) . (A.68)
An element g(t) ∈ L(G) can have the monodromy g(te2πı) = g(t)ζ, ζ = e(ξ), where ξ is a representative
of the quotient P∨/t(G) ∼ Z(G) (A.33). Define the subset of loops Lζ(G) homotopic e(ξ). Then we
come to the decomposition
L(G) = ∪ζ∈Z(G)Lζ(G) . (A.69)
Define the affine flag variety as the quotient
Flagaff = L(G)/L+(G) . (A.70)
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A N+(G)-orbit of wˆ in Flagaff
Cwˆ = {n(t)wˆL+(G) |n(t) ∈ N+(G)} . (A.71)
is called the affine Schubert cell. From (A.66)-(A.68) we find that
Flagaff =
⋃
wˆ∈WP,Q
Cwˆ .
The dimension of the affine Schubert cell in Flagaff is
dim(Cwˆ) = l(wˆ) , (A.72)
where l(wˆ) is the length of wˆ. It is the number of negative affine roots (A.57), which wˆ transforms to
positive ones.
Appendix B: Generalized Sin-basis in simple Lie algebras
In this Section we briefly describe the construction suggested in [44].
Let g be a complex simple Lie algebra, h is a Cartan subalgebra and R is the root system. Then we
have decomposition
g = h+ l , l =
∑
β∈R
Rβ , dimC Rβ = 1 . (B.1)
The Chevalley basis in g is generated by
{Eβj ∈ Rβj , βj ∈ R , Hαk ∈ h , αk ∈ Π} , (B.2)
where Hαk are defined by the commutation relations
[Eαk , E−αk ] = Hαk , [Hαk , E±αj ] = akjE±αk , αk , αj ∈ Π .
[Hαj , Eαk ] = akjEαk , [Eα, Eβ] = Cα,βEα+β , (B.3)
Let us pass from the Chevalley basis (B.2) to a new basis that is more convenient to define bundles
corresponding to non-trivial characteristic classes. We call it the generalized sin basis (GS-basis), because
for An case and degree one bundles it coincides with the sin-algebra basis (see, for example, [119]).
Let us take an element ζ ∈ Z(G¯) of order l and the corresponding Λ0 ∈ W from (5.4). Then as in
Section 5.2 Λ0 generates a cyclic group µl = (Λ
0, (Λ0)2, . . . , (Λ0)l = 1) isomorphic to a subgroup of Z(G¯).
Since Λ0 ∈W it preserves the root system R. Define the quotient set Tl = R/µl. Then R is represented
as a union of µl-orbits R = ∪TlO. We denote by O(β¯) an orbit starting from the root β
O(β¯) = {β , λ(β) , . . . , λl−1(β)} , β¯ ∈ Tl .
The number of elements in an orbit O (the length of O) is l/pα = lα, where pα is a divisors of l. Let να
be a number of orbits Oα¯ of the length lα. Then ♯R =
∑
ναlα. Note, that if O(β¯) has length lβ (lβ 6= 1),
then the elements λkβ and λk+lββ coincide.
Basis in l (B.1) Transform first the root basis E = {Eβ , β ∈ R} in l. Define an orbit in E
Eβ¯ = {Eβ , Eλ(β) , . . . , Eλl−1(β)}
corresponding to O(β¯). Again E = ∪β¯∈TlEβ¯.
For O(β¯) define the set of integers
Jpα = {a = mpα |m ∈ Z , a is defined mod l } , (pα = l/lα) . (B.4)
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”The Fourier transform” of the root basis on the orbit O(β¯) is defined as
tkβ¯ =
1√
l
l−1∑
m=0
ωmaEλm(β) , ω = exp
2πi
l
, a ∈ Jβ . (B.5)
This transformation is invertible Eλk(β) =
1√
l
∑
a∈Jl ω
−katk
β¯
, and therefore there is the one-to-one map
Eβ ↔ {tkβ¯ , a ∈ Jβ}. In this way we have defined the new basis
{tkβ¯ , (a ∈ Jl , β¯ ∈ Tl)} . (B.6)
Since λ(Eα) = Eλ(α) we have for Λe(u) (u ∈ h˜0)
AdΛ(t
k
β¯) = e(〈u, β〉 −
a
l
)tkβ¯ , e(x) = exp (2πix) . (B.7)
It means that tk
β¯
(β¯ ∈ Tl) is a part of basis in gl−a (5.11). Moreover,
AdQ(tkβ¯) = e(〈κ, β〉)tkβ¯ . (B.8)
These relations follows from (5.3). We also take into account that Q and Λ commute in the adjoint
representation and e (x)Eαe (−x) = e 〈x, α〉Eα for x ∈ h˜0.
Picking another element Λ′ generating a subgroup Zl′1 (l′ 6= l) we come to another set of orbits and
to another basis. We have as many types of bases as many of non-isomorphic subgroups in Z(G¯).
The Killing form
Consider two orbits O(α¯) and O(β¯), passing through Eα and Eβ. Assume that there exists such integer
r that α = −λr(β). It implies that elements of two orbits are related as λn(α) = −λm(β) if m− n = r.
In other words, −β ∈ O(α¯). In particular, it means that orbits have the same length. It follows from
(B.5) and (A.20) that
(tc1α¯ , t
c2
β¯
) = δα,−λr(β)δ(c1+c2,0 (mod l))ω−rc1
2pα
(α,α)
, (B.9)
where pα = l/lα, and lα is the length of O(α¯). In particular, (taα¯, t−a−α¯) = 2pα(α,α) . In what follows we need a
dual basis Tbα¯
(Tb1α¯1 , t
b2
α¯2) = δ
(b1+b2,0 (mod l))δα¯1,−α¯2 , T
b
α¯ = t
−b
−α¯
(α,α)
2pα
. (B.10)
The Killing form in this basis is inverse to (B.9)
(Ta1α¯1 ,T
a2
α¯2) = δα1,−λr(α2)δ
(a1+a2,0 (mod l))ωra1
(α1, α1)
2pα1
.
In particular,
(Taα,T
−a
−α) =
(α,α)
2pα
. (B.11)
A basis in the Cartan subalgebra
Almost the same construction exists in h. Again let Λ0 generates the group µl. Since Λ
0 preserves
the extended Dynkin diagram, its action preserves the extended coroot system Π∨ext = Π∨ ∪ α∨0 in h.
Consider the quotient Kl = Π∨ext/µl. Define an orbit H(α¯) of length lα = l/pα in Π∨ext passing through
Hα ∈ Π∨ext
H(α¯) = {Hα ,Hλ(α) , . . . ,Hλl−1(α)} , α¯ ∈ Kl = Π∨ext/µl .
The set Π∨ext is a union of H(α¯)
(Π∨)ext = ∪α¯∈KlH(α¯) .
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Define ”the Fourier transform”
hkα¯ =
1√
l
l−1∑
m=0
ωmkHλm(α) , ω = exp
2πi
l
, k ∈ Jα (B.4) . (B.12)
The basis hcα¯ , (c ∈ Jα, α¯ ∈ Kl) is over-complete in h. Namely, let H(α¯0) be an orbit passing through the
minimal coroot {Hα0 ,Hλ(α0), . . . ,Hλl−1(α0)}. Then the element h0α¯0 is a linear combination of elements
h0−α¯ , (α ∈ Π) and we should exclude it from the basis. We replace the basis Π∨ in h by
hcα¯ , (c ∈ Jα) , ,
{
α¯ ∈ K˜l = Kl \ H(α¯0) , c = 0
α¯ ∈ Kl , c 6= 0 . (B.13)
As before there is a one-to-one map Π∨ ↔ {hcα¯}. The elements (haα¯, tkα¯) form GS basis in gl−a (5.11).
The Killing form
The Killing form in the basis (B.13) can be found from (A.19)
(hkα¯, h
b
β¯) = δ
(k+j,0 (mod l))Akα,β , Akα,β =
2
(β, β)
l−1∑
s=0
ω−skaβ,λs(α) , (B.14)
where aα,β is the Cartan matrix (A.4). The dual basis is generated by elements h
a
α¯
(Hkα¯, h
j
β¯
) = δ(k+j,0 (mod l))δα,β , H
k
α¯ =
∑
β∈Π
(Akα,β)−1h−kβ¯ , hkβ¯ =
∑
α∈Π
(A−kα,β)H−kα¯ (B.15)
The Killing form in the dual basis takes the form
(hk1α¯1 , h
k2
α¯2) = δ
(k1+k2,0 (mod l))(Ak1α¯1,α¯2)−1 . (B.16)
In summary, we have defined the GS-basis in g
{tkβ¯ , hjα¯ , (k, β¯, j, α¯) are defined in (B.6), (B.13)} , (B.17)
and the dual basis
{Tkβ¯,Hjα¯ , (k, β¯, j, α¯) are defined in (B.10), (B.15)} , (B.18)
along with the Killing forms.
Commutation relations
The commutation relations in the GS basis can be found from the commutation relations in the Chevalley
basis (A.17). Taking into account the invariance of the structure constants with respect to the Weyl
group action Cλα,λβ = Cα,β it is not difficult to derive the commutation relations in the GS basis using
its definition in the Chevalley basis (B.5), (B.12). In the case of root-root commutators we come to the
following relations
[taα, t
b
β ] =


1√
l
l−1∑
s=0
ωbsCα, λsβ t
a+b
α+λsβ , α 6= −λsβ
pα√
l
ωs b ha+bα α = −λsβ
(B.19)
The Cartan-root commutators are:[
h kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks 2(α,λ
sβ)
(α,α) t
k+m
β[
H kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks (α,α)2 (αˆ, λ
sβ) tk+mβ
(B.20)
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Here we denote by αˆ the dual to the simple roots elements in the Cartan subalgebra:
(αˆi, βj) = δij . (B.21)
It is more convenient to use the following normalized basis for Cartan subalgebra:
h¯ kα =
(α, α)
2
h kα, H¯
k
α =
2
(α, α)
h kα (B.22)
This reparametrization leads to the following commutation relations:
[
h¯ kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks (α, λsβ) tk+mβ[
H¯ kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks (αˆ, λsβ) tk+mβ
(B.23)
The following simple formula expresses the decomposition of Cartan element in the basis of simple roots:
h¯kβ =
∑
α∈Π
(αˆ, β) h¯kα, β ∈ R . (B.24)
The connection of dual bases is clear from the following expression:∑
β∈Π
(αˆ, β) h¯kβ =
∑
β∈Π
(α, β) H¯kβ (B.25)
The Cartan elements have the following symmetry property:
h¯k−α = −h¯kα, H¯k−α = −H¯kα, (B.26)
Invariant subalgebra
Consider the invariant subalgebra g0. It is generated by the basis (t
0
β¯
, h0α¯) (B.17). In particular, {h0α¯}
(B.12), (B.13) form a basis in the Cartan subalgebra h˜0 ⊂ h (dim h˜0 = p < n).
We pass from {h0α¯} to a special basis in h˜0
Π˜∨ = {α˜k∨ | k = 1, . . . , p} . (B.27)
It is constructed in the following way. Consider a subsystem of simple coroots
Π∨1 = Π
ext∨ \ O(α¯∨0 ) (B.28)
(see (B.13)). In other words, Π∨1 is a subset of simple coroots that does not contain simple coroots from
the orbit passing through α0. For AN−1, Bn, E6 and E7 the coroot basis Π˜∨ (B.27) is a result of an
averaging along the λ orbits in Π∨1
α˜∨ =
l−1∑
m=1
Hλm(α) , Hα ∈ Π∨1 . (B.29)
In Cn and Dn cases this construction is valid for almost all coroots except the last on the Dynkin diagram
(see Remark 10.1 in [45]). Consider the dual vectors Π˜ = {α˜k | k = 1, . . . , p , 〈α˜k, α˜k∨〉 = 2} in h˜∗0.
Proposition 8.1 The set of vectors in h˜∗0
Π˜ = {α˜k | k = 1, . . . , p} , (B.30)
is a system of simple roots of a simple Lie subalgebra g˜0 ⊂ g0 defined by the root system R˜ = R˜(Π˜) and
the Cartan matrix 〈α˜k, α˜j∨〉.
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The check of this statement is done in [45] case by case.
Let R1 = R1(Π1) be a subset of roots generated by simple roots Π1 = Π
ext\O(α0). It is invariant under
λ action. The root system R˜ of g˜0 corresponds to the λ invariant set of R1. Consider the complementary
set of roots R \R1 and the set among orbits
T ′l = (R \R1)/µl . (B.31)
It is a subset of all orbits Tl = R/µl. Therefore, Tl = R˜∪ T ′l . The λ-invariant subalgebra g0 contains the
subspace
V = {
∑
β¯∈T ′
l
aβ¯t
0
β¯ , aβ¯ ∈ C} . (B.32)
Then g0 is a sum of g˜0 and V
g0 = g
′
0 ⊕ V . (B.33)
The components of this decomposition are orthogonal with respect to the Killing form (B.14), and V is
a representation of g′0 We enumarate below the explicit forms of g0 for all simple algebras from our list.
Let h′ be a subalgebra of h with the basis hjα¯ j 6= 0 (B.12) and h˜0 is a Cartan subalgebra of g˜0. Then
h = h˜0 ⊕ h′ . (B.34)
We summarize the information about invariant subalgebras in Table 4.
Π Z(G¯) ̟∨j Π1 l=ord (Λ) g˜0 g0
1 2 3 4 5 6 7
AN−1, (N = pl) µN ̟∨N−1 ∪l1Ap−1 N/p slp slp ⊕l−1j=1 glp
Bn µ2 ̟
∨
n so2n−1 2 so(2n− 1) so(2n)
C2l , (l > 1) µ2 ̟
∨
2l A2l−1 2 so(2l) gl2l
C2l+1 µ2 ̟
∨
2l+1 A2l 2 so(2l + 1) gl2l+1
D2l+1 , (l > 1) µ4 ̟
∨
2l+1 A2l−2 4 so(2l − 1) so(2l) ⊕ so(2l) ⊕ 1
D2l+1 , (l > 1) µ4 ̟
∨
1 D2l 2 so(4l − 1) so(4l)⊕ 1
D2l , (l > 2) µ2 ⊕ µ2 ̟∨2l A2l−1 2 so(2l) so(2l)⊕ so(2l)
D2l , (l > 2) µ2 ⊕ µ2 ̟∨1 D2l−1 2 so(4l − 3) so(4l− 2)⊕ 1
E6 µ3 ̟
∨
1 D4 3 g2 so(8)⊕ 2 · 1
E7 µ2 ̟
∨
7 e6 2 f4 e6 ⊕ 1
Table 4
Invariant subalgebras g˜0 = gΠ˜ and g0 of simple Lie algebras.
The coweights generating central elements are displaced in column 3.
In the invariant simple algebra g′0 instead of the basis (h
0
α¯, t
0
β¯
) we can use the Chevalley basis and
incorporate it in the GS-basis
{h0α¯ , t0β¯} → {g˜0 = (Hα˜ , α˜ ∈ Π˜ , Eβ˜ , β˜ ∈ R˜) , V = (t0β¯ , β¯ ∈ T ′)} . (B.35)
Remark 8.1 For any ξ ∈ Q∨ a solution of (5.7) is Λ = Id. In this case g′0 = g and GS-basis is the
Chevalley basis.
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The GS-basis from a canonical basis in h
Let (e1, e2, . . . , en) be a canonical basis in h, ((ej , ek) = δjk).
9 Since Λ preserves h we can consider
the action of µl on the canonical basis. Define an orbit of length ls = l/ps passing through es O(s) =
{es, λ(es), . . . , λ(l−1)es)}.
The Fourier transform along O(s) takes the form
hcs =
1√
l
l−1∑
m=0
ωmcλm(es) , c ∈ Jps , ω = exp (
2πi
l
) , (B.36)
where Jps = {c = mpsmod(l) |m ∈ Z}. Consider the quotient Cl = (e1, e2, . . . , en)/µl. Then we can pass
from the canonical basis to the GS basis
(e1, e2, . . . , en)←→ {hcs , s ∈ Cl} .
The Killing form is read of from (B.36)
(hj1s1 , h
j2
s2) = δ(s1,s2)δ
(j1,−j2) . (B.37)
Then the dual generators are
Hks = h
−k
s . (B.38)
The commutation relations in g take the form
[hk1s , t
k2
β¯
] =
1√
l
l−1∑
r=0
ω−rk1〈λr(β), es〉tk1+k2β¯ , (B.39)
[tk1α¯ , t
k2
β¯
] =
1
pα
√
l
ωrk2
∑
s
(α∨, es)hk1+k2s , if α = −λr(β) for some r .
We obtain the last relation from (B.5) and from the expansion hkα =
∑
s(α
∨, es)hks . Alternatively, the
same relations can be written as given in (B.19)-(B.20):
[tkα, t
j
β ] =


1√
l
l−1∑
s=0
ωjsCα, λsβ t
k+j
α+λsβ, α 6= −λsβ
pα√
l
ωs j hk+jα α = −λsβ
[
h kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks 2(α,λ
sβ)
(α,α) t
k+m
β[
H kα, t
m
β
]
= 1√
l
l−1∑
s=0
ω−ks (α,α)2 (αˆ, λ
sβ) tk+mβ .
Appendix C: Elliptic functions
Most of facts and notations are borrowed from [120, 121]. The identities can be proved directly by
comparing residues and quasi-periodicities on the lattice Z+ τZ.
Notations.
(e(x) = exp 2πı(x) , q = e(
1
2
τ)) .
ω1 , ω2 − fundamental half − periods , τ = ω2/ω1 .
The theta function:
9For An and E6 root systems it is convenient to choose canonical bases in h⊕ C.
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ϑ(z|τ) =
∑
n∈Z
(−1)n− 12 e1
2
(
(n +
1
2
)2τ + (2n+ 1)z
)
= (C.1)
= 2q
1
4
∞∑
n=0
(−1)nqn(n+1) sinπz
The Eisenstein functions
E1(z|τ) = ∂z log ϑ(z|τ), E1(z|τ)|z→0 ∼ 1
z
− 2η1z , (C.2)
E2(z|τ) = −∂zE1(z|τ) = ∂2z log ϑ(z|τ) , E2(z|τ)|z→0 ∼
1
z2
+ 2η1 . (C.3)
Here
η1(τ) =
3
π2
∞∑
m=−∞
∞′∑
n=−∞
1
(mτ + n)2
=
24
2πi
η′(τ)
η(τ)
, (C.4)
where
η(τ) = q
1
24
∏
n>0
(1− qn) .
is the Dedekind function.
Relation to the Weierstrass functions
ζ(z, τ) = E1(z, τ) + 2η1(τ)z , (C.5)
℘(z, τ) = E2(z, τ) − 2η1(τ) . (C.6)
Functions φ:
φ(u, z) =
ϑ(u+ z)ϑ′(0)
ϑ(u)ϑ(z)
. (C.7)
It has a pole at z = 0 and
φ(u, z) =
1
z
+ E1(u) +
z
2
(E21(u)− ℘(u)) + . . . . (C.8)
Let
f(u, z) = ∂uφ(u, z) = φ(u, z)(E1(u+ z)− E1(u)) . (C.9)
Addition formulae.
φ(u, z)f(v, z) − φ(v, z)f(u, z) = (E2(v) −E2(z))φ(u + v, z) . (C.10)
φ(u, z)φ(−u, z) = (E2(z)− E2(u)) . (C.11)
φ(u, z)φ(−u,w) = φ(u, z − w)[E1(u+ z − w)− E1(u) + E1(w) − E1(z)] . (C.12)
Let
∑n
a=1 ca = 0. Then(
n∑
a=1
caE1(w − xa)
)2
=
n∑
a=1

c2a℘(w − xa) +∑
b6=a
cacbE1(xa − xb)E1(w − xa)

 . (C.13)
Heat equation
∂τφ(u,w) − 1
2πi
∂u∂wφ(u,w) = 0 . (C.14)
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Parity
φ(u, z) = φ(z, u) , φ(−u,−z) = −φ(u, z) . (C.15)
E1(−z) = −E1(z) , E2(−z) = E2(z) . (C.16)
f(−u,−z) = f(u, z) . (C.17)
Quasi-periodicity
ϑ(z + 1) = −ϑ(z) , ϑ(z + τ) = −q− 12 e−2πizϑ(z) , (C.18)
E1(z + 1) = E1(z) , E1(z + τ) = E1(z)− 2πi , (C.19)
E2(z + 1) = E2(z) , E2(z + τ) = E2(z) , (C.20)
φ(u, z + 1) = φ(u, z) , φ(u, z + τ) = e−2πıuφ(u, z) . (C.21)
f(u, z + 1) = f(u, z) , f(u, z + τ) = e−2πıuf(u, z)− 2πıφ(u, z) . (C.22)
The most important object for construction of Lax operators and r-matrices is the function defined as
follows:
ϕkα(u, z) = e
2πi〈̺,α〉zφ
(
〈u+ ̺τ, α〉+ k
l
, z
)
, (̺ = ρ/h) , (C.23)
ϕk0(u, z) = φ(
k
l
, z) , (C.24)
ϕ00(u, z) = E1(z) (C.25)
and
fkα(u, z) = e
2πi〈̺,α〉zf
(
〈u+ ̺τ, α〉+ k
l
, z
)
, (C.26)
fkα(u, 0) = −E2
(
< u+ ̺τ, α > +
k
l
)
= −℘
(
< u+ ̺τ, α > +
k
l
)
− 2η1 , (C.27)
f00 (u, z) = f
0
0 (z) =
1
2
(
E21(z)− ℘(z)
)
. (C.28)
The heat equation takes the form:
2πi∂τϕ
k
α(u, z) = ∂zf
k
α(u, z) . (C.29)
To save space we sometimes omit the u-dependence of the function in the formulae below.
Fay identity:
φ(u1, z1)φ(u2, z2)− φ(u1 + u2, z1)φ(u2, z2 − z1)− φ(u1 + u2, z2)φ(u1, z1 − z2) = 0 . (C.30)
Differentiating over u2 we find:
φ(u1, z1)f(u2, z2)− φ(u1 + u2, z1)f(u2, z2 − z1) = (C.31)
φ(u2, z2 − z1)f(u1 + u2, z1) + φ(u1, z1 − z2)f(u1 + u2, z2) .
Substituting here
u1 =< u+ ρτ, α+ β > +
k+m
l ,
u2 = − < u+ ρτ, β > −ml ,
z1 = za − zc = zac ,
z2 = zb − zc = zbc
(C.32)
and multiplying by appropriate exponential factor we can rewrite it in the form:
ϕkα(zac)f
m
β (zab)− ϕmβ (zab)fkα(zac) + ϕk+mα+β (zab)fkα(zcb)− ϕk+mα+β (zac)f−m−β (zbc) = 0 . (C.33)
58
Taking the limit m = 0, β = 0 and using the expansion
φ(u, z) ∼ 1
u
+ E1(z) + uf
0
0 (z) + ... (C.34)
we find:
ϕkα(zac)f
0
0 (zab)− E1(zab)fkα(zac) + ϕkα(zab)fkα(zbc)− ϕkα(zac)f00 (zcb) =
1
2
∂uf
k
α(zac) . (C.35)
More Fay identities:
ϕkα(zac)f
m
β (zac)− ϕmβ (zac)fkα(zac) = ϕk+mα+β (zac)(℘kα − ℘mβ ) , (C.36)
ϕmβ (zac)f
−m
−β (zac)− ϕ−m−β (zac)fmβ (zac) = E′2mβ , (C.37)
ϕkβ(zac)℘
k
β − ϕkβ(zac)f00 (zac) + E1(zac)fkβ (zac) =
1
2
∂uf
k
β (zac) . (C.38)
The last one follows from
∂uφ(u, z) = φ(u, z)(E1(z + u)− E1(u)) , (C.39)
and
(E1(z + u)− E1(u)− E1(z))2 = ℘(z) + ℘(u) + ℘(z + u) . (C.40)
Modular properties.
Let
(
a b
c d
)
∈ SL(2,Z), i.e. a, b, c, d ∈ Z and ad− bc = 1. Then
θ(
z
cτ + d
|aτ + b
cτ + d
) = ǫe
pii
4 (cτ + d)
1
2 exp
(
iπcz2
cτ + d
)
θ(z|τ) , (ǫ8 = 1) , (C.41)
E1(
z
cτ + d
|aτ + b
cτ + d
) = (cτ + d)E1(z|τ) + 2πicz , (C.42)
E2(
z
cτ + d
|aτ + b
cτ + d
) = (cτ + d)2E2(z|τ) − 2πic(cτ + d) , (C.43)
φ(
u
cτ + d
,
z
cτ + d
|aτ + b
cτ + d
) = (cτ + d) exp
(
2πi
czu
cτ + d
)
φ(u, z|τ) . (C.44)
Appendix D: Characteristic classes and conformal groups
In this Section we briefly describe the construction of conformal groups suggested in [44].
Conformal groups
Here we introduce an analog of the group GL(N,C) for other simple groups apart from SL(N,C). Let
φ : Z(G¯) →֒ (C∗)r (D.1)
be an embedding of the center Z(G¯) into algebraic torus (C∗)r of minimal dimension (r = 1 for a cyclic
center and r = 2 for µ2 × µ2). Note that any two embeddings for Z(G¯), (G¯ 6= SL(N,C)) are conjugated
from the left: φ1 = Aφ2 for some automorphism A of the torus (C
∗)r. For these groups we deal with
µ2, µ3, µ4 or µ2 × µ2. In these cases the non-trivial roots of unity coincide or they are inverse to each
other. In the latter case A : x→ x−1.
Consider the ”anti-diagonal” embedding Z(G¯)→ G¯× (C∗)r , ζ 7→ (ζ, φ(ζ)−1) , ζ ∈ Z(G¯). The image
of this map is a normal subgroup since Z is the center of G¯.
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Definition 8.1 The quotient
CG¯ =
(
G¯× (C∗)r) /Z(G¯)
is called the conformal version of G¯.
In the similar way the conformal version can be defined for any G with a non-trivial center. If the center
of G is trivial as for Gad then CG = G× C∗.
The group CG¯ does not depend on embedding in Cr due to above remark about conjugacy of φ’s.
We have a natural inclusion G¯ ⊂ CG¯. Consider the quotient torus Z∨ = (C∗)r /Z(G¯) ∼ (C∗)r. The last
isomorphism is defined by λ→ λN for cyclic center and (λ1, λ2)→ (λ21, λ22) for Deven. The sequence
1→ G¯→ CG¯→ Z∨ → 1 (D.2)
is the analogue of
1→ SL(N,C)→ GL(N,C)→ C∗ → 1 .
On the other hand, we have embedding (C∗)r → CG¯ with the quotient CG¯/ (C∗)r = Gad. Then the
sequence
1→ (C∗)r → CG¯→ Gad → 1 (D.3)
is similar to the sequence
1→ C∗ → GL(N,C)→ PGL(N,C)→ 1 .
Let π be an irreducible representation of G¯ and χ is a character of the torus (C∗)r. It follows from (D.2)
that an irreducible representation π˜ of CG¯ is defined as
π˜ = π ⊠ χ((C∗)r) , such that π|Z(G¯) = χφ , (φ (D.1)) . (D.4)
Assume for the simplicity that π is a fundamental representation. It means that the highest weight ν of π
is a fundamental weight. Let ̟∨ be a fundamental coweight generating Z(G¯) for r = 1. In other words,
ζ = e(̟∨) is a generator of Z(G¯) (ζN = 1, N =ord(Z(G¯)). Then π|Z(G¯) acts as a scalar e〈̟∨, ν〉. The
highest weight can be expanded in the basis of simple roots ν =
∑
α∈Π c
ν
αα. Then the coefficients c
ν
α are
rows of the inverse Cartan matrix. They have the form k/N , where k is an integer. Therefore the scalar
e〈̟∨, ν〉 = e
(∑
α∈Π
cναδ〈̟∨,α〉
)
(D.5)
is a root of unity. On the other hand, let χm(C
∗) = wm (w ∈ C∗) be a character of C∗, and φ(ζ) = e (l/N).
In terms of weights the definition of π˜ (D.4) takes the form e〈̟∨, ν〉 = e
(
ml
N
)
. It follows from this
construction that characters of CG¯ are defined by the weight lattice P and the integer lattice Z with an
additional restriction
χ(γ,m)(x, w) = exp 2πi〈γ,x〉wm , 〈γ,̟∨〉 =
ml
N
+ j , γ ∈ P , m, j ∈ Z , x ∈ h .
The case Deven (r = 2) can be considered in the similar way.
Remark 8.2 Simple groups can be defined as subgroups of GL(V ) preserving some multi-linear forms
in V . For examples, in the defining representations these forms are bilinear symmetric forms for SO,
bilinear antisymmetric forms for Sp, a trilinear form for E6 and a form of fourth order for E7. In a
generic situation G is defined as a subgroup of GL(V ) preserving a three tensor in V ∗ ⊗ V ∗ ⊗ V [122].
The conformal versions of these groups can be alternatively defined as transformations preserving the
forms up to dilatations. We prefer to use here the algebraic construction, but this approach justifies the
name ”conformal version”.
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The conformal versions can be also defined in terms of exact representations of G¯. Let V be such a
representation and assume that Z(G¯) is a cyclic group. Then CG¯ is a subgroup of GL(V ) generated by
G and dilatations C∗. The character det V is equal to λdim (V ), where λ is equal to (D.5) for fundamental
representations.
For Deven we use two representations, for example the left and right spinors Spin
L,R. The conformal
group CSpin4k is a subgroup of GL(Spin
L ⊕ SpinR) generated by Spin4k and C∗ × C∗, where the first
factor C∗ acts by dilatations on SpinL and the second factor acts on SpinR. The character det SpinL
(det SpinR) is equal to λ
dim (SpinL4k)
1 (λ
dim (SpinR4k)
2 ), (dim (Spin
L,R
4k ) = 2
2k−1).
Characteristic classes and degrees of vector bundles
From the exact sequence (D.3) and vanishing of the second cohomology of a curve H2(Σ,O∗) = 0 with
coefficients in analytic sheaf we get that any Gad(O)-bundle (even topologically non-trivial one with
ζ(Gad(O) 6= 0) can be lifted to a CG¯(O)-bundle.
Let V be an exact representation either irreducible or the sum SpinL ⊕ SpinR for D2k. Then from
(D.1) one has an embedding of Z(G¯) to the automorphisms of V
φV : Z(G¯) →֒ (C∗)r = AutG¯(V ) . (D.6)
In particular case, when V is a fundamental defining representation the center acts by multiplication by
(D.5).
Let PCG¯ be a principal CG¯(O)-bundle. Denote by E(V ) = PCG¯ ⊗CG¯ V (or E(SpinL,R)) a vector
bundle induced by a representation V (SpinL,R for Deven).
Theorem 8.1 10 Let Ead = E(Ad) be the adjoint bundle with the characteristic class ζ(Ead). The image
of ζ(Ead) under φV (D.6) is
φV (ζ(Ead)) =
{
exp
(−2πideg (EG¯(V ))/dim V ) Z(G¯)− is cyclic ,
exp
(−2πideg (E
SpinL,R4k
)/22k−1
)
.
Proof. Consider the commutative diagram
1 1x x
1 −−−−→ Z∨(OΣ) ∼−−−−→ Z∨(OΣ) −−−−→ 1x[N ] x x
1 −−−−→ (O∗Σ)r −−−−→ CG¯(OΣ) −−−−→ Gad(OΣ) −−−−→ 1x x x
1 −−−−→ Z(G¯) −−−−→ G¯(OΣ) −−−−→ Gad(OΣ) −−−−→ 1x x x
1 1 1
and corresponding diagram of Cˆech cochains. Let ψ be a 1-cocycle with values in Gad(OΣ). Consider its
preimage as a cocycle with values in CG¯(OΣ). Due to definition of CG¯ this cocycle is a pair of cochains
(Ψ, ν) with values in G¯(OΣ) and (O∗Σ)r such that φV (dΨ)dν = 1 ∈ (O∗)r, where d is the Cˆech coboundary
operator. The cohomology class of dΨ by definition is the characteristic class c, so φV of it is opposite
to the class of dν: φV (ζ(Ead)) = (dν)
−1. Since ν acts in V as a scalar νdimV , it is a one-cocycle as a
10For G = GL(N,C) this theorem was proved in [76]
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determinant of this action. It represents the determinant of the bundle E(V ). In this way ν is a preimage
of the cocycle νdimV under the taking N = dim (V )-th power O∗ [N ]→ O∗ , ν → νN , N = dim (V ).
Consider the long exact sequence
1→ µN → O∗Σ
[N ]→ O∗Σ → 1 , (µN = Z/NZ) .
It induces the map H1(Σ,O∗Σ) →H2(Σ, µN ). The cocycle dν lies in the cohomology class which is an
image of the class of det E(V ) = νN under the coboundary map H1(Σ,O∗) → H2(Σ, µN ). Denote
it by InvN =Image(det E(V )). Thus, by the definition, the class of dν equals to InvN (det E(V )) =
InvN (ζ1(E(V ))).
The statement of the theorem follows from the following proposition
Proposition 8.2 Let γ be a 1-cocycle with values in O∗. Then InvN (γ) = exp
(
1
N 2πideg(γ)
)
.
Proof
Consider the diagram
0 −−−−→ µN −−−−→ O∗Σ
[N ]−−−−→ O∗Σ −−−−→ 0xexp xexp
0 −−−−→ OΣ ×N−−−−→ OΣ −−−−→ 0x x
2πiZ
×N−−−−→ 2πiZ
Let γ be a 1-cocycle of O∗Σ. By definition its image in H2(X,µN ) is equal to the coboundary of
1-cochain γ1/N of O∗Σ, (γ1/N )N = γ. Let log(γ) be a preimage of the cycle γ under exponential map;
log(γ) is a 1-cochain of OΣ and its coboundary equals to degree of γ times 2πi. As the multiplication
by N is invertible on OΣ, the cochain 1N log(γ) is well-defined. Due to commutativity of the diagram
we can choose exp
(
1
N log(γ)
)
as γ1/N . Hence, the image of γ in H2(X,µN ) equals to coboundary of
exp
(
1
N log(γ)
)
.
The case r = 2, can be analyzed in the same way. The theorem is proved. 
Let as above ̟∨ be a fundamental coweight generating a center Z(G¯) and ν is weight of representation
of G¯ in V . Then it follows from Theorem 4.1 and (D.5 ) that
deg (E(V )) = dim (V )(〈̟∨, ν〉+ k) , k ∈ Z . (D.7)
It follows from our considerations that replacing the transition matrix
Λ→ Λ˜(z) = e (〈̟∨, ν〉(z + τ
2
))Λ
defines the bundle of conformal group CG of degree (D.7). For the fundamental representations of G¯ we
have the following realization of (D.7):
G¯ ν, V deg (E(V ))
SL(n,C) ̟∨1 n −1 + kn
Spin2n+1(C) ̟
∨
n 2
n 2n−1(1 + 2k)
Mpn(C) ̟
∨
1 2n n(1 + 2k)
SpinL,R4n (C) ̟
∨
n,n−1 2
2n−1 22n−2(1 + 2k)
Spin4n+2(C) ̟
∨
n 2
n 2n−2(1 + 4k)
E6(C) ̟
∨
1 27 9(1 + 3k)
E7(C) ̟
∨
1 56 28(1 + 2k)
(k ∈ Z)
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Table 5.
Degrees of bundles for conformal groups.
Mpn(C) is the universal covering of Spn(C).
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