Abstract: We give a generalization of fluctuation identities and inequalities for the entropy production when the microscopic dynamics preserves the phase space volume but is not assumed to be dynamically reversible. We find that general first properties such as the strict positivity of the entropy production or the validity of an H−theorem are unaffected by the irreversibility of the dynamics. Fluctuation identities describing the relation between entropy production and its time-reversal must however be changed and now involve the time-reversed dynamics.
Introduction
Most recent studies on the nature and the fluctuations of the entropy production have assumed that the microscopic evolution is dynamically time-reversal invariant or reversible. That is strictly enforced in derivations of a Gallavotti-Cohen symmetry for deterministic dynamics, e.g. in [3, 15, 12, 9] , but it is also implicitly present for stochastic dynamics under the form of a detailed balance condition for equilibrium dynamics that is transformed into a local detailed balance condition for driven systems, see e.g. [7, 11, 9] . In the present paper we investigate the consequences of breaking the reversibility on the microscopic scale. We will see that it has no effect on monotonicity properties or on the positivity of the entropy production. For a given initial condition, the expected entropy production in the forward and in the backward time-direction can now be different but they are both non-negative and monotone non-decreasing under appropriate conditions. The Gallavotti-Cohen symmetry is however affected as described in Proposition 3.2 below. The effect of conditioning on a negative entropy production along a path is now not only that we effectively reverse the time but also that we reverse the microscopic dynamics.
The question on how dynamical irreversibility could modify the fluctuation symmetry of Gallavotti-Cohen was discussed in e.g. [1, 2] . There emphasis was put on the idea of regeneration of time-reversal symmetry and on possible equivalences between irreversible and reversible dynamical systems. Here we only wish to make exact what formal fluctuation relations remain valid for irreversible dynamics. The set-up we choose for that is [9] . There, dynamic reversibility was assumed and the main point was to show under very general conditions that the source of macroscopic time-reversal breaking can be identified with the entropy production. Here we improve on the presentation and give the natural continuation and application of these ideas for irreversible dynamics.
We start in the next section with a deterministic dynamical system with a given stationary measure that defines the entropy once a partition of the phase space is chosen. Our first result (Proposition 2.1) concerns the strict positivity of the expected change in entropy and we add when it extends to an H−theorem. In Section 3 we differentiate between subsystem and reservoirs and we consider the total entropy production as seen from the histories of the subsystem. We restrict ourselves to a steady state condition. Again, strict positivity is discussed (in Proposition 3.1) and our second main result is a fluctuation symmetry for the entropy production (Proposition 3.2).
2. The total system 2.1. Definitions. The dynamical system (Γ, F, ρ, f ) consists of an invertible map f on the probability space (Γ, F, ρ); f is measurable, f −1 A ∈ F, and ρ is stationary, ρ(f −1 A) = ρ(A), A ∈ F. The space Γ comes also equipped with a measurable involution π, π 2 = id and ρπ = ρ. We do not assume that f −1 = πf π so that (Γ, F, π, ρ, f ) constitutes an irreversible dynamical system. To save space we will write
The partitionΓ is assumed π-invariant so that we can define πM (x) ≡ M (πx), x ∈ Γ and M πi ≡ πM i . Byμ we denote a general probability measure onΓ andμπ(M i ) ≡μ(πM i ), i ∈ I.
Define the probability law ρ(μ) on (Γ, F) by
We will use these measures as initial conditions and write Eμ[·] for expectations with respect to ρ(μ).
We define the entropy as
It corresponds quite generally to a Boltzmann-Planck-Einstein entropy governing the fluctuations as ρ(
The relative entropy ofμ with respect to ρ onΓ is
That is an average of (2.2) in the sense that
That is why we refer to it also as a Gibbs entropy. Further interpretation is in Section 2.3.
The path-space measure over time n = 0, 1, . . . for the dynamics f corresponding to the coarse-grainingΓ and with initial probability measure ρ(μ) is given by
It is a probability measure on the space I n+1 of symbol sequences, or equivalently, onΓ n+1 , with meaning
with x ∈ Γ sampled according to ρ(μ). Expectations in the path-space measure are written as E f µ [·]. We writeμ n for the projection onΓ of the time-evolved measure:
where U i ∈ R is a function of i ∈ I and Z is the partition sum. Similarly, we writeμ
and abbreviate
There is nothing special about the parameterizations with the functions U i or U n i in (2.7)-(2.9) since we have assumed that I is finite. From the definition (2.2),
Proposition 2.1. The change in Gibbs entropies (2.3) satisfies
(2.11) shows that the decrease of relative entropy −[S(μ n ) − S(μ)] or what I have called the change of Gibbs entropy in (2.4), is strictly positive, essentially, whenever the change in entropy ∆S of (2.9) is variable (not strictly zero). How large that change is, depends on how large δ we can take in (2.11). In thermodynamic scenario's it can be expected that the entropy is proportional to the number N of particles and that δ N is possible. That is formally equivalent to the second law of thermodynamics when applied to an initial constrained equilibrium as in (2.1). When one removes the constraint, the Gibbs entropy at any later time is larger than the initial one. Stronger than that version of the second law would be a statement about monotonicity as in the H−theorem. In general, there is no reason why the form (2.1) would be preserved in time and (2.11) as such does not give monotonicity. Nevertheless, as for the subject of this paper, it is worth emphasizing that an H−theorem, just like for (2.11), does not at all require that the dynamics is reversible. As I am not aware of a general mathematical argument in the literature, I am briefly giving one here for a simple scenario.
There is now a sequence of dynamical systems (Γ N , ρ N , f N ) each as in Section 2.1 where, physically, the N can refer to the number of particles. For concreteness I imagine an observable m N (x), x ∈ Γ N taking a finite number of values in the unit cube I = [0, 1] d . It gives rise to a partitionΓ N . The entropy is defined as in (2.2) but we now insist on taking N very large, in the limit,
where Prob N refers to ρ N . That is, I assume that (ρ N ) N satisfies a large deviation principle (first level) for the (m N ) N with s(m) the rate function as obtained from (2.13). Weaker forms are possible but let us continue under these assumptions. Now comes the main input: I assume that the m N as macroscopic variable obtains an autonomous dynamics as induced from f N , sharply so in the limit N ↑ +∞. Formally, there is a transformation φ on I so that for all δ > 0, the conditional probability
(2.14) Informally, if the partition and time-scale are well-chosen for f N , we expect autonomous hydrodynamic behavior or, that the evolution on macroscopic scale is reproducible. Finally, we only need to use the invariance of ρ N under f N , in the form
in combination with definition (2.13) and assumption (2.14) to obtain that for every δ > 0
or s(φ(m)) ≥ s(m) (2.15) which gives monotonicity of the entropy (2.13) along the autonomous macroscopic evolution m t+1 = φ(m t ). Similar remarks have been repeatedly presented before by e.g. [6] and most recently by [4] .
The identity (2.12) is similar to that introduced in [5] except that here we do not (but could) make the dynamics time-dependent. If we takeŨ = U we get by convexity that
We repeat that the only and basic assumption for Proposition 2.1 is that ρ is preserved under f .
2.3.
Interpretations. The simplest and most straightforward realization of the above is a conservative Hamiltonian dynamics on the constant energy surface Γ where x ∈ Γ collects the positions and momenta of all the many particles, and flows to u t (x) after time t according to the Hamilton equations of motion. The Hamiltonian flow is discretized in the map f possibly involving a rescaling c(t) of time t under which f k x = u c(t)k (x) and/or an accompanying rescaling of the interaction. The reference measure ρ is the projection of the Liouville measure on Γ. Then, up to normalization, ρ(A) = |A| the phase space volume of the region A ⊂ Γ.
The involution π is the kinematical time-reversal, say changing the sign of the momenta. If the Hamiltonian is not an even function of the momenta, then the dynamics will not be reversible. The physical cause could for example be an external magnetic field or Coriolis forces. The time-reversed dynamics is f ≡ πf −1 π so that, if (x 0 , x 1 , . . . , x n ) is a dynamical trajectory for f , i.e.,
The dynamics remains volume-preserving; the Jacobian determinant |du t (x)/dx| = 1 for all times. That is the invariance ρ(A) = ρ(f −1 A) of the Liouville measure or: |A| = |f −1 A|. Since ρ = ρπ, ρ is also invariant for the reversed dynamics f .
The partitionΓ is induced by the appropriate choice of reduced variables. That reduction can come about by considering the manifest condition of a system containing a large number of particles in terms of a small number of macroscopic variables. The index set I then labels the possible macroscopic values like particle density or velocity profiles, and is in reality better thought off as similar to R d . One then speaks about a hydrodynamic or mesoscopic description and to that (2.13)-(2.15) refer. Another realization of the partition is obtained when considering the system as composed of a (possibly small) subsystem and its (very large) environment. One then adds that Γ ⊂ Ω × Ξ with Ω finite and nonempty (referring to the subsystem) and Ξ referring to the environment. For each η ∈ Ω there are elements y ∈ Ξ so that x = (η, y) ∈ Γ the phase space of the total system. The map M : Γ →Γ is then chosen as M x = η. In other words, we now have the index set I = Ω and each M i = {(η, y), y ∈ Ξ} can be identified with an η. The expressions (2.2)-(2.9) then find their usual ensemble interpretation. At any rate the partitionΓ is not assumed dynamically invariant as it is in general not true that the reduced variables follow an autonomous evolution. The entropy as defined in (2.2)-(2.4) and (2.13) governs the equilibrium fluctuations of the reduced variables. Their relation with the thermodynamic entropy is part of the Gibbs formalism and the theory of large deviations as pioneered by Boltzmann.
The path-space measure (2.5) gives the probability of a coarse-grained trajectory as induced from the microcanonical measure ρ(μ) on the initial data. Of course, that probability is zero when the sequence of grains (M i 0 , M i 1 , . . . , M in ) cannot be realized by a trajectory (x, f x, . . . , f n x) for some x ∈ M i 0 or whenμ(M i 0 ) = 0. The distribution P f µ defines a stochastic process but observe that (even) in equilibrium or more precisely, for ρ(μ) = ρ, it is not reversible in the standard sense because now, in general,
while the equality would have been automatically verified in case f = f .
System plus reservoirs
So far, the set-up above appears restricted to one big system for which one may hope to discuss aspects of relaxation to or change of equilibrium. One can however divide that system in a part that refers to a (possibly small) subsystem with local and spatially separated connections to (mostly very large) reservoirs. One can then decide to do the coarse-graining only for the degrees of freedom in each reservoir. The corresponding path-space measure for histories that are observed in the subsystem is the projection of the original path-space measure for the whole system onto the subsystem. As viewed from the subsystem, the entropy production needs no longer be a difference of entropies as it was in (2.9)-(2.10) and the dissipation into the different reservoirs should be measurable also from the history of the subsystem. If the reservoirs are large enough and kept steady over some time, one can investigate the steady state properties of the subsystem.
3.1.
Definitions. The dynamics remains unchanged f on the full Γ as we had it in Section 2. Again, no dynamic reversibility is assumed and f leaves ρ = ρπ invariant. We should now imagine that the dynamics couples a subsystem with different reservoirs. We will however first concentrate on the mathematical results and postpone the discussion and interpretation to Section 3.3. Mathematically, all that is assumed is already in Section 2 with the extra structure that we suppose that Γ is a subset of a product space Ω × Ξ. We assume that Ω is a finite non-empty set and we write x = (η, y) for η ∈ Ω and y ∈ Ξ. The involution π is assumed to take on a product form, with some abuse of notation: π(η, y) = (πη, πy).
For each η ∈ Ω there is a finite partitionΞ η ≡ {E j : j ∈ J η } of Ξ. The map M : Γ →Γ is now chosen as M x = (η, E(η, y)) where E(η, ·) : Ξ →Ξ η is the evaluation. For convenience we assume that Ξ πη =Ξ η and that πE j = E j .
Instead of considering the whole system, it is useful, as in equilibrium statistical mechanics, to take the point of view of the subsystem. To start, we work exactly as in Section 2 but we write the initial probability measure asμ
with µ s the probability as induced on Ω, the subsystem (s), andμ(E j |η) the probability of the condition E j ∈Ξ η of the reservoirs given the configuration η in the subsystem. The time-reversal ofμ is µ s π(η)μ(E j |πη).
The path-space measure P f µ conditioned on a particular history ω = (η 0 , η 1 , . . . , η n ) ∈ Ω n+1 has expectations denoted by
gives the probability of a history (a trajectory for the subsystem). It is the projection of the original P Similar to (3.1), the projection of ρ on Ω is denoted by
and when conditioning on η we write ρ(
Finally we introduce the function
on Ω n+1 and for reasons explained in Section 3.3, we call it the dissipation.
Results. Write
and assume (the steady state condition) µ s = µ s n . The change in entropy of the subsystem for a history ω = (η 0 , η 1 . . . , η n ) is now as in (2.9)
and the variable change of entropy for the whole system is
see section 3.3. It is easy to show, see (4.8) , that
The expected steady state entropy production is strictly positive whenever
for all δ ≥ 0.
For a history ω = (η 0 , η 1 . . . , η n ), we denote by Θω ≡ (πη n , πη n−1 . . . , πη 0 ) its time-reversal. The next identity (3.10) states that time-reversing is equivalent with conditioning on the opposite variable entropy production provided we also reverse the microscopic dynamics. In our context a symmetry in the distribution of the dissipation is then a simple consequence. More specifically, we have
and H f (Θω) = −H f (ω).
Proposition 3.2 extends the Gallavotti-Cohen symmetry obtained in [3, 15, 12] for the fluctuations in the phase space contraction in certain strongly chaotic dynamical systems to a case where f = f and where the observable is the dissipation (3.5). In particular, one can take G in (3.10) to be a function of H f (ω). For example, if we plug in G(ω) = I[H f (ω) = hn] = the indicator function of the event that the dissipation H f equals hn:
A detailed model of heat conduction (with reversible microscopic dynamics) where a fluctuation symmetry for the entropy production was proven can be found in [14] . The fact that there the dissipated heat does indeed correspond to (3.5) is contained in section 3.1 of [10] , see also (4.7).
3.3. Entropy production and steady state condition. Looking back at (2.3), the change in total entropy can now be written via (3.1) and (3.4) as
The first term in (3.12) is again a difference of relative entropies but now for the subsystem. It reproduces (2.9) for (3.6). If µ s n = µ s , that first term is zero; it is the expected entropy production in the subsystem. The second term of (3.12) is also written with respect to the history of the subsystem. It contains the variable
We will explain below that it is the entropy production in the environment as seen from the subsystem. At the same time, we will discuss what we understand by a steady condition for the subsystem in contact with the reservoirs and how J s H f of (3.5). We do not need that interpretation in the formulation or proofs of our mathematical results but it does add considerably to the physical meaning of them.
The steady state regime is a theoretical idealization which is to a large extent verified in reality because of the great extensions of the reservoirs and the not so long time-scales over which we observe the system. The steady state is described by imposingμ =μ k for k = 1, . . . , n, and by requiring that the reservoirs remain at equilibrium and keep their same intensive values over that period of time. In that time, heat and/or matter will flow between subsystem and reservoirs and we could detect it by following the microscopic history of the subsystem. Since we have no specific model at hand we can only look at a general interpretation in terms of the quantities introduced before. Let us therefore choose to think about the reservoirs as heat baths at different inverse temperatures β α , unchanged over the time period k = 0, . . . , n. In that case, there is a total energy
where in the last sum (the environment energy), for each η, the E α (η, y) is the energy of the α−th reservoir (containing the coupling) with boundary condition η in the subsystem. Assuming that the reservoirs are spatially separated, E α (η, y) only depends on the positions and momenta of the particles in the α−th reservoir and in the subsystem. If we specify the total energy H(η, y) = E and we fix η, there are still many ways to divide the environment energy over the various reservoirs (if k > 1). That induces the partitionΞ η . Each E j , j ∈ J η , collects all the y ∈ Ξ that divide in a particular way E α (η, y) = E α j the environment energy H(η, y) − U s (η) = α E α j over the different reservoirs. The distribution in the reservoirs are equilibrium measures conditioned on the state of the subsystem. A reasonable choice for the environment measureμ(·|η) is thereforê
where again the E α j are the energy values of the different reservoirs as dictated by E j , j ∈ J η . It is both proportional to the Boltzmann weights exp[−β α E α j ] for each reservoir and to the a priori probability ρ(E j |η) of E j . Since η is given at the boundaries of each of the spatially separated reservoirs, the various reservoirs will be mutually independent in ρ(E j |η) and we can think of
as a product with F α (η) the Helmholtz free energy of the α−th reservoir.
Upon substituting (3.14)-(3.15), the steady state expression for (3.13) becomes
To that we apply the thermodynamics for quasi-static isothermal processes:
where S α j is the thermodynamic entropy of the α−th reservoir at energy E α j . The above physical input thus leads to the announced interpretation of J s as the total change of entropy in the reservoirs.
In order to interpret (3.5) as dissipation, we make the following observations. First, in the steady state whereμ =μ n , certainly J s (ω) ≥ H f (ω) (3.18) by the concavity of the logarithm. Hence, when we prove for Proposition 3.1 that E We already know that each term can be interpreted as the entropy production rate in the reservoirs upon conditioning on the history of the subsystem. Again we can substitute (3.14) to get When the configuration of the subsystem has changed from η r to η r+1 there is either a net energy exchange with the environment or not. If there was such an exchange, it makes sense to suppose that it was with one reservoir only. If the map f is a discretization of a continuous time dynamics, that requires that the time interval [r, r + 1] is short enough but more important is that the system is spatially extended with a local dynamics that clearly distinguishes the interaction of the subsystem with the various reservoirs. Then, in the last sum of (3.20) E α j r+1 = E α jr for all α except one, say α = 1 and for that unique reservoir, the change in energy E 1 j r+1 −E 1 jr = U s (η r )−U s (η r+1 ) and hence depends solely on η r and η r+1 . In other words, it is physically appropriate to take for granted that the macroscopic changes in the reservoirs can be read off from the history in the subsystem, see also [9] . Then, given the history ω of the subsystem, the change of energy in each reservoir while, from (4.5),
On the other hand, similar to (4.7),
Hence, H f (Θω) = −H f (ω).
