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ABSTRACT 
Assessment of the Physical, Socioeconomic, and Climatic Constraints on Green 
Infrastructure  
Ziwen Yu 
Dissertation advisor: Franco Montalto, Ph.D 
Modeling the impacts of Green Infrastructure (GI) in urban watersheds requires quantification of 
various physical, socioeconomic, climatic, and other uncertainties. The hypothesis put forth in 
this dissertation asserts that of all of these, socioeconomic factors are most important drivers of 
the impacts that GI can have in urban watersheds. This study is conducted using an online GI 
assessment model, the Low Impact Development Rapid Assessment model (LIDRA), to estimate 
the cost-effectiveness of GI in reducing runoff and manage Combined Sewer Overflows (CSOs) 
under a variety of conditions. Physical, socioeconomic, and climatic uncertainty are investigated 
independently. An actual urban watershed, HP009, in Bronx, NYC, is employed as a case study 
to perform the assessment of various uncertainties. 
Physical and socioeconomic uncertainties are mostly modeled using Monte Carlo (MC) models 
using symmetric triangular distributions. This distribution is either defined by the maximum and 
minimum values of uncertainties such as GI dimensions and cost, or a certain range whose mode 
is equal to the default or user defined value of uncertainties (e.g. soil type, implementation rate, 
interest and inflation rates). LIDRA results reveals that the cost-effectiveness of GI performance is 
less sensitive to physical factors than socioeconomic ones. The cost analysis suggests that 
social/institutional uncertainties associated with the rate of implementation of GI exert a highly 
xxiv 
 
 
 
significant influence on GI program cost. The analysis of the effectiveness of GI in reducing 
runoff also underscores the importance of implementation rate, but in addition reveals the 
importance of GI strategy selection, another socially/institutionally determined factor. An 
optimal solution can be achieved by pursuing a balance between cost and effectiveness, though 
the feasibility of such a scenario in a particular watershed is socioeconomically determined and 
may not actually be feasible.  
The importance of climatic uncertainty is tested both by modeling historical precipitation 
variability and by incorporating non-stationary future expected changes to precipitation as 
forecast by global climate models (GCMs). Historical precipitation variability is represented 
using a non-parametric single variable bootstrapping Markov model. Future non-stationary 
changes in precipitation are simulated using GCM-projected changes in future temperature, 
along with historical relationships between pressure change and precipitation. After a thorough 
analysis of the relationships between Pressure Change Event (PCE) occurrence and Average 
Monthly Temperature (AMT), an association is found to relate hourly precipitation series and 
AMT projections by mapping PCEs to its AMT under the same season and similar climate 
condition. A stochastic algorithm is then developed as a combination of a “Moving Temporal 
Window”, a “Moving Temperature Window” and a multi-variable bootstrapping. 
The relative importance of GI implementation rate, GI strategy decision, and climatic conditions 
are compared in a sensitivity analysis. The results indicate that the runoff reduction and CSO 
mitigation achievable through GI is most sensitive to the socioeconomic factors that determine 
implementation rate and GI strategy decisions. Socioeconomic factors are thus expected to most 
significantly determine the overall cost-effectiveness of GI as a strategy for reducing urban runoff 
at the watershed scale.  
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CHAPTER 1: INTRODUCTION AND BACKGROUND 
1.1 Introduction  
By replacing vegetated surfaces with impervious cover, urbanization has greatly altered basic 
hydrologic functions such as interception, infiltration, evaporation, and transpiration. Compared 
to a pre-developed condition, urbanized watersheds generate more runoff from individual rain 
events, leading to watershed problems such as flooding, Combined Sewer Overflows (CSO), 
reduced seasonal base flow, stream bank erosion, and water quality degradation, among others. 
These impacts of urbanization are currently receiving a lot of attention from both urban engineers 
and municipal policy makers.   
1.1.1 Traditional grey infrastructure 
Widespread alteration of urban hydrology began, in the US, in the 1800s (Tarr and McMichael  
1977), a period of rapid urbanization of previously undeveloped land. To manage stormwater in 
expanding urban environments, sewer systems were constructed initially to capture and convey 
the elevated runoff volumes away from urban settlements. In the latter half of the 19th century, 
Julius W. Adams, an influential engineer (Metcalf and Eddy  1928), designed a comprehensive 
combined sewer system (CSS) for Brooklyn, New York, which combined sanitary sewage with 
stormwater runoff in a single collection system (Adams  1880). For decades, engineers, public 
health officials, and others debated the relative merits of this approach compared to separate 
sewer systems that segregate the two flows (Hey and Waggy  1979; Tarr and McMichael  1977). It 
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was not until the 1960s, however, that the environmental impact of urban stormwater on 
receiving water bodies began to be studied (Steven et al.  1999).  
In 1972, the federal government established the Clean Water Act (CWA) to restore and maintain 
the nation’s waters by preventing point and nonpoint pollution sources, providing assistance to 
wastewater treatment works, and maintaining the integrity of wetland (Copeland  2006).  
The U.S. Environmental Protection Agency (EPA) conducted a research project, Nationwide 
Urban Runoff Program (NURP), between 1979 and 1983 to comprehensively study urban 
stormwater pollution and test various stormwater management practices. It pointed out that wet 
basins and wetland were promising in control of urban runoff quality (Athayde  1984).  
The CWA was expanded in two phases in 1987 requiring municipalities, industrial discharges 
and construction sites to have National Pollution Discharge Elimination System (NPDES) permits 
for their stormwater discharge. Phase I of the NPDES Storm Water Program began in 1991 and 
applied to large and medium municipal separate storm sewer systems (MS4) and 11 industrial 
categories including construction sites disturbing five acres of land or more. Phase II came into 
effect in March 2003 and applies to additional MS4s and construction sites with 1 to 5 acres.  
1.1.2 Green infrastructure 
Over the last decade, green infrastructure (GI) has emerged as an increasingly popular means of 
controlling urban stormwater. In the 1990s, this decentralized approach to stormwater 
management was introduced and initially known as Low Impact Development (LID), a term 
which is used interchangeably with GI in this dissertation. The concept was pioneered by the 
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Prince George’s County, Maryland Department of Environmental Resources (Prince George's 
County  1999), as a means of reducing the process of runoff generation at the lot scale.  
In 1994, the USEPA issued a CSO policy that requires municipalities to reduce or eliminate CSO-
related pollution problems. This policy was also supported by CWA amended by Congress in 
2000. The USEPA expressed its support for GI programs in a report Green Infrastructure Statement 
of Intent, which discussed how GI strategies that use “soil and vegetation” are both more “cost-
effective” and “environmentally preferable” to “centralized hard infrastructure” (USEPA  2007). 
Examples of GI technologies include green roofs, porous pavements, bioretention facilities, 
cisterns, and constructed wetlands.  GI systems can be designed as either detention or retention 
facilities distributed throughout the landscape, thus reducing the need for centralized stormwater 
management technologies such as tanks and tunnels. 
1.2 Uncertainties in watershed-scale GI design 
Modeling the cost-effectiveness of GI as a runoff reduction strategy requires consideration of 
many uncertainties, principally emerging from three separate domains: physical conditions, 
climatic conditions, and socioeconomic or social/institutional conditions.  
Physical uncertainties include the physical characteristics of a particular GI site, such as its size 
and dimensions, its tributary catchment area, and its underlying soil properties and geology. 
Because of the heterogeneity of these conditions from site to site, individual instances of a 
particular GI facility type can be expected to perform differently (even within one watershed, or 
city). On the other hand, at one particular site, the level of stormwater management achieved will 
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differ based on GI facility type. For example, a green roof will retain a different quantity of 
stormwater than a ground level rain garden hydraulically connected to the same area roof.  
Climatic uncertainty is largely associated with precipitation rate and amount, and the 
meteorological drivers of evapotranspiration. These conditions are inherently and historically 
variable, but can be expected to vary in new ways as a result of climate change. Precipitation, as 
the source of stormwater, is of key importance due to its uneven distribution in both temporal 
and spatial scales. With respect to GI performance, the relative rate of precipitation and runon, on 
one hand, compared to the facility’s infiltration and underdrain capacity on the other, determines 
a large part of the GI water budget. An intense but short storm may produce more runoff than a 
long-lasting drizzle that generates the same total amount of precipitation since, in the former 
scenario, ponded water may bypass or overflow before it has a chance to infiltrate into the soil. 
The potential evapotranspiration rate determines the maximum rate that vegetation can extract 
water from soil; it varies seasonally and diurnally in response to solar radiation. Other climatic 
uncertainties, such as temperature, air pressure, and relative humidity also influence the GI water 
budget.  
Because GI implementation is proceeding in a period of highly uncertain changes to the global 
climate system, accurate prediction of the impacts of GI must consider downscaled predictions of 
climatic change in specific places.  Climate change forced by greenhouse gas (GHG) emissions is 
modifying the global water balance (Hayhoe et al.  2007). From the perspective of urban 
hydrology, localized changes in the timing, duration, intensity, and extreme amounts of 
precipitation could affect runoff generation at a variety of spatial scales (Betts et al.  2007; Hamlet 
and Lettenmaier  1999; Huntington  2003; Labat et al.  2004). It can also increase the risk of 
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flooding (Pfister et al.  2004; Schreider et al.  2000), the occurrence of CSOs (Nie et al.  2009; 
Semadeni-Davies et al.  2008), and ultimately GI performance (Gill et al.  2007).  
Recent research suggests that rising temperatures can be expected to accelerate the hydrologic 
cycle, altering the timing and frequency of precipitation, drought, and evaporation (Huntington  
2006). Specifically, ongoing and projected global warming could cause an increase in 
precipitation intensity, altering the reliability with which existing urban drainage infrastructure 
can capture and safely convey urban runoff. Similarly, deviations between actual and assumed 
precipitation conditions can also be expected to impact the future performance of GI.  
Non-stationary changes to precipitation may bias estimates of runoff generation that are based on 
an assumption of stationary precipitation. Because of the rapid convolution of rainfall into runoff, 
ultra-urban watersheds are significantly more sensitive to changes in precipitation intensity than 
undeveloped areas, since in the latter case there are a much broader range of potential hydrologic 
abstractions (interception, infiltration, depression storage, etc.) available. How GI will perform 
under future changed climate conditions has not been studied. 
Socioeconomic conditions also add to the uncertainty associated with predicting the cost-
effectiveness of GI programs. As proposed by Philadelphia, New York City, and other cities that 
have committed to using GI as a core element of their urban water management plans, GI 
implementation will be phased in over a period years or decades. As a result, the ultimate cost of 
these programs will be subject to variability in overall macro economy, but also will also vary 
based on the evolution of different cost sharing arrangements between city agencies, economies 
of scale, and learning. The temporally variable inflation and interest rates will ultimately 
determine the Present Value (PV) of a phased GI program. However, the unit cost to build 
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individual types of GI is also expected to change over time, as siting and design procedures 
become standardized, and the design and construction community develops GI experience. As GI 
becomes incorporated into the standard way that streets are paved, buildings are retrofit, parks 
are enhanced, etc., it is also possible and likely that GI costs will be shared in different ways 
among different city agencies.  
The cost of the GI program is also difficult to predict based on the decentralized nature of GI 
implementation. Local laws and ordinances governing land use, zoning, building standards, as 
well as varied property ownership will all vary spatially across different sites and influence costs. 
Different GI systems will require different Operation and Maintenance (O&M) activities, 
performed by different actors, with different levels of knowledge and experience over the GI 
program period. Most importantly, the interactions, attitudes, and economic means of different 
stakeholders, such as community members, decision makers, and property owners may also 
influence both the placement of GI and its rate of implementation. In deciding whether to 
implement GI, private property owners consider factors unrelated to hydrology, such as whether 
any particular change will increase property value, create jobs, or create additional property 
maintenance needs.  
1.3 Changing precipitation 
Both because of the increased attention that climate change is currently receiving by the research 
community and the public, and because of its potential role in determining the future 
performance of GI systems, relevant research is reviewed in this introductory chapter. 
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1.3.1 General introduction to hydrologic cycle change 
Climate change is largely a result of increased GHG production beginning about 150 years ago at 
the beginning of the industrial revolution (VijayaVenkataRaman et al.  2012). Forced by the GHG 
increase, global surface temperatures over both land and ocean rose starting rising at the 
beginning of last century (Solomon et al.  2007). Twenty of the earth’s warmest years occurred 
since 1980, while the top 10 occurred in this century (VijayaVenkataRaman et al.  2012). In the US, 
the last 10 five-year periods were the warmest in the record, and 7 years since the 1990s have 
been listed in the top 10 warmest years ever (US EPA (Environmental Protection Agency)  2010).  
Climate change will have a significant impact on the global hydrologic cycle vis-à-vis global 
temperature. Hydrologic processes are important to many societal needs including agricultural 
production, energy generation and use, economic activities, as well as human and environmental 
health. Hence, one of the most important dimensions of climate change research is to document 
the associated and expected changes it portends for the global hydrologic cycle (Bates et al.  2008).  
High temperatures intensify the rates of evaporation and transpiration occurring from soil, water, 
and leaf surfaces. As temperature increases, so too does the average atmospheric water vapor 
content, since warmer air has the capacity to hold more water than cold air. Trenberth et al. (2003) 
had shown that changes in atmospheric water vapor content and evaporation rates are both 
positively correlated to rising temperature. Since stormwater is generated from precipitation, 
which is itself supplied by atmospheric water vapor through precipitation, temperature changes 
are important in determining global hydrologic cycling. As expected, relevant research suggests 
that the global hydrology cycle has indeed been accelerated under the warming activity 
(Huntington  2006).  
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1.3.2 Projections in precipitation 
Between 1900 and 2005, precipitation increased significantly in the Eastern United States, 
Northern Europe, and across North and Central Asia, while in other regions it decreased 
(Solomon et al.  2007). Since 1901, annual precipitation across the majority of the continental US 
has increased at a rate of more than 6% per century (US EPA (Environmental Protection Agency)  
2010). Hayhoe et al. (2010) projected the potential climate change impact in the Great Lakes 
region with the Atmosphere-Ocean General Circulation Model (AOGCM), and concluded that 
there would be positive increases in precipitation with temperature as a function of different 
emission scenario. This magnitude of the change in precipitation would vary by season. A similar 
method was also used to predict the change in precipitation for the Northeast US, employing the 
Special Report on Emission Scenarios (SRES) with mid-high (A2), higher (A1FI), and lower (B1) 
emissions scenarios to evaluate the trends of primary climate characteristics, such as annual and 
seasonal precipitation projections over the periods of 2035~2064 and 2070~2099 (Hayhoe et al.  
2007). Hayhoe et al. (2008) also found that the temperature and precipitation pattern changes 
were dependent on latitude and terrain, and pointed out the extent using Intergovernmental 
Panel on Climate Change (IPCC) SRES emission scenarios. Other studies provided additional 
evidence of ongoing change (Held and Soden  2006; Karl and Trenberth  2003; Najjar et al.  2010; 
Serreze et al.  2000). 
The relationship between precipitation intensity, surface heat, and atmospheric moisture is 
described quantitatively by Trenberth, who claims that the water-holding capacity of the 
atmosphere will increase at about 7% per degree Kelvin increase, and that precipitation intensity 
should increase at a similar rate (Allen and Ingram  2002; Berg et al.  2009; Lenderink and van 
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Meijgaard  2010; Semenov and Bengtsson  2002; Shaw et al.  2011; Trenberth  1998; Trenberth et al.  
2003; Trenberth and Shea  2005). As noted in some recent studies (Solomon et al.  2007; Trenberth  
2011), the hydrologic cycle has been accelerated due to climatic warming, which strengthens both 
evaporation rates and precipitation rates. Though a relatively small change in total annual 
rainfall is expected in most places, there is the potential for more frequent extreme precipitation 
events and scarcer moderate events. This possibility is consistent with an analysis of observations 
conducted by US EPA that the frequency of intense single-day precipitation events has increased, 
with some of the heaviest recorded one-day precipitation events occurring since 1990 (US EPA 
(Environmental Protection Agency)  2010). Other researchers (Brown et al.  2010; Easterling et al.  
2000; Frich et al.  2002; Groisman et al.  2012; Huntington  2006; Lenderink et al.  2011; O'Gorman 
and Schneider  2009; Solomon et al.  2007; Tebaldi et al.  2006) have made similar observations. 
Expected climatic change will also impact the duration and frequency of wet and dry events, 
since there will be more frequent extreme precipitation events and scarcer interim moderate 
events. In this case, the period for recharging the atmospheric water vapor will be extended 
(Trenberth  2011). It also indicates that not only will precipitation reach extremes more frequently, 
but droughts will get worse as well (Allan and Soden  2008; Dai  2011; Giorgi et al.  2011; Hayhoe 
et al.  2007; Huntington et al.  2009). Other researchers (Becker et al.  2009; Semenov and 
Bengtsson  2002; Watterson and Dix  2003) had employed sophisticated statistical analysis, for 
example investigating distribution characteristics of regional precipitation distribution in 
different models which found similar results. 
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1.4 Motivation for this Dissertation 
Existing drainage infrastructure may not be capable of conveying the runoff generated from 
potentially more intense precipitation, exacerbated by increased urbanization. Indeed, CSOs are 
already commonplace in more than 772 cities across the US based on EPA report, and urban 
flooding is one of most acute urban infrastructure adaptation problems (U.S.EPA  Accessed 2008-
01-30).  GI is a potentially sustainable means for cities to adapt their drainage infrastructure to 
address these interrelated challenges. In this section, relevant other work in computer modeling 
and investigation of GI performance under climate change is reviewed. 
1.4.1 Overview of relevant computer modeling tools 
A variety of existing computer models can be used to predict stormwater runoff generation with 
and without GI in place. Some models can also be used to estimate the associated pollutant loads 
to receiving water bodies, as well as a host of co-benefits associated with GI (e.g. carbon 
assimilation, urban heat island reduction). Some models also estimate the cost associated with 
these GI program. No existing model, however, can assess all of these conditions, and easily be 
used to assess the impact of climatic change. 
The EPA Storm Water Management Model (SWMM) can simulate runoff and pollutant loads 
from watersheds represented as distributed “sub-catchments”. SWMM has a graphic interface 
that allows users to build up the network system for a watershed and define parameters for 
conduits and catchments. Proprietary versions of the model can be run in a GIS framework. 
SWMM can be used to perform either event-based or continuous simulations, using either 
physical-based or empirical representations of hydrologic and hydraulic processes on the surface 
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and through conduits. This model is routinely used to simulate flows through separate and 
combined collection systems and to forecast the impact of land use, population, infrastructure, 
and GI impacts on the frequency and volume of CSO. The most recent version allows users to 
explicitly insert various types of LID controls into lumped sub-catchments (Rossman  Revised 
2010). 
The EPA System for Urban Stormwater Treatment and Analysis Integration Model (SUSTAIN) is 
a tool that assists designers to evaluate and plan GIs based on different land uses. It assesses GI’s 
cost-effectiveness for both water quality improvement and runoff reduction. It employs the 
Green-Ampt method to estimate the infiltration, and uses EPA Stormwater Management Model 
(SWMM) to simulate surface hydrology and pipe flow. Runoff from different GIs is routed 
through the collection system based on the catchment and drainage system defined in an ArcGIS 
platform. An optimization model helps users achieve targets in an economical GI solution on 
both volume and pollutant reduction aspects (Lai et al.  2007; Shoemaker et al.  2009). 
The Source Loading and Management Model (SLAMM) is a planning level tool that predicts 
contributions of flow and pollutant discharges from different GIs in each land use (Pitt and 
Voorhees  2002). It uses the Curve Number (CN) method to model both the runoff and its effect at 
the end-of-pipe. Further, it also estimates the correct CNs for specific land uses, and then predicts 
the runoff reduction benefit of GI (Pitt and Voorhees  2009). 
The iTree tool suite was developed by the USDA Forest Service. It includes multiple tools for 
managing different aspects of a watershed, including the ecosystem services and structure of a 
municipality’s street tree population, and changes to water environment situations at the 
watershed level. It uses physically-based algorithms to simulate infiltration and evaporation 
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processes, and helps users to determine water quantity and quality of GI with given data in an 
urban catchment by simulating the hydrological processes on an hourly basis (Wang et al.  2008; 
Yang et al.  2011). 
Although these models simulate many important fundamental processes, no single model 
currently achieves the balance of input simplicity and predictive accuracy that is required to 
simulate the physical, climatic, and socioeconomic uncertainty associated with GI cost-
effectiveness.  
1.4.2 GI model under climate change 
The performance of GI under future changed climatic conditions has not been extensively 
studied. Gill et al. (2007) pioneered the first modeling practice to test the magnitude of GI 
potential in moderating climate change impacts for urban areas in Manchester, UK. These 
researchers focused on temperature cooling and runoff abating. Multiple GI strategies and 
approaches were suggested for different circumstances, such as enhancing the existing green 
space in public spaces and streets, planning new green roofs on existing built-ups in urban areas, 
and choosing drought-resistant plantings, among other innovations. Their assessment of GI’s 
potential ability to mitigate climate change impact on urban hydrology was based on CN 
simulations of different land uses and soil types.  
The runoff and pollutant loads of GI under a range of hypothetical climate change circumstances 
were investigated by (Pyke et al.  2011). They used the Smart Growth Water Assessment Tool for 
Estimating Runoff model (SG WATER) to estimate the annual amount of runoff and associated 
loading of total nitrogen (TN), total phosphorus (TP), and total suspended sediment (TSS) loads 
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associated with different land uses. The CN method was used to simulate the impact of GI on 
annual hydrologic outcomes only. No validation with observed runoff data was performed. 
Precipitation changes were considered by assigning a multiplier to the intensity of corresponding 
precipitation portions (e.g. decrease 10 % intensity of those 0~95th percentile events) for specific 
scenarios. Karamouz et al. (2011) developed a design model for BMP planning considering 
climate change influence. In this model, results from GCMs were downscaled to normal 
distributed occurrence in terms of synthetic daily precipitation time series. Additionally, new 
daily rainfall intensities with different return periods were picked based on the new series and 
then used to calculate runoff in the StormNET model. An optimization algorithm was used to 
select the most cost-effective GI option. 
These previously researchers all focused either on GI’s ability to alter annual runoff or on single 
discreet events. The empirical rainfall-runoff models used (e.g. the CN approach) is inadequate 
for simulating extreme events, since little data is available with which to validate it in this 
capacity (though it has been empirically tested on more routine storms).  
To simulate the impact of GI under changed climatic conditions, a continuous simulation 
performed using a physical based rainfall-runoff model is needed. This simulation would ideally 
use a stochastic rainfall generator to produce synthetic rainfall time series that preserve the 
statistical characteristics of rainfall in history while being consistent with the precipitation change 
projections.  
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1.5 Research objective and hypothesis  
The research embodied in this dissertation seeks to test and to compare the importance of 
uncertainties in physical, climate and socioeconomic uncertainties in predicting GI’s runoff 
reduction effect under climate change. The LIDRA tool will be employed to estimate the runoff 
generated with and without GI application in an urban watershed over a 30-year planning period 
using stationary and non-stationary synthetic precipitation series generated from the historical 
observations in NE coastal US. A detailed investigation of trends in hourly precipitation and this 
relationship to other climatic characteristics will be performed. A relationship between hourly 
climate characteristics and Average Monthly Temperature (AMT) will be built by exploring the 
historical climate observations based on meteorology explanation. These relationships and trends 
will be incorporated in a non-stationary precipitation generator to produce multiple replications 
of precipitation series for the next 30 years in NYC for LIDRA application. Database technologies, 
web-based programming, stochastic process, time series analysis, and data visualization will be 
used. 
1.5.1 Overarching Hypothesis 
Change in the timing and amount of precipitation (climate uncertainties) may partially 
counteract the ability of GI to reduce urban runoff. The extent, to which this phenomenon will 
occur, however, is related to the time rate of implementation of different GI strategies in 
watersheds with specific characteristics (social uncertainties).  
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1.5.2 Hypothesis 1  
A non-stationary nonparametric stochastic rainfall generation algorithm can be developed to 
reasonably predict historical and future trends in hourly precipitation. These trends can be 
inferred directly using the precipitation record, but associations with other climate parameters in 
the historical weather records and GCM outputs will also be explored. 
1.5.3 Hypothesis 2 
Changes to hourly precipitation can significantly alter annual urban runoff reduction quantity 
under GI. In other words, GI’s effectiveness in runoff reduction can be impacted by the non-
stationary hourly precipitation. This hypothesis can be tested by applying stochastic series 
described above to a case study watershed in LIDRA.  
1.5.4 Hypothesis 3 
Future GI implementation can more than compensate for elevated runoff levels associated with 
expected future changes in precipitation. However, future GI scenarios are accompanied by high 
socioeconomic uncertainty associated with where and when GI will occur. Where GI can be 
implemented, and at what rates, could be a more important determinant for future runoff levels 
than precipitation variation. 
1.6 Scope of research work 
This study will quantitatively investigate the sensitivity of the potential runoff reduction effect of 
GI in urban watersheds under non-stationary precipitation over a 30 years planning period. The 
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time period is selected to be commensurate with the implementation horizons of the GI plans 
cited previously, and also because of its common use for large scale benefit-cost analyses in the 
US (OMB  1992).  
To achieve this goal, a non-stationary nonparametric stochastic rainfall generator is developed, in 
which climate precipitation change will be explicitly considered. As the concentration time of 
well drained urban catchments is typically less than one hour (Bedient et al.  2008), to track the 
variability in rainfall, we need sub-daily time steps to simulate the hydrologic performance 
within urban catchments. Due to the data availability and quality, an hourly series is used to 
simulate the runoff generation phenomena of infiltration-excess and saturation-excess.  
Incorporation of the synthetic precipitations into the Low Impact Development Rapid 
Assessment (LIDRA) will allow climatic uncertainty to be compared to other sources of 
uncertainties, for example the various GIs to be applied, the rate at which they will be 
implemented, sizing parameters, economy factors, etc. LIDRA is a web-based tool to estimate the 
cost–effectiveness of different GIs’ runoff reduction abilities. A physically-based algorithm 
operating on an hourly time step is used to track the runoff from different surfaces with or 
without GI. Multiple social factors were considered, such as land uses, GI strategies, and annual 
implementation phases (Montalto et al.  2011; Yu et al.  2010). 
The remainder of this dissertation is presented in 11 additional chapters. Chapter 2 provides the 
introduction of the LIDRA model which is used to perform all the hydrological simulations in 
this research. Model structure, definitions of uncertainties, basic concepts and assumptions are 
included. Chapter 3 gives the definitions and calculations of the uncertainties in GI cost 
simulation. The life cycle cost algorithm is explained in detail and demonstrated by a 
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hypothetical case. The effects of social uncertainties in cost are tested by integrating a Monte 
Carlo (MC) model. Chapter 4 introduces a stationary non-parametric synthetic precipitation 
generation model which embodies the climate uncertainties. Moving window and K Nearest 
Neighbor (KNN) concepts are used to build the model without making statistical assumptions of 
historical precipitation series. Chapter 5 explores the uncertainties involved in GI runoff 
estimation. A water balance model and a modified Thornthwaite Mather algorithm are 
introduced. This algorithm is demonstrated by a green roof sample setup in Bronx, NYC. 
Different GI scenarios on a hypothetic case, as in Chapter 3, are used to estimate the uncertainties’ 
effects from the social aspect. Chapter 6 describes a social study on a case watershed, HP009, in 
NYC to further investigate the socioeconomic uncertainties in terms of cost-effectiveness. The 
processes of determining GI placement, adoption rates, and mediated modeling are included. In 
Chapter 7, HP009 watershed in NYC is used as a sample to estimate cost-effectiveness of GI in 
reducing runoff in a watershed scale involving uncertainties from climatic, socioeconomic, and 
physical aspects. A SWMM model is also employed to calibrate the simulation parameters and 
explore the GI’s ability in mitigating CSO risk. Chapter 8 contains the first part of developing a 
non-stationary precipitation generation algorithm. Physical causes of precipitation are digitized 
to investigate the relationship between hourly precipitation and AMT in terms of rain events and 
rain probability vs. pressure change, as well as rain probability of different Pressure Change 
Events (PCEs) vs. seasonal AMT. Chapter 9 turns Chapter 8’s analysis into a stochastic process 
that resamples the historical precipitation records based on the AMT projections from Global 
Climate Models (GCMs). Its results are compared to the general precipitation projection for NE 
US (Hayhoe et al.  2007). The non-stationary precipitation series are then applied to HP009 in 
Chapter 10 to investigate the climate change impact on GI runoff modeling and its effect on CSO 
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management. The influences from all uncertainties on GI simulation are compared and 
summarized in Chapter 11 in terms of cost effectiveness. In the same chapter, conclusions and 
implications of this research are provided. Details of LIDRA usage are included in the appendix.  
1.7 Technology skills 
Different technology skills were involved in this research. The LIDRA model is a web-based 
model whose data is stored in a database in Microsoft (MS) SQL Server. C# language was used to 
design the webpages, associate with the database system, and visualize results. VB.NET was 
employed for composing calculation models of hydrologic calculation, cost estimation, and the 
MC Model. A stationary stochastic precipitation generator was realized by dynamic complex 
query and store procedure in MS SQL Server. The calculation results were validated in MS Excel. 
In estimating CSO mitigation, historical precipitation series were analyzed with the combination 
of MS SQL Server, R package and MS Excel. Original time step data series were stored and 
cleaned in MS SQL Server. Dynamic store procedures were employed to convert the time series 
precipitation into event-based data. This information was then Extracted, Transformed and 
Loaded (ETL) into R program for further analysis and visualization. MS Excel was used to 
incorporate the event-based data with CSO series via Microsoft query within MS Excel and 
linking MS SQL Server. 
The non-stationary precipitation generator was composed of two parts, analysis of the historical 
characteristics and generation of synthetic precipitation series. Analysis of climate characteristics 
was very similar to precipitation analysis in CSO mitigation estimates, except its ETL processes 
and statistical analysis were more complex. In the generation of the synthetic precipitation series, 
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a ggplot2 package in R was used to plot all the graphs when investigating relationships between 
hourly precipitation and AMT. Tableau 8.1 was used to visualize the locations of different climate 
stations. Microsoft Visio was used for generating the diagrams of database structure and cost 
calculation process. All analysis and stochastic process were realized and visualized in R.  
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CHAPTER 2: DEVELOPMENT OF THE LOW IMPACT DEVELOPMENT 
RAPID ASSESSMENT (LIDRA) TOOL 
Abstract 
Low-Impact-Development Rapid Assessment (LIDRA) is a planning level model for assessing the 
cost-effectiveness of GI as a means of reducing runoff and runoff-related problems in urban 
watersheds. It is a web-based application that includes a physically-based rainfall-runoff model 
that simulates the ability of different types of GI retrofits, implemented at different rates and 
densities, to reduce annual runoff over 30-year planning period. LIDRA simulations are using a 
non-parametric stochastic rainfall generator to create multiple realizations of hourly rainfall 
during the 30 year planning period. Subject watersheds are discretized into two general types of 
Urban Hydrologic Response Units (UHRUs). Nearly 50 different types of GI strategies are 
specified by users using a unique numerical code. Uncertain parameters are represented 
probabilistically and sampled using Monte Carlo (MC), and other methods. Life cycle costs 
(LCCs) are tracked and presented cumulatively, and as annual expenditures. Built in and user 
specified datasets are stored in a SQL database. Statistical results of cost and runoff reduction 
effect are provided in the end of simulation. 
2.1 What is LIDRA 
LIDRA is an online web-based model for assessing the cost-effectiveness of low impact 
development (LID) or green infrastructure (GI) strategies to reduce annual runoff from urbanized 
watersheds. It is currently available online at www.lidratool.net. The model was developed to 
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facilitate rapid comparison of the cost-effectiveness of different retrofit strategies, while explicitly 
considering the uncertainties associated with climatic, physical, and socioeconomic 
characteristics of the subject watershed. Its hydrologic model simulates bulk surface runoff 
generated by watersheds that are “greened” following user-specified rates and strategies. 
Although the hydrologic model operates at an hourly time step, it does not simulate hydraulic 
phenomena, for example associated with runoff routing through sewer or stream systems.  
All surfaces are characterized as one of two kinds of Urban Hydrological Response Units 
(UHRUs). Parcel UHRUs represent roofs, driveways, and yards. Street UHRUs represent streets, 
sidewalks, and intersections. Users select specific GI codes (Yu et al.  2010) to assign particular GI 
strategies to each UHRU type included in the model. The UHRUs are themselves situated in land 
use categories, each of which is defined by a user-defined phased implementation rate of GI 
(assuming linear over the 30 year planning period (OMB  1992)). The rate of implementation of 
GI on the parcel UHRUs is defined by an “adoption rate”. On street UHRUs, GI is implemented 
at a “repaving rate”. The implementation rate is used to define the fraction of the total area of 
each UHRU type that is “greened” (e.g. hydrologically converted from the baseline condition to 
the user-defined condition) each year. Although the implementation rate is allowed to vary 
stochastically within an uncertainty threshold, negative rates of adoption are not allowed in 
LIDRA. Typically, each UHRU will be greened gradually over several “generations”; where a 
generation refers to the GI installed on a particular UHRU during a particular year.  
The hydrologic simulation is performed at an hourly time step to accurately compute runoff 
quantities, since the time of concentration for most urban catchments is less than 15 minutes 
(Bedient et al.  2008). A LCC algorithm is used to track the costs of the GI system implemented on 
the parcel and street UHRUs throughout the 30-year planning period. Uncertainties in the 
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implementation rates, costs, and various physical characteristics are quantified using MC 
techniques which allow specific parameters (e.g. size of each GI, its initial and recurring costs,) to 
vary. Precipitation uncertainties are considered using a non-parametric stochastic precipitation 
generator that produces many replications of 30-year synthetic precipitation series from historical 
precipitation observations. Companion papers describe in detail the relational database used by 
LIDRA to store information about the UHRUs and land use categories, the local and synthetic 
precipitation and evaporation regime (Aguayo et al.  2013), the model’s underlying rainfall-
runoff model (Yu and Montalto  2015), the LCC estimation integrated with various uncertainties 
(Yu et al.  2015a), the stationary non-parametric stochastic hourly precipitation generator  (Yu et 
al.  2015c) and also how LIDRA can be used to facilitate GI decisions through mediated modeling 
(Montalto et al.  2011).  
2.2 Model structure 
The LIDRA model has three distinct functional layers shown in Figure 2-1: a user interface used 
for user registration, login, and project management including data input; a second layer 
comprised of a database that stores all initial and model-generated data sets, as well as the 
generic characteristics of the GI features supported by the model; and a third computational 
(server based) engine that re‐samples rainfall, and executes the hydrologic and cost calculations. . 
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Figure 2-1 Model structure 
2.3 Data preparation 
2.3.1 UHRU 
Any urban watershed can be defined in LIDRA as a combination of two basic types of UHRUs 
shown in the Figure 2-2 and 2-3. Both the parcel and street UHRUs contain, in turn, multiple sub-
catchments on which GI can be implemented. Parcel UHRUs are composed of roofs, yards, and 
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driveways. Street UHRUs are composed of traffic lanes, parking lanes, curbside spaces1, and 
sidewalks.  
 
 
Figure 2-2 Diagram of parcel UHRU’s sub-
catchments division 
Figure 2-3 Diagram of street UHRU’s sub-
catchments division 
Based on this system, a built-in GI selection table was generated that considers all possible 
combinations of GI on all the sub-catchments in each UHRU type. There are 30 different possible 
GI strategies on each parcel UHRUs and 16 different GI strategies available for street UHRUs (Yu 
et al.  2010). User selects GI strategies by assigning the unique corresponding code (see section 
2.1.3.2). 
Each street UHRU actually refers to half of a section of street. Its boundaries are the street 
centerline, the center of the intersection at either end of the block, and the parcel boundary. This 
area is subdivided into sidewalk, curbside, parking, and driving lanes, as can be seen in Figure 2-
                                                        
1 The curbside space is the area between the curb and the sidewalk. It can be used to plant street 
trees and site bio-swales.  
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4. To avoid double counting, the intersections are split into multiple triangles assigned to each 
half street. From a computational standpoint, each half street is thus conceptualized as a 
trapezoid whose bases are the street center line and parcel boundary, respectively. The 
trapezoid’s height is the sum of all the various lane widths.  
 
Figure 2-4 Half street area division 
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2.3.2 GI configurations 
There are multiple GI options for each sub-catchment within each UHRU. All possible GI 
combinations are enumerated and coded for each of the two general types of UHRUs. Figures 2-5 
to 2-7 illustrate the GI configuration codes for parcels. Figures 2-8 and 2-9 show street GI codes. 
For a certain GI option on a roof, there are 10 possible GI combinations on a parcel UHRU. Given 
the three possible scenarios of roof (i.e. green roof, blue roof, and original roof), there are 30 
parcel UHRU GI combinations. Similarly, with or without trees, there are 8 street UHRU GI 
configuration choices; totally 16 options for a street UHRU. This information is saved in LIDRA’s 
database in SQL server. 
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Figure 2-5 Parcel GI codes 1 
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Figure 2-6 Parcel GI codes 2 
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Figure 2-7 Parcel GI codes 3 
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Figure 2-8 Street GI codes 1 
  
 
31 
 
Figure 2-9 Street GI codes 2 
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2.4 Uncertainties in GI estimation 
LIDRA was developed to enable users to compare the cost-effectiveness of different GI strategies, 
explicitly considering the uncertainties associated with physical conditions, climate, costs, and 
socioeconomic factors.  
Physical uncertainties are associated with the physical characteristics of each GI technology, such 
as the size of its catchment, its dimensions, and the soil properties of all vegetated surfaces. A 
single type of GI could be sized differently on two different implementation sites, even if they 
have identical dimensions and are located in the same city. The differences in sizing could be due 
to differences in local soils, geology, and water table conditions, budget limitations, or conflicting 
or competing uses of above or below ground space. Differences in GI design could also be simply 
attributable to deviation in designer decisions. Whatever their cause, differences in GI designs 
generate different hydrologic outcomes and imply different costs.  While, dimensional 
uncertainties could have a combined effect on both cost and hydrologic performance, other 
physical parameters, (e.g. soil type) may only influence hydrologic performance.  
The hydrologic performance of GI systems is, of course, also determined by climatic variability 
and, potentially, climatic change. The timing and amount of precipitation, as well as temperature, 
wind-speed, radiation, relative humidity, the number of sunlight hours and all of the other 
factors that determine evapotranspiration rates can all be expected to alter GI performance. As 
the principal driver of the hydrologic cycle, precipitation is perhaps the most significant factor in 
hydrologic investigations, including GI modeling, due specifically to its temporal and spatial 
variability. Depending on the relative rates of infiltration and evaporation, an intense but short 
storm may produce more runoff than a long drizzle that ultimately deposits the same event total. 
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Potential evapotranspiration determines the rate that soil moisture is depleted during dry events, 
and is thus intimately related to the storage capacity of vegetated GI systems when rain occurs.   
Various socioeconomic feedbacks may also impact the cost-effectiveness of GI programs. First, 
municipal GI programs are typically implemented over decades, making the net program cost 
subject to fluctuations in the overall macro economy (e.g. inflation and interest rates). 
Computations of Net Present Value (NPV) are sensitive to the assumed discounting that, in turn, 
is related to inflation and interest rates. Second, as a decentralized water management approach, 
GI is implemented gradually over an entire watershed. Evolving local laws, design standards, 
regulations, and protocol, for example associated with Operation and Maintenance (O&M) 
activities could result in changes to GI siting, sizing, and costs. Most importantly, and 
particularly relevant to parcel-based GI systems, the spatial and temporal pattern of GI build out 
is a function of public acceptability and willingness to adopt. For example, public property 
owners driven by a politically-motivated environmental platform may prefer the most cost-
effective GI strategy. However, private property owners, who may also be considering other 
factors that are unrelated to hydrology (e.g. neighborhood development trends, proven impacts 
of GI on property value, required O&M) may not as readily, and/or uniformly elect to adopt GI.  
2.4.1 Monte Carlo model formulation 
As alluded to above, many of the uncertain parameters included in LIDRA are sampled from 
probability distributions. Ideally, these probability distributions would be based on extensive 
long term observations in actual GI facilities. However, GI is a relatively new approach to urban 
runoff management and, consequently, long term datasets from which to generate these 
distributions are not available.  Because some early data sets are, however, becoming available, 
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LIDRA represents uncertain parameters with triangle distributions, from which the upper and 
lower bounds, as well as the mode are derived. A MC model is used to derive variations from the 
triangular distributions. Specifically, in LIDRA, a number is selected from uniform distribution, 
and used to draw values from the cumulative density function of the triangle distribution, as 
described below. 
Figure 2-10 is the plot of the triangle distribution where “a” and “b” are respectively the upper 
and lower values of a hypothetical uncertain variable; and “c” is the mode.  
 
Figure 2-10 Triangular distribution diagram (from 
http://en.wikipedia.org/wiki/Triangular_distribution) 
The function, f, is the probability density function (PDF) of the continuous random variable, x, 
which can assume values between “a” and “b”, with mode “c”, such that. 
𝑓(𝑥|𝑎, 𝑏, 𝑐) =
{
 
 
 
 
 
 
2(𝑥 − 𝑎)
(𝑏 − 𝑎)(𝑐 − 𝑎)
     𝑓𝑜𝑟  𝑎 ≤ 𝑥 ≤ 𝑐
 
2(𝑏 − 𝑥)
(𝑏 − 𝑎)(𝑏 − 𝑐)
    𝑓𝑜𝑟 𝑐 ≤ 𝑥 ≤ 𝑏
                        0              𝑓𝑜𝑟 𝑥 < 𝑎 𝑜𝑟 𝑥 > 𝑏
 
(2-1)  
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P(x), is the cumulative density function (CDF) of the variable x, and is derived by integrating f(x) 
between “a” and “b”, such that 
𝑃(𝑥|𝑎, 𝑏, 𝑐) =
{
 
 
 
 ∫
2(𝑥 − 𝑎)
(𝑏 − 𝑎)(𝑐 − 𝑎)
𝑥
𝑎
     𝑓𝑜𝑟 𝑎 ≤ 𝑥 ≤ 𝑐
1 − ∫
2(𝑏 − 𝑥)
(𝑏 − 𝑎)(𝑏 − 𝑐)
   𝑓𝑜𝑟 𝑐 ≤ 𝑥 ≤ 𝑏
𝑏
𝑥
 (2-2)  
𝑃(𝑥|𝑎, 𝑏, 𝑐) =
{
 
 
 
 (𝑥 − 𝑎)
2
(𝑏 − 𝑎)(𝑐 − 𝑎)
            𝑓𝑜𝑟  𝑎 ≤ 𝑥 ≤ 𝑐
1 −
(𝑏 − 𝑥)2
(𝑏 − 𝑎)(𝑏 − 𝑐)
     𝑓𝑜𝑟  𝑐 ≤ 𝑥 ≤ 𝑏
 (2-3)  
Once derived, the CDF can be used to relate a randomly selected number, “y”, whose values vary 
uniformly between 0 and 1 (as shown on the y-axis) onto the triangle distribution of the random 
variable “x” (as shown on the x-axis), in Figure 2-11. In other words, the inverse function of the 
CDF can be used to derive a triangle distribution from a uniform distributed variable between 0 
and 1. This relationship is graphically depicted in Figure 2-11 and mathematically explained in 
Equations 2-3. 
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Figure 2-11 Using the CDF to draw random values from the PDF, using a uniformly 
distributed variable between 0 and 1 (from 
http://en.wikipedia.org/wiki/Triangular_distribution) 
  𝑦 =
(𝑥 − 𝑎)2
(𝑏 − 𝑎)(𝑐 − 𝑎)
    𝑓𝑜𝑟 𝑎 ≤ 𝑥 ≤ 𝑐 
𝒙 = 𝒂 +√𝒚 ∗ (𝒃 − 𝒂)(𝒄 − 𝒂)     𝟎 ≤ 𝒚 ≤
𝒄 − 𝒂
𝒃− 𝒂
 
(2-4)  
𝑦 = 1 −
(𝑏 − 𝑥)2
(𝑏 − 𝑎)(𝑏 − 𝑐)
    𝑓𝑜𝑟 𝑐 ≥ 𝑥 ≥ 𝑏 
𝒙 = 𝒃 −√(𝟏 − 𝒚)(𝒃 − 𝒂)(𝒃 − 𝒄)    
𝒄 − 𝒂
𝒃 − 𝒂
≤ 𝒚 ≤ 𝟏 
(2-5)  
This triangular distribution MC approach is used to describe many different uncertain 
phenomena in LIDRA, as will be described in subsequent chapters of this dissertation.  
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2.4.2 Parameter Variability Ranges  
Many uncertain variables in LIDRA are represented with triangle distributions. In this section, 
the methodology used to derive each of these distributions is presented.  
As described more extensively in Chapter 3, the LCC algorithm used by LIDRA requires 
specification of both inflation and interest rates. Though users can specify any values, LIDRA 
uses a 2% default inflation rate (based on 2000-2012 Consumer’s Price Index (CPI)) and a default 
interest rate of 5% (based on 2000-2012, 30-year US government bond interest rate) (US 
Department of Labor Bureau of Statistics  Nov 2014; US Federal Reserve System Statistical 
Release  Nov 2014). These values are assumed to represent the mode of symmetric triangle 
distributions in their respective MC models. For both variables, the extreme values are assumed 
to extend 2.5% on either side of the mode, which generates a 5% range of variability for these 
parameters, centered on their respective modes. 
As described more extensively in Chapter 3 and 4, GI is assumed to be implemented gradually in 
LIDRA simulations according to user-specified adoption rates (for parcel UHRUs) and repaving 
rates (for street UHRUs). The modes of these implementation rates are defined by LIDRA users 
on the input page. Similar to the economic parameters, the triangle distributions used to 
represent each are assumed to be symmetrical, and to vary by 10% of the input value on either 
side of the user-specified mode, for a total 20% variation. However, once greened, GI sites are 
assumed to remain in that state. Accordingly, all GI implementation rates are required to be 
greater than or equal to zero.  
Cost data comes from a national database built by the Center for Neighborhood Technology 
(CNT) accessible from http://greenvalues.cnt.org/calculator/calculator.php. The database contains 
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high and low values of GI costs. These values are used as the upper and lower bound of a 
symmetric triangular distribution by which uncertainties are modeled. 
The hydrologic computations performed by LIDRA are sensitive to the values used to describe 
key eco-hydrologic aspects of the soil. Although some of these parameters can be measured at a 
place, soil conditions typically vary significantly over even very short distances. Users specify 
soil types for each UHRU. The soil properties assumed to be uncertain in LIDRA are tabulated in 
Table 2-1, along with the average values assumed based on the user-specified soil type. Figure 2-2 
presents the relationship between soil properties and types. These types are indexed between 0 
and 6 from sand to clay for fitting a polynomial trend line to both of field capacity and wilting 
point in Figure 2-3. The functions of two trend lines are shown in Equations 2-1 and 2-2. For field 
capacity and wilting point, the variation is performed by varying soil type index by ±10%. Other 
properties will take a range of ±10% of their average values. 
Soil 
Type 
Field 
Capacity 
Porosity 
Wiltin
g Point 
Source 
Infiltration 
(m/hr) 
Source 
Ks 
(m/hr) 
Source 
Clay 0.35 0.5 0.22 (Dunne 
and 
Leopold  
1978) 
0.0014 (Warrr
en and 
Lewis  
2003) 
2.40E-06 
(Rawls 
et al.  
1982) 
Loam 0.24 0.45 0.1 0.014 0.0024 
Sand 0.09 0.4 0.05 0.102 0.024 
Table 2-1 Soil properties in LIDRA  
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Figure 2-12 Soil properties vs. soil types from (http://wegc203116.uni-
graz.at/meted/hydro/basic/hydrologiccycle/print_version/04-surface_water.htm) 
 
Figure 2-13 Fitted FC and WP vs. soil type indexes 
 
 
 
0
5
10
15
20
25
30
35
P
er
ce
n
t 
so
il 
w
at
er
 
Field Capacity Wilting Point
40 
 
 
The fitted FC and WP functions are: 
𝐹𝐶 = −0.8098𝑥2 + 9.78𝑥 + 5.53 (2-1) 
𝑊𝑃 = 0.139𝑥3 − 0.4657𝑥2 + 1.118𝑥 + 4.935 (2-2) 
where x is soil type index. 
2.5 Other Miscellaneous Assumptions 
In this section, a few other miscellaneous assumptions that are nonetheless important for 
understanding LIDRA’s computational procedures are presented.  
LIDRA simulations are performed at an hourly time step. The runoff from a whole UHRU is 
calculated by assuming that the concentration time of stormwater runoff from the highest point 
to the inlet of the sewer system is less than 1 hour. Normally in an urban watershed, it takes less 
than 15 minutes for runoff generated within a parcel or street to flow to its sewer inlet (Bedient et 
al.  2008).  
Infiltration rate is a function of soil type. When stormwater is routed to a vegetated surface, a 
constant infiltration rate is assumed for the whole period until the soil reaches its saturation. This 
computation is performed by tracking the volumetric moisture content of the soil in each 
vegetated GI (or ungreened “lawn” fraction of a parcel UHRU). After saturation, infiltration rate 
is then assumed to switch to be equivalent to the saturated hydraulic conductivity for that soil 
type. 
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All simulations are restricted to a planning period of 30 years, selected to be commensurate with 
the implementation horizons of the GI plans cited previously, and also because of its common 
use for large scale benefit-cost analyses in the US (OMB  1992). 
A common sidewalk on a street UHRU is divided into curbside and sidewalk (see Section 2.3.1). 
Typically, 1.5 meters of sidewalk are required for a pedestrian passage. LIDRA simulations 
assume that a sidewalk lane narrower than 1.5 meters cannot be used for GI implementation. If 
the user-specified sidewalk width is insufficient to support GI and maintain this width, LIDRA 
will not include curbside GI in the runoff reduction computations (even if it is specified by the 
user). On the other hand, if the user-specified curbside space is not at least 1.5 m wide, it will not 
be considered sufficiently wide to support tree pits or curbside infiltration galleries.  
Rainfall interception from a tree canopy is calculated using the classical equation  𝐿𝑖 = 0.015 +
0.23𝑃  (Horton  1919) where Li is the depth of intercepted rainfall (in inches) on the canopy’s 
projected area, and P is the total rainfall depth (in inches). No consideration is made in LIDRA for 
differences in tree species.  
LIDRA assumes that UHRU surfaces are mildly sloped. Using LIDRA in watersheds with steeper 
slopes could be expected to introduce error to the hydrologic results.  
Dry out time of retained water is assumed to be 48 hours on a permeable surface (Ritzema  1994). 
2.6 Simulation modes 
Two modes of simulation, (e.g. the “quick” simulation and the “full” simulation), are built into 
LIDRA. Both modes use the same algorithms to compute GI cost effectiveness at runoff reduction. 
However, the full simulation uses 1000 stochastic realizations of cost outcomes, and 100 
stochastic predictions of runoff in each MC model, while the quick simulation only includes 50 
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realizations of cost outcomes and 5 of runoff. To achieve a quick response through LIDRA’s web 
interface, quick simulation is set as the default online mode. Although it may take hours or even 
days for a single run, the full simulation produces more robust results and can be run with 
programmer assistance. It has been used as a back end test method to explore more extensively 
the potential variability in GI cost-effectiveness.   
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CHAPTER 3: PROBABILISTIC GREEN INFRASTRUCTURE COST 
CALCULATIONS USING A PHASED LIFE CYCLE ALGORITHM 
INTEGRATED WITH UNCERTAINTIES 
Abstract 
Green infrastructure (GI) is featured as a cost-effective approach to stormwater management in 
urban settings. Though various models have been created to simulate the life cycle cost (LCC) 
and Net Present Value (NPV) of GI investments, decision-support tools are still few. In this paper, 
a probabilistic GI cost estimation algorithm built into the Low Impact Development Rapid 
Assessment (LIDRA) model is introduced. It tracks annual and cumulative costs associated with 
the construction, operation, maintenance, and ultimate replacement of GI systems gradually 
implemented over a 30-year planning period. Uncertainties in costs, such as GI’s useful life, 
inflation, and interest rates are all considered explicitly using Monte Carlo approaches. NPV is 
used to standardize the annual money flows and cumulative cost into a comparable metric across 
different GI scenarios. A block scale watershed is used to demonstrate the LIDRA algorithm 
comparing with excel results in terms of an average value. Variation of uncertainties is then 
integrated and further explored using an alternative implementation rate. This algorithm is one 
of the options to measure the GI cost from a life cycle perspective with the consideration of the 
influences from both physical and socioeconomic aspects. 
Key words: green infrastructure, low impact development, net present value, cost effectiveness, 
life cycle cost, stormwater management 
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Symbols used in calculation: 
d : Discounting factor (%) 
I : Inflation rate (%) 
r : Interest rate (%) 
NPV : Net present value of a project ($/area) 
FV : Future value of cost ($/area) 
RV : Residual value of cost ($/area) 
t : Years from the beginning of a useful life (year) 
p : Planning period (year) 
IC : Installation cost ($/area) 
l : GI useful life (year) 
s 
: Number of years after the end of the planning period (i.e. after the 
end of the 30 years) during which the GI facility is expected to 
function (year) 
AC : Operation and Maintenance cost (annual cost) ($/area) 
m : Number of useful life 
FT : Number of years in a useful life during the planning period (year) 
j : Number of implementation generation 
𝑁𝑃𝑉𝑗 : NPV of implementation in year j ($) 
𝐴𝑗 : Area of implementation in year j (acre or m2) 
K(UHRU) : Implementation expense matrix 
I(Land Use) : Implementation rate matrix 
D(Project) : Discounting rate matrix 
T : Passed years in a planning period (year) 
T’ : Passed years in a useful life (year) 
Ir : Implementation rate of a land use (%) 
Co : Cumulative GI coverage percent in a land use (%) 
r() : Interest rate function of time 
i() : Inflation rate function of time 
Cnx : Annual cost in year x of nth generation ($/area) 
Rn : Residual cost of nth generation ($/area) 
Irx : Implementation rate of year x (%/yr) 
Dx : Discounting rate of year x (%) 
A : Total area of project (acre or m2) 
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3.1 Introduction and background 
As a stormwater source control strategy, Green Infrastructure (GI) was first introduced as Low 
Impact Development (LID) and applied in Prince George's County, MD (Prince George's County  
1999). The stated goal of GI is to attempt to restore natural hydrological processes through 
decentralized application of green roofs, porous pavement, bio-swales, and other stormwater 
source controls throughout urbanized areas. Because of its many perceived ancillary benefits and 
lower cost compared to centralized, end of pipe stormwater management approaches, GI has 
been formally adopted by an increasing number of stormwater utilities as a key component of 
controlling the impacts of stormwater runoff. In a $1.6 billion dollar plan to be implemented over 
20 years, New York City has committed to using GI to manage the first 25 mm of runoff over 10% 
of the impervious surfaces in portions of the city served by combined sewers (Bloomberg and 
Holloway  2010). At a similar level of investment, Philadelphia’s GI plan will manage runoff from 
47% of the impervious surfaces in its combined sewer district over a 25 year period with GI 
(PWD (Philadelphia Water Department)).  GI is also a key component of the control of Combined 
Sewer Overflows (CSOs) in Washington DC (District of Columbia Water and Sewer Authority  
2013). It was first  legally approved as an approach for control of combined sewer overflows 
(CSOs) in Syracuse, NY in 2009 (Knauss  2009).  
Published I cost benefit studies can be grouped into three categories based on how GI values and 
costs are defined (ECONorthwest.  2007; Garmestani et al.  2011). The first category of studies 
focuses on the initial installation costs (ICs) of GI only, which are often compared to that of 
conventional infrastructure (Langdon  2007; U.S.EPA  2005; Vanaskie et al.  2010). The second 
category also considers the Operation and Maintenance (O&M) costs of GI throughout its useful 
life (Cohen et al.  2012; McGovern and Jencks  2010; Vanaskie et al.  2010). A third category 
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attempts to quantify the monetary value of both the costs and varied environmental benefits of 
GI (Foster et al.  2011; MacMullan et al.  2008; Spatari et al.  2011) .  
Until recently, most attempts to evaluate the costs and benefits of GI were generally hindered by 
the availability of requisite data sets, and had to be preceded by an extensive period of data 
collection and/or formal cost estimation. Now that implementation of GI programs is well 
underway in many cities, more data is becoming available, and more elaborate costing exercises 
can be attempted. Life Cycle Cost (LCC) calculation procedures, for example, represent one of the 
best means available to evaluate the Net Present Value (NPV) of investments including 
installation, O&M, replacement, and disposal of infrastructure projects over a given planning 
period. Fuller (2010) provides an introduction to LCC analysis that includes a comprehensive list 
of the key components that are transferable to infrastructure projects. Wong et al. (2003) 
conducted a LCC analysis to assess the value of roof garden by considering IC and O&M cost. 
Peri et al. (2012) advanced the method by including replacement cost of green roofs associated 
with a green roof project. These LCC studies, however, are performed deterministically (CNT  
2009; Houdeshel et al.  2009; Reynolds et al.  2012) and do not consider the uncertainties 
associated with costs, rate of implementation, and broader financial parameters like inflation and 
interest.  
Bianchini and Hewage (2012) estimated the benefit-cost of green roof from both personal and 
socioeconomic perspective and statistically compared different factors in the scale of NPV.  
Consideration of such factors requires quantification of uncertainty using probabilistic 
approaches (Montalto et al.  2011). As pertains to GI, this work is in its infancy stages. No other 
published research directly addressing uncertainty of GI cost and effectiveness assessments was 
found in the literature. 
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This paper introduces a probabilistic, phased LCC calculation process that can be used to 
evaluate the NPV of GI costs of multiple implementations. The algorithm tracks installation, 
O&M, and Residual Costs (RCs) of different GI technologies, implemented at different rates, over 
different spatial domains over a pre-defined 30 year planning period. This particular planning 
period was selected to be commensurate with the implementation horizons of the GI plans cited 
previously, and also because of its common use for large scale benefit-cost analyses in the US 
(OMB  1992). The algorithm uses NPV to convert annual money flows associated with building, 
operating, maintaining, and replacing complex, user-specified GI plans into a common metric. 
Using Monte Carlo (MC) procedures, uncertain parameters are drawn from both user-specified, 
expert-opinion, and derived distributions of data. Multiple realizations are performed and ranges 
of predicted costs are generated. 
This new algorithm is built into the Low Impact Development Rapid Assessment (LIDRA), a 
planning level model developed by the authors and available for free at www.lidratool.org. 
(Aguayo et al.  2013; Montalto et al.  2011; Yu et al.  2010)  After introducing the algorithm in 
detail, a hypothetical case is presented to demonstrate application of the algorithm through 
LIDRA. Uncertainties associated with GI cost and implementation rate are investigated in the 
analysis of the model results. Discussion and conclusion are made at the end. 
3.2 Methodology and data source 
3.2.1 Overview of LIDRA 
As background to the use of the LCC algorithm in LIDRA, a brief overview of the model is 
provided. All surfaces in the study area are represented as one of two kinds of urban 
hydrological response units (UHRUs). Parcel UHRUs represent roofs, driveways, and yards. 
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Street UHRUs represent streets, sidewalks, and intersections. Users assign specific GI codes to 
particular UHRUs. The UHRUs are situated in land use categories, each of which is defined by 
user-defined rates for GI implementation (assumed linear over the 30 year planning period). 
Implementation of GI on the parcel UHRUs is defined by an “adoption rate”, while 
implementation of GI on the street UHRUs is defined by a “repaving rate”.  The appropriate 
implementation rate is used to define the fraction of each UHRU that is “greened” (e.g. 
hydrologically converted from the baseline condition to the user-defined GI condition), each year. 
In most cases, each UHRU will be greened gradually over several “generations” where a 
generation refers to the GI installed on a particular UHRU during a particular year.  
This paper focuses exclusively on the LCC algorithm used by LIDRA to track the cost of GI 
systems implemented on the parcel and street UHRUs throughout a 30 year planning period. 
Companion papers describe in detail the relational database utilized by LIDRA to store 
information about the UHRUs and land use categories, the local precipitation and evaporation 
regime (Aguayo et al.  2013), the model’s underlying rainfall-runoff model (Yu and Montalto  
2015), the application of LIDRA on a real watershed case to model the CSO risk reduction (Yu et 
al.  2015b) and also how LIDRA can be used to facilitate GI decisions through mediated modeling 
(Montalto et al.  2011). 
3.2.2 Uncertainties in cost calculation 
The cost of a municipal GI program is determined by physical, socioeconomic factors, many of 
which cannot be known with certainty when considering long-term implementation periods over 
relatively large spatial areas. Relevant physical factors include the dimensions of individual GI 
systems, the area available for its application, and other physical conditions (e.g. bedrock or high 
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water tables) that constrain implementation. Uncertain socioeconomic factors include: 1. the 
decisions regarding where and at what rate GI is implemented, 2. geographical differences in cost, 
3. the variability associated with different GI designs. For example, the same GI type could cost 
differently on two different sites due to differences in where materials are procured and local 
labor costs. Both construction costs and annual O&M costs can also vary significantly from year 
to year, significant given that GI programs are typically implemented gradually over time. The 
uneven rate of implementation makes the final total program budget a complicated variable that 
sums up generations of initial and recurring costs incurred over time and space. In addition, 
global economic parameters, such as the inflation and interest rates, can have a big influence on 
the annual money flows of a long term project. Since these parameters also vary, they must be 
explicitly represented in LCC procedures.  
Because GI implementation is fundamentally complex, involving multiple stakeholders and new 
technologies, uncertainty must be explicitly considered in projections of GI cost-effectiveness. As 
described in more detail below, LIDRA uses MC procedures to draw values of a variety of 
uncertain parameters using triangular distributions. The upper and lower bounds and mode 
values of unit ICs, unit O&M costs and useful life are each derived from national datasets 
compiled by the Center for Neighborhood Technology (CNT) (CNT  Dec 2009). Financial 
parameters are assumed to take on a symmetric triangular distribution with mode equal to user 
specified values associated with a 2.5% variation on each side (5% total). LIDRA performs 50 
realizations of each simulation to characterize the statistical variability possible in the results. 
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3.2.3 Conceptualization of NPV for phased implementation of GI 
LIDRA quantifies the LCCs associated with GI using the NPV, a standard tool used in discounted 
cash flow analysis to appraise the time value of money for long term projects (Baker  2000). 
The speed of cost escalation back to the present, namely the discounting factor, d, is determined 
by the assumed annual inflation rate, i, and the assumed interest rate, r, per Equation 3-1 
(Eisenberger et al.  1977).   
𝑑 =
1 + 𝑖
1 + 𝑟
 (3-1)  
d : Discounting factor 
i : Inflation rate (%) 
r : Interest rate (%) 
NPV can be used to convert initial and recurring investments during a planning period, as well 
as the residual value of GI assets at the end of the planning period, into year 1 dollars.  The NPV 
of a GI project is computed by subtracting the residual value from the total investment in Present 
Value (PV), as described in Equation 3-2. 
 
𝑁𝑃𝑉 = ∑𝐹𝑉 ∙  𝑑𝑡−1
𝑝
𝑡=1
−𝑅𝑉 ∙  𝑑𝑝 
(3-2)  
NPV : Net present value of a project ($/area) 
FV : Future value of cost ($/area) 
RV : Residual value of cost($/area) 
t : Years from the beginning of a useful life 
p : Planning period (year) 
where the residual value, RV, is computed assuming that the installation cost, IC, can be 
uniformly distributed during simulation, as per Equation 3-3.  
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𝑅𝑉 = 𝐼𝐶
𝑠
𝑙
 (3-3)  
IC : Installation cost ($/area) 
l : GI useful life (year) 
s : Number of years after the end of the planning period (i.e. after the end of the 30 
years) during which the GI facility is expected to function (year) 
Splitting the components of future value, FV, the NPV can be rewritten as: 
𝑁𝑃𝑉 = 𝐼𝐶 +∑𝐴𝐶 ∙  𝑑𝑡−1
𝑝
𝑡=2
− 𝑅𝑉 ∙  d𝑝 (3-4)  
AC : O&M cost (annual cost) ($/area) 
However, all GI systems do not have the same useful life. If the useful life of a particular GI 
system is less than the 30 year planning period, one or more replacements might be necessary for 
sustained performance of this GI over the planning period. Including replacement costs, the 
equation representing NPV of a GI system is further modified as: 
 
𝑁𝑃𝑉 = ∑ (𝐼𝐶 ∙  𝑑𝑚𝑙 +∑𝐴𝐶 ∙  d𝑡−1+𝑚𝑙
𝐹𝑇
𝑡=2
)
⌊
𝑝
𝑙⁄ ⌋
𝑚=0
−𝑅𝑉 ∙  𝑑𝑝 (3-5)  
𝐹𝑇 = {
𝑙 𝑖𝑓 𝑝 ≥ 𝑙(𝑚 + 1)
𝑝 − 𝑙𝑚 𝑖𝑓 𝑝 < 𝑙(𝑚 + 1)
  
m : Number of replacements within the planning period 
FT : Number of years in the useful life before the end of the planning period (year) 
Only the residual value of the last generation of GI is computed since all the earlier generations 
are assumed to have been replaced during the planning period.  
A further consideration in GI cost calculating is the fact that GI implementation will likely occur 
over multiple years (e.g. due to community engagement, institutional bureaucracy, contractor 
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mobilization, budget limitations, etc.) (Montalto et al.  2011). Equation 3-5 can further modified to 
consider phased implementation over the planning period. We introduce implementation phase, 
Aj, defined as the area that is greened in a particular year, so that NPV of a particular generation 
of GI implemented in year j can be expressed as: 
𝑁𝑃𝑉𝑗 = ∑ (𝐼𝐶 ∙ 𝑑
𝑚𝑙+𝑗 +∑𝐴𝐶 ∙  d𝑡−1+𝑚𝑙+𝑗
𝐹𝑇
𝑡=2
)
⌊
(𝑝−𝑗)
𝑙
⁄ ⌋
𝑚=0
−𝑅𝑉 ∙ 𝑑𝑝 (3-6)  
𝐹𝑇 = {
𝑙 𝑖𝑓 𝑝 ≥ 𝑙(𝑚 + 1)
𝑝 − 𝑗 − 𝑙𝑚 𝑖𝑓 𝑝 < 𝑙(𝑚 + 1)
  
j : Number of implementation generation 
𝑁𝑃𝑉𝑗  : NPV of implementation in year j ($) 
Further since GI installation and O&M costs are available on a unit basis, the total NPV of the 
whole project can be written as: 
𝑁𝑃𝑉 = ∑(𝑁𝑃𝑉𝑗 ∙ 𝐴𝑗) (3-7)  
𝐴𝑗 : Area of implementation in year j (acre or m2) 
As an example, Figure 3-1 graphically depicts the costs associated with a GI implementation 
project that occurs over three years (e.g. a 33% implementation rate) on a one hectare area. The IC 
of this particular GI for a single implemented generation is assumed to be $60/yr, the 
corresponding O&M costs for each generation in every year are assumed to be $20/yr, and its 
useful life is assumed to be 20 years. We further assume a 2% inflation rate (Based on 2000~2012 
Consumer’s Price Index (CPI)) and interest rate of 5% (based on 2000~2012, 30 year U.S. 
government bond interest rate) respectively. (US Department of Labor Bureau of Statistics  Nov 
2014; US Federal Reserve System Statistical Release  Nov 2014)   
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Figure 3-1 Sample of NPV applied with life cycle and phased implementation 
Figure 3-1 reveals a GI program implemented in three phases (over years 1-3 of the program). 
The columns represent annual expenses to a hypothetical stormwater utility including ICs and 
O&M expenditures in each year. ICs only appear during the first year of the life cycle of each 
generation of GI (year 1, 2, 3 and 21, 22, 23), while the O&M costs are incurred for all subsequent 
years of the useful life. In present dollars, all future costs appear to drop relative to the beginning 
of the simulation due to the discounting (which in this case more than compensates for inflation). 
In 31st year, the first year after the end of the planning period, the RC of each implementation is 
calculated with a negative sign. The cumulative curve (on the secondary axis) presents the PV of 
the total cost of all implementations completed in the past years to support the whole project. It 
increases during the planning period and drops by the residual value at the end which results the 
NPV of the whole project. In short, the value of its growth represents the amount of money that 
would need to be placed in an interest bearing account during year 1 to pay for the entire project.  
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3.2.4 Computation of NPV using LIDRA 
A flow chart describing the three main components of the LCC algorithm is illustrated in Figure 
3-2. The left box, K (UHRU), shows how unit costs are estimated for each generation of GI 
implemented on a particular UHRU. The middle box, I (Land Use), demonstrates how uncertain 
GI implementation rates are tracked throughout the simulation. The right box, D (Project), 
presents the procedures to generate the discounting (D) factor which is used to convert all annual 
unit costs to PV for the whole project. Each of these three components of the LCC algorithm is 
described in detail below. Where invoked, probabilistic MC procedures are designated by MC.  
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I (Land Use) D (Project)K(UHRU)
Ir(T) from MC
Ir(T)=Ir(T)-(C0(T)-
100%)
Ir(T+1)~Ir(30) = 0
C0(T) > 
100%
T=T+1
C0(T)=C0(T-1)+Ir(T)
YES
T < 30 and 
C0(T)<100%
YES
NO
NPV Calculation
NO
NO
Useful time from MC
Installation cost from MC
O&M cost from MC
T<30 &
Useful time > T’  
Calculate residual value
T’=T’+1
T=T+1
NO
T=T+1
YES
T<30
YES
Start
r(T), i(T) from MC
T < 30 
T=T+1
Calculate 
discounting 
factor
YES
NO
30 replications
 
Figure 3-2 Flow chart of overall life cycle cost algorithm in which the left box, K (UHRU), 
depicts the procedure for selecting costs of UHRUs, the middle box, I (Land Use), depicts the 
procedure for selecting the implementation rate for land uses, and the right box, D (Project), 
depicts the procedure used to select discounting factors during the planning period for the 
whole project. 
K(UHRU) : Implementation expense matrix 
I(Land Use) : Implementation rate matrix 
D(Project) : Discounting rate matrix 
T :Passed years in a planning period 
T’ :Passed years in a useful life 
Ir :Implementation rate of a land use 
Co :Cumulative GI coverage percent in a land use 
r() :Interest rate function of time 
i() :Inflation rate function of time 
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3.2.5 Probabilistic definition of unit costs 
The left box, K (UHRU), in Figure 3-2 describes the procedure used to probabilistically define the 
useful life associated with each generation of GI installed on a particular UHRU, and its annual 
unit costs. These values are derived from national values published by the CNT (see details in 
Table 1) (CNT  Dec 2009).  Each time that a new generation of a particular type of GI is 
implemented on a particular UHRU, MC procedures are used to draw a unique useful life for 
that generation from a symmetric triangular distribution based on CNT’s low and high values.  
Name 
Initial 
Cost Low 
($/m2) 
Annual 
Cost Low 
($/m2) 
Life 
Time 
Low (yr) 
Initial 
Cost 
High 
($/m2) 
Annual 
Cost High 
($/m2) 
Life 
Time 
High (yr) 
Source 
Tree 10.76 8.61 25 263.93 8.61 25 
(CNT  
Dec 
2009) 
Rain 
Barrel/Cistern 
6.67 0.11 20 42.19 0.32 20 
Downspout 
Disconnection 
3.23 0.01 30 12.38 2.69 100 
permeable 
pavement 
43.06 0.06 20 141.01 2.05 50 
Curbside 
Swale 
897.71 0.16 30 4972.92 15.61 50 
Rain Garden 8.37 0.15 25 512.58 15.61 50 
Blue Roof 43.06 0.00 20 261.02 0.00 20 
Green Roof 129.17 1.08 25 579.21 31.11 40 
Table 3-1 GI data table 
MC procedures are also used to assign a unit IC to that particular GI generation, from a 
symmetric triangular distribution based on CNT’s costs. Using the same procedure, new unit 
O&M costs for that GI generation are generated each year for each generation of GI. K (UHRU) in 
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Figure 3-2 shows the loop used to keep track of all of the unit costs associated with each GI 
generation. T is a number between 0 and 30 that depicts the number of years that have passed 
since the beginning of the simulation. T’ is defined as the number of years that have passed since 
that particular GI generation was installed.  The need for replacement is determined by 
comparing T’ with the useful life of that particular GI generation. The entire loop is halted when 
T=30. Once the loop is halted, the RC, (if any), of that GI generation is computed.  
3.2.6 Probabilistic definition of implementation rates 
The middle box, I (Land Use), in Figure 3-2 depicts the procedure used to define the GI 
implementation rates for each land use in LIDRA. Land uses are used in LIDRA to specify 
clusters of UHRUs assumed to have identical GI implementation rates. Specifically, each land use 
is assigned an adoption rate that is applied to all parcel UHRUs within it, and a repaving rate 
applied to all street UHRUs in it. To reflect the uncertainty in implementation rates, LIDRA then 
uses MC procedures to draw a unique implementation rate for each year of the simulation for 
each land use category from a symmetric triangular distribution centered on the user-specified 
value but extending +/- 10% of the input value. In this way, random implementation rates are 
generated for each year for each land use category. Ir represents the percent of the land use 
category that is greened each year. The cumulative GI coverage (CO) in the land use category is 
tracked through time to check whether full build out has been achieved. Note that, if full build 
out occurs before T=30 (e.g. the end of the simulation), the final year’s implementation rate is 
selected deterministically to ensure that implementation never exceeds 100% of the UHRU area.   
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3.2.7 Probabilistic definition of discount rates 
The right box, D (Project), in Figure 3-2 presents the procedure used to select the discounting 
factor used for the whole project for each year of the simulation. Users define an inflation rate, i, 
and an interest rate, r, at the onset of the simulation. LIDRA assumes that the user-specified 
values for these two parameters are the mode values in a symmetric triangular distribution 
encompassing +/- 2.5%. MC procedures are used to select a unique inflation and interest rate for 
each year of the simulation. These values apply to all GIs types on all UHRUs in all land use 
categories.  
3.2.8 Matrix storage of probabilistic values 
Mathematically, the randomized parameters generated in procedures K, I, and D are organized 
as four matrices. An expense matrix, K (UHRU), is defined for each unique UHRU in the 
simulation. Two matrices of I (Land Use) are developed: one representing the adoption rates 
used for GI on all parcel UHRUs in a given land use category, and one representing the repaving 
rates used GI on all street UHRUs in a given land use category. One discounting rate matrix, D 
(project), is defined for the whole project in the simulation. The members of these matrices are 
shown mathematically below, followed by a description. 
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𝐼(𝐿𝑎𝑛𝑑 𝑈𝑠𝑒) =
[
 
 
 
 
 
𝐼𝑟1
𝐼𝑟2
𝐼𝑟3
⋮
𝐼𝑟29
𝐼𝑟30]
 
 
 
 
 
 
𝐷(𝑃𝑟𝑜𝑗𝑒𝑐𝑡) =
[
 
 
 
 
 
 
𝐷1
𝐷2
𝐷3
⋮
𝐷29
𝐷30
𝐷30]
 
 
 
 
 
 
 
Cnx : Annual cost in year x of nth generation ($/area) 
Rn : Residual cost of nth generation ($/area) 
Irx : Implementation rate of year x (%/yr) 
Dx : Discounting rate of year x 
In the K (UHRU) matrix, each member denotes the annual unit cost associated with a particular 
generation of GI implemented on a particular UHRU in a particular year. The annual cost matrix 
contains 31 rows, one for each year of the 30 year simulation and one for the residual value. It 
also contains 30 columns, each representing the unit costs associated with a generation of GI (e.g. 
column 1 tabulates annual unit costs associated with GI installed in year 1; column 2 tabulates 
annual unit costs associated with GI installed in year 2; and so on). Superscripts denote the GI 
generation while subscripts refer to the year of the simulation in which they were incurred (e.g. 
C325 refers the unit costs in year 25 of GI installed during year 3 of the simulation). The first C 
value in a given column of the matrix represents the unit IC, while the subsequent values 
normally represent the randomly generated unit O&M costs when useful life is long enough to 
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end after the end of simulation. RV denotes the unit residual value of the cost of a particular 
generation of GI at the end of the planning period.  
Each of the I (Land Use) matrices contains only one column because the same implementation 
rate is used for all UHRUs in a given land use category. However, each I matrix contains 30 rows, 
as new implementation rates are selected each year. Ir values represent either the adoption rate 
selected for each parcel UHRU in the land use for each year of the simulation or the repaving rate 
selected for each street UHRU in the land use category for each year of the simulation.  
There is only one D (Project) matrix; the same inflation and interest conditions are assumed to 
affect all of the parcel and street UHRUs identically. However, this matrix has 31 rows, as new 
values are drawn for each year of the simulation. The last two rows are identical since the 
discounting rate for residual value is also referring to the whole planning period.  
The overall NPV calculation for a single UHRU can be written as the following equation (3-8) in 
which K is K (UHRU) matrix and D is D (Project) matrix I is I (Land Use) matrix and A is the total 
area of a project. 
𝑁𝑃𝑉 =∑(𝐾𝐼)𝑇𝐷𝐴𝐿 (3-8)  
𝐴𝐿 : Area of land use L (acre or m2) 
3.3 Case study 
We choose a two block-size sewer shed in NYC to illustrate and demonstrate LIDRA’s cost 
computations. This small study area includes 24 individual parcels represented by the points in 
Figure 3-3 and a 227-meter-long street of 18.76 meter width between parcel boards. The GI 
measures associated with each street and parcel type are also shown in the figure. Blue roofs and 
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permeable pavement driveways are applied on the two big parcel properties; green roofs are 
assumed for the church parcel in northeast corner of the study area; rain barrels are assigned to 
the town houses throughout the study area though combined with rain gardens and downspout 
disconnects in certain locations. In order to examine the effect that implementation rates have on 
the results, the adoption and repaving rates are set at 33.3% and a 10%, respectively. 
 
Figure 3-3 Map of the sample sewer shed 
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3.3.1 Validation of LIDRA’s LCC 
In this section, the accuracy of the LIDRA cost calculation will be verified with the use of a excel 
spreadsheet. The average costs of GIs are used in this calculation; and the variance in LIDRA is 
removed. The average LCC calculated by excel is provided in Figure 3-4. The left axis represents 
the annual cost of the proposed GIs during each year of the planning period. Each generation is 
represented by a different hatching style. In the first year, the whole column reads a $0.650 
million which is entirely contributed by the ICs associated with year 1 (e.g. the first generation). 
In next year, the total annual cost is the combination of the second generation’s IC and first 
generation’s year 2 O&M cost. However, by the discounting effect, the total annual cost is slightly 
lower than the year 1 costs. In year 3, the total annual cost is equal to the IC of the third 
generation of GI plus the O&M costs of the first two generations, equal to approximately $0.642 
million after discounting back to the present. Blue roof and rain barrel replacement costs kick in 
between year 21 and year 23, and are responsible for the increase in annual costs then. After the 
end of the planning period of 30 years, the RCs of the three different generations (and their 
replacements) are summed up as negative value. The curve (to be read on the right axis) depicts 
the cumulative program cost in PV. The PV of the LCC is approximately $2.92 million at the end 
of the 30th year. After subtracting the RC, the resulting NPV of the total program is approximately 
$2.72 million.  
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Figure 3-4  Results from excel algorithm 
Using the same information, the results generated by LIDRA are shown in Figure 3-5. Note that 
to better compare the cost computations of LIDRA to the excel results, a single implementation 
rate was used (not one derived from MC methods) for this presentation. Similar to the excel 
results, the tan columns represent annual program expenditures and are read on the left axis, 
while the curve is the cumulative cost and is to be read on the right axis; the grey column on the 
right side represents the RC at the end of the planning period. Note that the tan bars represent 
the total annual costs (e.g. the fraction that is implementation and not O&M are not shown). The 
computed annual program costs are identical to the spreadsheet results. The total costs of 
installation and O&M in the first three years for all generations are approximately $0.65 million 
per year; the crest of the reconstruction after 20 years discounted to around $0.09 million per year 
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for three years; the total cost after 30 years climbs to about $2.9 million; and its NPV is $2.7 
million.  
 
Figure 3-5 Results from LIDRA 
3.3.2 Uncertainty effect in LIDRA’s LCC 
To visualize the extent to which socioeconomic uncertainty associated with GI implementation 
rates can influence the results; Figure 3-6 allows the adoption and repaving rates to vary using 
LIDRA’s MC procedures. Boxplots are superimposed on the tan bars and the line used to 
designate the corresponding cost variations. The boxes indicate the interquartile range of the 
variation while the whiskers range from 5% to 95%. The bars and the curve represent the median 
values of 50 replications.  Over the first three years of the simulation, the 90% confidence interval 
(e.g. 5%~95%) of annual costs is from $0.55 million to $0.75 million. This variability is much 
greater than that computed for subsequent years, due to the greater uncertainty associated with 
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GI construction (relative to O&M). The variance in the end of the planning period is expanded 
due to certain GIs reach their minimum useful lives, such as street (25 years) and rain garden (25 
years). Annual cost variation is discounted over time by macroeconomic parameters. All these 
variations are summed up on the cumulative cost. Although not recognizable due to different 
scale, the cumulative cost variation grows over time. 
 
Figure 3-6 Results from LIDRA with socioeconomic uncertainties of 33% implementation rate 
To further explore the effect of socioeconomic uncertainties on GI cost, a 10% implementation 
rate is assumed for all parcel and street UHRUs used in another simulation.  The results are 
shown in Figure 3-7. Annual costs are higher during two different periods of the planning period: 
during the first ten years, when all of the GI sites are being initially populated, and during the 
last ten years, when certain GIs need a reconstruction (e.g. rain barrels, blue roof). In the first ten 
years, annual costs median grow from $0.19 million during the 1st year to $0.17 million during the 
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10th year (a relic of the stochastic variation of the implementation rate). The 90% confidence 
interval includes a ± $20,000 range, greater than annual expected program expenditures during 
other portions of the simulation.  In year 21, some of the GI systems begin to require replacement. 
The peak annual program costs during this phase of the program begin at around $50,000 at year 
21 and rises to $55,000 at year 30. This increase is mainly contributed by the reconstruction cost of 
other GIs reaching lower end of useful life. The 90% confidence interval is ±$4,000 in year 21 and 
±$20,000 in year 30. The O&M activities generate approximately $40,000 to $30,000 in annual costs 
during year 11 to year 20 with relatively small variation. The RC (grey column) of this simulation 
distributes over a relatively tiny range with a median around $0.5 million. 
 
Figure 3-7 Results from LIDRA with socioeconomic uncertainties of 10% implementation rate 
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3.4 Discussion and Conclusion 
The case study presented demonstrates that the GI LCC algorithm can realistically model the 
construction and O&M of GI and assessing its uncertainties by integrating phased 
implementation, useful life switch reconstruction and MC. Phased implementation enables a 
model to mimic the construction speed in a real project. Implementation rate not only depicts the 
speed of GI application, but also alters the NPV of the GI investment in the planning period. 
Lower implementation rates and longer construction periods may reduce cost of the whole 
project. However, it should be noted that the overall condition of a GI project plan must take its 
environmental benefits into account. Generally, the saved expense of extended implementation 
time is usually coupled with sacrificed environmental benefits. Reconstruction after useful live 
strengthens the cost algorithm by realistically considering the action of keeping a continuous GI 
function. When deciding what rate to implement GI, decision makers ought to consider that 
faster implementation may imply more required replacements later in the programming period, 
increasing the NPV of the total 30 year program. The MC model used in LIDRA quantifies 
various uncertainties, enhancing the portability of the model. For example, a GI program in New 
York City almost certainly will cost more than the same program in Cincinnati, OH because of 
geographical differences in labor and material costs. The upper bound of LIDRA’s 90% 
confidence interval may be more suitable for use New York, whereas users in Cincinnati may 
focus on the lower quartile results.  
The LCC algorithm included in LIDRA can be used in conjunction with assessments of the 
socioeconomic uncertainty associated with implementation rate to provide ranges of expected 
costs for different types of GI programs. No such algorithm has previously been made available 
to GI modelers. Future work will allow non-linear implementation rates over the planning period, 
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and also validate the model in an actual greened watershed, as soon as such a site becomes 
available for study.   
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CHAPTER 4: DEVELOPMENT OF A NONPARAMETRIC SYNTHETIC 
RAINFALL GENERATOR FOR USE IN HOURLY WATER RESOURCE 
SIMULATIONS 
Abstract 
This paper presents a new nonparametric, synthetic rainfall generator for use in hourly water 
resource simulations. Historic continuous precipitation time series are discretized into sequences 
of dry and wet events separated by four-hour inter-event periods. A first-order Markov Chain 
model is then used to generate synthetic sequences of alternating wet and dry events. Sequential 
events in the synthetic series are selected based on couplings of wet and dry events in the historic 
record, using nearest neighbor and moving window methods. The new generator is used to 
generate synthetic sequences of rainfall for New York (NY), Syracuse (NY), and Miami (FL) using 
over 50 years of observations. Monthly precipitation differences (e.g. seasonality) are well 
represented in the synthetic series generated for all three cities. The synthetic New York results 
are also shown to reproduce realistic event sequences proved by a deep event-based analysis.  
Key words: precipitation, stochastic process, K nearest neighbor, bootstrapping 
4.1 Introduction 
Management of runoff is one of the most important water quality goals in urbanized watersheds. 
Accurate simulation of urban runoff quantities requires realistic consideration of the physical 
processes leading to runoff generation. The two most important processes are saturation-excess 
overland flow (SEOF) - the inability of precipitation to infiltrate into saturated soils, and 
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Hortonian infiltration-excess runoff (HIEF) - generated when precipitation intensity exceeds the 
infiltration capacity. While, simulation of SEOF requires diligent tracking of soil moisture 
changes through time, modeling of HIEF requires a comparison, performed over a meaningful 
time scale, of precipitation intensity to the time-varying infiltration capacity of the land surface. 
Accurate estimation of runoff from urban catchments, where the time of concentration is typically 
on the order of one hour or less (Bedient, Huber, & Vieux, 2008), thus requires hourly or 
subhourly precipitation time series.  
While historical precipitation time series at this temporal resolution can be used to drive any of 
the hydrologic and hydraulic models (e.g. USEPA SWMM, SUSTAIN, WinSLAMM, etc) 
commonly used for urban simulations, their runoff predictions are directly determined by the 
particular sequence of precipitation in the historical record that is input. Without uploading 
additional precipitation time series one by one, none of the existing urban hydrologic models 
have the ability to investigate the role that alternative patterns of precipitation could have on 
runoff predictions.  
Risk-based hydrologic investigations, for example focusing on agricultural water use, reservoir 
operations, and climate change impact assessments typically use synthetic precipitation series. 
However, the precipitation sequences used in these kinds of studies are typically of a more coarse 
temporal resolution (e.g. daily, monthly) due to the longer, relative times of concentration for 
associated study areas.  
Most synthetic precipitation generators use stochastic methods that assume rainfall is a random 
process that can be modeled statistically based on the observed characteristics of actual 
precipitation records. Such processes are computational robust and parsimonious, making them 
useful for a wide range of applications (Sharma and Lall  1999). Two general approaches can be 
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distinguished. Parametric approaches generate statistical relationships based on the 
characteristics of specific rainfall sequences. These models are site specific, since the atmospheric 
causes of precipitation, and also the distributions used to represent them, vary from place to 
place (Lall et al., 1996). Since most parametric models are fit to aggregated data sets, seasonality is, 
however, typically not well represented (Basinger et al., 2010). By contrast, nonparametric 
approaches use bootstrapping (Lall & Sharma, 1996),  K Nearest Neighbors (KNN) (Rajagopalan 
& Lall, 1999), and switch-state sequences (wet or dry) (Lall et al.  1996) to derive synthetic series 
of precipitation directly from observations. The synthetic series are constructed by sampling and 
concatenating actual historical wet and dry events in new, yet meteorologically and seasonally 
appropriate ways.  Unlike parametric generators, nonparametric approaches can introduce 
seasonality by using KNN and moving window approaches based on antecedent conditions (wet 
or dry) (Lall et al.  1996; Lall and Sharma  1996). Nonparametric approaches are also more 
portable than parametric generators, since the same methodology can be used to create synthetic 
series from any historical record. 
In this paper a new, nonparametric synthetic generator of hourly precipitation is introduced. The 
generator is incorporated into the Low Impact Development Rapid Assessment (LIDRA) tool, to 
enable robust simulation, and rapid comparison, of the runoff reduction value of distributed 
“green” approaches to urban runoff reduction, in different locations.  
The paper is structured as follows. First the moving window, KNN, bootstrapping, and the 
Markov Chain processes used in the development of the algorithm are presented. Next, the 
accuracy of the rainfall generation technique is validated through comparison of the synthetic 
values to observed monthly distributions of average event duration and average event rainfall 
depth for New York City (NYC). Finally, historical rainfall from New York, NY (1948-2011), 
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Syracuse, NY (1948-2010), and Miami, FL (1996-2010) are used to test the portability of the 
synthetic generator. 
4.2 Methods 
To generate synthetic precipitation time series, both the state (wet or dry) of each event, and the 
wet event rainfall amounts need to be estimated. In generators involving daily time steps, a 
multi-state Markov Chain algorithm is typically employed (Sharma and Lall  1999). For example, 
the probability of the next day’s state being wet or dry is determined by the current day’s state. 
Once the state for each time step has been determined, researchers use a variety of methods, 
including bootstrapping or assumed distributions, to generate rainfall amounts for each wet state 
derived from historic observations. Since the duration of most wet events is typically < 24 hours, 
the state and amount for each day can be estimated separately.  
At sub-daily time scales, a similar approach can be employed by considering each rain storm as a 
separate event. Since individual rain storms typically span multiple hours, and may include brief 
periods of no rain, a technique for discretizing a continuous rainfall record into alternating wet 
and dry events is required. In this paper, the number of wet events obtained using periods of 1 – 
20 hours of Inter Event Dry Period (IntEDP) to separate wet from dry events were counted using 
historical rainfall from all three cities. The numbers of events per month based on different 
IntEDPs are plotted in Figures 4-1 to 4-3 using the historical observations for NYC, Syracuse and 
Miami, respectively. The number of events per month is more sensitive to short IntEDPs than to 
longer ones. However, the intensity of this sensitivity differs from place to place. Precipitation in 
Syracuse is broken down to a mean of more than 50 events per month using a one hour IntEDP, 
while in NYC and Miami, this same IntEDP yields on average only 14 and 30 events, respectively. 
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The difference could be due to the different atmospheric causes of precipitation in the flat coastal 
cities, compared to the higher elevation and more inland city (Syracuse).  
 
Figure 4-1 IntEDP analysis for New York City 
 
Figure 4-2 IntEDP analysis for Syracuse 
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Figure 4-3 IntEDP analysis for Miami 
 For each city, the number of enumerated wet events increases sharply when IntEDPs <4 hours 
are used to separate wet events. Conversely, when IntEDPs > 4 hours are used, the number of wet 
events obtained changes much less drastically. Because the meteorological causes of rainfall in 
these three locales differ significantly, a four-hour inter-event dry period is thus considered 
robust, and appropriate given the portability goal set for this particular generator.  
Synthetic series are constructed non-parametrically as alternating sequences of wet and dry 
events sampled from the historical record, with the wet event duration and amount both 
determined by the characteristics of the preceding dry event. This process is enabled using a 
bootstrapping procedure. In contrast to parametric generators that define the state and amount 
through separate processes, both wet event duration and amount are defined simultaneously in 
this approach, since they are sampled directly from the historical record. 
Seasonality differences in precipitation can be significant in some regions. Seasonality is 
considered explicitly in the present generator using a “moving window” approach (Rajagopalan 
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et al.  1996). A 30-day “window” centered at noon on the day of interest is defined. Seasonal 
variations are assumed not to exist within the window, regardless of the time of year. Within the 
moving window, KNN methods are embedded in the resampling process so that only events 
from within the moving window associated with end of the previous event can be appended to 
the evolving synthetic sequence. The integer, k, is selected according to (Lall and Sharma  1996)  
rule:  
k = √𝑛 
where, n is the total number of appropriate events (wet if preceding event was dry, and dry if 
preceding event was wet) within a given moving window, and k is the number of nearest 
neighbors from which a subsequent event is randomly selected .  
 
Figure 4-4 Nonparametric stochastic generator flow chart 
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Figure 4-5 Sample of KNN on precedent event condition 
The full procedure is depicted graphically in Figure 4-4, as a Markov Chain process. An example 
is shown in Figure 4-5. The procedure starts by centering the moving window around noon on 
January 1st. One event within the moving window associated with this day and time is selected 
randomly as the starting point (Step 1). A new window is then created and centered on Eo,, the 
time step corresponding to the end of the first event (Step 2). Next, all events of the opposite type 
to Eo in the window determined by Step 2 (121 for this example) are extracted (Step 3). These 
events, Eset, are the pool from which the next event is selected (Step 3) (circles in Figure 4-5). The 
duration of Eo is compared to the duration of the events preceding each neighbor within the pool 
defined by Eset (Step 4). For this example the k (11) events with precedent durations most similar 
to Eo are shown between the dashed lines in Figure 4-5. One event is chosen randomly from the 
KNN in Eset as the next event in the synthetic precipitation time series. The Markov Chain 
processes then loops back to Step 2, with the window re-centering around the chosen event 
among Eset. The process continues in this way until a complete synthetic series is generated.  
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Historical hourly precipitation records from NYC’s Laguardia airport, Syracuse international 
airport, and Miami international airport were used to generate 3000 years of synthetic hourly 
precipitation series for all three cities. Because the synthetic series from each city were created by 
resampling historical observations, the synthetic series are stationary, and statistical 
characteristics of the synthetic series are expected to be similar to those of the respective historical 
records.   
4.3 Analysis of results 
To verify the algorithm, box and whisker plots were generated to compare various aspects of the 
historical and synthetic series generated for each city to one another. The boxplot whiskers 
extend from 5% to 95% while the boxes themselves reflect the interquartile ranges (IQR); the 
black bar in the middle of each box depicts the median value of the statistic of interest. The 95% 
confidence intervals for each median were estimated as: 
±1.58
𝐼𝑄𝑅
√𝑛
 
where n is the number of samples included in each box. Where confidence intervals (notches) 
partially overlap, the historical and synthetic medians are considered statistically equivalent 
(Chambers et al.  1983). 
List of comparison aspects: 
1. Monthly precipitation 
2. Mean and standard deviation (SD) of Wet Event Duration (WED) 
3. Mean and SD of Dry Event Duration (DED) 
4. Mean of Wet Event Precipitation (WEP) with different duration categories 
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Instead of comparing each measure directly using event data, monthly aggregation is made first. 
The purpose is to give equal weight to each month and eliminate the bias brought by event 
numbers. For example, a month with many short events may be weighted more in calculation 
median in boxplot than a same month in another year which only contains a long event. 
Furthermore, to fully explore the similarity for every month in the year, overall set of monthly 
distribution should be compared. However, a monthly aggregation of mean and SD is used to 
reflect a distribution. As this algorithm is only tracking event durations, analysis on precipitation 
amount is only focusing on aggregations. 
Figures 4-6 to 4-8 show the comparison of monthly precipitations between historical and 
synthetic precipitation series for NYC, Syracuse and Miami. White boxes are the historical 
observations. Grey boxes are the synthetic results. For all cities, the seasonality of monthly 
precipitation is correctly repeated by the synthetic results. Given that the moving window 
algorithm has the feature of smoothing seasonality, sudden change of monthly precipitation may 
not be represented very well. Some relatively big differences are observed in July of NYC, Jan 
and Feb of Syracuse, Nov of Miami. 
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Figure 4-6 Comparison of monthly rainfall of synthetic series and historical observations in 
NYC 
 
 
Figure 4-7 Comparison of monthly rainfall of synthetic series and historical observations in 
Syracuse 
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Figure 4-8 Comparison of monthly rainfall of synthetic series and historical observations in 
Miami 
In order to validate the results in a finer scale, event based analysis is performed on NYC data 
only. A four hour IntEDP is employed to divide both historical and synthetic series into event 
series. The analysis reflected by Figures 4-9 ~ 4-17 are event-based statistics of measures, such as 
mean and SD of WED, mean and SD of DED, and mean of WEP. Each event belongs to the month 
associated with its first hour. These measures are summarized by every month in the historical 
and synthetic precipitation series.  
All the boxplots from Figure 4-9 to 4-17 are contributed by monthly aggregations. Because this 
algorithm is event based, it can more robust represent the event characteristics than the 
aggregations of monthly precipitation amount. Therefore, we introduce confidence interval notch 
in these plots to more clearly compare the event measures, Figure 4-9 and 4-10 compare the mean 
and SD of WED, respectively. Figure 4-9 clearly shows seasonality, with long monthly average 
WED about 8 hours in winter, October-March, and short monthly average WED about 3 hours in 
summer, April-September. The medians for both historical and synthetic series are statistically 
equal for all months. Similar seasonal trends can also be found in the SD plots (Figure 4-10). 
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Although the boxplots for the historical and synthetic series in April, June and July are not 
obviously overlapping in the notch area, we still consider that this is a similarity with effects of 
seasonality smoothing. 
 
Figure 4-9 Boxplots of WED means (Historical: white, Synthetic: grey) 
 
Figure 4-10  Boxplots of WED SDs (Historical: white, Synthetic: grey) 
Figures 4-11 and 4-12 display the mean and SD of DED, respectively. The similarity of historical 
series and synthetic series is well supported in these two figures as the notches overlapping can 
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be obviously observed. Although May deviates slightly, it is acceptable given that it is a 
transition month between different seasons.  
 
Figure 4-11 Boxplots of DED means (Historical: white, Synthetic: grey) 
 
Figure 4-12 Boxplots of DED SDs (Historical: white, Synthetic: grey) 
Figure 4-13 displays the mean of WEP for each month. Medians of monthly average WEP range 
from 7.5 mm in spring to 10 mm in fall. Significant difference can be found in March and July due 
to the sudden seasonality change that can occur then. Both the median, and the variance show 
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seasonal trends, indicating that intensive single rain events occur more frequently from July to 
Dec. This period coincides with the summer thunderstorm and hurricane season.  
 
Figure 4-13 Boxplots of WEP means (Historical: white, Synthetic: grey) 
Figures 4-14 ~ 4-16 further explore WEP results categorized by WED. Figure 4-14 focuses on WEP 
for WED > 10 hours and shows that the summer and fall monthly average WEP are higher than 
those of the other seasons, and also have greater variability. The 95% confidence interval notch 
areas associated with the observations and predictions generally overlap with the only significant 
deviations in Apr, May and Nov. The mean WEP for all months is approximately 25 mm.  WEPs 
for 5 hours < WED < 10 hours are approximately 10 mm, as shown in Figure 4-15. Seasonality is 
more evident in this range with significant differences occurring in August. The WEPs for short 
WED less than or equal to 5 hours (Figure 4-16) present monthly mean WEP peaks in summer 
and valleys in winter, similar to that of the 5~10 hours category in Figure 4-15. The months of 
June and July are more variable.  The monthly average WEP for this category is on the level of 3 
mm. 
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Figure 4-14 Boxplots of WEP means with WED longer than 10 hours (Historical: white, 
Synthetic: grey) 
 
 
Figure 4-15 Boxplots of WEP means with WED between 5 and 10 hours (Historical: white, 
Synthetic: grey) 
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Figure 4-16 Boxplots of WEP means with WED less than 5 hours (Historical: white, Synthetic: 
grey) 
4.4 Discussion 
 Given the history of rainfall measurement in US, all three gaging stations used in this analysis 
contain a significant amount of data. Nevertheless, the observational distributions are not 
smoothly distributed (e.g. see March and July in Figure 4-6 and Figure 4-13). This is because of 
the difference between the observed sample size and the whole population of the precipitation 
series. The moving window theory is able to replicate the observed seasonality by treating all 
events within a given windows as the pool for the current season. One advantage to this 
approach is that it diminishes the effect that a biased or imprecise observation can have on the 
predictions. On the other hand, an even longer set of observations, if this were made available, 
could further increase the model’s ability to capture seasonality.  
The model can also be investigating whether the synthetic time series make sense given local 
atmospheric circulation patterns. In Figures 4-13, the distribution of mean WEP is narrower in 
winter and spring than in summer and fall. The spring period coincides with when the jet stream 
moves northward, producing a high frequency of drizzles. By contrast, intensive air convections 
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generating thunderstorms and hurricanes are more popular from July to November. These 
atmospheric realities are represented well in the synthetic ensembles.  
The general pattern of wet events for all months is demonstrated by integrating the analysis of 
WED and WEP. Based on Figure 4-9, the wet events for hot season and cold season is divided by 
the WED threshold of 5 hours. This implies that the WEP analysis performed in Figure 4-14 ~ 4-16 
can be divided into two categories, e.g. events with WED > 5 hours (Figure 4-14 and Figure 4-15) 
and those with WED < 5 hours (Figure 4-16). To comparing events of extreme WED, the category 
of event WED longer than 5 hours is further categorized by 10 hour WED. It could be seen from 
Figure 4-14 to 4-16 that the WEP increases magnitude is as the same level as WED increase. 
Biggest WEP variations can be observed for July and August which indicates the precipitation 
intensity in summer season is much higher than the other seasons. However, this is not reflected 
from Figure 4-13. It is because that a big portion of wet event in summer is of short WED (Figure 
4-9). Weighted by the portion of event for each WED category, the variation of WEP in summer 
season is mainly contributed by events of WED < 5 hours whose WEP is relatively lower. For the 
same reason, in contrast, wet events in Oct is averagely longer than 5 hour WED which weighs 
more on the variations of large magnitude in Figure 4-14 and 4-15. Consequently, the WEP 
variation in Oct is largest as shown in Figure 4-13.   
To be used in hydrologic calculation, the possible bias may come from the synthetic dry events 
series. Would the algorithm resample short dry events more frequently so that the soil moisture 
drying process could be not as complete as it should be? For example in NCY, the variability in 
DED is relatively large compared to WED. The SD of WED is about 6 hours; by contrast the SD 
for DED is about 75 hours. This indicates that, generally, the synthetic dry event would not 
significantly impact the accuracy of urban runoff simulations (as will be explained in this 
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dissertation) as the soil moisture drops most rapidly in the first 24-hours after a wet event, after 
which the drying process is significantly slowed and has minimum impact on stormwater runoff 
calculations.  
One downside to this algorithm is that rare events, such as extreme rainfall and long droughts, 
may not be well represented in the synthetic series given their sample sizes are relatively too 
small to represent the overall distribution. One possible solution would be to lump observations 
from several nearby locations with similar climates to increase the sample size for extreme events. 
Such a solution would increase the geographic area represented by the synthetic ensembles and 
allow for more widespread use. 
4.5 Summary and Conclusion 
This paper describes the development of a nonparametric approach for stationary synthetic, 
hourly precipitation generation. KNN methods, coupled with a moving-window theory, were 
employed to estimate the sequence of a state-change based on the current calendar day. 
Ultimately these stochastic results are representative to the historic records in terms of the 
monthly aggregations of statistics of total precipitation, event duration and event precipitation.  
The algorithm developed here was used to simulate hourly rainfall for NYC based on 63 years of 
observations. The algorithm was able to simulate observed seasonality and historic distribution 
characteristics for event based duration, and precipitation. The results proved that the synthetic 
ensembles are representative of the historic record. Application in Syracuse and Miami also 
illustrated that this same algorithm could be used for different locations with a long period of 
observation. 
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CHAPTER 5: HYDROLOGIC RESPONSE MODEL FOR AN ONLINE GREEN 
INFRASTRUCTURE ASSESSMENT TOOL, LIDRA  
Abstract 
Implemented to attempt to restore predevelopment hydrologic fluxes on urbanized sites, green 
infrastructure (GI) is considered a promising new approach to reducing runoff at its source. This 
paper demonstrates the hydrologic computations incorporated into the Low Impact 
Development Rapid Assessment (LIDRA) model, a planning tool for urban watershed managers 
interested in GI. LIDRA features a generalized, flexible, and scalable catchment model, subjected 
to hourly synthetic rainfall ensembles generated using a nonparametric approach.  A tiered water 
balance model tracks flows starting at the highest surfaces in the watershed. The model’s 
hydrologic computations explicitly consider the uncertainties associated with physical, climatic 
and socioeconomic conditions. Two case watersheds are used to demonstrate model’s ability to 
predict the rainfall-runoff response of greening urban watersheds. The first case study 
demonstrates that, with calibration, the model can reasonably compute green roof discharge. The 
second case study, demonstrates how the model can be used at a larger spatial scale, and 
specifically demonstrates its propagation of physical and socioeconomic parameter uncertainty 
into the results.  
Key words: CSO, NYC, Green Infrastructure, LIDRA, Hydrology, Rainfall Runoff model, 
socioeconomic uncertainty 
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5.1 Introduction and Background 
Green infrastructure (GI) is an increasingly popular decentralized approach for managing 
stormwater at its source. Frequently used GI systems include green roofs, rain barrels, bio swales, 
permeable pavements, and rain gardens. As cities gradually commit to wide-scale 
implementation of GI, there is a growing need for modeling tools that can assist stakeholders in 
choosing the appropriate combinations of GI types to install in heterogeneous urban watersheds. 
A wide range of stakeholders, including water utilities, local government agencies, community 
groups, and individual property owners, all have an interest in such decisions.   
Though there is no shortage of hydrologic and hydraulic models, very few of them are well-
suited for use in the early phases of GI planning, when stakeholders often wish to compare a 
wide range of different approaches. The Stormwater Management Model (SWMM) (Rossman  
Revised 2010), associated proprietary versions (e.g. PC-SWMM, XP-SWMM, Infoworks), and 
other models like SUSTAIN (Lai et al.  2007; Shoemaker et al.  2009), and BASINS can all be 
readily used to simulate how specific GI systems alter the hydrologic and hydraulic response of 
heterogeneous watersheds, their aquifers, and drainage systems. However, modelers must 
commit to a particular static distribution of GI systems in the watershed, and can only simulate 
the response to one particular precipitation time series at a time, a “snapshot” watershed 
configuration (e.g. with GI facilitates treating a specific percentage of the impervious sub-
catchment area). Reconfiguration of these models to consider different types, distributions, and 
densities of GI is a time consuming process. The gradual implementation of GI over time is thus 
not readily simulated. Moreover, with the exception of some of its proprietary versions, SWMM 
is a deterministic model. Parameter uncertainty is only considered through repeated model runs, 
also time and labor intensive.  
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Some other commonly used hydrologic and hydraulic models (e.g. HEC-HMS, HSPF) have to be 
“tricked” to model GI systems. Others (e.g. iTree (Wang et al.  2008; Yang et al.  2011)) can 
simulate the interception and evapotranspiration (ET) of urban forestry projects, but not the 
hydrologic response of other common forms of GI. The only model that current propagates 
parameter uncertainties into runoff reduction calculation associated with easy to model GI 
combinations is Source Loading and Management Model (SLAMM), a planning tool that predicts 
contributions of flow and pollutant discharges from different GIs in each land use (Pitt and 
Voorhees  2002). However, this model is proprietary (e.g. costs money), and is therefore not 
widely used by non-governmental stakeholders.  
In this paper, the hydrologic algorithm used by LIDRA, a new, free, web-based GI rapid 
assessment tool is presented. LIDRA was developed based on the premise that GI decision-
support requires tools with the characteristics shown in Table 5-1. 
 Features 
1. Free 
2. Web-based (requires no specialized software and hardware) 
3. Physically based modeling of multiple kinds of GI 
4. Ability to simulate phased implementation of GI 
5. Easy to use (required limited specialized training) 
6. Tracks the life cycle cost of phased GI implementation 
Table 5-1 Feature of LIDRA 
While the economic algorithm build into LIDRA is discussed in a component paper (Yu et al.  
2015a), here we present the hydrologic computations of the model.  Version II of the model 
includes a non-parametric rainfall generator, and a physically-based hourly water balance model, 
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that explicitly represents the effect of 48 different possible combinations of GI. After a general 
introduction to their model we demonstrate its use through two case studies. 
5.2 Model Algorithm 
5.2.1 LIDRA Overview  
As background to the use of the rainfall-runoff algorithm in LIDRA, a brief overview of the 
model is provided. All surfaces in the model domain are represented as one of two kinds of 
Urban Hydrological Response Units (UHRUs). Parcel UHRUs are used to represent roofs, 
driveways, and yards. Street UHRUs are used to represent streets, sidewalks, and intersections. 
Users assign specific GI codes (Montalto et al.  2011; Yu et al.  2010) to particular UHRUs. The 
UHRUs are situated in land use categories, each of which is defined by user-defined rates for GI 
implementation (assumed linear over the 30 year planning period). Implementation of GI on 
parcel UHRUs is defined by an “adoption rate”, while implementation of GI on street UHRUs is 
defined by a “repaving rate”.  The appropriate implementation rate is used to define the fraction 
of each UHRU that is “greened” (e.g. hydrologically converted from the baseline condition to the 
user-defined GI condition), each year. Typically, UHRUs are greened gradually over several 
“generations” where a generation refers to the GI installed on a particular UHRU during a 
particular year.  
The hydrologic model explicitly considers uncertainties associated with representation of the 
physical, climatic, and socioeconomic conditions associated with GI implementation rates. With 
user input and default values, Monte Carlo (MC) procedures are used to consider a range of 
implementation rates, GI dimensions and costs, interest rate and inflation rate, while the model’s 
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synthetic rainfall model stochastically generates ensemble rainfall sequences to represent 
variability in climate.  
Simulations are conducted over 30 year planning periods reflecting the planning period of most 
municipal GI programs. Companion papers describe in detail the relational database utilized by 
LIDRA to store information about the UHRUs and land use categories, the local precipitation and 
evaporation regime (Aguayo et al.  2013), the model’s underlying Life Cycle Cost (LCC) 
algorithm (Yu et al.  2015a), the application of LIDRA on a real watershed and modeling its 
reduced CSO risk (Yu et al.  2015b), and also how LIDRA can be used to facilitate GI decisions 
through mediated modeling (Montalto et al.  2011). 
5.2.2 Stochastic precipitation model  
LIDRA uses a stationary non-parametric stochastic precipitation model (Yu et al.  2015c) to 
produce synthetic precipitation ensembles from historical observations. A boostrapping, Markov 
Chain model operating with a moving window resampling approach  (Rajagopalan et al.  1996) is 
used to represent the seasonality in synthetic ensembles of historical precipitation in the model 
runs.  
5.2.3 Water Balance model 
Runoff computations in LIDRA are performed based through an hourly, tiered water balance 
model. Runoff volumes are computed starting at the highest sub-catchments on each UHRU, 
tempered by how GI diverts the flow as it reaches the UHRU outlet. Figure 5-1 is a conceptual 
representation of the water balance model for a typical sub- catchment in an UHRU. 
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Figure 5-1 Water balance model 
∆𝑄 = 𝑄𝑡+∆𝑡 −𝑄𝑡 = 𝑃 +𝑄𝑖𝑛 − 𝑃𝑖𝑛𝑐𝑝𝑡 − 𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡 − 𝑄𝑜𝑟𝑖𝑓𝑖𝑐𝑒  
The runoff generated by a particular sub-catchment (∆Q) over one time step (∆t) is computed as 
the difference of all inflows and outflows over that time period. The inflows include direct 
precipitation on the sub-catchment and runoff from higher sub-catchments (Qin). The outflows 
consist of tree canopy interception (Pincpt), evaporation or evapotranspiration (E), infiltration (I), 
orifice flow (Qorifice), and runoff (Qout) to lower lying sub-catchments, to the extent that these 
fluxes occur. For example, infiltration only occurs on vegetated surfaces (e.g. yards and vegetated 
GI); the highest sub-catchments receive no runoff (only direct precipitation); orifice flow only 
occurs on blue roofs and from rain barrels, etc. The specific equations of all GI option are listed in 
Table 5-2 below. 
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GI Additional option Equation 
Green roof  ∆𝑄 = 𝑃 − 𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡 
Blue roof  ∆𝑄 = 𝑃 − 𝐸 −𝑄𝑜𝑢𝑡 −𝑄𝑜𝑟𝑖𝑓𝑖𝑐𝑒  
Rain barrel  ∆𝑄 = 𝑄𝑖𝑛 −𝑄𝑜𝑢𝑡 −𝑄𝑜𝑟𝑖𝑓𝑖𝑐𝑒  
Rain garden 
Downspout disconnection ∆𝑄 = 𝑃 + 𝑄𝑖𝑛 − 𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡 
No disconnection ∆𝑄 = 𝑃 − 𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡 
Permeable pavement 
on driveway 
 ∆𝑄 = 𝑃 − 𝐸 −𝑄𝑜𝑢𝑡  
Permeable pavement 
on sidewalk  
With street tree ∆𝑄 = 𝑃 − 𝑃𝑖𝑛𝑐𝑝𝑡 −𝐸 − 𝑄𝑜𝑢𝑡 
Without street tree ∆𝑄 = 𝑃 − 𝐸 −𝑄𝑜𝑢𝑡  
Permeable pavement 
on parking lane  
With street tree ∆𝑄 = 𝑃 +𝑄𝑖𝑛 − 𝑃𝑖𝑛𝑐𝑝𝑡 −𝐸 − 𝑄𝑜𝑢𝑡 
Without street tree ∆𝑄 = 𝑃 +𝑄𝑖𝑛 − 𝐸 −𝑄𝑜𝑢𝑡  
Curbside infiltration 
With street tree ∆𝑄 = 𝑃 + 𝑄𝑖𝑛 − 𝑃𝑖𝑛𝑐𝑝𝑡 −𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡  
Without street tree ∆𝑄 = 𝑃 + 𝑄𝑖𝑛 − 𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡 
Street tree pit  ∆𝑄 = 𝑃 + 𝑄𝑖𝑛 − 𝑃𝑖𝑛𝑐𝑝𝑡 −𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡  
Table 5-2 Water balance equation for each GI option 
The model tracks the water stored on all sub-catchments in all UHRUS at one hour time steps. 
Once its maximum storage capacity is exceeded, higher sub-catchments are allowed to overflow 
(e.g. produce runoff) to the lower sub-catchments. Orifice flow is also included in the volume of 
“runoff” generated from blue roofs and rain barrels. The infiltration rate of a vegetated surface is 
a function of its soil type and moisture content. Infiltration rates are assumed to decrease from 
the soil’s typical infiltration rate to its saturated hydraulic conductivity as it gets progressively 
wetter.  
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5.2.4 Thornthwaite model 
The runoff generated from vegetated surfaces is computed using a modified version of the 
Thornthwaite Mather method (Mather  1978; Mather  1979; Thornthwaite  1948; Thornthwaite 
and Mather  1955), as explained below.  
AW
AET PET
AWC
 
 
(4-1)  
dAW
P AET
dt
 
 
(4-2)  
Where 
AET and PET :the actual and potential rates of ET, respectively 
AW :the available soil moisture (θ−θ
WP
)droot 
AWC :the available water capacity of soil (θ
FC
−θ
WP
)droot 
droot :The rooting depth of the vegetation  
θ
WP
 :Wilting point moisture (function of soil type) 
θ
FC
 :Field capacity moisture (function of soil type) 
P :Precipitation 
Combining Equation 4-1 and Equation 4-2, the available soil moisture is expressed in terms of P, 
PET, AW, and AWC, as shown in Equation 4-3 below 
( )
AW
dAW P PET dt
AWC
 
 
(4-3)  
When PET equals 0, the change of AW is the precipitation in a particular time interval.  
t t tAW AW P    (4-4)  
If PET is greater than 0, Equation 4-3 can be integrated as per the below. 
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( )
( )
P AWC
d AW
PETPET dt
P AWC AWC
AW
PET


 


 
(4-5)  
Set 
P AWC
NAW AW
PET

  and integrate Equation 4-5 
t t
t
NAW t t
NAW t
dNAW PET
dt
NAW AWC
 
 
 
 
ln t t
t
NAW PET
t
NAW AWC
  
 
(4-6)  
Expand Equation 4-6 and solve AWt+∆t 
( )
( )( ) ( )
( )
( ) ( )
PET t
t
AWC
t t t
P t AWC P t AWC
AW AW e
PET t PET t
 

 
   
 
(4-7)  
Referring to the definition of AW, the soil moisture can be expressed as  
t t root WPAW PO D      
Where PO is the soil porosity. 
In LIDRA, the infiltration rate is simulated based on the soil’s instantaneous moisture status and 
its saturated hydraulic conductivity. Under unsaturated conditions, the infiltration rate is 
assumed to be the uniform value associated with the soil type (Rawls et al.  1982). After 
saturation, and by definition, the soil moisture is assumed to decrease to its FC due to gravity 
driven percolation over a period of 2 days (Ritzema  1994), at which point LIDRA once again 
assumes the standard infiltration rate assumed for the soil. The infiltration rate is not assumed to 
vary at moisture content below field capacity. 
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5.2.5 Data Sources 
The only climate data required by LIDRA’s runoff model is precipitation and PET. Synthetic 
precipitation series are generated from at least three years of user-provided, hourly historical 
data, for example as is readily obtained from US National Climate Data Center (NCDC). After the 
user specifies the location of the study site, LIDRA derives its required PET datasets from the 
global aridity and PET database from Consultative Group for International Agriculture 
Research’s Consortium for Spatial Information (CGIAR-CSI). This source provides monthly PET 
value for the world via GIS layers. Once the monthly PET is extracted for a specific location, these 
values are temporally downscaled uniformly to each day of the month and distributed to a semi-
sinusoidal path over that day’s sunlight hours, themselves dynamically loaded via a web service 
provided by Earth Tools (www.earthtools.org/webservices.htm). LIDRA users are allowed to 
assign one of three different types of soil to each UHRU, sand, loam, or clay. The assumed FC, 
porosity (PO), Wilting Point (WP), and saturated hydraulic conductivity associated with these 
soils are shown in Table 5-3.  
Soil 
Type 
Field 
Capacity 
Porosity 
Wilting 
Point 
Source 
Infiltration 
(m/hr) 
Source 
Ks 
(m/hr) 
Source 
Clay 0.35 0.5 0.22 (Dunne 
and 
Leopol
d  1978) 
0.0014 (Warrr
en and 
Lewis  
2003) 
2.4E-6 
(Rawls 
et al.  
1982) 
Loam 0.24 0.45 0.1 0.014 0.0024 
Sand 0.09 0.4 0.05 0.102 0.024 
Table 5-3 Soil properties in LIDRA  
The following table 5-4 shows the dimensions and assumptions for different GIs used in LIDRA. 
Three dimensions related to hydrologic calculation are provided, depression depth, ponding 
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depth, and media depth. Depression depth is defined as the depth below which the water won’t 
run off from the surface. Ponding depth is referred to as the retention depth of which the water is 
temporarily stored on the surface and discharges in one or many forms of the following orifice 
flow, evaporation, infiltration. The water higher than the ponding depth runs off immediately. 
Median depth only exists in the vegetated GI facilities; and is defined as the depth of the 
vegetation grow media. For specific GI, rain garden is assumed to apply on half of the yard area 
of a parcel UHRU. Rain barrels are designed to catch the first inch of precipitation of the roof top 
of a parcel UHRU. Tree pit is defined in the dimension of 3.05 m by 0.914 m. The distance 
between two trees is 7.62 m. The tree canopy is assumed 3 m when implemented.   
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Name 
Depression 
depth (cm) 
Ponding 
depth (cm) 
(Retention) 
Media 
depth 
(cm) 
Notes Source 
Green Roof 0 0 20  
(Waldman and 
Montalto  2008) 
Blue Roof 0 12.7 0  
Rain Garden 0 15 76 
Assumed to occupy 
half of the yard area 
Permeable 
Pavement 
8.89 0 0  
Curbside 
Infiltration 
0 15.2 12  
(USEPA  
September 
1999) 
Tree 0 15.2 91.4 
Canopy radius is 3 m. 
Distance between two 
trees is 7.62 m. 
Tree pit width of 3.05 
m by 0.914 m 
(Bloomberg and 
Benepe  April 
2008) 
Rain Barrel 0 2.54 0 
Rain barrel is assumed 
to contain the first inch 
of precipitation on the 
roof. 
Authors own 
experience 
Table 5-4 GI dimensions 
5.2.6 Uncertainties built into the LIDRA runoff computations 
Urban runoff volumes generated from a particular catchment subjected to a particular rainfall 
event are related to that catchment’s size and properties (with or without GI) as well as to 
precipitation amount. Over long planning periods, and large spatial domains, these properties 
can be expected to vary. The rate of GI implementation will also affect runoff levels in gradually 
100 
 
 
greened watersheds. Accordingly, three different types of uncertainty are modeled explicitly in 
LIDRA: physical, climatic, and socioeconomic.  
Physical uncertainty includes the physical characteristics of catchments and their GI retrofits, for 
example GI size as a percentage of its tributary catchment, its dimensions (Table 5-4), and its 
underlying soil characteristics (Table 5-3). A particular GI type will also be sized differently 
according to site-specific differences in depth to bedrock level, groundwater, and in response to 
different local building code and budget limitations.  
Climatic uncertainty is mainly associated with variability in precipitation and evapotranspiration. 
Specifically, the amount and intensity of precipitation are two critical factors that influence runoff 
generation. Because runoff generation is impacted by the relationship between rainfall intensity 
and soil infiltration capacity, more stormwater may be generated from a short-duration, high 
intensity rain even than from a long duration, low intensity event of the same total storm depth. 
On vegetated surfaces, runoff volumes are also related to evapotranspiration, which gradually 
depletes soil moisture and enhances soil moisture storage capacity during non-rainy periods. 
Because the timing of precipitation varies from place to place, different volumes of runoff can be 
expected from identical catchments, subjected to identical annual rainfall amounts, if it is applied 
over different time scales.  
Socioeconomic uncertainties are associated with the rate and spatial build out of GI. Where and 
what type of GI will be implemented? How long will it take to implement on specific certain land 
uses? What other, non-hydrologic considerations are being factored into these decisions? Does 
the perception that specific types of GI will increase property values play a role? Do stakeholders 
favor types of GI believed to create new local jobs? The answers to these types of questions are 
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highly dependent on the culture, demographics, and other characteristics of individual sites, but 
ultimately play a significant role in modifying runoff rates. 
In LIDRA, physical and socioeconomic uncertainties are modeled using symmetric triangular MC 
models, explained in greater detail in Chapter 2. All the soil properties and GI physical 
dimension are assumed to be the mode of a triangular distribution and varying within the range 
of ±10%. Climatic uncertainty associated with precipitation are considered using the synthetic 
rainfall generator described in (Yu et al.  2015c).  
Social uncertainties may relate to the user’s assumption regarding the siting and rate of 
implementation of GI. There are multiple GI options for each sub-catchment within each UHRU. 
All possible GI combinations are enumerated and coded for each of the two general types of 
UHRUs (Yu et al.  2010). For a certain GI option on a roof, there are 10 possible GI combinations 
on a parcel UHRU. Given the three possible scenarios of roof (i.e. green roof, blue roof, and 
original roof), there are 30 parcel UHRU GI combinations. Similarly, with or without trees, there 
are 8 street UHRU GI configuration choices; totally 16 options for a street UHRU.  
5.3 Case studies 
5.3.1 Algorithm demonstration 
To demonstrate the propagation of uncertainty through LIDRA’s runoff predictions, two 
different case studies are presented, both located in Bronx, NY. In case study I, data from a small-
scale green roof is used to calibrate LIDRA’s soil properties (e.g. FC, WP, and unsaturated 
infiltration rate). Then these properties are assigned to all green roofs in a three square block area 
and the LIDRA results used to demonstrate annual runoff reduction associated with this GI 
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technology. Case study II is a block scale example using multiple types of GI, and is used to 
demonstrate the flexibility of LIDRA in simulating runoff reduction from different retrofit 
strategies.   
5.3.1.1 Case Study I: Soil property estimation by curve fitting 
Since a uniform hydrologic calculation process is applied on all vegetated surfaces (green roof, 
rain garden, curbside infiltration, tree pit), we use a green roof facility as a sample case to 
validate this calculation process which could also be populated on other vegetated surface GIs. 
A continuous series of 300 hours of soil moisture observations collected in 2010 at a Bronx green 
(Figure 5-2), are used to calibrate LIDRA’s green roof soil properties. The observations were 
made using a soil moisture sensor, positioned in the green roof growing medium. The sensor 
sampled volumetric moisture content every five minutes, throughout the 300 hour period. The 
specifications for the growing medium indicate that its PO was 0.592. The FC, WP and infiltration 
rate were determined through curve fitting, specifically by identifying those growing medium 
parameters that individually lead to the lowest standard error when LIDRA’s predicted values 
were compared to the observations. The results of this calibration exercise are presented in Figure 
5-3. The best fit values (e.g. those corresponding to minimum standard error) for FC and WP are 
0.325 and 0.12, respectively. 
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Figure 5-2 Green roof in Bronx, NY 
 
Figure 5-3 Sensitive analysis of FC and WP 
Calibration of the model’s infiltration rates is shown in Figure 5-4. The minimum standard error 
corresponds to an unsaturated infiltration rate of 1.2 mm/hr for this growing medium.  
The calibrated soil properties are summarized in Table 5-5. To validate LIDRA’s results, soil 
moisture is predicted using these properties and the same precipitation time series. A comparison 
of the predictions with the observations is displayed in Figure 5-5.  
After the initial precipitation event, the observed soil moisture peaks at 0.4 while the predicted 
value reaches 0.45. Subsequently, the predicted value drops to 0.32 over the next 20 hours, 
slightly lower than the observed value of 0.37. The relationship between observed and predicted 
values is considered reasonable, given that LIDRA is a planning level model.  
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Figure 5-4 Sensitive analysis of infiltration 
rate 
 
Figure 5-5 Thornthwaite algorithm 
demonstration chart 
Porosity Field capacity Wilting point 
Infiltration rate 
(mm/hr) 
0.592 0.325 0.12 1.2 
Table 5-5 Tested and calibrated soil properties 
5.3.1.2 Case Study II: Hydrologic calculation validation by comparing with ET 
To demonstrate LIDRA’s ability to track runoff reduction associated with both green roof, a three 
block case-study area (4.86 Ha within the rectangular boundary shown in Figure 5-6) in Bronx, 
NY is presented. In this region, there are 148 individual parcels, and 3 streets with total roof top 
rate of 3.2 ha.  Conventional impervious roofs are completely replaced by green roofs with 
growing media properties identical to those derived in the previous section. Additionally, the 
case study assumes that 50% area of all paved backyards is converted to rain gardens. 
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Figure 5-6 Map of case I (the modeled watershed is the shaded are with white boundary) 
Next the hydrologic algorithm in LIDRA is used to estimate runoff from the study area with and 
without GI in place on a specific precipitation series for a single year. Since the effect of runoff 
reduction on green roof contributed by ET, it would be more obvious to see the effect during 
summer when the ET peaks. To clearly reflect the runoff reduction and ET amount, the 
simulation is run using hourly precipitation from 2004, since this time series contains the wettest 
summer on record in NYC. In Figure 5-7, the monthly totals for 2004 are superimposed as black 
dots, on top of box plots representing the historical (e.g. 50 year) monthly amounts for the same 
gaging station. As clearly indicated in the figure, the 2004 summer season precipitation (e.g. July 
to Sep) is significantly higher than the historical observations.  
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Figure 5-8 graphically presents the cumulative volume of precipitation on the study area (blue 
curve), and the predicted runoff (orange curve) from the Case I study area without GI application. 
The difference between cumulative precipitation and cumulative runoff volume includes those 
abstractions typically associated with urban catchments (depression storage, infiltration into 
existing soils). 
 
Figure 5-7 2004 monthly precipitation (black dots) compare with all historical monthly 
precipitation observations in NYC (boxplot) 
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Figure 5-8 Runoff simulation series on case I without GI 
The runoff volume from the study area over the same year with the green roofs and rain gardens 
in place are shown in Figure 5-9. The cumulative runoff volume (green curve) with GI in place is 
much lower than for the no GI condition. The cumulative volume of reduced runoff, i.e. the 
difference between cumulative precipitation volume and cumulative runoff, is indicated by the 
hatched area. Also shown is the cumulative evapotranspiration volume from the study area 
(dashed curve). The two volumes are similar in magnitude, suggesting that the majority of the 
reduced runoff was evapotranspired by the vegetation.  
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Figure 5-9 Runoff simulation series on case I with GI 
5.3.2 Case Study III 
The third case study is used to demonstrate LIDRA’s ability to consider the uncertainty 
associated with multiple GI retrofits to a smaller, two block study area. The site includes 24 
individual parcels represented by the points in Figure 5-9 on either side of a 227-meter-long street, 
of 18.76 meter width. The GI measures associated with each street and parcel type are also shown 
in the figure. Blue roof and permeable pavement driveways are applied to the two clusters of 
parcel UHRUs; one green roof is simulate on northeast corner of the study area; rain barrels are 
assigned to the town houses in the east and southeast quadrants; rain gardens are planned for the 
town houses in middle east and southwest area; the down spouts in the southwest area are 
disconnected to the rain gardens. Curbside infiltration is assigned to both sides of the street in the 
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middle. The application areas of different GI configurations are listed in Table 5-6 and 5-7 for 
parcel UHRUs and street UHRUs respectively. 
LIDRA’s synthetic precipitation series are used to mimic the climatic uncertainties. In order to 
examine the effect of the adoption/repaving rates on the results, a 33.3% and a 10% annual 
implementation rate is used for both parcel UHRUs and street UHRUs. 
 
Figure 5-10  Map of the sample sewer shed 
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GI Configuration Roof (m2) Yard (m2) Driveway (m2) 
Green Roof 2885.1 1715.3 0.0 
Blue roof, Permeable Pavement Driveway 6060.7 0.0 17139.3 
Rain barrel, rain garden 1452.0 1448.0 0.0 
Rain barrel 1935.6 0.0 1264.4 
Down spout disconnection to rain garden, rain garden 1698.6 3301.4 0.0 
Table 5-6 Area summary of GI configurations on parcel UHRUs 
GI Configuration 
Sidewalk 
(m2) 
Curbside(
m2) 
Parking Lane 
(m2) 
Traffic Lane 
(m2) 
Intersection 
(m2) 
Tree 6108.5 6597.2 5375.5 3909.5 204.5 
Permeable pavement 
sidewalk 
6108.5 5375.5 5375.5 4153.8 209.9 
Table 5-7 Area summary of GI configurations on street UHRUs 
The runoff results from LIDRA under these synthetic series are shown in Figure 5-10. The tan 
columns are the average annual runoff reduction volume in cubic meters to the left axis; the 
curve is average annual runoff reduction ratio to the right axis. Variations from physical, climatic 
and socioeconomic uncertainties are visualized in boxplots. Blue boxplot on the top of each 
column are the fluctuation of runoff reduction in each year. Red boxplots centered by the curve 
are the variation of runoff reduction ratio. The boxes indicate the interquartile range of the 
variation while the whiskers range from 5% to 95%.  Under the 33% implementation rate, both 
reduction volume and ratio reach their peak values after three years and flat out afterward. 
Average runoff reduction volume grows as high as approximately 4000 m3 with a variation of 
about ±500 m3. The corresponding reduction ratio swings around 0.4 of total stormwater varying 
in a range of ±0.02. 
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Figure 5-11 Runoff results for 33% implementation rate  
A second simulation is running under a general implementation rate of 10% for GIs on both 
parcel UHRUs and street UHRUs (Figure 5-11). In this case, the development phase is extended 
from 3 years to 10 years. Similar to the 33% implementation rate results, the annual runoff 
reduction volume is about 4000 m3 after fully implemented in year 10. Runoff reduction ratio also 
ends up with a similar value in both average value and variation ranges.  However, it could be 
seen that the difference in reduced runoff between two simulations is about 14,000 m3·yr during 
the implementation period in the first 10 years. Although not seen from these results, the tradeoff 
of a less runoff reduction lower implementation rate simulation is lower LCC. By adjusting the 
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implementation speed, engineers could find an optimal solution from their perspectives (e.g. 
budget limit, optimal performance or cost-effectiveness).  
 
Figure 5-12 Runoff results for 10% implementation rate  
5.4 Discussion 
These results are discussed on different uncertainties involved in simulation and their reflections 
on model outputs. Because the GI’s runoff reduction capability is mainly contributed by 
infiltration and ET, the ET amount should be close to the reduced stormwater runoff amount. 
Case II demonstrates this by comparing the model runoff reduction output with observed ET in 
2004. Based on the precipitation record in 2004, the stormwater on GI applied watershed could be 
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reduced around 12,000 m3 in a year comparing to only 1,000 to 2,000 m3 without GI. This volume 
matches very well with the annual ET amount.  
Simulation in case III is for integrating uncertainties from physical, climatic and socioeconomic 
aspects. Synthetic precipitation generator provides a statistically similar precipitation series to 
historical record under a stationary climate assumption. Based on the results from Chapter 4, 
although the dry events length comparison showed some significant differences, its influence on 
runoff simulation is only within the soil moisture drop process which is not a direct factor of 
quick hydrologic response. In scenario 1, mature annual runoff reduction of the study area is 
averagely valued about 4,000 m3/yr, 0.4 of the total annual precipitation amount. The 
uncertainties result a variation of ±500 m3 and ± 0.2 of total stormwater each year after fully 
implemented. It could be very useful to infrastructure engineers in estimating the effect in 
different places or scenarios. For example, a site with complex underground situations, such as 
utilities, bed rock, water table, etc., may probably locate in the lower bound of variation boxes. 
Similarly, it also indicates that the GIs under good O&M are more likely to obtain a high end 
effect from the results than poorly managed site. Climate-wise, a year with averagely distributed 
precipitation could benefit the GI’s ability in managing runoff whereas strong seasonality with 
frequent extreme precipitation events may undermine the overall reduction ratio. Besides, under 
similar seasonality and event distribution, a year with more annual precipitation is tend to have a 
lower reduction ratio to a dryer year even their annual reduction volume may still close.  
Scenario 2 in case III used a lower implementation rate to explore the socioeconomic uncertainties’ 
influence in GI application speed. Although both the runoff reduction volume and ratio is similar 
between two scenarios, the development period of scenario 2 lasts 10 years which leads to a 
28,000 m3/yr lower in life cycle runoff reduction to scenario 1. However, this lower runoff 
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reduction trades off for saving the cost for the whole planning period. Because of the discounting 
effect, a lower rate of implementation usually gains benefit from budget perspective and harms 
runoff reduction effect. Yet, from the perspective of macro economy, though not often, in which 
inflation rate is higher than interest rate, a lower implementation rate may harm both the cost 
and effectiveness. Decision makers need to account this relationship and adjust the 
implementation rate to achieve an overall cost-effective project solution.  
5.5 Conclusion 
In this paper, a runoff algorithm in LIDRA model for assessing uncertainties from physical, 
climatic and socioeconomic aspects is presented. Consideration of other uncertainties from built-
in physical variation and implementation rate, this model provides more consultable results for 
decision makers in planning a project.  
After determining proper soil properties, a demonstration on a watershed in NYC suggests that 
the algorithm does appropriately estimate the runoff on a vegetated GI space. Coupled with 
other uncertainties, results on a two-block scale watershed in NYC indicate that the fluctuations 
of physical properties and implementation rate do have a big effect in decision making. A 
hydrological improvement from increase implementation rate may have a tradeoff in terms of 
cost change directed by the macro economy situation. The non-parametric approach brings a 
benefit of importing the seasonality of precipitation and resulting in a more widely applicable 
model. 
It should be noted that the precipitation records used in this model are the equivalent liquid 
volume which means this model is not simulating the transformation from solid state 
precipitation such as snow or hail into liquid. However, the output of this model is in the form of 
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annual runoff reduction. Given the LIDRA output is in the form of annual runoff, a delayed 
runoff to the next year may be counter-weighted by the runoff moving from the previous year’s 
snow events. This is one of the uncertainties in climatic aspect and may assess it by integrating 
temperature information. 
Future work may seek to test the precipitation generator in different location with significant 
different climatic situation and improve the non-parametric algorithm to more robustly predict 
precipitation. Other climatic information, such as temperature, or stochastic method, such as 
high-order Markovian process, could also be a good addition to this model. 
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CHAPTER 6: ADDRESSING SOCIOECONOMIC UNCERTAINTIES 
INVOLVED IN GI PLANNING, A CASE STUDY PERFORMED WITH 
LIDRA 
Abstract 
Green Infrastructure (GI) implementation is affected by a wide range of socioeconomic 
conditions.  Uncertainty in these conditions generates areas of research interest. In this chapter, 
the uncertainty introduced by socioeconomic conditions is analyzed using an urban watershed as 
case study. The cost-effectiveness of alternative GI strategies derived through community 
interactions is used as a metric for comparing the range of socioeconomic uncertainty that is 
inherent in GI planning at this location. The process begins with pre-planning data gathering and 
manipulation. Stakeholder workshops are conducted to select candidate GI strategies for the 
watershed. Stakeholder interactions are also used to derive appropriate implementation rates, 
which are applied in the Low Impact Development Rapid Assessment (LIDRA) model to 
compare cost-effectiveness. The results suggest that the most cost-effective strategy would 
involve a combination of GI approaches; life cycle performance is sensitive to implementation 
rate, a key derivative of local socioeconomic conditions. 
Key words: green infrastructure, social uncertainties, social science 
6.1 Introduction 
Many decision-makers cite Green Infrastructure (GI) as a sustainable approach to urban runoff 
management (Bloomberg and Holloway  2010; US EPA (Environmental Protection Agency)  2013). 
117 
 
 
While the technical and economic dimensions of this planning problem can be explored using 
hydrologic models and Life Cycle Cost (LCC) estimation procedures, respectively, the spatial and 
temporal patterns of eventual GI implementation can only be assessed through a more nuanced 
set of interactions with local stakeholders. The cost-effectiveness of GI at the watershed scale is a 
function of the type, rate, and extent of GI implementation, all of which emerge through 
collaborative decisions involving multiple stakeholders. As a decentralized approach to runoff 
management, GI programs often span multiple property types, owned by different property 
holders, each with different needs, goals, and visions for their community. Will specific types of 
GI increase property values? Could it create new jobs? Does it improve air quality? The answers 
to these questions, determined by cultural, demographic, and other factors, play a big role in 
determining which types of GI are favored over others, and what level of adoption is ultimately 
achieved. Consequently, GI planners need to gain insights into multiple stakeholder perspectives  
as a precursor to the development of appropriate cost-effectiveness estimates  (Montalto et al.  
2011).  
Published research in this area is, however, minimal. Engel-Yan et al. (2005) suggested that the 
planning of a sustainable neighborhood project should begin with an inventory of its 
socioeconomic characteristics such as its population, income distribution, and distribution of land 
uses. This information can help to assess the feasibility of different design alternatives, and long 
term maintenance strategies.   McDonald et al. (2005) suggested that the establishment of a 
leadership forum through which diverse local stakeholders can help to direct the development of 
GI plans can help to foster public support for GI and also help the project to attain both its 
environmental, and other socioeconomic goals. No other published research on this key aspect of 
GI planning was found in the literature. 
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In this chapter, we demonstrate how the Low Impact Development Rapid Assessment (LIDRA) 
model can be used to enable a multi-stakeholder conversation about GI. We use an urban 
watershed, HP009, in New York City as a case study. After generally describing the methodology 
for using LIDRA, the case study watershed is described in detail. Next the results obtained from 
implementation of LIDRA in the watershed are presented, and used as the basis for a discussion. 
6.2 Methodology: Using LIDRA to explore stakeholder perspectives as they 
relate to GI implementation in an urban watershed 
A methodology is proposed for making GI policy decisions in conjunction with diverse 
stakeholder groups. Specifically, a five-step process for simulating the cost-effectiveness of 
community-supported GI scenarios is presented. These five steps are: 
1) Pre-planning data gathering  
2) Stormwater management goal setting 
3) Stakeholder-facilitated GI scenario building  
4) Cost-effectiveness simulations 
5) Post-modeling policy development 
Fundamental to the approach are probabilistic analysis techniques and a mediated modeling 
process, both performed with the help of the LIDRA model. LIDRA is a web-based tool that can 
rapidly assess the cost-effectiveness of a wide-range of GI strategies and implementation rates to 
reduce annual runoff. In contrast to most expert-driven modeling processes, mediated modeling 
involves stakeholders as active participants in all stages of decision making, i.e. from initial 
problem scoping to model development, implementation and use (Costanza and Ruth  1998; Van 
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den Belt  2004) When attempting to simulate complex system processes, such as how human 
decisions might alter the flow of water through large, urban watersheds, input from a broad 
range of stakeholders (residents, property owners, water utilities, local government, etc.) is 
required. The process of mediated modeling can help to build mutual understanding and even 
consensus among such stakeholders regarding, for example, the appropriateness of specific 
assumptions made during model construction and scenarios analysis, and ultimately on a plan to 
move forward.  
In this section, we describe how LIDRA can be used in a larger mediated modeling process to 
help make GI program decisions. A municipality or water utility might begin such a process to 
avoid the potential pitfalls of an expert-only planning process, in which the experts remain 
unaware of key local factors (e.g. other parallel community projects and issues, neighborhood 
history, etc.). As laid out below, the procedure would involve extensive interaction and 
collaboration between policy-makers and local stakeholders in GI scoping, as a precursor to more 
detailed local investigations.  
The entire process involves a series of structured steps involving community engagement with 
quantitative analysis. Fundamental to the process are the principles of transparency and 
inclusiveness. This process draws from the experience of the authors in performing stakeholder-
driven participatory planning efforts, and GI hydrologic and hydraulic assessments. These 
processes engage participants to help identify and quantify social sources of uncertainty. 
In this exercise, a group of community members, planners and decision makers would all 
participate in selection of GI scenarios for consideration on different parcel and street types. 
Because LIDRA can be run rapidly and in real time, many possible scenarios could be tested 
iteratively in a community meeting setting. In viewing and interpreting the multiple model 
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outcomes, participants will gradually develop an understanding of the hydrologic and cost 
dynamics underlying the cost-effectiveness calculations.  
This interaction will help to establish common understanding among the participants of what is 
and is not possible based on the best available information for community-specific applications. 
Community members would be able to provide insight directly into policy formation through 
their perspectives about which GI would be acceptable, how quickly it may be adopted, and 
whether the estimated costs warrant a dedicated program. Policy-makers could use the dialogue 
and data to help to assess if a community is suitable for a GI program and how the program 
should be structured to achieve intended results.  
Each of the five steps is described in detail below. 
Step 1: Pre-planning Data Gathering  
The first step in the mediated modeling process would be initiated once GI has been identified as 
a potentially appropriate runoff reduction measure in a given area. A pre-planning data 
gathering effort would: 
• Select and geographically define the watershed of interest 
• Obtain relevant parcel, street, and soil data within the watershed 
• Obtain local hourly precipitation time series 
• Identify stakeholders and property owners with a potential interest in GI planning.  
The project facilitators complete this step by creating a LIDRA project and uploading the relevant 
parcel, street, soil, and precipitation data. 
Step 2: Stormwater Management Goal Setting 
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Next, a workshop is convened to discuss the feasibility of a GI program in the selected watershed. 
The workshop would entail invited presentations by community and government stakeholders 
on local perspectives and data on the impacts of runoff in the watershed. Local residents outside 
of the selected watershed who have implemented GI could also be invited to present their 
experiences.  
To stimulate discussion, the watershed scientists could perform hypothetical GI scenarios with 
LIDRA to illustrate results on a screen in real time. The sensitivity of results to implementation 
rates, costs, and performance could be presented to ensure that stakeholders are well-informed 
about options and outcomes. 
Step 3: Stakeholder-facilitated GI scenario building 
A second workshop meeting would be convened to amend the initial GI strategies and discuss 
specifically which GI scenarios could most appropriately be considered on streets and parcels in 
the study area. Participants from various fields could discuss the proposed layout, 
implementation and potential impact of GI strategies from local perspective. Individuals, who do 
not traditionally have the opportunity to discuss local infrastructure and urban design issues, get 
the opportunity to address their peers in this capacity. These kinds of experiences contribute to 
developing respect and common understanding among different stakeholders, an invaluable 
accomplishment as the planning process moves forward. At the end of the session, participants 
would be asked to identify the overall most promising GI configurations and scenarios. These 
scenarios are used in Step 4. 
Step 4: Cost-effectiveness simulations 
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A more focused set of LIDRA simulations and analyses are performed on selected GI scenarios 
based on the workshop. A number of outputs are produced including cost-effectiveness contours. 
Each graphical presentation of data enables side-by-side comparisons of different GI scenarios. 
6.3 Case study of HP009 
6.3.1 Description of study area 
The study area includes the tributary drainage area associated with HP009one of the largest 
combined sewer overflow (CSO) points on the Bronx River. Combined sewers serving this area 
are associated with the Hunts Point (HP) wastewater treatment plant (Bloomberg and Lloyd  
2013). The entire tributary area is 1.57 square kilometers and is located in Bronx, NYC. It includes 
1747 private parcel properties and over 20,420 meters of street (see Figure 6-1 and Figure 6-2). 
Due to conflicts with underground utilities, bedrock, and setbacks from street furniture, 
intersections, driveways, and other surface features, it has been found that only about one of 
every five potential sites is actually suitable for GI. The high percentage of rental properties in the 
area makes implementation of GI on private property a complicated undertaking.  
A windshield survey was conducted with the assistance of Youth Ministries for Peace and Justice 
(YMPJ), a local non-governmental organization, to gain a deeper understanding of the area, 
including potential GI opportunities, constraints, and historical and future land use changes. The 
whole watershed can be characterized with six different land use categories: commercial, 
industrial, mixed residential, residential, parking & green space, and street (Figure 6-3).  
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Figure 6-1 Location of HP009 in NYC 
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Figure 6-2 HP009 overview 
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Figure 6-3 Land uses for HP009  
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6.3.2 Determination of GI strategies  
Based on the local land tenure situation, public properties, such as public housing projects, 
schools, and streets were found to be more amenable to GI implementation than private property. 
A total of four different GI strategies were derived jointly by the researchers and the stakeholders 
during the windshield survey (Table 6-1). An intensive GI scenario I would include multiple 
types of GI retrofit to public housing projects and public schools. Scenario II would include 
permeable pavements on parking lots, which make up a 2% of the total land area. Scenario III is 
the current plan of the NYC Department of Environmental Protection (NYCDEP) and features 
bioswales and street trees within the public right-of-way. The final scenario (IV) includes rain 
barrels, as an easy-to-install, low-cost approach to detaining residential roof runoff, with slow 
release to the sewer after cessation of rainfall.  
GI scenario Description of GI Strategy Area of application 
I 
Green roofs, Rain gardens, 
Permeable Pavement Driveways 
and Downspout disconnections to 
rain gardens 
Public housing sites, schools 
(big parcel properties) 
II Permeable pavements 
Parking lots (parking lot in 
parking & green space land use) 
III Bioswales and tree pits Streets 
IV Rain barrel Part of residential land use 
Table 6-1 Proposed GI strategies after windshield survey in HP009 
The LIDRA results associated with these four GI scenarios, with assumptions regarding 
implementation rates made by the researchers, were presented to local stakeholders in a first 
workshop (one organization participated). Stakeholders were given a chance to react, showing a 
preference for the intensive greening of public properties (e.g. schools, public housing, and 
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streets); scenarios which they believed could also be implemented quickly. Their opinions of land 
uses and implementation rate are listed in Table 6-2. Since most residents fall into low income 
category and don’t own their homes in this area, it is hard to have residents to apply GI (scenario 
#4) on their houses. Therefore, lower implementation rates were assigned to these land uses.  
Although parking lots are privately owned, the GI could also be quickly implemented as the 
UHRUs were not building intensive and permeable pavement is easy to install. The summary of 
GI options after the first workshop is described in Table 6-3. 
Land Use 
Adoption Rate (annual % of total 
parcel UHRU area) 
Repaving Rate 
(annual % of total street UHRU area) 
Commercial 10 0 (not applicable) 
Industrial 7.5 0 (not applicable) 
Mixed_Residential 5 0 (not applicable) 
Parking & Green Space 15 0 (not applicable) 
Residential 2 0 (not applicable) 
Street 0 (not applicable) 20 
Table 6-2 Implementation rate for land uses determined in the first workshop for HP009 
GI scenario Description of GI Strategy Area of application Land use 
I 
Green roofs, Rain gardens, 
Permeable Pavement Driveways 
and Downspout disconnections 
to rain gardens 
Public housing sites, 
schools (big parcel 
properties) 
Mixed residential , 
residential and part of 
parking & green space 
II Permeable pavements 
Parking lots (parking lot 
in parking & green space 
land use) 
Parking & green space 
III Bioswales and tree pits Streets Street 
IV Rain barrel 
Part of residential land 
use 
Mixed residential , 
residential 
Table 6-3 GI scenario after first workshop revision for HP009 
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After the researchers revised the modeling to reflect the stakeholder derived implementation rate, 
a second workshop (more local community members attended) was organized to discuss the 
results to a larger group of stakeholders. Participants discussed the results considering separately 
the stormwater capture performance and the potential other non-stormwater co-benefits of the 
different GI strategies, for example their value in job creation, creation of new maintenance 
responsibilities, etc. Since the rain barrel option (Scenario IV) does not reduce runoff (only 
detains it) and is difficult to implement given the land tenure reality (mostly renters), the 
participants decided not to consider it further in the analysis. As a replacement, some 
participants expressed interest in green roofs on the subway stations along Westchester Ave, and 
also suggested building bioswales and tree pits along the Bronx River Parkway. To investigate 
the impact on GI program costs, the stakeholders also suggested modifying Scenario III with 
different implementation rates, and in evaluating all of the options together. A summary of the 
revised GI strategies is shown in Table 6-4. A detailed description of all of the LIDRA input 
variables associated with the original and revised scenarios is included in the Appendix. 
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GI scenario 
ID 
Description of GI Strategy Area of application Land use 
Scenario #1 
Green roofs, Rain gardens, Permeable 
Pavement Driveways and Downspout 
disconnections to rain gardens 
Public housing sites, 
schools (big parcel 
properties) 
Mixed residential , 
residential and part of 
parking & green space 
Scenario #2 Permeable pavements 
Parking lots (parking 
lot in parking & green 
space land use) 
Parking & green space 
Scenario #3 Bioswales and tree pits 
Part of streets and 
along Bronx river 
pkwy (in the middle of 
the map) 
Street (will try two 
rates 3% & 20%) 
Scenario #4 Green Roof 
Train stations on 
Westchester Ave 
Street 
Scenario #5 Combined GI All 
All with street 
implementation rate of 
20% 
Table 6-4 GI scenario after second workshop revision for HP009 
6.3.3 Results for HP009 
The results of all GI scenarios after the second workshop are shown in Figures 6-4 to 6-15. For the 
runoff results, the tan columns and blue boxplots indicate annual reduced runoff volume, and are 
read on the left axis. Columns are the medians annual runoff volumes of all years, while boxplots 
reflect their variations. The black curve and red boxplots represent runoff reduction ratio on the 
right axis. Similarly, curve and boxplots are the medians values and variations of annual 
reduction ratio of all years. As for the cost results, the tan columns and blue boxplots refer to the 
left axis; black curve and red boxplots are based on the middle axis; grey column and green 
boxplot are focusing on the right axis. The tan columns and blue boxplots are the medians and 
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variations of annual money flow of the costs for all years. Black curve and red boxplots are the 
median and variations of cumulative LCCs from the beginning of the simulation. Grey column 
and green boxplot are the median and variation of the Net Present Value (NPV) of cumulative 
LCC for all replications. 
The results of GI scenario 1 are shown in Figures 6-4 and 6-5 for runoff and cost respectively. The 
median annual reduced runoff grows from 0 to 70,000 m3 in the first 5 years, reaches 150,000 m3 
around 20th year and finishes around 160,000 m3 at the end of planning period. The corresponding 
median reduction ratio is 0.065 at year 5, 0.125 after 20 years and 0.135 at the end of planning 
period. Its median annual cost starts with the level of $2,500,000 in the first 7~8 years during 
which GIs on parking land use are fully implemented. Mixed residential land use GIs are then 
finished by the 20th year with the median annual cost stays around $1,700,000. After which 
median annual cost drops to around $1,000,000. The cumulative cost at the end of the planning 
period is about $50,000,000 and discounted to the NPV of $40,000,000. 
Results of GI scenario 2 are illustrated in Figures 6-6 and 6-7 for runoff and cost respectively. 
Median annual runoff reduction is maximized around 58,000 m3 after 7~8 years. Its corresponding 
reduction ratio is close to 0.044. The variation of reduction volume and ratio are about ±10,000 m3 
and ±0.01 at the end of planning period. To achieve this, the median annual cost peaks in the first 
7~8 years around $800,000 and reduced to $50,000. The GI reconstruction after a useful life 
appears during 25~30 year which leads to an increase of median and variance. The median 
cumulative cost at the end of the planning period is close to $70,000,000 with a median residual 
value of $10,000,000. 
GI scenario 3 results with 3% implementation rate are displayed in Figures 6-8 and 6-9 for runoff 
and cost respectively. Median annual runoff reduction volume increases at a flat rate to around 
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27,000 m3 at the end of planning period with a corresponding ratio of 0.0225. In contrast, median 
annual cost bears a steady decrease trend from $600,000 to $250,000 through the planning period. 
The median cumulative value ends with $12,500,000. Discounting from residual value is 
$4,500,000. 
GI scenario 3 results with 20% implementation rate are shown in Figures 6-10 and 6-11 for runoff 
and cost respectively. The construction during the first 5 years maximizes the runoff reduction 
effect. Median annual runoff reduction after year 5 is about 35,000 m3. Median reduction ratio is 
0.025. Median annual cost peaks in the first 5 years with height range between $3,500,000 and 
$4,000,000. The O&M cost is much less. The cumulative cost is about $20,000,000 with a NPV 
about $17,500,000. 
GI scenario 4 results are displayed in Figures 6-12 and 6-13 11 for runoff and cost respectively. 
Implementation period lasts for 5 years, during which median annual runoff reduction reaches 
950 m3 about the portion of 0.0075 of the total precipitation stormwater. Similar to scenario 3 with 
high implementation rate, the median annual cost peaks in the implementation period and has a 
little raise at the end of the simulation due to the short useful life of certain GI option. The height 
of the first peak is about $240,000 while the O&M cost thereafter is on the level of $40,000. Final 
cumulative cost is about $2,100,000 with residual drop of $400,000. 
The results of combined GI scenario 5 is presented in Figures 6-14 and 6-15 for runoff and cost 
respectively. Both the runoff reduction and cost matches the summation of all previous GI 
scenarios. The median runoff reduction at the end of the simulation is about 300,000 m3 
corresponding to the ratio of 0.26. Median annual costs in the first 5 years are between 
$17,000,000 and $20,000,000 and ends close to a cumulative cost of $140,000,000 at the end of 
planning period. NPV is about $120,000,000.  
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GI scenario 1  
 
Figure 6-4 Runoff results of GI scenario 1 
 
Figure 6-5 Cost results of GI scenario 1 
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GI scenario 2  
 
Figure 6-6 Runoff results of GI scenario 2 
 
Figure 6-7 Cost results of GI scenario 2 
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GI scenario 3 (3%) 
 
Figure 6-8 Runoff results of GI scenario 3 (3% implementation rate) 
 
Figure 6-9 Cost results of GI scenario 3 (3% implementation rate) 
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GI scenario 3. (20%) 
 
Figure 6-10 Runoff results of GI scenario 3 (20% implementation rate) 
 
Figure 6-11 Cost results of GI scenario 3 (20% implementation rate) 
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GI scenario 4.  
 
Figure 6-12 Runoff results of GI scenario 4 
 
Figure 6-13 Cost results of GI scenario 4 
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GI scenario 5.  
 
Figure 6-14 Runoff results of GI scenario 5 
 
Figure 6-15 Cost results of GI scenario 5 
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6.4 Discussion 
Planning GI for large urban areas requires consideration of many social factors. Stakeholder 
input in planning decisions may help to better understand the potential application area for GI, 
to the extent that it is determined by neighborhood demographics such as income and level of 
education, and by geographic constraints. Also, stakeholders may prefer certain types of GI over 
others. To achieve consensus regarding the form that neighborhood GI programs should take, 
researchers need to interact with stakeholders, so as to acquire key local knowledge, and to 
exchange more global information regarding differences in both GI cost and performance 
properties. Often, the most cost-effective GI strategy may not be the most locally preferred; and 
stakeholders need to balance tradeoffs between cost and impact, and community acceptability. , 
The life cycle cost and performance of a GI project is highly dependent on the rate at which it is 
implemented. However, stakeholders’ decision may vary significantly based on the limits of cost, 
land use.   
Stakeholder input obtained during the workshops underscores the importance of local land 
tenure on GI strategy decisions and estimated implementation rates. The property ownership 
played a key role in GI decision making in the case. Residents not owning their houses do not 
incline to apply intensive GI for hydrologic purpose only. Public properties were generally 
considered more suitable for GI implementation than privately-owned ones. Placement of GI on 
private properties was also limited by other socioeconomic factors (e.g. income level, knowledge 
of GI technologies, etc.). The stakeholders also sought strategies that suggested good hydrologic 
performance and that were technically feasible, given physical conditions, such as underlying 
bedrock level, utilities.  
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To estimate the degree to which stakeholder preferences and knowledge regarding the watershed 
could lead to variable results; the cost effectiveness results of GI’s runoff reduction ability for all 
GI scenarios are plotted in Figure 6-16. This cost-effectiveness is defined as reduced runoff per 
dollar spent. The median values of cumulative runoff reduction and cumulative cost are used to 
calculate this value. The curves represent GI cost-effectiveness over time. The bubbles on each 
curve indicate the median cumulative runoff reduced for each year since the beginning of 
planning. In this way, both the efficiency and total performance of GI project can be represented.  
Of the final set of GI scenarios developed through the two workshops, Scenarios 2 was found to 
be the most cost-effective. From a life cycle perspective, Scenario 1 reduced about 70 m3 runoff 
annually for each $1000 spent at the end of simulation. The same amount invested in Scenario 2 
would reduce annual runoff by over 200 m3. In Scenario 1, a combination of GIs in a parcel 
UHRU could achieve the highest performance. Yet, the cost-effective is also negatively correlated 
to cost. Permeable pavement in Scenario 2 has a relative low cost and an average runoff reduction 
capability, which results in a better efficiency. For the GIs in scenario 4, green roof is not 
economically preferred given its high cost; $1000 spent on green roof only reduces less than 20 m3 
runoff. The tree pit combined with curbside infiltration could reduce 35 m3 and 40 m3 annual 
runoff for each $1000 investment in scenario 3 with implementation rate of 3% and 20%.  
The results also show that implementation rate may impact cost-effectiveness. The combined GI, 
scenario 5, achieves a 50 m3 annual runoff reduction per $1000, which is the average value of all 
scenarios by weighting the runoff reduction volume and cost. The descending order of cost-
effectiveness is scenario 2, scenario 1, scenario 5, scenario 3 and scenario 4. It could be implied 
that the overall cost-effectiveness of a GI project is highly depending on which GI to use, how big 
area for each GI to be implemented and how fast each GI is implemented.  
140 
 
 
 
Figure 6-16 Comparison of median cost-effectiveness of different GI scenarios 
Implementation rate can also significantly impact the emergence of cost-effectiveness of GI over 
time. Figure 6-17 illustrates the efficiency results for scenario 3 with two different implementation 
rates, 3% and 20%. Given the low O&M cost of permeable pavement, a high rate may have a 
better performance with little cost increment after full implementation, and achieve a high cost-
effectiveness at the end of a planning period. On the contrary, although cost of low rate is less 
than the high rate in this case, the shortage of cumulative runoff reduction could also counter 
weight the cost advantage. Being on a similar cost-effectiveness level at the beginning for both 
curves, 3% implementation rate ends up with 35 m3 reduction per $1000, while 20% 
implementation rate increased to 45 m3/k$ at the end. It should be aware that the O&M cost of 
permeable pavement is significant lower than installation cost which benefits the high 
implementation rate over low rate in terms of cost-effectiveness. However, if there is a high O&M 
GI presented, the massive annual cost increment with high implementation rate could 
significantly lower the cost-effectiveness and favor low rate. This indicates that the 
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implementation rate is one of the important factors of GI project. Decision makers should 
carefully select the implementation speed of GI to achieve a balance of cost-effectiveness and 
overall performance from a life cycle perspective. 
 
Figure 6-17 Comparison of median cost-effectiveness of GI scenarios 3 with different 
implementation rates 
6.5 Summary and future work 
A GI planning on a real watershed could be established by a social science process. Researchers 
and governors could gather the necessary data and make initial plans from the perspective of 
stormwater management. Then communications, for example workshops, with local stakeholder 
can help to adjust the initial decision to meet the local social needs. An education of GI to the 
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stakeholders who do not have hydrology background may help them to understand the purpose 
of this project. However, this process involves many uncertainties from social perspective. The 
difference in the perspectives between local stakeholders and researchers may lead to a 
significant change in GI decision making. Other than thinking of the hydrologic benefits, decision 
makers need also pay attention to the social feasibility of GI, which includes the impact of 
property ownership, simplicity of GI installation, income level, etc. In this case, the GI on private 
owned residential properties was completely eliminated in the second workshop when the 
concern of the property ownership was pointed out. Stakeholders even want to perform the GI 
Scenario 3 with two implementation rates to investigate the potential cost of it. Therefore, social 
uncertainties is very important in the decision making process of GI project. Through a standard 
social science process, the socioeconomic uncertainties of implementing LIDRA model in a 
watershed have been determined.  
Based on LIDRA’s results, the cost-effectiveness varies greatly between different GIs. However, a 
high cost-effective GI may not achieve a good overall performance due to other limits (e.g. 
restricted applicable land use). From a life cycle perspective, the implementation rate could 
potentially more important than other social factors. By adjust the speed of implementation, 
cumulative performance of a GI may change significantly. Additionally, the GI planning for a 
watershed involves the participation of local perspectives from stakeholders, such as how the 
property ownership would alter certain GI coverage, availability of street GIs based on traffic 
conditions, the preference of implementation speed considering both cost and land use, etc. All 
these inputs were obtained from the communication through initial discussion with government 
decision makers and two workshops with more local stakeholders. 
143 
 
 
This approach described in this chapter is an example of how planners can address 
socioeconomic uncertainties in GI planning. LIDRA’s ability to perform real-time simulations can 
be quite helpful in this regard. The interaction between participants in the workshops can be 
improved by developing ad-hoc simulations per discussion and output results right away by 
running model online. It could also be used as an educational tool to advance the understanding 
of GI among the people in a community. 
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CHAPTER 7: MODELING GREEN INFRASTRUCTURE’S COST-
EFFECTIVENESS IN RUNOFF MITIGATION AND EXPLORATION OF 
ITS ABILITY TO REDUCE THE RISK OF COMBINED SEWER 
OVERFLOWS  
Abstract 
Existing modeling tools provide, at best, deterministic estimates of green infrastructure (GI) cost-
effectiveness. However, due to various uncertain physical, climatic, and socioeconomic 
conditions that arise over the decades during which GI programs are typically implemented, this 
problem is perhaps better approached probabilistically. This paper uses the Low Impact 
Development Rapid Assessment (LIDRA) model to consider uncertainty and variability in GI 
cost-effectiveness, specifically to reducing Combined Sewer Overflows (CSOs). A real watershed 
in New York City is employed for this purpose. The model explicitly propagates known 
uncertainties in GI size, soil properties, and life cycle costs into probabilistic estimates of 30 year 
program cost and runoff reduction efficiency. Other uncertain parameters (e.g. implementation 
rate, macro-economic parameters) are user-defined, and also factored explicitly into the final 
results. Considered together with validated hydrologic and hydraulic modeling of the local 
collection system, LIDRA’s runoff reduction results are also used to compute the ability of GI to 
reduce the risk of CSOs from the study area. After all of the proposed GI is implemented in the 
case watershed, the annual risk of a CSO decreases from 12.5% to 8%.  
Key words: green infrastructure, NPV, life cycle cost, rainfall runoff model, uncertainties, CSO 
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7.1 Introduction 
Green Infrastructure (GI) has emerged as a new approach to stormwater management that is 
being adopted by some municipalities as an approach to reducing Combined Sewer Overflows 
(CSOs). In a $1.6 billion dollar plan to be implemented over 20 years, New York City has 
committed to using GI to manage the first 25 mm of runoff over 10% of the impervious surfaces 
in portions of the city served by combined sewers (Bloomberg and Holloway  2010). At a similar 
level of investment, Philadelphia’s GI plan will manage runoff from 47% of the impervious 
surfaces in its combined sewer district over a 25 year period (PWD (Philadelphia Water 
Department)).  GI is also a key component of the long-term plans to control CSOs in Washington 
DC (District of Columbia Water and Sewer Authority  2013) and was legally approved to reduce 
CSOs in Syracuse, NY in 2009 (Knauss  2009).  
To support these investments, decision makers need tools to evaluate the cost-effectiveness of GI, 
specifically as a CSO-reduction measure, where cost-effectiveness is defined here as the benefit 
achieved per dollar spent over the program’s life cycle. GI costs include the initial design and 
construction costs, as well as recurring Operation and Maintenance costs (O&M), and potentially 
also those associated with system replacement. However, these individual components are not 
always all considered  (ECONorthwest.  2007; Garmestani et al.  2011). For example, some 
evaluation approaches consider the initial Installation Costs (ICs) of GI only, which are often 
compared to those of conventional infrastructure (Langdon  2007; U.S.EPA  2005; Vanaskie et al.  
2010). Others include the O&M costs of GI throughout its useful life (Cohen et al.  2012; 
McGovern and Jencks  2010; Vanaskie et al.  2010). Yet a third category attempts to quantify the 
monetary value of both the costs and multiple benefits of GI (Foster et al.  2011; MacMullan et al.  
2008; Spatari et al.  2011).  
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Because GI programs are typically implemented over multiple years, GI program costs are 
perhaps best considered over the full life cycle, though few such published case studies exist. 
Wong et al. (2003) assessed the Life Cycle Costs (LCCs) of roof gardens by considering IC and 
O&M cost. Peri et al. (2012) advanced the method by including replacement costs of green roofs 
associated with a green roof project.  
While a host of benefits have been attributed to GI (Betts et al.  2007; Dietz  2007), the most 
common motivation for GI investments remain runoff and CSO management (Montalto et al.  
2011). A wide range of hydrologic and hydraulic models can be used to estimate the runoff 
reduction benefits associated with a particular GI layout. For example, the USEPA’s System for 
Urban Stormwater Treatment and Analysis Integration (SUSTAIN) is a tool that helps planners to 
identify “optimal” GI placement in complex watersheds, based on hydrologic, hydraulic or water 
quality goals. Runoff is routed through conduits between catchments defined in an ArcGIS 
platform (Lai et al.  2007; Shoemaker et al.  2009). Executed through SUSTAIN or by itself, the 
EPA Storm Water Management Model (SWMM) simulates runoff and pollutant loads associated 
with heterogeneous urban watersheds. The most recent version allows users to insert various 
types of Low Impact Development (LID) controls into distributed sub catchments (Rossman  
Revised 2010). Informed by years of research by Dr. Robert Pitt, the Source Loading and 
Management Model (SLAMM) uses runoff coefficients to estimate runoff and pollutant loads 
from variable source areas, including GI systems. It also includes basic unit costs associated with 
these systems (Pitt and Voorhees  2009).  
While these modeling platforms are designed to provide users with an exact (e.g. deterministic) 
estimate of GI benefits, they do not explicitly consider uncertainty associated with physical, 
climatic, and socioeconomic factors. They also require users to simulate “GI snapshots”, e.g. GI 
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layouts at a fixed time. As described above with reference to costs, GI programs are implemented 
gradually over multiple years. Precise knowledge of physical conditions such as sub-catchment 
hydrogeology and infrastructure conflicts, climatic conditions such as variable precipitation, and 
social/institutional conditions such as property owner and/or public agency support for specific 
types of GI can thus only be estimated. Though GI implementation is, in this way, a dynamic and 
uncertain process, decision support models that explicitly consider these conditions are still in 
their infancy stages, if they exist at all (Hill  2007; Montalto et al.  2011).  
In this paper, we use the Low Impact Development Rapid Assessment (LIDRA) model to 
estimate the cost-effectiveness of GI in a real watershed in New York City. We consider explicitly 
the uncertainties associated GI implementation over a 30 year planning period, and track runoff 
reduction and LCCs annually and cumulatively. Companion papers describe in detail the 
relational database utilized by LIDRA (Aguayo et al.  2013), the model’s underlying rainfall-
runoff model (Yu and Montalto  2015), its LCC algorithm (Yu et al.  2015a), and also how LIDRA 
can be used to facilitate GI decisions through mediated modeling (Montalto et al.  2011). In this 
paper, we propose a methodology for relating LIDRA’s model output to CSO reduction, the most 
common benefit expected by GI.  Discussion and conclusion are provided in closing.  
7.2 Methodology 
7.2.1 Overview of LIDRA 
Before introducing the case study and methodology for estimating CSO reductions through 
LIDRA, a brief overview of the model is provided. All surfaces in the study area are represented 
as one of two kinds of urban hydrological response units (UHRUs). Parcel UHRUs represent 
roofs, driveways, and yards. Street UHRUs represent streets, sidewalks, and intersections. Users 
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assign specific GI codes to particular UHRUs. The UHRUs are situated in land use categories, 
each of which is defined by user-defined rates of GI implementation (assumed linear over the 30 
year planning period). Implementation of GI on the parcel UHRUs is defined by an “adoption 
rate”, while implementation of GI on the street UHRUs is defined by a “repaving rate”.  The 
appropriate implementation rate is used to define the fraction of each UHRU that is “greened” 
(e.g. hydrologically converted from the baseline condition to the user-defined LID condition) 
each year. In most cases, each UHRU will be greened gradually over several “generations,” 
where the word “generation” refers to the GI installed within a particular UHRU during a 
particular year.  
7.2.1.1 Cost algorithm  
LIDRA calculates the GI cost in terms of a phased LCC in Net Present Value (NPV). It includes a 
one-time IC, an annual O&M cost and a Residual Cost (RC) of the initial investment. All of these 
values are discounted to the first year of the simulation using the user-specified interest rate (Yu 
et al.  2015a). NPV of a particular generation of GI implemented in a particular year can be 
expressed as (Yu et al.  2015a): 
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𝑁𝑃𝑉𝑗 = ∑ (𝐼𝐶 ∙ 𝑑
𝑚𝑙+𝑗 +∑𝐴𝐶 ∙  d𝑡−1+𝑚𝑙+𝑗
𝐹𝑇
𝑡=2
)
⌊
(𝑝−𝑗)
𝑙
⁄ ⌋
𝑚=0
− 𝑅𝑉 ∙ 𝑑𝑝 (3-9)  
𝐹𝑇 = {
𝑙 𝑖𝑓 𝑝 ≥ 𝑙(𝑚 + 1)
𝑝 − 𝑗 − 𝑙𝑚 𝑖𝑓 𝑝 < 𝑙(𝑚 + 1)
  
Where: 
d : Annul discounting factor 
FV : Future value of cost ($/area) 
RV : Residual value ($/area) 
t : Years from the beginning of a useful life 
p : Planning period (year) 
IC : Installation cost ($/area) 
l : GI useful life (year) 
AC : O&M cost (annual cost) ($/area) 
m : Number of useful life 
FT 
: Number of years in a useful life during the planning 
period 
j : Number of implementation generation 
𝑁𝑃𝑉𝑗  : NPV of implementation in year j ($) 
7.2.1.2 Rainfall runoff model 
A 30-year water balance is performed on each of the street and parcel UHRUs in the database 
with and without the GI in place. The water balance is performed at the UHRU scale, starting at 
the highest sub-catchment within it. For parcel UHRUs, runoff is computed starting at the roofs, 
then from the downspouts, and finally from the yards and driveways. For street UHRUs, the 
computations begin with the tree canopies, then the streets and sidewalks, followed by the 
curbside spaces. The total volume of runoff from during each time step is the sum of discharges 
to the drainage system from all sub-catchments within it. The presence of GI can re-route runoff 
internal to the UHRU, modifying the total number of discharges from the parcel. For example, if 
downspouts are connected to backyard rain gardens, then the total parcel runoff is just rainfall 
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excess from the yard and driveway (and not the downspout, which is assumed to otherwise be 
directly connected to the drainage system).  
A generalized diagram of water balance is shown in Figure 7-1. The runoff generated by a 
particular sub-catchment (∆Q) over one time step (∆t) is computed as the difference of all inflows 
and outflows over that time period. The inflows include direct precipitation on the sub-
catchment and runoff from higher sub-catchments (Qin). The outflows consist of tree canopy 
interception (Pincpt), evaporation or evapotranspiration (E), infiltration (I), orifice flow (Qorifice), and 
runoff (Qout) to lower lying sub-catchments, to the extent that these fluxes occur. For example, 
infiltration only occurs on vegetated surfaces (e.g. yards and vegetated GI); the highest sub-
catchments receive no runoff (only direct precipitation); orifice flow only occurs on blue roofs 
and from rain barrels, etc.  
 
Figure 7-1 Water balance model 
∆𝑄 = 𝑄𝑡+∆𝑡 −𝑄𝑡 = 𝑃 +𝑄𝑖𝑛 − 𝑃𝑖𝑛𝑐𝑝𝑡 − 𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡 − 𝑄𝑜𝑟𝑖𝑓𝑖𝑐𝑒  
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For sub-catchments of parcels or streets comprising impervious surfaces, the water that is 
accumulated in surface “depressions” is tracked at hourly timesteps. Runoff is assumed to occur 
from the sub-catchment only when the available storage in the surface depression is exceeded. 
During dry events, stored water is lost from the depressions due to regional evaporation rates, 
hardwired into the program based on the location of the study site. 
For pervious sub-catchments that consist of vegetation and soil, a modified version of the 
Thornthwaite Mather procedure is used to track the moisture content of the soil in the root zone 
at hourly timesteps. Runoff is assumed to occur from pervious surfaces only when the moisture 
content of the root zone exceeds saturation. When the moisture content exceeds Field Capacity 
(FC), percolation to groundwater occurs. Between FC and the Wilting Point (WP), the moisture 
content of the root zone is assumed to decrease due to evapotranspiration. The moisture content 
is not allowed to decrease below the WP. Direct precipitation and inflow from higher elevation 
sub-catchments must exhaust the available porosity capacity before runoff can occur.  
The sum of all runoff from all surfaces on all UHRUs in the model domain is summed up at 
hourly time steps, and is used to compare the runoff reduction of different surface configurations 
(e.g. greened or vs. not greened). 
7.2.1.3 Quantification of uncertainties  
LIDRA uses a Monte Carlo (MC) Model and stochastic processes to simulate various types of 
uncertainties in GI planning and propagates uncertainties into the results. Uncertainty arises 
from physical conditions, climate variability, and socioeconomic factors. Physical uncertainties 
include the physical dimensions and cost of a particular instance of a type of GI, and well as its 
underlying soil properties. Climatic uncertainties include variability in precipitation, and 
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evapotranspiration. Socioeconomic uncertainties are associated with implementation rate and 
macro economy (which can be expected to vary through time in response to market fluctuations), 
as well as in response to changes in local laws, land tenure, and public acceptability of GI, among 
other factors (Montalto et al.  2011; Yu et al.  2015a). 
LIDRA quantifies these uncertainties in various ways. Precipitation variability is modeled 
stochastically, as described in depth in (Yu et al.  2015c). The other uncertain parameters, 
summarized in table 7-1, are allowed to vary using a symmetric triangular distributed MC model. 
Categories Uncertainties Variation 
Range 
Source 
Physical 
Dimensions of GI 
facility 
±5% 
(Bloomberg and Benepe  April 2008; 
USEPA  September 1999; Waldman and 
Montalto  2008). The values vary 
greatly from different reference. 
Median value is default for all 
dimensions and a 5% range of 
variability is used in the MC Model 
Soil type 
± 1 soil 
type index 
(Yu and Montalto  2015) 
Socioeconomic 
Unit cost of GI 
facilities 
Between 
max and 
min values 
(CNT  Dec 2009) 
Economy 
parameters 
(interest rate and 
inflation rate) 
±2.5% 
The annual fluctuation of interest rate 
in US from 1961to 2013 is between 
±2.5%. 
(http://data.worldbank.org/indicator/FR
.INR.RINR) 
Implementation 
rate 
±10% of 
user 
specified 
rate 
The implementation rates of GI projects 
in NYC 5% (Bloomberg and Holloway  
2010), Philadelphia 4% (PWD 
(Philadelphia Water Department)), 
Washington DC about 4.7% (District of 
Columbia Water and Sewer Authority  
2013) vary in a range of 25% . 
Table 7-1 Uncertainty categories in LIDRA 
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7.2.2 Description of case study site 
The case study HP009 is one of the largest CSOs discharging to the Bronx River (Bronx, NY). The 
watershed includes an area of 1.57 square kilometers, and includes 1747 individual parcels and 
over 20,420 meters of street (see Figure 7-2 and Figure 7-3). As derived through stakeholder 
interactions described in Chapter 6, GI systems including rain gardens, permeable pavements, 
downspout disconnects, green roofs, rain barrels, street trees and curbside infiltration were 
initially proposed. However, assuming that GI would not be feasible on streets with heavy traffic, 
or overhead expressways and subways, streetscape GI was significantly limited on some streets. 
GI was also limited on many privately owned parcels, since many of these are not owner 
occupied. By contrast, intensive greening is simulated on publically owned parcels, including 
public housing sites, and schools.  
Two greening scenarios differing in GI implementation rate are compared to explore the impact 
that this parameter has on the overall cost-effectiveness of each hypothetical GI program. In 
Scenario 1, the implementation rate for all GI is assumed to be 5% of all eligible sites per year, 
while in Scenario 2, a 10% implementation rate is used. The interest, and inflation rates are 
assumed to be 5% and 2%, respectively. 
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Figure 7-2 Location of HP009 in NYC 
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Figure 7-3 Map and boundary of HP009 watershed in NYC 
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The results produced by LIDRA include annual cost and runoff reduction of proposed GI 
scenarios within a planning period. The LIDRA runoff model can also generate the hourly runoff 
series of the whole watershed for both with and without GI condition. Before simulating GI, the 
Stormwater Management Model (SWMM) was used to validate LIDRA’s baseline situation, (e.g. 
no GI) results. The whole watershed is divided into two major parts by Bronx river pkwy in the 
middle of the HP009 watershed. The impervious area percentage is estimated from its map. 
Assuming Horton infiltration method on loamy soil, SWMM predicts about 950,000 m3 using 
1988 hourly precipitation from JFK airport while LIDRA generates 936,000 m3. This particular 
precipitation record has historically been considered the average precipitation in NYC by the 
NYC Department of Environmental Protection, and has thus historically been used for facility 
planning purposes.   
7.2.3 Approach to relating a reduction in runoff to a reduction in CSOs 
A methodology was developed to relate the runoff reduction predicted by LIDRA to an 
associated reduction in CSOs. This methodology is based on a comparison LIDRA’s predictions 
of the annual volume of reduced runoff from each year of the 30 year planning period to the 
volume of precipitation attributed to CSO events during baseline (e.g. no-GI) conditions. The 
latter is derived using a previously developed EPA Stormwater Management Model (SWMM) 
representation of the case study area. Specifically, we perform an analysis of the precipitation 
duration and amount preceding each simulated CSO event using the SWMM model, identifying 
threshold quantities of precipitation that the model suggests are sufficient to trigger a CSO. We 
then assess whether LIDRA’s predictions of GI runoff reduction are sufficient to increase this 
threshold for the subject watershed. This methodology is replicable, since hydrologic and 
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hydraulic modeling of the permitted combined sewer systems is required by law in the United 
States (U.S.EPA  1999), and is common engineering practice elsewhere. Details are provided in 
the subsection below for the case study watershed described in this chapter.  
CSOs are triggered when the volume of runoff generated on the tributary drainage area exceeds 
the conveyance capacity of the collection system. The design flow rate of a collection system is 
typically two times dry weather flow. It follows that there exists a rainfall/runoff quantity, below 
which no CSO will occur (as the runoff generated can be safely conveyed to the wastewater 
treatment plant). This quantity is, of course, related to the duration of rainfall, since the collection 
system can convey larger volumes of runoff to the wastewater treatment plant over longer 
periods of time.  It is also related to other factors that influence the available conveyance capacity 
of the sewer system. For example, infiltration of groundwater into leaky sewer pipes is more 
commonplace after snowmelt, when the water table is high, than at other times of the year. 
Infiltrated groundwater decreases the capacity of the sewer pipes to convey runoff. The capacity 
of the sewer system to convey runoff is also decreased during the diurnal morning and evening 
peaks in wastewater flow rate. The tide can also have an effect, since during high tide the 
combined sewage must overcome greater hydraulic head to push open the flap gate typically 
installed on each CSO outfall.  
Since rainfall occurs at random with respect to phase of tide, time of day (and associated 
baseflow rates in the collection system), and season, the same depth and duration of 
rainfall/runoff will not always trigger a CSO. Nonetheless, for a given duration of precipitation, a 
lower threshold rainfall/runoff quantity exists above which there is a probability of a CSO, and 
below which the collection system can be assumed to be able to convey all associated runoff to 
the treatment plant.  
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By analyzing the time series of precipitation and discharge at the CSO node in the SWMM model, 
the risk of a CSO can be computed for a particular watershed. This is accomplished through 
analysis of CSO-inducing precipitation depths and durations under the existing (e.g. non-greened) 
land cover scenario.  
First, discreet precipitation events are defined using an appropriate inter-event period, e.g. a 
particular cluster of hours without any rain. For the present case study, the number of 
precipitation events in 1988 JFK precipitation series associated with different inter-event periods 
is enumerated and plotted in Figure 7-4 for five different (Jan ~ Mar, Apr ~ Jun, Jul~ Sep, Oct ~ 
Dec, whole year). As expected, the number of precipitation events decreases as the inter-event 
period grows. However, this trend flattens out when the inter-event period is longer than 4 hours 
for Jan ~ Mar, 5 hours for Apr ~ Jun, 5 hours for Jul ~ Sep, 4 hours for Oct ~ Dec, and 4 hours for 
the whole year. Since these values are similar to one another, 4 hours is used to delineate 
individual events. In another words, all storms are separated by at least four consecutive hours of 
no rain. (Incidentally, Yu et al. (2015c) also found that a 4-hour period is applicable to different 
precipitations in Miami and Syracuse.) 
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Figure 7-4 Inter-event period analysis (number of precipitation events vs. inter-event period) 
Once the inter-event period has been used to define individual storms, the intra-storm 
precipitation patterns are analyzed. For example, in this analysis a three-hour rain event with 
three continuous rainy hours is also counted as three one-hour events and two (overlapping) 
two-hour events. Since it is impossible to know whether the CSO-event was triggered by the 
penultimate hour, or cluster of hours of rain, we consider all combinations as potential triggers of 
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CSOs.  The full array of actual events and sub-events are then used to generate a distribution of 
storm depths that, occurring over different intervals of time, could cause a CSO.  
Based on the actual rainfall records that preceded 1988 CSO events from this study area, analyses 
of between two to eight hours of rain are considered. CSO events were analyzed using the 
precipitation cluster before the first hour of CSO, whose depth is considered conservative to 
trigger a CSO. In Figure 7-5, each diamond represents a CSO event. The cumulative precipitation 
depth for each trigger event is plotted on the vertical axis while the horizontal is the precipitation 
durations. The crosses in the charts are the threshold precipitation depths sufficient to produce a 
CSO from a particular duration of precipitation.  The goal of the analysis is to derive a 
relationship between the conservative CSO trigger precipitation amount and event duration.  
Since the intra-storm precipitation pattern is not evenly distributed, it is possible that only a 
certain cluster of rain within an individual event is responsible for a CSO. In this analysis, we 
examined individually each of the potential clusters of rain within a CSO-triggering precipitation 
pattern to identify all of the potential patterns of rain that could have been responsible for the 
trigger. For example, if the CSO-triggering threshold amount of precipitation for a 2-hour event is 
15 mm, the CSO associated with a 5-hour rainfall event generating 27 mm of rain as follows (5 
mm during hour 1, 7 mm during hour 2, 0 mm during hour 3, 5 mm during hour 4, and 10 mm 
during hour 5) could have been triggered by the last 2 hours of the event, or any of the other 1, 3, 
4, or 5 hour precipitation patterns within it that exceeded its respective threshold (as derived 
through the event analysis).  
In Figure 7-5, the analysis is performed from 2 (a) to 8 (g) hour clusters of rain. The threshold 
CSO triggering depth for 2 hour event is firstly determined in chart (a). All 2 hour rain clusters in 
long CSO trigger events are then compared with this threshold amount. If one of the 2 hour 
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clusters of a long CSO rain event is higher than this threshold amount, we consider this CSO 
event is triggered by this 2 hour rain cluster and will eliminate its point from the chart. The 
lowest amount for its duration will then be updated based on the new point set. As the 
determination of lowest CSO triggering amount goes up to long durations, many points are 
eliminated from the analysis. The number of threshold events also reduces from 11 at (a) to 4 at 
(g). In each graph, a linear regression line is fitted to the crosses, the lowest depth of CSO-
triggering precipitation. (The 20 hour trigger is considered an outlier for this fitting, but is also 
eliminated after the determination of 8-hour CSO triggering rain depth (see Figure 7-5 (g)).  The 
threshold curve changed a little from (a) to (c) and kept stable from (c) to (f). Its final state is 
composed of four events in (g). As explained above, the threshold CSO-triggering rainfall depth 
should theoretically grow as the duration extends. The regression line of y=0.8457x+3.5626 (Y is 
the event precipitation depth, while x is the event duration) reflects this relationship. 
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Figure 7-5 Analysis of CSO-triggering rainfall patterns of different rain duration Diamond: 
CSO triggering events. Cross: Threshold rain events  (a) CSO events after considering 
conservative CSO rain amount of 2 hour events  (b) CSO events after considering conservative 
CSO rain amount up to 3 hour events    (c) CSO events after considering conservative CSO 
rain amount up to 4 hour events  (d) CSO events after considering conservative CSO rain 
amount up to 5 hour events   
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7-5  
Figure 7-5 (Continued) (e) CSO events after considering conservative CSO rain amount up to 
6 hour events    (f) CSO events after considering conservative CSO rain amount up to 7 hour 
events  (g) CSO events after considering conservative CSO rain amount up to 8 hour events   
7.2.4 Overall CSO risk index 
A risk index is developed to compute the probability of a CSO for all rain storms in a certain 
period of interest. For this study, we calculate CSO risk over a year. The CSO risk index is 
defined by Equation 7-1.  
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𝑃(𝐶𝑆𝑂) = ∑ 𝑃(𝐶𝑆𝑂|𝑖 = 𝑚)
10
𝑚=1
 
(7-1) 
𝑃(𝐶𝑆𝑂|𝑖) = 𝑅𝑖 ∙ 𝑝𝑖 = 
𝑒𝑖
𝑛𝑖
∙
𝐸𝑖
𝑁𝑖
 
 
Where:  
i: rain event duration 
Ri: the CSO trigger event portion in all i-hour events in the period of interest 
pi: the portion of i-hour events in historical observation data 
ei: the number of i-hour events in the period of interest whose rainfall amount 
exceeds the conservative value 
ni: the number of i-hour events in the year of interest 
Ei: the number of i-hour events in historical observation 
Ni: the number of all events in historical observation 
 
The overall CSO risk is the summation of the risks of all rain durations. For a certain rain 
duration of m hours, its CSO risk is determined by two factors, the number of m-hour rain 
clusters in all observed historical rain events and the portion of CSO triggered m-hour events in 
all rain events within the period of interest (in this study, it refers to a single year). For 
application, the precipitation data is first converted into all combinations of rain hour clusters. 
The rain hour clusters that exceed the threshold depths determined in the previous section are 
considered potential CSO triggering events. It is assumed that the period of interest is in a 
stationary climate as the historical data. This indicates that the data sets in both the history and 
the period of interest are subsets of one population so that the portion of i-hour events in 
historical observation data (pi) can be used to weigh the CSO trigger event portion in all i-hour 
events in the period of interest (Ri). However, this method is limited by the sample size of long 
duration rain clusters. The longer the rain event, the smaller the sample size, and the lower the 
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confidence in the associated CSO-triggering precipitation threshold.  Therefore, the duration of 
the CSO triggering rain cluster in the CSO risk analysis of this study is limited to 10 hours.  
To compute the CSO risk under GI, the runoff volume generated through LIDRA for each event 
is converted into a corresponding runoff depth by dividing the total catchment area in the model. 
This depth is then compared to the threshold depth for that particular rainfall duration.  
In this study, 1500 years of synthetic precipitation data are used to generate 50 runoff sequences 
associated for 30 year planning periods The CSO risk for each year can then be calculated and 
plotted.  
7.3 Results 
7.3.1 Cost-effectiveness results 
The cost and reduced runoff results of 5% implementation rate are shown in Figures 7-6 and 7-7 
respectively. In Figure 7-6, the columns and boxes on the top left axis represent the annual cost 
for each year during the planning period. The curve and boxes around it represent the 
cumulative cost over time (axis in the middle). In the right section of the plot, the column and box 
depict the RC after the planning period (negative). The curve and top of columns lay on the 
median value of all cost results and the boxplots span over their ranges in each year. The boxes 
and whiskers for all boxplots represent the interquartile and 90% range relative to the median 
respectively.  In this scenario, the construction takes 20 years to fully implement GI strategies. 
During this construction period, the median money flow starts initially around $7,500,000 and is 
discounted to about $5,300,000 in the 20th year. The annual flows after 20th year are all 
contributed by the O&M costs. Its cumulative value grows to $140,000,000 in the 30th year, while 
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its residual investment (grey column) brings a $30,000,000 drop and ends at a NPV of about 
$110,000,000 (downside of the grey column).  
 
Figure 7-6 Cost results for scenario 1 with 5% implementation rate 
Figure 7-7 displays the runoff results of runoff reduction under a 5% implementation rate for 
HP009. The tan columns are the median annual runoff reduction volume in cubic meter to the left 
axis; the curve is the median annual runoff reduction ratio on the right axis. Variations from 
physical, climatic, and socioeconomic uncertainties are visualized in boxplots. The blue boxplots 
on the top of each column represent the fluctuation of runoff reduction during each year. The red 
boxplots centered by the curve represent the variation in the runoff reduction ratio. The boxes 
indicate the interquartile range of the variation while the whiskers range from 5% to 95%. The 
development period lasts 20 years during which the volume of runoff reduction and its ratio 
grows to 370,000 m3/yr and 0.28 respectively. The ratio of runoff reduction is account for the 
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portion of annual reduced runoff volume in the total rainfall storm water. It represents the 
overall efficiency of GI in reducing runoff. The variation of reduced runoff volume ranges from 
330,000 m3/yr to 400,000 m3/yr after fully implemented. In the same period, its reduction ratio 
changes from 0.26 to 0.31.  
 
Figure 7-7  Reduced runoff results for scenario 1 with 5% implementation rate 
Figures 7-8 and 7-9 illustrate the cost and runoff results of scenario 2 (with a 10% implementation 
rate). In Figure 7-8, the GI takes approximately 10 years to be fully implemented. In the first 10 
years the median money flow drops from $15,000,000 to about $12,500,000. The variation during 
this period is about the range of ±$2,000,000. The rest of the annual costs are almost all O&M cost 
except between 26th year ~30th year, during which time GI replacements occur. This GI 
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replacements could be indicated by the raised cost medians and increased cost variations. The 
cumulative cost ends up at about $165,000,000 at the end of planning period and has a NPV of 
about $149,000,000. The increased implementation rate raises the cost of GI, since fewer costs are 
discounted further into the future. 
 
Figure 7-8 Cost results for scenario 2 with 10% implementation rate 
Figure 7-9 shows the reduced runoff results of scenario 2. Development is completed in the first 
10 years after which median runoff reduction volume increases to 370,000 m3/yr alongside its 
median reduction ratio maximizing at 0.27 (the same as in scenario 1).  
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Figure 7-9 Reduced runoff results for scenario 2 with 10% implementation rate 
Figures 7-6 and 7-8 indicate that the cost of GI programs varies drastically with implementation 
rate. A higher implementation rate usually requires higher investment from a long term planning 
perspective. This is because of the combined effect of the interest and inflation rate. In this case, 
the difference is $170,000 ~ $140,000 for a 5% implementation rate increase. On the other hand, 
this increment in cost brings more runoff reduction within the planning period. Because the GI 
coverage is maximized sooner under the 10% implementation rate (Figure 7-9), 3,500,000 m3 more 
runoff reduced in scenario 2 than scenario 1 over the first 20 years.  
An appropriate target implementation rate would balance benefits with costs and take a life cycle 
perspective. To achieve an optimal solution, planners should not only choose an effective GI 
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strategy, but also determine a reasonable implementation rate to maximize overall performance, 
while minimizing costs. For example, a high capacity GI strategy will not generate meaningful 
benefits at the watershed scale if it can only be implemented at a low implementation rate. 
Similarly, a low capacity GI strategy that can be implemented rapidly may still not reduce 
watershed runoff meaningfully.  
7.3.2 CSO Results and Analysis 
LIDRA’s results reflect the impact from various uncertainties such as physical, climate and 
socioeconomic, on GI’s cost-effectiveness in stormwater runoff reduction. The runoff results are 
also extendable to assess the CSO risk reduction brought by GI. By applying different 
implementation scenarios, decision makers can judge the feasibility of using GI to not only 
reduce runoff but also mitigate its corresponding CSO risk. The results of this analysis are plotted 
in Figures 7-10 and 7-11 for scenario 1 and 2 respectively. The predicted runoff volumes from 50 
LIDRA simulations (each of 30 year duration) are first converted into precipitation depths. Then 
the CSO risk for each year is calculated based on the CSO conservative depth equation 
determined in section 7.2.3. Each boxplot is generated using 50 results for each year in the 30 year 
simulations. Boxplots are the inter quartile range of the data, whiskers indicates an extension of 
1.5 inter quartile range of both lower and upper quartile (Chambers et al.  1983). A blue smooth 
curve using loess method (Cleveland et al.  1992) is applied to all points with 95% confidence 
interval represented in shadow area.  
In Figure 7-10, the overall CSO risk of the planning period decreases from 12% at the beginning 
to around 7% after year 20 when GI is fully implemented under the 5% implementation rate. This 
171 
 
 
same reduction is sped up in scenario 2 as shown in Figure 7-11. Under a 10% implementation 
rate, the CSO risk drops from 13% in year 1 to 8% in year 11, leveling out after that.  
 
Figure 7-10 CSO risk in the planning period of scenario 1 with 5% implementation rate 
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Figure 7-11 CSO risk in the planning period of scenario 2 with 10% implementation rate 
7.4 Discussion 
The analysis performed in this chapter suggests that reduced runoff could potentially reduce 
CSOs. The CSO risk for a certain event duration can be calculated by comparing the runoff 
output series to the CSO threshold depth function, derived from hydrologic and hydraulic 
modeling. By assuming in a stationary climate, the event portion of certain duration in historical 
observation series can be used to weight the CSO risk of the events with same duration in runoff 
series calculated from synthetic precipitation. An overall yearly CSO risk sums the weighted risks 
for different event durations.  
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In the present case study, the CSO risk for HP009 could be reduced from 12.5% to 8% after 
complete implementation (Figures 7-10 and 7-11). The implementation rate is, however, an 
important determinant of the level of risk reduction that is achievable. The risk of a CSO drops 
sooner at a higher implementation rate. From a life cycle perspective, the cumulative CSO risk 
reduction during the planning period is higher in the 10% scenario than in the 5% scenario. 
It should be noted that GI’s ability to reduce runoff is not identical to its ability in mitigating the 
risk of CSOs. An incremental quantity of runoff reduction may or may not reduce CSOs given the 
configuration of the local collection system. The runoff reduction is merely the total volume of 
stormwater kept out of the collection system by the GI, and typically corresponds to the runoff 
generated during the beginning of each rain event (when the GI systems are still unsaturated). 
CSO risk, on the other hand, is more sensitive to the instantaneous conveyance capacity of the 
sewer system. In another word, GI reduces runoff through managing the initial precipitation 
amount, while the peak runoff flow reduction is the key point for CSO risk mitigation. 
Depending on local conditions and precipitation patterns, a large runoff reduction may not result 
in significant CSO reductions, especially if the CSO triggering precipitation depths occur towards 
the end of a precipitation event. 
7.5 Conclusion 
Uncertainties include physical, climate and socioeconomic factors are highly related to the cost-
effectiveness of a GI project. Relatively, these variations are mainly determined by the properties 
of a watershed. It is not easy to change these factors once the GI strategy on a watershed has been 
designed. However, user specified factors such as macro-economic parameters and 
implementation rate can be more important on the planning level. By changing the speed of GI 
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implementation, cost, runoff reduction and CSO mitigation in a GI project may be significantly 
affected.  
The hydrological model in LIDRA was presented and tested in case studies with different 
uncertainties. The results of a watershed case study explored the possibility of reducing CSOs 
according to the benchmark from a control set of data. It could conclude that GI can effectively 
reduce runoff on an urban watershed and in turn be a solution for runoff related issues, such as 
CSOs. Uncertainties, such as implementation rate, may also have a significant impact on the CSO 
mitigation, especially from a long term perspective. 
CSO mitigation from a GI project could be estimated by introducing this CSO risk calculation. 
Researchers may use the runoff result series from any hydrology and hydraulic model to 
calculation the potential CSO risk under GI application, which could be potentially a feasible 
solution.  
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CHAPTER 8: MODELING FUTURE NON-STATIONARY PRECIPITATION I: 
THE RELATIONSHIP BETWEEN HOURLY PRECIPITATION AND 
MONTHLY TEMPERATURE 
Abstract 
Global climate change is causing a change in precipitation patterns, with associated decreases in 
infrastructure performance and reliability. Future precipitation forecasts generated using Global 
Climate Models (GCM) are, however, not reliable at fine temporal scales, and are thus not easily 
applied to researches such as runoff estimation. This paper explores the relationship between 
historical precipitation, air pressure, and temperature, all measured at sea level. The goal of the 
analysis is to develop the climatological basis for a new stochastic rainfall generator. Special 
attention is directed to key physical causes of precipitation. The analysis focuses on precipitation 
in the urban northeast United States, and is based on pooled observations from meteorological 
stations in New York City, Philadelphia, and Boston over 60 years.  The analysis reveals a 
negative correlation between hourly rain probability and air pressure for all months. When the 
continuous climate records are discretized using air pressure change events (PCE), a higher 
probability of rain was found for decreasing pressure change events (DePCE) than for increasing 
pressure change events (InPCE). A relationship between hourly precipitation and Average 
Monthly Temperature (AMT) can be established by associating both PCE frequency and rain 
probability with AMT. 
Key words: precipitation analysis, weather type categorization, GCM temperature, hourly 
precipitation, average monthly temperature 
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8.1 Introduction 
Global climate variability and potential change is mainly caused by the modifications to the 
global energy and water cycle. To improve our ability to plan for climate change, more research is 
necessary specifically to characterize the relationship between precipitation and temperature 
(Allan and Soden  2007; Trenberth  1998).  This relationship is complex as it varies over space and 
time. In general, the relationship between precipitation and temperature is more reliable at 
coarser temporal scales (e.g. annual or decadal) and when considering larger geographic areas 
(e.g. northeast US, global). More uncertainty is inherent in this relationship at smaller temporal 
and spatial scales, since local climate is likely influenced by local geographic conditions and land 
cover (Zveryaev and Allan  2005). 
Researchers have tried to link these two factors using physical and atmospheric explanations, for 
example as associated with physical convection of air masses and phase changes. For example, 
Trenberth et al. (2003) suggests that through convection, the moisture required for precipitation is 
drawn from an area of atmosphere that is about 4 times the rainy area. Coupled with the 
relationship between precipitable water content and temperature, Trenberth and Shea (2005) 
suggest an increase rate of 7% in precipitation rate per degree increase in temperature since warm 
air can hold more moisture. After a review of existing research, Allan and Soden (2007) conclude 
that the precipitation trends observable over a period of 30 years may not be reliable due to poor 
data quality and climate model parameterization issues. Instead their research found stronger 
correlations of rainfall with the vertical motion of air. Specifically, they found positive (negative) 
trends in observed tropical precipitation in areas of ascending (descending) vertical motion. 
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 (Madden and Williams (1978)) found a frequent negative correlation between precipitation and 
air temperature in summer at time scales ranging from inter-annual to multi-decadal in the 
contiguous United States and Europe. Zhao and Khalil (1993) confirmed a similar negative 
correlation in summer, after exploring monthly data of contiguous United States from 1905 to 
1984. On days with mean daily temperatures in excess of 12 °C, Lenderink and van Meijgaard 
(2008) found that one-hour precipitation extremes in De Bilt, Netherlands increased twice as fast 
as expected given global increases in temperature and associated vapor pressure predictions 
generated through the Clausius-Clapeyron relationship.  At sub-daily time scales (e.g. hourly), 
regional factors are likely to play a more important role in tempering the relationship of 
precipitation to temperature, and very little precipitation/temperature research has been 
conducted.  
Despite these knowledge gaps, precipitation datasets at fine time scales are required to study the 
potential climate change impacts on water resource management, urban hydrology, and 
agriculture. For example, one of the two prime causes of runoff is Hortonian excess precipitation, 
whereby runoff is generated instantaneously whenever the intensity of precipitation exceeds the 
infiltration capacity of the land surface. To assess whether more intense precipitation brought 
about by climate change might increase watershed runoff, a better understanding of the 
relationship between fine temporal resolution precipitation intensity and longer term increases in 
temperature is required.   
This paper is offered as an initial step in the development of a new, stochastic generator of 
synthetic hourly rainfall that responds to projected non-stationary changes in Average Monthly 
Temperature (AMT). Most rainfall generation algorithms consider only the statistical 
characteristics of historical precipitation (Hay et al.  1991) and do not consider the physical causes 
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of rainfall. Most also synthetically generate precipitation at relatively course (e.g. daily or greater) 
temporal scales. Some do specify different classes of precipitation. Hay et al. (1991), for example, 
developed a precipitation generator based on a conceptual classification of weather types 
observed in the Delaware River basin. Wilby (1995) generated daily precipitation in a semi-
Markov model by analyzing air front types. These studies do not, however, describe the 
fundamental physical basis of precipitation in a quantitatively robust way.  
In this paper, the physical causes of precipitation in a free atmosphere system are discussed first. 
Next, an investigation into the relationship of air pressure and precipitation is performed, during 
different times of the year. This analysis is used to discuss the potential development of a new 
stochastic rainfall generator that generates synthetic hourly precipitation time series by non-
parametrically resampling historical observations, informed by GCM predictions of changed 
monthly mean air temperature, among other variables.  
8.2 Background 
Precipitation is caused when atmospheric moisture condenses after it ascends, for example, when 
pushed horizontally across irregular terrain, or physically displaced due to atmospheric 
phenomena (Bjerknes and Solberg  1921). Moisture condenses into drops that coalesce until they 
are big enough to fall to the ground (Ahrens  2012).  
In a free atmosphere, the main cause of precipitation is displacement of air masses (Bjerknes and 
Solberg  1921). The earliest researchers to describe precipitation generated from frontal 
movement of air masses were Bjerknes and Solberg (1922), who studied atmospheric circulation 
patterns. In 1921, they reported that the average lifetime of a cyclone was 5.5 days, a period that 
was similar in duration to the average 5.7 days of  precipitation events reported in 1909 by Defant 
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(1912). There are three main categories of frontal precipitation (Bjerknes and Solberg  1922; 
Bjerknes and Solberg  1921). (1) A cold front forms when cold, dry stable air masses lift and 
replace relatively unstable warm moist air masses previously found near the land surface. 
Typically, the cold air moves from the northwest to southeast direction in the north hemisphere. 
The cold air forces its way under the warm air, which is in this way convected upward rapidly. It 
cools, condenses, coalesces, and causes precipitation (2) By contrast, a warm front is formed by 
the advance of warm moist air mass and/or the simultaneous retreat of cold dry air. The warm air 
most commonly moves from the southeast to the northwest in the north hemisphere. Since warm 
air has a lower density, it pushes over the cold air and can cause light to moderate rain over a 
large geographic area. (3) Occludal fronts occur when cold and warm fronts collide, causing a 
cyclone with low pressure in the joint area. Occludal fronts typically move to the northeast, and 
cause synoptic (e.g. because both warm and cold fronts are present) precipitation over large land 
areas. Figure 8-1 illustrates graphically each of these three types of fronts.  
 
(a) 
(b) 
(c) 
Figure 8-1 Air mass front types (a) Cold front, blue arrows indicate the direction of movement, 
(b) Warm front, red semi-cycles indicate the direction of movement, (c) Occludal front, purple 
arrows and semi-cycles show the direction of move, both cold front and warm front move 
counter clockwise and produce low pressure region in the joint area. From: 
http://ww2010.atmos.uiuc.edu/%28Gh%29/guides/mtr/af/frnts/ofdef.rxml 
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Ahrens (2012) summarized general relationships between precipitation, temperature and 
pressure for each of the three types of fronts (Table 8-1). Note that the trend in temperature 
changes is not consistent across the front types, especially for the occludal front, making it 
difficult to develop a direct relationship between temperature and precipitation.  
However, when air is lifted by any of the three different frontal mechanisms there is always a 
reduction in air pressure at the land surface (Hughes and Mayes  2014). The magnitude of the 
pressure drop is determined by the type of air mass movement, suggesting that pressure changes 
may provide a potential physical link between precipitation, and seasonal variable frontal 
movements.  
 
Before Passing While Passing After Passing 
Temperature warm sudden drop steadily dropping 
Pressure falling steadily minimum, then sharp rise rising steadily 
Precipitation 
short period of 
showers 
heavy rains, sometimes with 
hail, thunder and lightning 
showers then clearing 
(a) 
 
Before Passing While Passing After Passing 
Temperature 
cool-cold, slow 
warming 
steady rise warmer, then steady 
Pressure usually falling leveling off slight rise, followed by fall 
Precipitation 
light-to-moderate rain, 
snow, sleet, or drizzle 
drizzle or none 
usually none, sometimes 
light rain or showers 
(b) 
 
Before Passing While Passing After Passing 
Temperature 
 Cold occluded 
 Warm occluded 
Cold or cool  
Cold 
Dropping 
Rising  
Colder 
Milder  
Pressure Usually falling Low point Usually rising 
Precipitation 
Light, moderate, or 
heavy precipitation 
Light, moderate, or 
heavy continuous 
precipitation or showers 
Light-to-moderate 
precipitation followed by 
general clearing 
(c) 
Table 8-1 Climate characteristic effect of three front types  a) Cold front, b) Warm front, c) 
Occludal front 
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8.3 Methods 
The analysis focuses on the northeastern coastal United States, a region extending from 
Philadelphia to Boston, and characterized by plains with no high mountains. In this region, the 
vertical movement of air masses is typically associated with frontal precipitation. The data used 
in this study includes hourly observations of temperature, sea level air pressure and precipitation 
from the international airports in New York City, Philadelphia, and Boston from 1948 to 2011. 
Figure 8-2 shows the locations of climate observation stations in NE US from National Climate 
Data Center (NCDC) where the size indicates the length of data observations. The white circles 
represent the stations selected for the study. Dark and light grey circles symbolize the out-of-date 
stations and up-to-date stations, respectively.  
The three stations used in the analysis were chosen because the use of more gaging stations 
would have presented an insurmountable data management problem. Philadelphia International 
Airport, LaGuardia Airport in NYC and Boston Logan International Airport were selected 
because their observations span over 60 years with better data quality.  
182 
 
 
 
Figure 8-2 Climate stations location (Size implies the observation history. Grey indicates the 
data is recently updated. Dark means the data is not close to the present. White circles 
represent the stations we picked). 
In this region, the Global Climate Model (GCM) models generally predict more frequent 
occurrence of extreme temperature. Both because the geographic area over which the GCMs 
make predictions includes all three cities, and because the topography and climate across the 
region are known to be similar, gage data from the three cities is pooled for this analysis. The 
pooling increases the number of data points, especially at the extremes, reducing bias in the 
analysis.  
Relationships between hourly precipitation, temperature, and air pressure are explored 
graphically, and statistically. The graphical analysis includes the generation of charts plotting 
hourly air pressure against rain probability. To generate the precipitation probabilities, the full 
range of air pressures demonstrated in the observational data was used to generate ten bins, each 
9 hPa in width. The rain probability for each bin was computed by counting how many 
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precipitation hours occurred in each bin relative to the total number of hours in each air pressure 
range. These results are provided for the pooled dataset and broken down by city, and also by 
month.  
Next, since the movement of air masses is typically associated with pressure changes, the 
remainder of the analysis focuses on the relationship of precipitation to pressure change events 
(PCEs). For the purposes of this analysis, a PCE is defined as the change in de-seasonalized air 
pressure. The de-seasonalization of air pressure is accomplished by applying a 24-hour-lag 
period to the hourly time series to remove sub-daily fluctuations from the analysis. Some stations 
reported only one measurement only three hours for several decades, generating some gaps in 
the observational data. For short (<24 hour) gaps, a smoothing technique was used to interpolate 
the missing data points. Where longer gaps (>24 hours) were evident, the associated precipitation 
and pressure events were eliminated from the analysis.   
Two different types of PCEs can be identified, as shown hypothetically in Figure 8-3. The 
horizontal axis represents time while vertical axis stands for the change in air pressure over 24 
hours, the de-seasonalized air pressure series. The shaded areas above the horizontal axis are 
defined as an Increasing Pressure Change Events (InPCEs) because the air pressure increases 
with time. The shaded areas below the horizontal axis are defined as Decreasing Pressure Change 
Events (DePCEs), because air pressure decreases with time. The local maxima and minima in the 
figure correspond to the greatest positive and negative 24-hour changes in pressure, respectively. 
As shown in figure, each PCE, increasing or decreasing, is bracketed by time points of stable 
pressure (e.g. no change over 24 hours). 
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Figure 8-3 PCE definition 
The statistical analysis of PCEs is performed by plotting the rain probability versus the associated 
total magnitude of air pressure change in each PCE. The precipitation probabilities are computed 
as the percentage of rainy PCEs relative to the total number of PCEs. A density comparison of all 
PCEs and rainy PCEs are given. Charts are also plotting the rain probability of both types of 
PCEs versus AMTs differentiated by season, to create a potential link to the GCM temperature 
products output. The distribution of PCEs over a range of AMT is also presented graphically. 
Heat maps of PCE rain probability and frequency over AMT are provided as a link between 
precipitation and AMT. 
8.4 Results 
Figure 8-4 displays the rain probability 2  associated with different air pressure ranges for 
LaGuardia International Airport (NYC) at an hourly time scale. At the top of the chart is the rain 
probability versus hourly air pressure for the full data set. Below, the precipitation probabilities 
                                                        
2  The rain probability in the dissertation refers to the probability of all forms of precipitation. 
185 
 
 
are broken down by month. The figure indicates that the rain probability is negatively related to 
the hourly air pressure, irrespective of month. However, during July, August, and September, 
this trend is less pronounced than for the other months, likely because of less variability in air 
pressure during the summer months (see below). The same phenomena are also found in both 
Boston (Figure 8-5) and Philadelphia (Figure 8-6).  
Figure 8-7 is a histogram showing the distribution of air pressure for each month using the 
pooled data from all three cities. The figure shows that the regional air pressure distribution is 
narrower (e.g. more stable) in summer than in winter. Considering the meteorological context for 
this study, the data suggests that the jet stream (an indication of the regional displacement of air 
masses) moves across the NE area more frequently in the non-summer months. If true, this 
observation might provide some context for the hourly precipitation observations, but is still not 
easily associated with temperature. 
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Figure 8-4 Rain probability on hourly air pressure in NYC LaGuardia International Airport 
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Figure 8-5 Rain probability on hourly air pressure in Boston Logan International Airport 
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Figure 8-6 Rain probability on hourly air pressure in Philadelphia International Airport 
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Figure 8-7 Histogram of daily average air pressure (lumped three cities) 
Figure 8-8 is a histogram of the pressure change over all precipitation hours for all three cities. As 
shown graphically in the figure, the mode of the distribution is below zero, and a negative 
change in pressure was observed during significantly more than half of the rainfall hours, further 
evidence that precipitation is correlated with dropping pressure. 
In Figure 8-9, the pressure changes (shaded area) associated with a sample sequence of 
alternating PCEs is shown. The hyetographs (bars) are temporally associated with the DePCEs, as 
expected given the climatological context of the frontal precipitation.  
 Histograms depicting all pooled PCEs (red) and all rain-triggering PCEs (blue) are shown in 
Figure 8-10. The rain-triggering PCEs are defined as those PCEs whose durations overlap with 
the beginning of a rain event. The histogram of the full sample of all PCEs is similar to a normal 
distribution with its mean around zero. The distribution of rain triggering PCEs, however, is 
asymmetrical, and skewed to the left of the vertical axis (in the negative range). This observation 
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is consistent with the meteorological interpretation that as air masses are vertically lifted, 
negative changes in pressure are associated with precipitation events.  
 
Figure 8-8 Histogram of pressure change of all precipitation hours (Lumped three cities) 
 
Figure 8-9 PCEs and precipitation from 1965-11-19 to 1965-12-31 in NYC (Bars: precipitation 
records, Area: air pressure change) 
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Figure 8-10 Histogram of cumulative PCE pressure change for all PCEs (red) and rain triggered 
PCEs (blue) 
The rain probability associated with cumulative event pressure change (CEPC) is depicted 
graphically in Figure 8-11. CEPC is defined as the summation of air pressure change within a 
PCE. The black line is the rain probability results. These results are locally smoothed using loess 
method (Cleveland et al.  1992) and plotted by the thin blue curve.  The shaded area around this 
curve is its 95% confidence interval. Two distinct probability regions are evident from the curve. 
For DePCEs, the rain probability increases from 15% to 80% as the absolute value of the DePCE 
increases. For the InPCEs, the probability precipitation also increases with the growth of absolute 
value of the InPCE, but only from 15% to about 25%. The figure suggests that pressure decrease is 
a greater indicator of the likelihood of precipitation, than an increasing pressure. 
Box plots depicting monthly air temperature for the pooled data are presented in Figure 8-12. The 
AMT of the NE US ranges from -8°C in winter to 28°C in summer. The fall and spring 
temperatures are in the same general range.  
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Figure 8-11 PCE rain probability on CEPC 
 
Figure 8-12 AMT in historical observation 
In Figure 8-13, histograms of all PCEs and rain-triggering PCEs are indexed to their associated 
AMTs. More PCEs occur in the summer season with temperatures higher than 22 °C, and during 
the winter season when the temperature is between 0°C and 8°C, than in the intermediate fall and 
spring seasons. Because, as shown in Figure 8-13, the AMT for spring (Mar ~ Jun) and fall (Sep ~ 
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Nov) are similar, it is impossible to differentiate which of the intermediate PCEs are associated 
with each of these seasons.  
 
Figure 8-13 Histograms of all PCEs (red) and rainy PCEs (blue) by AMT   
To further distinguish seasonal differences, Figure 8-14 and 8-15 present the precipitation 
probabilities for two different halves of the year, indexed by AMT. Figure 8-14 depicts the rain 
probability of DePCEs, while Figure 8-15 depicts the rain probability of InPCEs. For DePCEs, and 
during both halves of the year, the rain probability is 50% with some small differences in the tail 
regions (e.g. high and low end of AMT range). For InPCEs, and for both halves of the year, the 
rain probability is approximately 12.5% at the lowest temperature and doubles that at the highest 
temperature. Between Jan and Jun, this probability gradually rose to 25 % between 4°C and 10°C, 
while during Jul and Dec, the increase in rain probability is delayed to when the temperature 
increases from 18°C to 24°C. This observation suggests that the rainfall/pressure dynamics in the 
fall and spring differ somewhat from one another. 
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Figure 8-14 Rain probability of DePCEs by AMT 
 
Figure 8-15 Rain probability of InPCEs by AMT 
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8.5 Discussion 
The analysis suggests that the rain probability in this region is associated both with low absolute 
pressure and with DePCEs. However, the probability of rain cannot be easily associated with 
AMT, due to the difficulty of distinguishing between frontal activities at different times of the 
year. The analysis indirectly suggests a slight difference in the rain probability during the spring 
and fall, though this observation is based on fall- and spring-like temperatures over half year 
periods, and is not directly associated with the seasons of interest.  
The results presented in Figure 8-9 and 8-10 support the conclusion that DePCEs can be 
correlated with precipitation. However, the distribution of rain-triggered PCEs in Figure 8-10 is 
skewed and discontinuous at 0 hPa·hr. This observation could be indicative of the presence of 
two different types of fronts. Cold fronts lift warm air rapidly, generating precipitation over 
relatively small geographic areas, very soon after the pressure drop. Because the probability of 
rain in the negative region of Figure 8-10 is higher, it may be that these events correspond to the 
cold front rainfall. Alternatively, the lower rain probability of the positive pressure area may 
correspond to warm front precipitation since warm front storms usually have a wide-spread 
effective region even ahead of the front. For this reason, the precipitation correlated with InPCE 
has a lower rain probability. This is shown in Figure 8-11.  
The seasonality of PCE occurrence is shown in Figures 8-12 ~ 8-15. Winter and summer have 
distinguishing pressure changes and can be identified by the AMTs (either very high or very low). 
However, spring and fall are difficult to differentiate since their AMTs overlap and their rain 
probability under DePCEs is also very similar. The only slight difference is the temperature at 
which the rain probability grows under InPCEs in Figure 8-15. The increase in rain probability is 
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caused by warm front frequency under different AMTs. Since warm air masses move to the north 
in spring, it is reasonable to have more warm front storms in the spring than in the fall. 
Furthermore, this change in InPCE rain probability happened within 6°C for both year halves, 
which indicates that AMTs of more than 6°C difference are assumed to belong to different 
seasons so is their associated PCEs rain probability. 
Given the seasonality of rain probability distribution on PCEs (Figure 8-11), the histogram of 
PCEs on AMT (Figure 8-13), and the PCE rain probability on AMT (Figure 8-14 and 8-15), it is 
clear that there is a relationship between AMT and hourly rain probability.  PCE potentially 
represent the link between the two. This relationship is plotted in Figure 8-16 and 8-17. In Figure 
8-16, the rain probability of PCE has been plotted along AMT with break point in the middle of a 
year. AMT is split into bins of 1 °C; PCE pressure change is grouped in 100 hPa*hr intervals; 
precipitation probabilities range from 0% to 100% change in gradient from tan to dark blue.  
Generally, the rain probability is higher in DePCEs for the entire year.  
In Figure 8-17, the frequencies of PCEs are represented by the colored rectangles in the chart. 
High frequency is red; low frequency is green. This creates a strong link between hourly 
precipitation and AMT that can potentially be used in the development of a stochastic rainfall 
generation algorithm informed by GCM projections of future changes in AMT. 
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Figure 8-16 Heat map of PCE rain probability over AMT with seasonality 
 
Figure 8-17 Heat map of PCE frequency over AMT with seasonality 
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8.6 Conclusion 
Precipitation is formed by the cooling of moist air, typically due to vertical lifting. Physically, it 
generates a reduction in sea level air pressure. A statistical comparison of hourly precipitation 
and PCE demonstrates this phenomenon. PCE occurrence can be used to characterize the overall 
air mass flow frequency, which is directly associated with temperature over coarser time scales 
(e.g. month). Hourly precipitation series, once associated with PCEs, can be connected with AMT 
by plotting heat maps of PCEs rain probability and frequency on AMT. This relationship could be 
valuable for generating non-stationary synthetic hourly precipitation time series for use in 
studies of the impact of climate change on urban runoff generation. 
  
199 
 
 
CHAPTER 9: MODELING FUTURE NON-STATIONARY PRECIPITATION 
II: STOCHASTIC SIMULATION OF NON-STATIONARY HOURLY 
PRECIPITATION SERIES USING MONTHLY GCM TEMPERATURE 
PROJECTIONS  
Ziwen Yu, Franco Montalto, Upmanu Lall, Daniel Bader, Radley Horton 
Abstract 
Stochastic rainfall generators are used to produce synthetic precipitation series for agricultural 
research, water resource management, and infrastructure planning and design, among many 
other applications. Typically, the stochastic process assumes a stationary climate. To consider 
non-stationarity in stochastic precipitation forecasting, this paper presents an hourly 
precipitation generation algorithm conditioned on AMT forecasts generated by Global Climate 
Models (GCMs). The physical basis for precipitation formation is considered explicitly in the 
algorithm design, which utilizes a multi-variable Markov Chain and moving window. Pressure 
Change Events (PCE) are used as the link between hourly climate characteristics and average 
monthly temperature. The synthetic results suggest that the probability of winter precipitation 
will increase, while the probability of summer precipitation will decrease, as temperature 
increases with global warming. 
Key words: Stochastic process, rainfall generator, GCM temperature, hourly precipitation, non-
stationary climate 
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9.1 Introduction 
Anthropogenic use of fossil fuels releases Green House Gasses (GHGs), warming the global 
climate (Solomon et al.  2007; US EPA (Environmental Protection Agency)  2010; 
VijayaVenkataRaman et al.  2012). Predictions made with Global Climate Models (GCMs) suggest 
that this continued warming may alter precipitation patterns, impacting the reliability, 
performance, and approach taken to the design of water resource infrastructure. Altered 
precipitation patterns can be expected to have an acute impact in urban settings, since 
impervious surfaces convolve rainfall into runoff faster than do undeveloped vegetated surfaces. 
Urban runoff, and the environmental problems associated with it, are thus sensitive to changes in 
the structure, duration, intensity, and extremes of precipitation (Betts et al.  2007; Hamlet and 
Lettenmaier  1999; Huntington  2003; Labat et al.  2004). Precipitation changes can also alter the 
risk of flooding ((Pfister et al.  2004; Schreider et al.  2000)), combined sewer overflow (CSO) 
occurrence (Nie et al.  2009; Semadeni-Davies et al.  2008), and green infrastructure (GI) 
performance (Gill et al.  2007).  
Warming accelerates the hydrologic cycle by increasing the rates of evaporation and precipitation 
(Solomon et al.  2007; Trenberth  2011). For every one degree Kelvin increase in temperature, 
there is a ~7% increase in the water-holding capacity of the atmosphere, with a similar increase in 
the intensity of heavy precipitation (Allen and Ingram  2002; Berg et al.  2009; Lenderink and van 
Meijgaard  2010; Semenov and Bengtsson  2002; Shaw et al.  2011; Trenberth  1998; Trenberth et al.  
2003; Trenberth and Shea  2005). The duration and frequency of wet events can also be expected 
to change since while higher evaporation increases the period of atmospheric water vapor 
recharge, higher intensity precipitation causes more water to fall to the earth during each wet 
event (Trenberth  2011).    
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Stochastic generation of synthetic precipitation series can be used to assess the full range of 
potential impacts of climate change on runoff-related problems. Stochastic precipitation 
modeling generates synthetic realizations of precipitation time series that are derived, in various 
ways, from historical observations (Fealy et al.  2010). Stochastic weather models have been used 
extensively in downscaling precipitation (Wilks  2010), flood risk management (Haberlandt et al.  
2008), and for sizing reliable rainwater harvesting systems (Basinger et al.  2010).  
Precipitation occurrence can be simulated through both parametric, and non-parametric 
approaches. Parametric models use statistical distributions to generate the precipitation state (e.g. 
wet or dry), wet event length, and precipitation amount. The statistical distributions are 
generated from observational data. Because observations vary from station to station, parametric 
approaches are not portable without recalibration (Basinger et al.  2010; Lall et al.  1996). By 
contrast, nonparametric models construct synthetic precipitation sequences by resampling, in a 
variety of ways, historical precipitation observations  (Lall et al.  1996; Rajagopalan and Lall  1999; 
Sharif and Burn  2007; Sharif et al.  2007). By restricting the resampling to a moving window 
(Rajagopalan et al.  1996), nonparametric models can also fairly easily represent seasonal 
variations, not easily accomplished using parametric approaches. In addition, the resampling 
procedure used to generate the synthetic sequences is identical in all settings, making 
nonparametric models portable (Basinger et al.  2010). 
Whether they are parametric or nonparametric, stochastic precipitation generators often utilize 
Markov Chains and Alternating Renewal Processes (ARP) to simulate rainfall occurrence (Ng 
and Panu  2010; Srikanthan and McMahon  2001). The models determine the state (e.g. wet or dry) 
of each time step (e.g. each day or hour) or event based on the conditions of one or more 
preceding time steps or events. The most common approach is a first order model (Jimoh and 
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Webster  1999; Ochola and Kerkides  2003), though higher order applications also exists 
(Lennartsson et al.  2008). Typically, these models assume a stationary climate since they do not 
attempt to represent any temporal trends in the historical observations resampled (in 
nonparametric approaches) or statistically analyzed (in the parametric approaches).  
In this paper, a nonparametric generator of non-stationary synthetic precipitation is presented. 
The model generates synthetic, 86 year sequences of hourly precipitation using GCM forecasts of 
future Average Monthly Temperature (AMT) to introduce non-stationarity into the process. The 
new algorithm is based on meteorological relationships derived by (Yu et al.  2015d) . The data 
and relationship between hourly precipitation and AMT are described first. The next section 
introduces the stochastic precipitation generation algorithm. Finally, the model is used to 
generate synthetic precipitation ensembles for New York City, which is compared to other future 
precipitation forecasts that have been made for northeast US.  
9.2 Methodology 
9.2.1 Data source 
The data used in this analysis includes hourly observations of temperature, sea level air pressure 
and precipitation from the international airports of New York City, Philadelphia, and Boston 
over 60 years. Compared to all of the National Climate Data Center (NCDC) stations in the 
northeast United States shown in Figure 9-1, these three stations have a long history of hourly 
observation and better data quality. In the figure, the diameter of each circle represents the length 
of observations. The stations represented by white circles were used for this analysis; the dark 
and grey circles represent out-of-date, and up-to-date stations, respectively. Although there are 
several long-term stations in the New York Metropolitan area, only one (LaGuardia Airport) is 
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used in the analysis since spatial variability in long term data sets in this geographic region is 
minimal. In the Boston Region, both Providence airport and Boston Logan International Airport 
have been recently updated; Boston Logan International Airport has, however, better data quality 
and is thus selected over Providence.  
 
Figure 9-1 Location of climate stations (size: observation history; grey: up-to-date data; dark: 
out-of-date data; white: selected stations.) 
The GCMs predict more frequent high temperature throughout the Northeast. Because it is 
difficult to detect trends in extreme values from only one set of observations, the observations 
from the three stations described above were pooled together. This pooling is also justified since 
all three cities are located along the Northeast coast of the US, with similar climatic conditions.  
Projections of future changes in AMT were obtained from the NASA Goddard Institute for Space 
Studies and Center for Climate Systems Research, at Columbia University, New York. A total of 
16 GCMs were used to make temperature projections for the period from 2013 to 2099. Of these 
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16 models, the outputs from three specific models were used in this study. All three models, the 
Bjerknes Centre for Climate Research (BCCR) model, the Geophysical Fluid Dynamics 
Laboratory (GFDL) model, and the Goddard Institute for Space Studies (GISS) model project 
relatively large increases in temperature compared to the other models. In addition, all three 
models were run with the A2 emission scenario. This scenario assumes a world with independent 
emissions operation, and is also relatively high compared to the B1 and B2 scenarios. The 
selection of these particular three models and the use of the A2 emissions scenario will together 
generate AMT forecasts that are high, compared to the full range of model predictions. These 
values are thus expected to generate a larger potential impact on future precipitation than might 
have been obtained with more conservative assumptions. Use of these scenarios will also 
demonstrate a more pronounced effect, demonstrating the algorithm performance (Arnell  2004).  
9.2.2 Data manipulation 
The climatalogical data series are discretized into individual PCEs and their corresponding 
precipitation events. Daily fluctuations in atmospheric pressure are removed by smoothing over 
24 hours (by difference). The smoothing eliminates the variability in observed air pressure so as 
to visualize macro climatic activities impacted by Earth's rotation with respect to the sun, such as 
the movement of air masses and not more localized conditions affected by Earth's rotation. The 
switch times corresponding to the shifts between positive and negative differences (e.g. Increase 
Pressure Change Events (InPCE) and Decrease Pressure Change Events (DePCE)) are identified.  
All of the raw data is saved in Microsoft SQL server 2012u () (Microsoft). The Extract, 
Transformation and Load (ETL) processes are all performed using Transact-SQL query and R 
packages (RODBC and dply). The volume of data employed in this analysis is so large that it 
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cannot be directly read in a text file or imported to a database file from SQL server. Instead, R 
packages ff and ffbase are used to load, and to store the big data. Other R packages used in this 
study are chron, lubridate, ggplot2 and gridextra.  
9.2.3 Algorithm design 
Yu et al. (2015d) presented a relationship between hourly climate characteristics and AMT based 
on pressure changes. Pressure changes, and specifically drops in pressure, are associated with the 
atmospheric conditions that also generate precipitation. Pressure change events, PCEs, can be 
used as proxies for frontal movement of air associated with cooling, condensation, and drop 
formation. The frequency of PCEs is also related to temperature, so that a synthetic series of 
precipitation could be generated according to the temperature projections generated by Global 
Circulation Models (GCMs). In this way, PCEs are used as a link between AMT and hourly 
precipitation. Specifically, historical PCEs occurring within particular temperature ranges at 
specific times of the year are correlated with specific types of precipitation events, and 
concatenated. Their associated precipitation events form a new synthetic series.  
Figure 9-2 demonstrates how temperature and month can be used to sample precipitation events 
from a particular set of observations, using two moving windows. On the left, histograms of 
PCEs are indexed to the month and temperature range in which they occurred, Chart (a). The 
procedure for using time and temperature to identify these events is illustrated with the example 
shown on the right, Chart (b). In this example, the current time of interest is a day in the month of 
March during a year when the AMT for March was 9°C. The vertical shaded area shows all PCE’s 
that are included within a three-month moving window of this date, spanning from Feb to Apr. 
Also shown is a 6°C horizontal moving window on temperature, spanning from 6°C to 12°C.   
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The intersection of the two shaded area can be used to identify all candidate PCEs that, it is 
assumed, could have occurred on this particular day in a month with that particular AMT. The 
corresponding precipitation value is used as stochastic precipitation amount in the synthetic 
series.   
 
(a) 
 
(b) 
Figure 9-2 Sample of moving window (a) seasonal distribution of PCE occurrence (b) sample 
of window zoom, a 9°C March is the month of interest (the horizontal shadow area is the 3-
month moving window, the vertical shadow area is the 6°C temperature window) 
The flow chart represented in Figure 9-3 formalizes a procedure that utilizes this approach to 
construct a synthetic hourly rainfall sequence. The first step is to select a group of candidate PCEs 
for the present time step that occur under a similar climate and season using the “moving 
window” process (Babcock et al.  2002; Rajagopalan and Lall  1998). The temporal width of this 
window is set at 3-months to represent the duration of a season. A temperature window of width 
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of 6°C is utilized to narrow down the potential PCEs based on the changing phase of seasonal 
PCE rain probability. (Differences of more than 6°C are assumed to belong to different seasons, 
and thus to be also associated with different PCE rain probabilities, as described in Yu et al. 
(2015d). The events within the intersection of the two moving windows are the first set of 
candidates (Set #1).  
In step 2, a new set, Set #2, is extracted from Set #1 by considering whether the previous PCE 
added to the synthetic series under construction was positive or negative. In nature, a positive 
change in atmospheric pressure is always followed by a negative one, and vice versa. In Step #2, 
only those PCEs that are of opposite sign to the previous PCE are extracted and added to Set #2. 
In Step #3, a two-variant K Nearest Neighbor (KNN) approach (Lall and Sharma  1996) is 
employed to select one PCE out of Set #2 to be appended to the synthetic series under 
construction. The KNN approach selects the “nearest neighbor” from Set #2. In this case, the 
“nearest neighbors” are selected based on the magnitude and duration of pressure change during 
the last preceding PCE added to the synthetic series. 
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Figure 9-3 Flow chart of rainfall generation algorithm 
The PCE pressure change and duration are used in the KNN analysis because of their 
relationships to the horizontal and vertical stability of the air masses, respectively. Since a 
collision of air masses is usually accompanied by an air pressure change, the duration of a PCE is 
considered a general indicator of the horizontal stability of the air mass over the observational 
station. A long PCE indicates that a stable air system is controlling the observations. A short PCE 
usually occurs on the edge of an unstable air mass, or at the boundary of two adjacent ones. 
Within an air mass, vertical stability is associated with the magnitude of the pressure change. The 
smaller the pressure change, the more vertically stable the air mass, and vice versa. Precipitation 
is more likely to form in vertically unstable air masses (Ackerman and Knox  2007).  
To illustrate these relationships, Figure 9-4 graphically depicts the relationship between the 
duration and pressure change magnitude of all PCEs in the pooled data set. Each dot represents a 
single PCE. Blue dots are PCEs associated with measured precipitation (e.g. wet PCEs), while red 
209 
 
 
dots correspond to PCEs not accompanied by precipitation (e.g. dry PCEs). The distribution of 
colors in Figure 9-4 graphically illustrates that precipitation is more likely to occur during 
pressure decreases, and that large magnitude decreases are almost always associated with 
precipitation. By contrast, PCE duration does not seem to significantly modify the rain 
probability. 
 
Figure 9-4 PCE duration vs. PCE pressure change (Red: all PCE, Blue: wet PCE) 
These two characteristics of the PCEs are used in Step 3’s KNN bootstrapping process to locate 
the PCE whose preceding, opposite-sign PCE was most similar to the last one appended to the 
synthetic series. A two variant KNN approach is taken, whereby the closeness between two, 
discreet PCEs is computed as the Manhattan Distance (MD) (Craw  2010) between the two on a 
two dimensional plane (pressure change vs duration). The value k is depicted in the following 
equation (Lall and Sharma  1996).  
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k = √𝑛 
where, n is of the number of PCEs in Set #2 
9.2.4 Validation of algorithm 
This algorithm is first applied on the historical AMT observations in NYC of 1949~2012. The 
validation of the synthetic results is accomplished by comparing historical and synthetic 
measures of the following parameters: 
 Distribution of PCE types by month 
 Seasonal PCE type rain probability by AMT 
 Seasonal precipitation depth 
In Figure 9-5, PCEs are distributed by month. All PCE aggregations are red colored. Wet ones are 
in blue. Historical values are represented by the dots in the figure. Synthetic results are 
represented as curves.  
The historical occurrence of PCEs (both wet and dry) is higher between Dec and Jan, and lower in 
Sep. These trends are reproduced nicely by the synthetic algorithm.  
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Figure 9-5 PCE density over month (Dots: historical values, Curve: synthetic values, Red: all 
PCEs, blue: wet PCEs) 
Figure 9-6 depicts the PCE type rain probability by AMT for different seasons. The delineation of 
seasons is indicated by the dates in Table 9-1. In Figure 9-6, the historical and synthetic results are 
represented using solid and dashed lines, respectively. InPCEs and DePCEs are differentiated by 
line thickness. Thick lines (solid or dashed) represent DePCEs, while thin lines (solid or dash) 
represent InPCEs.  
In spring, AMT ranges from 0 °C to 26 °C. The historical and synthetic rain probabilities of both 
the InPCEs and the DePCEs are close when AMT varies between 5 °C and 26 °C. Below 5°C, the 
historical InPCE rain probability is lower than that of the synthetic results, a bias of the algorithm 
in this range. This discrepancy may be a relic of the small sample size in the extreme (below 5°C) 
AMT ranges in spring. Similar discrepancies between historical and synthetic rain probabilities 
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are found when the AMT is greater than 27°C in summer, lower than 5°C in the fall, and lower 
than 0°C in winter. Otherwise, the synthetic results embody the PCE type rain probability very 
close to the historical observations.  
Signal of season beginning Date 
Spring equinox Mar 20 
Summer solstice Jun 21 
Fall equinox Sep 22 
Winter solstice Dec 21 
Table 9-1 Season break dates 
The next validation comparison is performed on the seasonal precipitation amount. Figure 9-7 
includes boxplots of historical (red) and synthetic (blue) seasonal precipitation amount 
distributions. Generally, the medians of both sets of boxplots series are very close to one another, 
indicating a successful synthesis process. However, the plot also suggests that the stochastic 
algorithm may smooth out some of the historical fluctuation in precipitation (e.g. the synthetic 
summer precipitation is slightly lower than the historical, while the synthetic winter precipitation 
is slightly higher than the historical).  
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Figure 9-6 Seasonal PCE type rain probability (thick: DePCE, thin: InPCE, solid curve: 
historical observation, dash curve: synthetic results) 
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Figure 9-7 Seasonal rain depth comparison (red: historical observation, blue: synthetic results) 
9.2.5 Using the algorithm to forecast changes in precipitation 
The model is next used to generate 50 simulations of synthetic hourly precipitation for New York 
City, using AMT change projections of 2014~2099 from each of three different GCMs, e.g. BCCR, 
GFDL, GISS. To analyze and validate the algorithm in this forecasting mode, the model results 
are qualitatively compared with literature projections of future precipitation changes across the 
northeast US under different emissions scenarios reported by Hayhoe et al. (2007). In this seminal 
study, future changes in climate indicators in northeast US were estimated based on nine coupled 
atmosphere–ocean general circulation models (AOGCMs) in different emission scenarios. The 
projected indicators show a consistent change under global warming and their magnitudes are 
positively related to the GHG emission. As shown in Figure 9-8, these researchers report that 
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under the A2 emissions scenario, annual precipitation across the northeast US will increase by 
about 6% in 2035~2064 and by about 9% in 2070~2099. Most of the increase is expected to be 
associated with the winter season, and will be intensified by the continued warming. Our goal is 
to contrast the projections made by the new algorithm with these literature projections, and also 
to compare historical precipitation to future changed precipitation predicted with the algorithm. 
 
Figure 9-8 Precipitation projection in NE US (Hayhoe et al.  2007) 
The synthetic series generated by the algorithm is qualitatively compared to Hayhoe et al. 
(2007)’s results using the following metrics:  
1. Comparison of the distributions of all PCEs and wet PCEs, by month for the two 
projection periods in Hayhoe’s results 
2. Comparison of the distributions of all PCEs and wet PCEs, by AMT for the two projection 
periods in Hayhoe’s results 
3. Comparison of the rain probability for PCEs by AMT  
4. Comparison of historical seasonal precipitation with the synthetic series generated using 
the algorithm fed by GCM forecasted changes in AMT  
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Although climate change affects precipitation, the seasonal movement of air masses is still largely 
dependent on the Earth’s position relative to the Sun. We thus expect that the frequency and 
distributions of PCEs will remain similar, with or without climate change.  
9.3 Results 
The density (relative frequency) of all wet and dry PCEs in the historical observations, in the 
synthetic series lasting from 2035-2064, and for the synthetic series generated for 2070-2099, are 
displayed in Figures 9-9. Both synthetic series are derived from all three GCM AMT projections. 
The circles, dashed lines and solid lines represent historical observations, synthetic results in 
2035~2064, and synthetic results in 2070~2099, respectively.  
The historical observations suggest that the fewest PCEs occur in summer, while the number of 
PCEs peaks in the winter, in January and December. This observation suggests that the 
atmosphere in this part of the world is generally more stable in the summer months. The 
frequency of wet PCEs increases slightly between September and October. Climate change is 
expected to delay the cooling that typically occurs during these transitional months. 
Consequently, we expect the rain probability in these months to increase under non-stationary 
conditions simulated with the algorithm. 
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Figure 9-9 Density of all PCEs and rainy PCEs (circle: historical observation, dashed line: 
synthetic 2035~2064, solid line: synthetic 2070~2099, Red: all PCEs, Blue: rainy PCEs) 
Although the historical and synthetic distributions of PCEs appear similar over time (e.g. when 
indexed by month as in Figure 9-9), the GCM-predicted PCE distributions differ significantly 
from the observations when indexed by AMT (Figure 9-10).  In Figure 9-10, the PCEs predicted 
by different GCMs are plotted against AMT and compared with historical observations in 
NYC_LGA (indicated by the grey area). The historical PCE occurrence peaks at AMTs of: 4°C, 
13°C, and 23°C., suggesting three distinctly different atmospheric phenomena at these 
temperatures. The GCM predictions of PCE distribution have the same shape as the observations, 
but are shifted to the right in the figure. This shifting suggests that there could be both increases 
and decreases in the number of PCEs associated with particular AMTs (depending on the 
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temperature range in question). To the extent that PCEs are also associated with rainfall (Yu et al 
2015d), there will also likely be concomitant shifts in precipitation (up or down) with AMT.  
 
Figure 9-10 PCE density of historical observation in NYC_LGA (Shadow) and GCM synthetic 
series (BCCR: Red; GISS: Green; GFDL: Blue) 
Figure 9-11 illustrate the distributions of all PCEs (red) and wet PCEs (blue) indexed by AMT in 
the historical observations (shaded area) and two future projection periods, as generated by the 
present algorithm. The 2035~2064 and 2070~2099 projection periods are represented with solid, 
and dashed lines, respectively.   
The historical PCEs occur more frequently in the winter (when AMT < 10°C) and in the summer 
(when AMT > 20°C) season. In the synthetic forecasted periods, PCE occurrence still peaks in 
winter and summer but the distribution is generally shifted to the right. The winter peaks for 
219 
 
 
both projection periods are shifted to 8°C from 4°C. The summer peak shifts from 24°C to 26°C, 
also for both projection periods. That 2070~2099 is warmer than 2035~2064 is suggested from the 
right tails (the dashed lines are further to the right than the solid ones for both colors).  
The relative frequency of PCEs in the future remains greater in the winter and in the summer 
than at other times of the year (as it was historically). It is difficult to differentiate what changes 
are occurring when AMT is between 10°C and 20°C, since these temperatures could have 
occurred in spring, summer, or fall.  
 
Figure 9-11 Histogram of all PCEs and rainy PCEs by AMT (Red: all PCEs, Blue: rainy PCEs, 
Area: historical values, Solid lines: 2035~2064, Dash lines: 2070~2099) 
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A comparison of rain probability for different PCE types is indexed by AMT in Figure 9-12. The 
synthetic series are represented by dashed lines while the historic series are represented with 
solid lines. PCEs are separated into InPCE (thin lines in chart) and DePCE (thick lines in chart).   
For both the historic and synthetic series, the DePCEs yield a higher rain probability (~65%) than 
the InPCEs (25%~30%) in the temperature range between -8°C and 30°C. Above 30°C, the 
observations are represented by a limited sample size that likely does not adequately represent 
actual conditions. But the DePCE rain probability significantly decreases above 20°C. As global 
warming continues, this trend is expected to be become more prevalent, and this is demonstrated 
by the synthetic series obtained through the algorithm.  
Although not as obvious as for the DePCEs, this reduction in rain probability with temperature is 
also observable for the InPCEs. Above 20C, there is a slight decrease in rain probability in both 
the historical and synthetic future results. However, this effect is much less pronounced.  
In the low temperature range, the rain probability associated with future synthetic DePCEs is 
higher than it was historically while the opposite is true for InPCEs. This difference is likely due 
to different movement of air masses at different times of the year. More research of the impact of 
climate change on seasonal movement of air masses could help yield a more thorough 
explanation for these differences.  
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Figure 9-12 Rain probability of two PCE types on AMT for both historical and synthetic series 
for 2014~2099 (thick: DePCE, thin: InPCE, solid lines: historical records, dashed lines: synthetic 
records) 
9.4 Discussion 
To compare with the synthetic predictions made with the present algorithm to the predications 
made by Hayhoe et al. (2007), the PCE data is further segmented by season, using the dates listed 
in Table 9-1 for delineation. The PCE rain probability for different seasons is displayed in Figure 
9-13.  
In spring, the historical rain probability for DePCEs increased from 40% to 65% between 0°C and 
5°C and kept stable at 60% level thereafter. The synthetic DePCEs do not show an increase in rain 
probability at the lower temperature range, but start with 65% probability at 2°C and decrease 
slightly to end at 59% at 28°C. By contrast, the rain probability for InPCEs remains around 35% 
for both historical and synthetic series, with slightly lower synthetic probabilities in both tail 
regions.  
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In summer, when AMT is above 25°C, the synthetic future rain probabilities of both InPCE and 
DePCE are higher than the historical, suggesting an increase in summer rain in the future. 
Interestingly, however, the historical and predicted rain probability for the InPCEs drops with 
temperature in this range, reaching only 25% at 35°C. Although it is represented by only a limited 
sample size, the trend embodied in the observations, like that of the synthetic values, suggests 
that the InPCE rain probability could also decrease as the climate warms. It could be inferred that 
rain probability in summer generally decreases for both PCE types as the AMT increases in the 
future. 
In fall, the AMT range extended from a historical maximum of 23°C to a projected maximum of 
30°C. The rain probability for the InPCEs is similar between historical and synthetic series except 
that the synthetic probability is slightly less. As for DePCEs, the synthetic process does change its 
rain probability in the temperature higher than 8°C while it does result in a higher rain 
probability between -3°C to 8°C.  
In winter, the rain probability of both PCE types shows an oscillating historical relationship with 
temperature. However, the rain probability of the synthetic future series increases monotonically 
with temperature for both InPCEs and DePCEs. This suggests that with warming, the chance of 
rain will increase in winter with warmer temperatures.  
It can be seen from Figure 9-13 that the synthetic future rain probability will increase slightly in 
spring and fall, and increase much more dramatically in summer and winter, especially at the 
higher extremes of temperature. If global warming continues, in the future there will be a higher 
rain probability in summer and winter than it was historically. However, the DePCE rain 
probability under the extreme projected temperatures in summer drops as low as 25% which is 
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below the lowest value in historical series. This observation suggests that extreme temperature 
can also reduce the summer rain probability. 
 
Figure 9-13 Seasonal rain probability of two PCE types on AMT for both historical and 
synthetic series for 2014~2099 (thick: DePCE, thin: InPCE, solid lines: historical records, 
dashed lines: synthetic records, green: Spring, blue: Summer, orange: Fall, yellow: Winter) 
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Given this analysis of historical and projected rain probabilities, the seasonal precipitation 
amount comparisons between synthetic series and historical observations are provided in Figure 
9-14 for 2035~2064 and Figure 9-15 for 2070~2099. Similar to the trends in the projected rain 
probabilities, the synthetic future precipitation amounts in spring and fall will be similar to the 
historical amounts. The summer precipitation will decrease in the future, and more so for 
2070~2099, than for the earlier period.  
The impact of climate change on winter precipitation is the opposite. The synthetic series suggest 
an increase in precipitation amount in the winter in the future. Although not as significant as the 
change in summer, this incremental increase in precipitation in the winter is positively correlated 
to temperature. 
In summary, the new algorithm predicts seasonal changes in precipitation that qualitatively 
match the predictions made by Hayhoe et al. (2007), shown in (Figure 9-8). Climate change will 
warm winter season to include temperatures usually occurring in spring and fall. Warmer winter 
air will be able to carry more moisture that can precipitate easier as cold fronts descend on the 
northeast region from the north.  
By contrast, higher future summer temperatures may lead to a more stable summer air mass over 
the northeast, reducing the number of PCE frequency. However, this conclusion is qualified by 
the fact that the sample size of PCEs associated with historical extreme temperatures is limited 
(even after combining data from three of the region’s cities). Despite the decrease predicted by 
the algorithm presented in this paper, the range obtained by the model is within the range 
predicted by Hayhoe et al. (2007). 
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Figure 9-14 Seasonal precipitation amount comparison of 2035~2064 (Blue: synthetic series, 
Red: historical series) 
 
Figure 9-15 Seasonal precipitation amount comparison of 2070~2099 (Blue: synthetic series, 
Red: historical series) 
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9.5 Summary and conclusion 
A nonparametric stochastic algorithm for generating non-stationary hourly precipitation was 
developed. The semi-physical link between hourly precipitation and AMT is created using PCE.  
Moving windows on both temperature and time are used to identify PCEs and associated hourly 
rainfall observations in the historical record that can be used to simulate future changed 
conditions. A multi-variant bootstrapping method was employed to reflect the covariance of PCE 
pressure change and duration in simulation process. This process is a very important finding that 
provides a sophisticated solution to build the relationship between coarser temporal scale GCM 
projections and finer scale climate characteristics.  
The model was applied to simulate hourly precipitation in NYC based on three GCMs’ projection 
of AMT from 2014 to 2099. Historical observations from three regional cities, NYC, Philadelphia 
and Boston were pooled to maximize the number of historical observations used in the synthesis 
process, especially at the upper and lower extremes. The ability of the algorithm to reproduce 
PCE seasonality, hourly precipitation relationships with AMT, and with seasons, was validated 
in a retrospective analysis. A qualitative comparison with Hayhoe’s projections illustrates that 
the model could produce fine temporal resolution precipitation projections that when summed, 
yield longer-term results that are similar to those obtained through other methods. The 
generation of high resolution future non-stationary precipitation time series is a significant 
accomplishment, with potential value in a wide range of water resource studies, especially 
involving rainfall/runoff processes.  
Future work could further analyze the results of stochastic series, verify the width of both 
windows, add more data to enhance the population size of all events to accommodate further 
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climate change, focus attention on AMT projections generated with other GCMs and be extended 
to other places, where the atmospheric causes of precipitation would be expected to be different 
than the urban northeast US. 
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CHAPTER 10: ASSESSING THE ABILITY OF GREEN 
INFRASTRUCTURE TO REDUCE RUNOFF UNDER CLIMATE CHANGE  
Abstract 
Projected future increases in the amount and intensity of precipitation can potentially undermine 
runoff reduction achieved through Green Infrastructure (GI). The extent of this potential problem 
can only be assessed with new modeling tools that enable simulation of runoff reduction 
achieved by GI under non-stationary precipitation. This paper incorporates a non-stationary 
stochastic rainfall generation algorithm into the Low Impact Development Rapid Assessment 
(LIDRA) model to assess the ability of GI to reduce runoff and reduce the risk of combined sewer 
overflows (CSOs) in a changed climate. A NYC watershed is used as a case study. Although the 
future changed precipitation time series contains more intense rainfall events than the historical 
record, watershed-scale retrofitting of GI into this watershed reduces runoff by about 25% for 
both stationary and non-stationary precipitation conditions.  The risk of a CSO under climate 
change (38%) is also much higher than under assumed stationary precipitation (12%). Given that 
the particular GI strategy simulated here is not intensive, nor expandable due to constraints on GI 
placement, a potential way of offsetting climate change’s negative effect on future GI 
performance is to size larger GI.  
Key words: green infrastructure, climate change, runoff reduction, CSO risk 
10.1 Introduction 
Green Infrastructure (GI) is widely supported as a source control method for stormwater 
management (USEPA  2012), for example by water resource manager in big cities with Combined 
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Sewer Overflows (CSO) that are required to develop and implement long-term control plans. In a 
$1.6 billion dollar plan to be implemented over 20 years, New York City has committed to using 
GI to manage the first 25 mm of runoff over 10% of the impervious surfaces in portions of the city 
served by combined sewers (Bloomberg and Holloway  2010). At a similar level of investment, 
Philadelphia’s GI plan will manage runoff from 47% of the impervious surfaces in its combined 
sewer district over a 25 year period with GI (PWD (Philadelphia Water Department)).  GI is also a 
key component of the CSO Long Term Control Plans of Washington DC (District of Columbia 
Water and Sewer Authority  2013). Syracuse, NY was the first city to get GI approved as a means 
of CSO control, in 2009 (Knauss  2009). 
However, GI’s ability to reduce runoff could be impacted by the precipitation change under 
global warming. As noted in some recent studies (Solomon et al.  2007; Trenberth  2011), the 
hydrologic cycle has been accelerating due to global warming, which strengthens both 
evaporation and precipitation rates. Though a relatively small change in total annual rainfall is 
expected in most places, most forecast predict more frequent extreme precipitation events, and 
fewer moderate events. A recent government study reports that the frequency of intense single-
day precipitation events has increased, with some of the heaviest recorded one-day precipitation 
events occurring since 1990 (US EPA (Environmental Protection Agency)  2010). 
A limited amount of recent research has sought to quantify GI’s long-term performance under 
climate change. Gill et al. (2007) introduced GI’s potential ability as a climate change mitigation 
strategy for urban areas in Manchester, UK. Focusing on temperature cooling and runoff abating, 
the researchers suggested multiple GI strategies and approaches, such as enhancements to 
existing green spaces on public land and streets, the planning of new green roofs on existing 
built-up urban areas, and the selection of drought-resistant plantings, among others. The runoff 
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and pollutant load of GI under a range of hypothetical climate change circumstances was 
investigated by Pyke et al. (2011). These researchers used the Smart Growth Water Assessment 
Tool for Estimating Runoff model (SG WATER) to estimate the annual amount of runoff and 
associated loading of total nitrogen (TN), total phosphorus (TP), and total suspended sediment 
(TSS) loads associated with different land uses. Precipitation changes were estimated by 
assigning one or more multipliers to the historical precipitation event for specific scenarios. 
Karamouz et al. (2011) developed a design model for BMP planning that considers the influence 
of climate change. First, precipitation amounts from General Circulation Models (GCMs) were 
downscaled to synthetic daily precipitation time series; next new return periods were computed 
using the synthetic daily precipitation intensities; finally, the revised events were used to study 
runoff volumes in the StormNET model. An optimization algorithm was used to select the most 
cost-effective GI option. While these previous studies consider climate change impacts generally, 
the analyses consider only relatively coarse time scales, if they perform any simulations at all. 
Since runoff-generation processes depend on the near-instantaneous relationship between 
precipitation intensity and infiltration capacity, a more robust assessment would be performed at 
a finer temporal scale (e.g. hourly).  
In Chapter 9, a non-stationary non-parametric stochastic hourly precipitation model was 
presented. A series of synthetic, 30 year, hourly precipitation sequences were generated for 
2070~2099 driven by the Average Monthly Temperature (AMT) projections for the northeast US , 
as predicted by three GCMs, Bjerknes Centre for Climate Research (BCCR), Geophysical Fluid 
Dynamics Laboratory (GFDL) and Goddard Institute for Space Studies (GISS). In this Chapter, 
these synthetic precipitation series are imported into Low Impact Development Rapid 
Assessment (LIDRA) model to assess the runoff reduction performance of GI in a case study 
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watershed in New York City. The runoff reduction and CSO risk mitigation for this same 
watershed was analyzed assumed stationary precipitation in Chapter 7. Here we compare the 
reduction in runoff and CSO risk under non-stationary precipitation conditions, with those 
generated previously for the stationary case. The results are used to discuss the value of GI for 
urban watershed management in the context of climate change. 
10.2 Methodology 
10.2.1 Overview of LIDRA 
LIDRA is a web-based planning model that can be used to evaluate the cost-effectiveness of 
different GI scenarios for runoff reduction. Watershed surfaces are represented with Urban 
Hydrological Response Units (UHRUs), and unique codes used to represent the GI strategies that 
will be retrofit into them. Uncertainties in physical (Yu and Montalto  2015; Yu et al.  2015a), 
socioeconomic (Yu et al.  2015a) and climatic aspects (Yu et al.  2015c; Yu et al.  2015e) are all 
considered explicitly into the model results. Cumulative and annual life cycle cost computations 
are also performed probabilistically and in parallel for 30-year planning periods. Uncertain 
physical, macroeconomic, and implementation conditions are modelled using Monte Carlo (MC) 
approaches.  Uncertainty in precipitation rates and amounts are considered using a stochastic 
synthetic rainfall generator.  
This paper employees LIDRA’s runoff calculation model to explore the performance of GI under 
the stationary precipitation generated in Yu et al. (2015c) and the non-stationary precipitation 
generated in Yu et al. (2015e).  
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10.2.2 Rainfall runoff model 
The rainfall runoff model is introduced in detail in Yu and Montalto (2015). A 30-year water 
balance is performed on each of the street and parcel UHRUs in the database with and without 
the GI in place. Water balances are performed at the UHRU scale considering rainfall excess 
amounts generated on sub-catchments (roofs, yards, driveways, and streets) within them 
configured in different ways according to GI status. The cumulative amount of runoff from the 
parcel over one timestep is computed in stages starting at the highest sub-catchment. For parcel 
UHRUs, runoff is computed starting at the roofs, then from the downspouts, and finally from the 
yards and driveways. For street UHRUs, the computations begin with the tree canopies, then the 
streets and sidewalks, followed by the curbside spaces. The total volume of runoff from an 
UHRU is the sum of discharges to the drainage system from, in parcel UHRU for example, (a) the 
downspout, yard, and driveway, or (b) only the yard and driveway, as determined by the GI 
configuration specified by the user.  
A generalized diagram of water balance is shown in Figure 10-1. The runoff generated by a 
particular sub-catchment (∆Q) over one time step (∆t) is computed as the difference of all inflows 
and outflows over that time period. The inflows include direct precipitation on the sub-
catchment and runoff from higher sub-catchments (Qin). The outflows consist of tree canopy 
interception (Pincpt), evaporation or evapotranspiration (E), infiltration (I), orifice flow (Qorifice), and 
runoff (Qout) to lower lying sub-catchments, to the extent that these fluxes occur. For example, 
infiltration only occurs on vegetated surfaces (e.g. yards and vegetated GI); the highest sub-
catchments receive no runoff (only direct precipitation); orifice flow only occurs on blue roofs 
and from rain barrels, etc.  
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Figure 10-1 Water balance model 
∆𝑄 = 𝑄𝑡+∆𝑡 −𝑄𝑡 = 𝑃 +𝑄𝑖𝑛 − 𝑃𝑖𝑛𝑐𝑝𝑡 − 𝐸 − 𝐼 − 𝑄𝑜𝑢𝑡 − 𝑄𝑜𝑟𝑖𝑓𝑖𝑐𝑒  
For sub-catchments of parcels or streets comprising impervious surfaces, the water that is 
accumulated in surface “depressions” is tracked at hourly timesteps. Runoff is assumed to occur 
from the sub-catchment only when the available storage in the surface depression is exceeded. 
During dry events, stored water is lost from the depressions due to regional evaporation rates, 
hardwired into the program based on the geographic location of the simulated case study. 
For sub-catchments that consist of vegetation and soil, a modified version of the Thornthwaite 
Mather procedure is used to track the moisture content of the soil in the root zone at hourly 
timesteps. Runoff is assumed to occur from pervious surfaces only when the moisture content of 
the root zone exceeds saturation. When the moisture content exceeds Field Capacity (FC), 
percolation to groundwater occurs. Between FC and the Wilting Point (WP), the moisture content 
of the root zone is assumed to decrease due to evapotranspiration. The moisture content is not 
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allowed to decrease below the WP. Direct precipitation and inflow from higher elevation sub-
catchments must exhaust the available porosity capacity before runoff can occur.  
The sum of all runoff from all surfaces on all UHRUs in the model domain is summed up at 
hourly time steps, and is used to compare the runoff reduction of different surface configurations 
(e.g. greened or vs. not greened). 
10.2.3 Stationary precipitation generator 
The standard version of LIDRA has a synthetic precipitation generator that makes multiple 
realizations of 30 year stationary sequences. For this case study, we utilize historical precipitation 
observations from Laguardia Airport in NYC from 1945 to 2011. Hourly precipitation amounts 
were first clustered into precipitation events based on selection of an appropriate inter-event dry 
period (Yu et al.  2015b). Next, the precipitation event duration is used as a single variable to 
create a first order bootstrapping Markov Chain model to sample sequential precipitation events 
from historical observations (Yu et al.  2015c). The stochastic process utilizes a “moving window” 
(Rajagopalan et al.  1996) of 30 day width to represent seasonality. Sequential events are sampled 
from the historical record with replacement using a K Nearest Neighbor (KNN) approach for 
similarity classification. The integer, k, is selected according to the rule  (Lall and Sharma  1996):  
𝐤 = √𝒏 (10-1) 
Where n is the number of events within a window. 
The entire precipitation series generation is a Markov Chain process, shown in the flow chart of 
Figure 10-2. The process starts by centering the moving window on January 1st. One of the events 
within this window, Eo, is selected as the starting point (step 1). The window is then advanced by 
the length of Eo (step 2). Next, all events of the opposite type (dry or wet) to Eo in the window, 
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represented as Ep, determined by step 2 are extracted. These events are the pool from which the 
next event is selected (Step 3). The duration of Eo is compared to the precedent event durations of 
Ep to identify the KNN (Step 4). One of the k events in Ep with precedent event duration closest to 
Eo are randomly selected as the next event in the synthetic precipitation time series. The Markov 
Chain processes then loops back to Step 2 with window position adjusted by the newly chosen 
event. The process continues in this way until a complete precipitation series is generated. 
 
Figure 10-2 Nonparametric stochastic generator flow chart 
10.2.4 Non-stationary precipitation generator 
For this paper, synthetic non-stationary precipitation time series were generated based on 
historical observations from three coastal cities within the northeast US: NYC, Boston and 
Philadelphia. Following the approach outlined in Yu et al. (2015d), the continuous historical 
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hourly climatic observations were first discretized into Pressure Change Events (PCEs) after 
smoothing out daily fluctuations (Yu et al.  2015d). The duration and air pressure change amount 
of each PCE are then used in a two-variable Markov Chain model that bootstraps alternating 
PCEs (increasing followed by decreasing, followed by increasing, etc.) together. Non-stationarity 
is introduced using AMT projections for NYC generated by BCCR, GISS and GFDL GCMs. Here 
again, the stochastic process employs a “moving window” (Rajagopalan et al.  1996) and KNN 
approaches (Lall and Sharma  1996), but utilizing both time and AMT to concatenate the 
precipitation sequences associated with sequential, PCEs. As above, the integer k, in the KNN 
approach is derived per the rule provided by (Lall and Sharma  1996) and shown in Equation (10-
1). A flow chart depicting the revised, non-stationary algorithm is shown in Figure 10-3.  
 
Figure 10-3 Flow chart of rainfall generation algorithm 
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10.2.5 Overall CSO risk index 
A model quantifying the risk of a CSO occurring as a function of different landscape 
configurations (un-greened to greened) was developed by Yu et al. (2015b). This model utilizes a 
Storm Water Management Model (SWMM) model, developed and calibrated separately, to 
develop a statistical relationship between rain event duration and the volume of runoff that is 
sufficient to trigger a CSO (Equation 10-2). 
𝑃𝐶𝑆𝑂 = 8.457 ∗ 𝐷 + 35.626 (10-1) 
Where PCSO is the CSO triggering precipitation amount (mm); D represents the duration of 
precipitation event (hours). 
To represent the overall CSO risk in each year of a LIDRA simulation (run under either stationary 
or non-stationary rainfall conditions), a risk index is generated as Equation 10-3 (Yu et al.  2015b).  
𝑃(𝐶𝑆𝑂) = ∑ 𝑃(𝐶𝑆𝑂|𝑖 = 𝑚)
10
𝑚=1
 
(10-3) 
𝑃(𝐶𝑆𝑂|𝑖) = 𝑅𝑖 ∙ 𝑝𝑖 = 
𝑒𝑖
𝑛𝑖
∙
𝐸𝑖
𝑁𝑖
 
Where:  
i: rain event duration 
Ri: the CSO event portion in all i-hour events in the year of interest 
pi: the portion of i-hour events in historical observation data 
ei: the number of i-hour events in the year of interest whose rainfall amount 
exceeds the conservative value 
ni: the number of i-hour events in the year of interest 
Ei: the number of i-hour events in historical observation 
Ni: the number of all events in historical observation 
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In the equation, the CSO risk is considered by the event duration (i). For events with certain 
duration m, the CSO probability of these events (P(CSO|i=m)) is determined by its portion of 
year i’s m-hour CSO trigger events (Ri) and the weight of same-duration events in all the 
historical events (pi). The final overall CSO risk for a certain year is the summation of the product 
of those two characteristics for all event durations (1~10 hr). 
10.3 Data source 
Two types of precipitation data are used in this analysis. The stationary model utilizes a 
nonparametric rainfall generation approach that makes use of 50 years of hourly precipitation 
observations from Laguardia airport (NYC) (Yu et al.  2015c). The non-stationary model utilizes 
the approach outlined in Yu et al. (2015e) and summarized above to generate synthetic time 
series expected between 2070~2099.  
A comparison of the stationary and non-stationary precipitation characteristics used in this 
analysis is provided in Figure 10-6, by season. Red denotes the stationary precipitation. Blue 
represents non-stationary precipitation. The stationary precipitation time series are generated 
using observations from Laguardia Airport, only. The non-stationary precipitation sequences 
include precipitation events from pooled observations from NYC, Boston and Philadelphia. 
While this pooled data includes approximately 60 years of data from NYC, the data also from 
Boston (over 60 years) and Philadelphia (over 100 years) are longer. For comparison’s sake, the 
median annual precipitation of NYC is observed 1082 mm, between Philadelphia (1032 mm) and 
Boston (1091 mm).   
Figure 10-4 suggests a slight difference between the stationary and non-stationary annual 
precipitation. Generally, both synthetic series have a drop from the historical observation. 
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Although not significant, global warming yields a more intensive decreases the precipitation in 
NYC from the stochastic process. 
 
Figure 10-4 Comparison of annual rainfalls of historical observation, stationary and non-
stationary series 
10.4 Case study 
10.4.1 Introduction of HP009 watershed 
The case study includes the land area that is tributary to HP-009, one of the largest CSO 
discharges to the Bronx River, Bronx (NYC). The study area includes a 1.57 square kilometer 
portion of the central Bronx, in which there are 1747 private parcel properties and over 20,420 
meters of street (see Figures 10-5 and 10-6). Developed through a stakeholder process described 
in Chapter 6, the simulated GI strategies includes rain gardens, permeable pavements, 
downspout disconnections, green roofs, rain barrels, street trees and curbside infiltration galleries. 
Due to heavy vehicular and pedestrian traffic, and extensive areal extent of highways and 
elevated subways, not all streets were deemed suitable for GI. Intensive GI is, instead, assigned to 
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public properties such as schools and public housing projects. Since many of the residents in this 
area do not own their houses, minimal GI is assumed on private properties. This leads to that 
only a small part of the total area can be covered. From Figure 10-6, most of the residential land 
uses (red) are not available are not suit for GI application. A 10% GI retrofitting rate will be used 
for all GI in this hypothetical study. The assumed interest and inflation rates are 5% and 2%, 
respectively.  
 
Figure 10-5 Location of HP009 in NYC 
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Figure 10-6 Land uses in HP009 sewer shed in NYC 
10.4.2 Runoff result 
With a 10% GI implementation rate, the annual runoff reduction achieved in the watershed under 
both stationary and non-stationary conditions are shown in Figures 10-7 and 10-8. In both figures, 
the results obtained assuming stationary precipitation are in blue, while the non-stationary 
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results are in grey. Figure 10-7 displays the volume of reduced runoff per year, while Figure 10-8 
shows the runoff reduction ratio (compared to the baseline-no GI case) for each year.  
The GI implementation period lasts 10 years, after which time the results of both simulations 
level out. At full GI build out, the average annual runoff reduction achieved by GI is 
approximately 330,000 m3 under stationary conditions, while under non-stationary conditions, GI 
is only able to reduce runoff by about 300,000 m3. Because of this relatively small (10%) difference 
and the fact that the non-stationary precipitation increases runoff from the baseline (e.g. no-GI) 
case as well, the runoff reduction ratios for both scenarios are similar over time. Under both 
stationary and non-stationary conditions, the maximum runoff reduction ratio achievable with 
this particular GI configuration is approximately 0.22 at full build out.  
 
Figure 10-7 Reduced runoff volume comparison between stationary precipitation and non-
stationary precipitation (Blue: stationary precipitation, Grey: non-stationary precipitation) 
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Figure 10-8 Runoff reduction ratio comparison between stationary and non-stationary 
precipitation (Blue: stationary precipitation, Grey: non-stationary precipitation) 
10.4.3 CSO risk result 
The reduction in CSO risk under both stationary and non-stationary conditions are shown in 
Figures 10-9 and 10-10. The boxplots represent the inter-quartile range (IQR) of the data, and the 
whiskers depict an extension of 1.5 times of the IQR into both lower and upper quartile. The 
curve crossing all the boxes represents a smoothing of all data using the loess method (Cleveland 
et al.  1992), and the shadow depicts its confidence interval of 95%.  
Figure 10-9 represents the reduced risk of a CSO over time assuming stationary precipitation. The 
risk is reduced most during the first 10 years, as GI implementation proceeds, from 12% initially, 
to 7.5% after full GI buildout.  
Figure 10-10 represents the reduced risk of CSO risk over time assuming non-stationary 
precipitation. The CSO risk is initially 38%, and is reduced to 30% at full GI buildout.  
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Figure 10-9 CSO risk under stationary precipitation for event duration from 1 hour to 10 hours 
 
Figure 10-10 CSO risk under non-stationary precipitation for event duration from 1 hour to 10 
hours 
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10.5 Discussion 
The assumed precipitation conditions (stationary versus non-stationary) significantly impact the 
ability of GI to a) reduce runoff, and b) to reduce the relative risk of a CSO, but not c) to reduce 
runoff relative to a baseline no-GI condition. Non-stationary precipitation generally raises the 
risk of a CSO, even under non-greened conditions.  
Specifically, GI subjected to stationary precipitation has the ability to reduce more runoff than the 
same GI subjected to non-stationary conditions. However, because non-stationarity leads to a 
decrease in annual precipitation, the runoff reduction ratios of both the stationary and non-
stationary precipitation conditions are similar. Similarly, assumed non-stationarity in 
precipitation increases the initial risk of a CSO from the study area from 12% to 38%. However, in 
this case GI’s potential mitigatory role is more significant. At full build out, GI will have reduced 
this risk by only 4.5% under stationary conditions, but by 8% under non-stationary conditions.  
A more in-depth investigation of these findings requires an analysis of the rainfall/runoff results 
obtained by the GI for different precipitation conditions. Under non-stationary conditions, there 
is an insignificant change in the annual precipitation amounts, but a slight change in timing. 
Because GI is typically sized to treat the first 25 mm of runoff from its tributary area, its ability to 
reduce runoff is somewhat independent of these subtle changes in precipitation timing. On the 
other hand, the sewer system in this particular study area seems to be much more sensitive to 
changes in precipitation pattern, as reflected in the change in initial CSO risk, from 12% to 38%. 
This increase in risk, suggests that more of the future precipitation events will exceed the CSO 
threshold derived using the historical precipitation. GI, however, can still help to reduce the CSO 
risk to 30% but not even close to the level that it would be if stationary precipitation had 
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persisted (7.5%), nor even to the risk level of the ungreened watershed subjected to stationary 
precipitation (12%). These findings suggest that precipitation change is more problematic, from a 
CSO perspective, than GI is mitigatory. 
For further insight, Figure 10-11 displays the precipitation amount associated with the events 
used in the stationary and non-stationary analyses. The Non-stationary precipitation results are 
shown in red while blue is denotes the stationary. The curves in the charts represent the 80 
percentile event precipitation. Generally, for all durations, the non-stationary precipitation events 
were of higher intensity than the stationary ones. The increased intensity is likely responsible for 
the increased risk of CSOs. 
  
Figure 10-11 Boxplot of precipitation event amount vs event durations (Red: non-stationary, 
Blue: stationary) 
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10.6 Summary  
LIDRA model was used to investigate the impact of precipitation change on runoff reduction, 
runoff reduction ratio, and CSO risk for a Bronx study area tributary to HP009, the largest CSO 
on the Bronx River. The analysis used stationary, and non-stationary rainfall scenarios described 
in Yu et al. (2015c) and Yu et al. (2015e), respectively. The results of runoff reduction performance 
and CSO risk reduction were compared to explore the climate change impact on GI performance 
in stormwater management in urban watershed.  
In this case, the synthetic non-stationary rainfall events are generally of higher intensity than 
those in the stationary series. This finding agrees with Solomon et al. (2007) and Trenberth 
(2011)’s finding that potentially more frequent extreme precipitation events and scarcer moderate 
events will occur. The runoff reduction ratio of GI does not vary with a difference in total 
precipitation amount, while the annual runoff reduction volume goes down and CSO risk rises. 
To conclude, the climate change impact on GI’s performance in stormwater management can be 
assessed by using a long term synthetic precipitation generated from GCM projections. The 
change of precipitation pattern in the non-stationary precipitation series does affect the GI’s 
performance in runoff reduction and CSO risk mitigation. Although GI still have the ability in 
managing the storm water, to adopt this impact, the GI strategy on HP009 need to be modified to 
the more intensive ones and its coverage should be increased. Further work on this study is to 
improve the non-stationary precipitation generator by adjust the weight of NYC precipitation 
observations in the lumped group, so that the non-stationary series could be more close to the 
NYC observation based stationary series.   
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CHAPTER 11: CONCLUSIONS AND FUTURE WORK 
Abstract 
A summary of the dissertation is presented addressing the hypotheses laid forth in the 
introductory chapter. The motivation for the research and the methods employed are reviewed. 
Next the cost, cost-effectiveness, and runoff and CSO risk reduction values of GI programs for the 
tributary area to HP009, a large combined sewer overflow (CSO) to the Bronx River (Bronx, NY) 
are presented, summarizing the results presented in Chapters 7 and 10. Generally, the research 
finds all hypotheses posed to be valid. In addition, a new, nonparametric hourly stochastic 
rainfall generator was developed through the work. This model is of broad value to water 
resource planners and researchers working on runoff-related and other problems requiring 
hourly, non-stationary precipitation predictions.  The model uses Pressure Change Events (PCE) 
to relate historical hourly precipitation sequences to Average Monthly Temperature (AMT) and 
time of year. In this dissertation, the model was used to assess the extent to which precipitation 
change brought about by global warming would reduce the efficiency of GI as a runoff and CSO 
risk reduction strategy. Although climate change will reduce GI performance, more significant 
losses in efficiency come about through slight changes in implementation rate. In the case study 
described throughout this dissertation, a 5% drop in annual GI implementation rate generated 
more significant reductions in GI performance than climate change. This finding underscores the 
importance of social/institutional factors in determining GI performance in a changing climate. 
Future work is descripted at the end. 
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11.1 Overview 
Over the last decade, green infrastructure (GI) has emerged as an increasingly popular means of 
controlling urban stormwater. Modeling the cost-effectiveness of GI as a runoff reduction 
strategy requires consideration of many uncertainties, principally emerging from three separate 
domains: physical conditions, climatic conditions, and socioeconomic or social/institutional 
conditions. Additionally, as a result of the global warming, non-stationary changes to 
precipitation may bias estimates of runoff generation that are based on an assumption of 
stationary precipitation.  
To compare the relative importance of these factors, GI cost-effectiveness simulations are 
performed using the Low Impact Development Rapid Assessment (LIDRA) model, developed by 
the author. LIDRA includes a new probabilistic, life cycle cost algorithm to estimate the annual 
and cumulative Net Present Value (NPV) of a GI project (Chapter 3); uses “Moving Window” 
and K Nearest Neighbor (KNN) approaches to non-parametrically generate stochastic hourly 
precipitation sequences to the extent that GI performance is impacted by climate uncertainties in 
stationary (Chapter 4), and non-stationary (Chapter 8 and 9) futures; introduces a new tiered, 
hydrologic model that simulates runoff from vegetated and non-vegetated surfaces that may be 
gradually “greened” over 30 year GI planning period, according to user-specified GI strategies; 
(Chapter 5); introduces mediated modeling as a means of exploring uncertainty associated with 
social and institutional factors that determine the rate of GI implementation (Chapter 6); develops 
a risk model that can be used to translate runoff reduction estimates generated through LIDRA 
into reduced Combined Sewer Overflows (CSOs) (Chapter 7); analyzed climatic information from 
three big coastal cities in northeast US, establishing statistical relationships between hourly 
precipitation, mean monthly temperature, and time of year, using Pressure Change Events (PCEs) 
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as the link between the three (Chapter 8); used this relationship to construct a non-stationary 
non-parametric stochastic precipitation generator based on GCM monthly temperature 
projections using a multi-variant Monte Carlo model, temporal and temperature window 
screening and KNN (Chapter 9); assesses the impact of non-stationary precipitation on runoff 
reduction and CSO risk mitigation (Chapter 10).  
11.2 Cost-effectiveness comparison 
The cost-effectiveness of GI as a runoff reduction and CSO mitigation measure has been 
investigated in this dissertation. The cost-effectiveness of a given GI portfolio is influenced by 
physical, social, and climatological conditions, all of which can be uncertain. The research finds 
that physical uncertainties, such as are associated with soil properties and/or the dimensions of 
individual GI systems, will not significantly alter the cost-effectiveness projections, though they 
do add variability to the results. On the other hand, social and climatic conditions do add 
significant uncertainty to cost effectiveness projections.  
The result of the modeling performed Chapters 7 and 10 are compared and plotted in Figure 11-1 
to 11-3 for performance, cost and cost-effectiveness, respectively, to assist in visualizing the 
relative importance of these factors for the Bronx case study carried through this dissertation. The 
combined GI scenario is shown in all cases. The colors red, green, and blue are used to designate 
different scenarios considered throughout the dissertation (described comprehensively in Table 
11-1). The circles on each line indicate the cumulative reduced runoff volume.  
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GI scenario Climate 
condition 
Implementation 
rate 
Source Color 
Scenario I Stationary 10% Chapter 7 Red 
Scenario II Stationary 5% Chapter 7 Green 
Scenario III Non-stationary 10% Chapter 10 Blue 
Table 11-1 GI scenarios descriptions 
In Figure 11-1, the effects of climate change and implementation rate on runoff reduction are 
represented in for Scenarios I – III. Over 30 years, comparison of Scenarios I and III indicates the 
GI subjected to stationary precipitation is able to reduce two million cubic meters more runoff 
than the same GI subjected to non-stationary precipitation. However, when the implementation 
rate of the stationary case is dropped from 10% to 5% (producing Scenario II), there is an even 
greater reduction in GI performance than is associated with non-stationarity.  
From a cost perspective, the implementation rate can also introduce a greater reduction in 
performance than climate change (Figure 11-2). With a 10% implementation rate, the NPV costs 
for Scenario I and Scenario III are the same, and overlapped in the figure. A lower 
implementation rate reduces the cumulative cost, since in this case GI program costs are pushed 
further into the future.  
Figure 11-3 combines the cost and performance results to arrive at GI cost-effectiveness results. 
The cost effectiveness of Scenarios I and II are very similar at the end of simulation due to the 
assumed stationary precipitation, with slightly better performance for the higher implementation 
rate. Even though costs are deferred further into the future in Scenario II, from a cost-
effectiveness standpoint the lower implementation rate is not able to fully compensate for the 
greater runoff reduction benefits earlier in the more rapid program assumed in Scenario I. This 
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said the cost effectiveness of Scenario III is significantly lower than the other two scenarios. This 
reduced performance is due to the non-stationarity in precipitation condition, which reduces GI’s 
ability to capture stormwater. This observation suggests that climate change ought to be 
considered carefully in GI planning studies.  
The cost-effectiveness of Scenarios II and III overlap, however, between year 15 and year 21, a 
period during which all of the GI is completed in Scenario III, but not yet in Scenario II. This 
finding suggests that over this initial program period, the reduced performance associated with 
non-stationarity is roughly equivalent to a 5% reduction in implementation rate in terms of 
reducing GI performance over a baseline comparison case (e.g. Scenario 1, for example). The cost-
effectiveness of Scenario II increases after year 21, however, advancing beyond that of Scenario III, 
due to the spreading of costs over a longer period. Though not shown here, if the stationary 
implementation rate is lowered to 3%, the cumulative cost-effectiveness at the end of the entire 30 
year planning period is roughly equivalent to that of Scenario III, suggesting that the 5% 
reduction in implementation effect has the same impact as non-stationary changes to 
precipitation over 30 years.  Thus, GI planners must also carefully consider the social and 
institutional factors that determine implementation rate, since those can also significantly 
determine long term GI benefits.  
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Figure 11-1 Comparison of GI performance (red: Scenario I, green: Scenario II, blue: Scenario 
III) 
 
Figure 11-2 Comparison of life cycle cost (red: Scenario I, green: Scenario II, blue: Scenario III) 
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Figure 11-3 Comparison of GI cost-effectiveness (circle: cumulative reduced runoff volume, 
(red: Scenario I, green: Scenario II, blue: Scenario III)) 
11.3 Hypothesis 1 
A non-stationary nonparametric stochastic rainfall generation algorithm can be developed to 
reasonably predict historical and future trends in hourly precipitation. These trends can be 
inferred directly using the precipitation record, but associations with other climate parameters in 
the historical weather records and GCM outputs will allow the relationships to be used to project 
changes to hourly precipitation in a non-stationary future. 
By focusing on the physical causes of precipitation formation, the analysis reveals a negative 
correlation between hourly rain probability and air pressure for all months. Additionally, a 
higher probability of rain was found for decreasing pressure change events (DePCE) than for 
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increasing pressure change events (InPCE). Using PCEs for bootstrapping to changes in Average 
Monthly Temperature (AMT) as predicted by Global Climate models (GCMs), a non-stationary 
non-parametric stochastic precipitation generator can be built. The long-term, non-stationary 
synthetic precipitation ensembles generated through this approach matched qualitative 
predictions of precipitation change in the urban northeast produced by other researchers. Thus, 
this hypothesis is proved to be true. 
11.4 Hypothesis 2 
Changes to hourly precipitation will significantly alter runoff reduction achieved through GI. In 
other words, GI’s effectiveness will be reduced by non-stationarity in hourly precipitation.  
A NYC watershed is used as a LIDRA case study to test this hypothesis. The model is used to 
predict non-stationary synthetic precipitation for 2070~2099, which does, in fact, reduce the 
runoff reduction, over the stationary precipitation case. The risk of a CSO under climate change 
(38%) is also much higher than under assumed stationary precipitation (12%), due to the 
increased intensity of rain events in the non-stationary precipitation time series.   
These results suggest that non-stationary precipitation brought about by global warming can 
reduce the performance of GI associated runoff-related problems. Therefore, this hypothesis is 
found to be true. 
11.5 Hypothesis 3 
Future GI implementation can more than compensate for elevated runoff levels associated with 
expected future changes in precipitation. However, future GI scenarios are accompanied by high 
socioeconomic uncertainty associated with where and when GI will occur. Where GI can be 
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implemented, and at what rates, could be a more important determinant for future runoff levels 
than precipitation variation. 
Multiple simulations with different GI implementation rates and different precipitation 
conditions (stationary and non-stationary) were performed for the HP009 watershed in Bronx, 
NY. To compare the relative importance of implementation rate and precipitation change, these 
results were superimposed. While cost variability is derived from the implementation rate 
assumptions, runoff reduction and associated cost-effectiveness are both also dependent on 
precipitation conditions. Under 2070~2099 precipitation conditions (Scenario III), cumulative 
runoff reduction achieved by the GI simulated in the HP009 study area is reduced by 2 million 
cubic meters over the stationary case (Scenario I). However, when the implementation rate of the 
stationary case is dropped from 10% to 5% (producing Scenario II), there is an even greater 
reduction in GI performance than is associated with non-stationarity.  
Non-stationarity reduces the cost-effectiveness of GI by about 10 m3/k$ at the end of simulation 
under 10% implementation rate. In contrast to the runoff reduction results, a 5% drop in 
implementation rate, with assumed stationary precipitation, reduces the cost-effectiveness by 3 
m3/k$. However, the cost-effectiveness of these two scenarios overlaps between year 15 and 21 
within the planning period. It could be indicated that a lower implementation rate may reduce 
the cost-effectiveness even more than the precipitation change does.  
To summarize, non-stationary changes to precipitation expected for 2070~2099 will, under a 10% 
implementation rate, reduce the runoff reduction effectiveness of GI similar to a 5% reduction in 
implementation rate would, assuming stationary precipitation. Once this implementation rate 
reduction reaches a certain magnitude, it will exceed the precipitation change’s impact. Therefore, 
we can conclude that this hypothesis is also true. 
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11.6 Conclusion 
In short, the research presented in this dissertation suggests that different kinds of uncertainty 
will be translated differently into runoff reduction benefits achievable through GI. The LIDRA 
model is very useful in comparing the cost-effectiveness of different GI strategies. Though many 
factors impact GI’s ability to reduce runoff, from a life cycle perspective, the social/institutional 
factors that will ultimately determine GI implementation rates will likely introduce the most 
uncertainty in these predictions.  
11.7 Future work 
As time passes, the extent that climate change will influence precipitation patterns and the water 
resource problems related to it will become more obvious. As GI implementation continues, more 
data will also be collected documenting the runoff reduction of different GI strategies. Until that 
time, a non-stationary precipitation generator such as the one developed here may be useful, 
with models like LIDRA for decision support.  
Future work would attempt to validate the precipitation generation algorithm in other climatic 
contexts. Social/institutional uncertainty would be tested in other watersheds, with other 
socioeconomic characteristics and histories. LIDRA’s runoff reductions would be tested against 
runoff, streamflow and other hydrologic observations. Future work would also compare the 
cumulative effect of these different forms of uncertainty in different contexts.   
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 Data manipulation for LIDRA UHRU APPENDIX I:
 Introduction 1
Data preparation for applying a hydrology model on a real watershed is always not easy. So is 
LIDRA.  With thousands of parcel and street sub-catchments, real watershed data is usually 
complicated in Extracting, Transforming, Loading (ETL) into meet models requirements; and it 
brings a big load of calculation, sometimes intolerable for an online model. Two problems need to 
be solved here: 1) find data that could be manipulated into proper format, 2) transform the data 
to reduce the computation time with no significant influence on spatial information. 
In this appendix, we will use HP009 in NYC to demonstrate the process of data manipulation. 
HP009 will be introduced first followed by its land use division and proposed GI strategy. A data 
manipulating process will then be conducted in the template spreadsheet for categorizing 
UHRUs into representative UHRU types. Error check on this process will also be included. 
Finally, the output results from online model will be presented.  
1.1 Description of study area 
HP009, one of the major CSO sheds in NYC served by Hunts Point (HP) wastewater treatment 
plant (Bloomberg and Lloyd  2013), covers an area of 1.57 square kilometers in Bronx, NYC in 
which there are 1747 private parcel properties and over 20,420 meter of street (see Figure I-1 and 
Figure I-2). Due to the restriction of utility, geometry, surface constraints, only 21% of GI 
opportunities can be realized based on New York City Department of Parks and Recreation (DPR) 
information. In addition, most residents in this area do not own their houses which are a big 
obstacle to apply parcel GI. 
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Figure I-1 Location of HP009 in NYC 
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Figure I-2 Map of HP009 (white boundary) 
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1.2 Description of Land uses 
The watershed contains six main land uses, commercial, industrial, mixed residential, residential, 
green space & parking, and street. The implementation rates for both parcel UHRUs and street 
UHRUs are provided in Table I-1. In Figure I-3, UHRUs of different land uses are displayed 
graphically.  
Land Use 
Adoption Rate 
(annual % of total parcel 
UHRU area) 
Repaving Rate 
(annual % of total 
street UHRU area) 
Commercial 10 0 (not applicable) 
Industrial 7.5 0 (not applicable) 
Mixed_Residential 5 0 (not applicable) 
Parking & Green 
Space 15 0 (not applicable) 
Residential 2 0 (not applicable) 
Street 0 (not applicable) 20 
Table I-1 Implementation rate for land uses in HP009 
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Figure I-3 Land uses for HP009  
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1.3 Description of GI strategies  
The GI proposed to install on HP009 is given in Table 2. These scenarios were determined after 
two workshops with the local community stakeholders.  
GI strategy Applied area 
Green roof, Rain garden, 
Permeable Pavement Driveway 
and Downspout disconnect roof to 
rain garden 
public housing sites (big parcel 
properties) 
Permeable pavement 
parking lots (parking lot in 
parking & green space land 
use) 
Bio-swale and tree pits 
streets and Bronx river pkwy 
(parkway area through the 
middle of the watershed) 
Green roof train stations on westchest ave 
Table I-2 GI strategies in HP009 
 UHRUs data manipulating 2
The data manipulating processes contain finding the spatial information for each UHRU in the 
watershed, converting it into proper format and unit that is recognizable by LIDRA, integrating 
spatial information with UHRU properties such as land use, GI code and soil type. This 
information is usually collected from various sources (e.g. tax information, traffic data, land use 
survey, etc.) in different format. Users may use different method to assemble this information 
based on the data in hand. In this case study, the parcel dimensions are derived from tax data; 
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street information is measured from a GIS map file, soil information is acquired by a survey data.  
The processes of information merge are realized in ArcGIS system for this case.  
2.1 UHRUs data clustering 
Given there have thousands of UHRUs in a watershed, tons of calculation would bring to the 
system when all UHRUs are input as an independent one. As an online model providing real-
time simulation, it is unacceptable to spend hours or even days for a single simulation. In the 
current system, our goal is to limit the calculation period for each simulation within 5 minutes, 
which means the total number of UHRUs has to be less than 200. Users may group the UHRUs 
with similar spatial distribution and other properties into a single UHRU type of total area, so 
that a complex watershed could be refined as several big UHRU types. Alternatively, there is a 
cluster analysis tool in the LIDRA uploading template spreadsheet (downloadable from 
www.lidratool.org) that could automatically group UHRUs into general types on their spatial 
information and sub-categorize on other properties. The code of this algorithm is derived from 
www.neilson.co.za (k-Means Cluster Analysis VBA code). The detail of its usage is introduced 
below.  
2.2 Original UHRUs 
Sample of original UHRU data output from ArcGIS system is presented as Table I-3 and I-4. All 
of the UHRU data is input into “Parcels” sheet and ”Streets” sheet in the template spreadsheet. In 
HP009, the number of UHRUs is 1757 and 336 for parcel and street UHRUs respectively. The unit 
of each column is determined by user’s selection in the first sheet of the template spreadsheet 
which is not introduced here. 
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Roof Area 
Percent 
Yard Area 
Percent 
Driveway 
Area 
Percent 
Lot Area Land Use 
LID 
Config 
Soil 
Type 
99.4 0.6 0.0 0.2 Commercial 30 Loam 
64.6 21.3 14.2 0.1 Residential 30 Loam 
60.3 23.8 15.9 0.1 Commercial 30 Loam 
52.3 28.6 19.1 0.0 Residential 30 Loam 
75.3 14.8 9.9 0.1 Residential 30 Loam 
64.6 21.3 14.2 0.1 Residential 30 Loam 
56.0 26.4 17.6 0.1 Residential 30 Loam 
48.5 30.9 20.6 0.0 Residential 30 Loam 
47.2 31.7 21.1 0.0 Residential 30 Loam 
Table I-3 Sample parcel UHRUs in HP009 (roof, yard and driveway are all percentage of the 
total area; Lot area is in acre) 
Sidewalk 
Width 
Cubside 
Width 
Parking 
Lane 
Width 
Traffic 
Lane 
Width 
Intersection 
Length 
Street 
Length 
LID 
Config 
Soil 
Type 
Land 
Use 
6.6 6.6 8.0 10.0 37.7 97.2 6 Loam Street 
0.0 0.0 0.0 36.0 0.0 210.6 16 Loam Street 
8.0 12.0 15.0 13.0 43.0 495.1 6 Loam Street 
0.0 0.0 0.0 24.0 0.0 115.1 16 Loam Street 
6.6 6.6 8.0 10.0 20.0 478.2 6 Loam Street 
8.0 6.0 0.0 21.0 25.0 254.0 6 Loam Street 
8.0 4.0 0.0 20.0 60.0 295.6 6 Loam Street 
8.0 4.0 0.0 20.0 30.0 134.8 6 Loam Street 
Table I-4 Sample street UHRUs in HP009 (All lanes width and street length are in feet) 
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2.3 Cluster analysis of UHRU data 
After entry of original UHRUs, users may click the “Output UHRU” button (Figure I-4) on the 
top right of either “Parcels” sheet or “Streets” sheet to perform the cluster analysis. The windows 
in Figure I-5 will pop up to asking for the number of clusters for both parcel and street UHRUs 
into which users would like to categorize. The numbers of clusters are determined by users. 
However, to keep the total UHRU less than 200, we do recommend using numbers less than 20 
for both parcel UHRUs and street UHRUs. For this case, 8 clusters for parcel UHRU and 5 
clusters for street UHRU are utilized. Notice: Since the Bronx River Express Parkway in the 
middle of the watershed and the train stations on Westchester Avenue are quite different from 
the other places, we will manually input this information. 
 
Figure I-4 Output UHRU button 
 
Figure I-5 Popup window for cluster analysis in template spreadsheet 
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The spreadsheet does two activities when clicking the “Output UHRU” button. 1. Spatial 
information will be clustered according to the number of clusters specified in the windows above. 
2. The spatial clusters will then be sub-categorized based on GI options, land uses and soil types, 
and inserted into “Parcel UHRU” sheet and “Street UHRU” sheet, respectively.  
The results of spatial information cluster analysis is provided in the Table I-5 and I-6 and 
displayed in Figure I-6. 
Cluster ID Roof Area % Yard Area % Driveway Area % 
1 94.7% 3.6% 1.7% 
2 63.3% 22.0% 14.7% 
3 44.7% 33.2% 22.1% 
4 3.5% 57.9% 38.6% 
5 75.6% 14.8% 9.6% 
6 52.7% 28.4% 18.9% 
7 30.9% 41.5% 27.6% 
8 2.3% 0.0% 97.7% 
Table I-5 Parcel UHRU clusters 
Cluster ID 
Sidewalk 
Width 
Curbside 
Width 
Parking Lane 
Width 
Traffic lane 
Width 
1 6.9 3.8 7.5 8.7 
2 5.5 4.9 0.3 37.6 
3 0.0 0.0 50.0 0.0 
4 5.5 3.4 0.2 21.2 
5 7.4 6.1 8.4 17.6 
Table I-6 Street UHRU clusters 
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Figure I-6 HP009 UHRU clusters after analysis 
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2.4 Error check 
This process will slightly change the area of different surface sections in a type of UHRU. The 
error check for HP009 cluster analysis performance is provided below. For parcel UHRUs (Figure 
I-7), the overall area increased 0.02 ac, 0.01%; total roof area decreased 1.47ac, 1.6%; total yard 
area increased 1.12 ac, 1.2%; total driveway area increased 0.37ac, 0.5%. For street UHRU (Figure 
I-8), the overall area decreased 3.65 ac, 3.4%; sidewalk area decreased 0.22 ac, 1%; curbside area 
decreased 1.51 ac, 10.1%; parking lane area decreased 0.87 ac, 4%; traffic lane area decreased 
1.07ac, 2.4%; intersection area decreased 0.01ac, 0.4%. Due to the smaller amount of original data 
and higher dimensions, street UHRUs’ area error in cluster analysis is relatively higher than 
parcel UHRU. Yet, a 3.4% off in overall area may not significantly change the runoff calculation 
results and the overall cost of GI. This error could be reduced by adding more clusters in the 
analysis.  
 
Figure I-7 Error check for parcel UHRUs in HP009 
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Figure I-8 Error check for street UHRUs in HP009 
 Final UHRU data 3
After the cluster analysis, the original UHRU data has been categorized into totally 56 UHRU 
types for both parcel and street, which is displayed in Tables I-7 and I-8. In parcel UHRU, the last 
row represents train stations on Westchester Avenue and green spaces along Bronx river express 
parkway. Both of them are assigned to parking & green space land use. For street UHRU, Bronx 
river express parkway (last two UHRUs) is manually added at the end of the clustered UHRUs. 
These results will be automatically tabulated into a proper format for uploading into LIDRA for 
GI simulation. 
 
 
Total
Area
Sidewalk
Area
Curbside
Area
Parking
Lane
Area
Traffic
Lane
Area
Intersecti
on Area
Difference (ac) -3.6 -0.2 -1.5 -0.9 -1.1 0.0
Difference % -3.4% -1.0% -10.1% -4.0% -2.4% 0.4%
-12.0%
-10.0%
-8.0%
-6.0%
-4.0%
-2.0%
0.0%
2.0%
-4.0
-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
D
if
fe
re
n
ce
 (
%
) 
D
if
fe
re
n
ce
 (
ac
) 
Error of Street UHRU Clusterring for HP009 
288 
 
 
%Roof %Yard %Driveway Parcel Type Area LID Config Land Use Soil Type 
94.7 3.6 1.7 7.5 30 Commercial Loam 
63.4 22.0 14.7 1.6 30 Commercial Loam 
52.7 28.4 18.9 3.4 30 Commercial Loam 
75.6 14.8 9.6 4.9 30 Commercial Loam 
44.6 33.2 22.1 3.6 30 Commercial Loam 
3.5 57.9 38.6 10.2 30 Commercial Loam 
30.9 41.5 27.6 25.8 30 Commercial Loam 
94.7 3.6 1.7 0.5 30 Residential Loam 
63.4 22.0 14.7 34.9 30 Residential Loam 
52.7 28.4 18.9 28.0 30 Residential Loam 
75.6 14.8 9.6 4.9 30 Residential Loam 
44.6 33.2 22.1 16.5 30 Residential Loam 
3.5 57.9 38.6 13.3 30 Residential Loam 
30.9 41.5 27.6 14.1 30 Residential Loam 
44.6 33.2 22.1 1.5 5 Residential Loam 
3.5 57.9 38.6 39.1 5 Residential Loam 
94.7 3.6 1.7 0.6 30 Mixed_Residential Loam 
63.4 22.0 14.7 1.6 30 Mixed_Residential Loam 
52.7 28.4 18.9 0.2 30 Mixed_Residential Loam 
75.6 14.8 9.6 5.0 30 Mixed_Residential Loam 
44.6 33.2 22.1 0.2 30 Mixed_Residential Loam 
3.5 57.9 38.6 0.6 30 Mixed_Residential Loam 
30.9 41.5 27.6 0.1 30 Mixed_Residential Loam 
30.9 41.5 27.6 13.1 5 Mixed_Residential Loam 
3.5 57.9 38.6 11.5 5 Mixed_Residential Loam 
2.3 0.0 97.7 3.0 29 Parking & Green Space Loam 
2.3 0.0 97.7 12.7 5 Parking & Green Space Loam 
94.7 3.6 1.7 0.4 30 Industrial Loam 
30.9 41.5 27.6 2.7 30 Industrial Loam 
60.0 0.0 40.0 1.3 30 Parking & Green Space Loam 
0.0 100.0 0.0 24.6 30 Parking & Green Space Loam 
Table I-7 Final parcel UHRUs for uploading 
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Total 
Half 
Street 
Length 
Width 
Sidewalk 
Width 
Curbside 
Width 
Parking 
Lane 
Width 
Traffic 
Lane 
Intersection 
Length 
LID 
Config 
Land 
Use 
Soil 
Type 
60,330.21 6.87 3.67 7.51 8.70 6,523.10 6 Street Loam 
19,838.63 6.87 3.67 7.51 8.70 1,937.00 16 Street Loam 
9,526.33 5.45 4.90 0.25 37.60 331.00 6 Street Loam 
1,764.75 5.45 4.90 0.25 37.60 100.00 16 Street Loam 
23,752.44 7.43 6.05 8.41 17.56 3,500.00 6 Street Loam 
9,275.25 7.43 6.05 8.41 17.56 1,300.00 16 Street Loam 
7,929.00 5.46 3.41 0.22 21.16 1,106.00 6 Street Loam 
1,967.14 5.46 3.41 0.22 21.16 335.00 16 Street Loam 
334.00 0.00 0.00 50.00 0.00 0.00 16 Street Loam 
6,740.00 0.00 0.00 0.00 76.00 0.00 16 Street Loam 
9,996.00 0.00 0.00 0.00 26.00 0.00 16 Street Loam 
Table I-8 Final street UHRUs for uploading 
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