Abstract-Numerous speech representations have been reported to be useful in speaker recognition. However, there is much less agreement on which speech representation provides a perfect representation of speaker-specific information conveyed in a speech signal. Unlike previous work, we propose an alternative approach to speaker modeling by the simultaneous use of different speech representations in an optimal way. Inspired by our previous empirical studies, we present a soft competition scheme on different speech representations to exploit different speech representations in encoding speaker-specific information. On the basis of this soft competition scheme, we present a parametric statistical model, generalized Gaussian mixture model (GGMM), to characterize a speaker identity based on different speech representations. Moreover, we develop an expectation-maximization algorithm for parameter estimation in the GGMM. The proposed speaker modeling approach has been applied to text-independent speaker recognition and comparative results on the KING speech corpus demonstrate its effectiveness.
I. INTRODUCTION
A S ONE OF the most important topics in biometrics, speaker recognition is a process that automatically determines a speaker's identity based on his or her voice. There are widespread applications ranging from confidential data access to audio indexing in multimedia [5] , [18] , [40] . Although speaker recognition includes miscellaneous tasks, most of studies focus on speaker identification and verification. Speaker identification is to classify an unknown voice token as one of reference speakers, whereas speaker verification is to accept or reject an identity claim. Moreover, a speaker recognition system often works in either of two operating modes: text dependent, where the same text is required for both training and test; and text independent, where arbitrary text is allowed to utter without restriction.
From a pattern recognition perspective, speaker recognition is a difficult problem because speech always changes over time and is affected by numerous factors ranging from environments to speaker's healthy status. Due to the nature of speech, speaker recognition becomes a special pattern recognition problem in that there are large intraspeaker variabilities along with relatively small interspeaker variabilities [43] . In contrast, a speech signal is recognized as a nonstationary stochastic process in general, which implies the necessity of a short-term spectral analysis. Unfortunately, such an analysis leads to a huge number of high-dimensional data or speech frames even for a problem of moderate size so all existing classification techniques cannot cope with speaker recognition without the help of feature extraction techniques [21] . It is well known that an effective feature extraction technique can generate a parsimonious, yet more distinguishing, representation for raw data. As a consequence, it is inevitable for speaker recognition to demand such a low-dimensional representation to encode speaker-specific information conveyed in speech.
For speech signal processing, numerous speech spectral representations have been developed by parameterizing the speech spectrum. Common spectrum representations are linear predictive coefficients and their various transformations (e.g., reflection coefficients, PARCOR coefficients, cepstral coefficients, filter-bank energies, and their cepstral representations). These representations have been widely used in both speech and speaker recognition. The earlier studies uncover that a speech signal contains mainly three types of information (i.e., linguistic information, speaker-specific information, and information on a specific environment) and so does any speech spectral representation extracted from the speech signal [21] . An ideal speaker recognition system should be able to discriminate speakers regardless of linguistic information, whereas a general speech recognition system would rather decode speech to distill only linguistic information without considering speaker identities. Thus, the use of the same spectral representations in both speaker and speech recognition has become an obstacle hindering either of two systems from producing high performance. Many efforts have been made toward better extracting and representing speaker-specific information from speech signals. These endeavors can be roughly classified into two categories: exploration of a single representation, where an effective single speech representation is sought to characterize speaker-specific information; and exploitation of different representations, where multiple speech representations of speech signals are considered to encode speaker-specific information.
The basic idea underlying exploration of a single representation is finding a speech representation for better encoding speaker-specific information than its common spectral counterparts. Such methods include feature selection, feature transformation, and novel speech representations alternative to a spectral representation. By feature selection, one attempts to discover a subset of features likely carrying speaker-specific information (less associated with linguistic information reciprocally) from a common spectral representation [19] , [24] , [34] . Apart from some text-dependent cases [24] , [34] , however, most such fail to generate a proper subset due to the lack of an appropriate mathematical expression methodology [5] and numberless varieties of speaker-specific information. In general, generic text-independent speaker feature selection is still an open problem. Instead, more researchers focus on feature transformation where the original spectral representations are somehow manipulated to produce the effect that highlights speaker-specific information and/or suppresses linguistic information, as well as other parts of speech irrelevant to speaker-specific information. Such techniques include adaptive feature weighting [3] , [29] and other transformations (e.g., wavelet-based transformation) [20] . Finally, some perceptual factors have also been considered to compensate for spectral representations, which turn out to be helpful for speaker recognition [1] , [22] , [25] , [26] .
Exploitation of different representations tends to overcome the difficulty that no existing single representation perfectly expresses speaker-specific information. In this methodology, multiple feature vectors, corresponding to different representations, are always extracted from a speech frame, respectively, based on different feature extraction methods. As a consequence, different speech representations are available, and each can be individually used to replace the original speech data in automatic speaker recognition. Because different representations tend to encode different facets of speaker-specific information, the joint use of different representations more likely captures a diversity of speaker-specific information intertwined with linguistic information in speech. Obviously, such a methodology always attempts to take advantage of the latest progress made by exploration of a single representation. So far, two approaches have been developed for use of different representations in speaker recognition. One is simply lumping different representations together to constitute a composite representation [2] , [7] , [28] , [33] . To some extent, such an approach improves the performance of speaker recognition but leads to a higher dimensional feature vector of redundancy, given that any representation can individually represent the original speech data. Thus, the use of a composite representation unavoidably suffers from the curse of dimensionality. In addition, different representations get involved in different measure criteria, and so it is a nontrivial issue on how to normalize different representations to form a composite representation. Unlike the use of a composite representation, the other is combining speaker models created separately on different representations [10] , [35] , [41] , [42] , which results in a two-stage speaker modeling process (i.e., creation of speaker models based on individual representations, respectively, and then a combination of speaker models on different representations). Apparently, such a methodology is suboptimal because different facets reflected by different representations are indirectly considered only at the decision-making stage rather than the speaker modeling stage.
Unlike all the approaches mentioned previously, we propose an alternative approach to speaker modeling by the simultaneous use of different representations in an optimal way. Inspired by our previous empirical studies, we present a soft competition scheme on different representations toward better encoding speaker-specific information. In the soft competition scheme, different representations corresponding to a speech frame compete with each other for the right of representing speaker-specific information. Unlike the winner-take-all scheme, our soft competition scheme allows different feature vectors to work together in an optimal way, where winners play a more important role than losers. On the basis of this soft competition scheme, we propose a parametric statistical model, generalized Gaussian mixture model (GGMM), to characterize a speaker identity based on different representations. For parameter estimation in the GGMM, we develop an expectation-maximization (EM) algorithm based on the general EM framework [16] . The proposed speaker modeling approach has been applied to text-independent speaker recognition, and comparative results on the KING database, a benchmark speech corpus designed especially for text-independent speaker recognition, demonstrate its effectiveness.
The remainder of this article proceeds as follows. We first describe the motivation and the basic idea of soft competition on different speech representation for speaker modeling. After presenting the GGMM to carry out the soft competition scheme, we develop an EM learning algorithm for parameter estimation. We then employ the GGMM as a speaker model for speaker recognition and report simulation results on the KING speech corpus. We further discuss some issues relevant to the proposed approach.
II. METHODOLOGY
In this section, we first describe an inspiration coming from our earlier empirical studies, which draws on our basic idea of soft competition on different speech representations, and then propose a probabilistic model for the optimal use of different speech representations.
A. Motivation
In our earlier work [8] - [14] , [44] , we empirically investigated how the performance of speaker recognition is influenced by different speech representations through the use of modular neural networks, the mixture-of-experts (ME) model, [23] and its extensions. Among those investigations, there is always a common outcome (i.e., for a classifier separately trained on different representations, its performance on a whole testing set is often inconsistent with those on its subsets when we compare the influence of different representations on speaker recognition based on an identical classifier).
Here, we present the finding of such inconsistency by means of a text-independent speaker identification experiment. We used a speech corpus in Mandarin Chinese, where there were 20 male speakers and all the utterances were recorded in three sessions spaced apart by at least 1 month. After a conventional short-term acoustic analysis, we extracted three different representations or feature vectors from each speech frame [21] (i.e., linear predictive coefficients (LPC), perceptual linear prediction (PLP), and Mel-scaled cepstral coefficients (MCC) vectors, respectively). The utterances recorded in session 1 were employed as a training set. An ME classifier of the identical architecture was trained on different representations, respectively. The utterances in the corpus were used as testing data. Testing results were observed in two ways: the error rate or misidentification rate on the whole testing set and those on subsets formed by randomly partitioning the testing set into seven mutually exclusive subsets of nearly equal length of utterances.
As illustrated in Fig. 1 , each plot indicates the performance of this ME classifier on different representations as the aforementioned testing set or one of its subsets is used for test. Fig. 1(a) depicts the overall performance on the whole testing set, where the performance of MCC is the best among three representations and the performance of PLP is better than that of LPC. By comparison, the performance on different representations can be ranked in light of error rates, denoted by , where is one of three representations as follows:
. Fig.  1(b) -(h) illustrate the testing results on seven mutually exclusive subsets of the whole testing set, respectively. In contrast, the same ranking as shown in Fig. 1 (a) occurs only once in Fig.  1(b) , whereas testing results on other six subsets are inconsistent with that ranking as illustrated in Fig. 1 (c)-(h). The further observation indicates that any of three representations yields the lowest error rate on some certain subsets, but none of them leads to the lowest error rate on all the subsets. For instance, the performance of LPC is superior to others on three subsets as shown in Fig. 1(d) , (e), and (h), although its overall performance is inferior to that of others. Similarly, the performance of MCC becomes the poorest on a subset as depicted in Fig. 1 (e), although its overall performance is ranked as the top shown in Fig. 1(a) . As a consequence, the performance of different representations dynamically varies on different subsets, and none of them overwhelmingly dominates the performance of speaker identification on all subsets. We have further investigated the phenomenon by the extensive use of subsets of different sizes and alternative speech representations. All the experimental results consistently support our findings, as exemplified above.
Consistent with earlier studies, the previous empirical studies lend support to the argument that for speaker modeling none of the existing speech representations is perfect for encoding speaker-specific information. Our finding further suggests that the various speaker-specific information conveyed in different parts of speech should be dynamically specified by different kinds of speech representations, which provides an alternative insight into exploitation of different representations. Inspired by the aforementioned empirical studies, we propose a soft competition scheme for the joint use of different representations for speaker modeling in an optimal way.
B. Soft Competition on Different Speech Representations
For representing a speech data set, we assume there are different feature extraction methods so different speech representations can be extracted from this speech data set at a speech frame level after short-term acoustic processing. To facilitate the presentation, we let denote a data set containing speech frames. Thus, the notation stands for a collection of different representations extracted from the data set , where and is the (a) Results on the whole testing set. (b) Results on subset 1, e < e < e . (c) Results on subset 2, e < e < e . (d) Results on subset 3, e < e < e . (e) Results on subset 4, e < e < e . (f) Results on subset 5, e < e < e . (g) Results on subset 6, e < e < e . (h) Results on subset 7, e < e < e . speech feature vector, corresponding to representation , obtained from the speech frame by applying the th feature extraction method. For a speech frame , therefore, we can always obtain a feature vectors 1 collectively denoted as . To simplify our presentation, we hereinafter drop the obvious data terms, and , from the collective notation of different speech representations.
It is well known that a speech representation mainly contains linguistic and speaker-specific information. Our empirical studies mentioned previously indicate that different speech representations may convey various amount of speaker-specific information in a certain circumstance. For speaker modeling, an ideal speech representation is the one that contains the maximum amount of speaker-specific information or the minimum amount of linguistic information reciprocally, which we refer to as an optimal feature vector in this article. For denoting such an optimal feature vector in context of different representations, we introduce a set of binary indicator variables, . The indicator, , corresponds to the feature vector and is defined as if is the optimal feature vector of a speech frame ; otherwise, . According to our definition on the optimal feature vector, is always guaranteed.
For a speech frame, its feature vectors or representations are always mutually in the position of rivals to compete for being its optimal feature vector in context of speaker modeling. If we adopt a winner-take-all scheme for competition, the optimal feature vector would be solely used to represent the speech frame and, as a result, others should be abandoned. Given that an indicator of the optimal feature vector is a random variable, the use of the winner-take-all scheme leads to a probabilistic relationship between the speech frame and its feature vectors or representations via indicators of optimality as follows:
( 1) For speaker modeling, (1) implies that a speech frame is represented only by its optimal feature vector in a stochastic sense. Apparently, the aforementioned winner-take-all competition idea would always work if such indicators are known or can be evaluated. In practice, however, the indicators remain unknown unless there is an explicit measure of speaker-specific information. Unfortunately, to our knowledge, such a measure has not been discovered so far, and it is more likely that there is no simple measure in reality for such a purpose.
Unlike the winner-take-all scheme, the principle of soft competition provides an alternative perspective for competition. Instead of eliminating losers, the soft competition scheme allows all the rivals to work together for a task. Nevertheless, a winner would play a more important role than a loser. In other words, the nature of a soft competition scheme leads to a niche for maximum synergy from all the rivals. As a generic principle, soft competition has been extensively applied to data clustering (e.g., [17] , [31] , which yields better performance). Motivated by the principle of soft competition and its applications in data clustering, we propose a mixture model for the optimal use of all the different speech representations simultaneously (2) Here, the last step is obtained by applying (1) , and the notation is adopted to highlight the fact that a mixing proportion is an input-dependent probability given the ensemble of different representations. Thus, (2) provides a soft competition scheme for different speech representations. For each speech frame, its feature vectors or different representations, extracted by different feature extraction methods, compete each other for the right to represent the speaker-specific information conveyed in the speech frame. The competition leads to a set of credits for different representations, and all the representations are used by a weighted combination. When (2) is employed as a statistical speaker model, would yield the probability that a speech frame encoded by its different representations belongs to the speaker. Accordingly, is the probability that the speech frame encoded by only the individual representation belongs to the speaker. tends to dynamically generate credits for the optimal combination of statistical speaker models individually working on different speech representations. To build such a speaker model, we specify a parametric finite mixture model, where its parameters are estimated by learning from data. Here, we emphasize that neither nor in (2) is created separately for characterizing a speaker identity, and all the elements in (2) must be treated as a whole for speaker modeling.
III. MODEL DESCRIPTION
In this section, we present a parametric model, GGMM, to carry out our soft competition scheme for speaker modeling. Moreover, we develop a learning algorithm for this parametric model based on the EM framework [16] . The proposed statistical model will be applied as a statistical speaker model by exploiting different speech representations.
A. Generalized Gaussian Mixture Model
As specified in (2), our soft competition scheme specifies a finite mixture model consisting of component densities based on individual representations and input-dependent mixing proportions given the ensemble of different representations.
As a speaker modeling technique, Gaussian mixture model (GMM) has been applied for speaker recognition and has turned out to be an effective statistic model for encoding the speakerspecific information conveyed in a speech representation [36] , [37] , [39] . As pointed out by Reynolds and Rose [39] , each unimodal component of a Gaussian mixture density characterizes an acoustic class underlying a phonetic event (e.g., vowels, nasals, or fricatives), and therefore can specify a speaker-dependent vocal tract configuration, whereas the multimodal GMM is modeling a set of speaker-dependent acoustic classes. Moreover, a Gaussian mixture density also provides a smooth approximation to the underlying long-term sample distribution of observations achieved from utterances of a specific speaker [39] . Inspired by previous investigations [36] , [37] , [39] , we adopt a GMM as a component density based on an individual representation in our parametric model. For a representation , the component density function is (3) where is a Gaussian density function defined by Here, is a -dimensional feature vector in , and are mean vectors and covariance matrices of Gaussian densities in (3), and are input-independent mixing proportions, where all satisfy and . Given Gaussian components in (3), all the parameters are denoted by
The mixing proportions in our finite mixture model in (2) follows the multinomial distribution [30] . Now, we encounter a distribution specified on the ensemble of different representations rather than the original data set. Therefore, we need to develop a suitable model for describing such a distribution. Due to the nature of different representations, each speech representation can be independently used, as done in most speaker recognition systems. When different representations are considered together, we specify by a linear combination of multinomial distributions on different representations: (4) Equation (4) suggests another soft competition scheme: each representation can be individually used to specify the multinomial distribution, but they may not play equal roles while they are considered. That is, reflects the importance of the th representation in the overall multinomial distribution by considering all the different representations, where all are subject to and . For parameterizing the model in (4), we specify a parametric model for the multinomial distribution by a generalized linear multinomial logit model [15] , [32] ( 5) where is the set of all parameters in the generalized linear model. Inserting (5) into (4), we obtain a parametric model, , for
where is the set of parameters and in the parametric model for generating mixing proportions.
Assembling (3) and (6) based on (2), we immediately obtain a parametric form of our finite mixture model for soft competition on different speech representations (7) In (7), all the parameters are collectively expressed by the notation Apparently, our statistical model includes several GMMs corresponding to different representations; hence, we refer to (7) as a GGMM. As applied in speaker modeling, the GGMM characterizes a speaker identity based on different speech representations through the use of parameters, .
To better understand the proposed GGMM model, we illustrate the schematic structure of our GGMM in Fig. 2 . As depicted in Fig. 2 , GMMs, where a GMM receiving the input contains component Gaussian densities, are employed to model a speaker's characteristics based on different speech representations, whereas mixing proportions are produced by a linear combination of proportion generators working on different speech representations. As a consequence, the overall output of the GGMM is the convex weighted combination of outputs of GMMs. Note that the mixing proportions in the GGMM are input dependent, which significantly distinguishes itself from a classical GMM of input-independent mixing proportions [30] .
B. Expectation-Maximization Learning Algorithm
As pointed out in Section III-A, a speaker identity can be characterized by a GGMM via its parametric model in the context of different speech representations. Therefore, the creation of a speaker model is a parameter estimation or learning process from speaker's utterances. For a finite mixture model, there are numerous methodologies for parameter estimation [30] . So far, the most popular and well-established methodology is the maximum likelihood estimation based on the EM framework [16] . In this section, we develop an EM learning algorithm to fit our GGMM structure.
Suppose a training set corresponding to a specific speaker is and different feature extraction methods are available. For the training set, the application of feature extraction methods leads to different speech representations collectively denoted by where is a collection of all the feature vectors of the same dimensionality corresponding to the th speech representation. We refer to all speech representations in as observable data hereafter because all of them can be obtained by a collection process in reality.
The basic idea underlying the EM framework is introducing a set of missing data (unobservable data) to the original likelihood function to simplify its optimization. In the context of our GGMM, we introduce a set of missing data , corresponding to observable data, collectively denoted by (8) is a binary indicator associated with mixing proportion generators (see Fig. 2 ) defined as (9) shown at the bottom of the page. According to the definition in (9), . Similarly, is another binary indicator for Gaussian component densities in the th GMM receiving (see Fig. 2 ) shown in (10) at the bottom of the page. Here is ensured in (10) . With respect to missing data , it is actually the same as defined in Section II-B for indicating whether the representation or feature vector in is the optimal feature vector of a speech frame . Now, we explicitly write by (11) shown at the bottom of the page.
Once we define missing indicator variables, we have a complete data set consisting of observable and missing data by where and . Thus, we can specify a probabilistic model that relates the missing data to the observable data. In light of , this probabilistic model is written based on in (7) as follows: if in is the most suitable for generating mixing proportions otherwise.
if the th Gaussian density is the best speaker model for otherwise.
if the in is the optimal feature vector of otherwise.
In (12), we use the fact that the indicator variables tell which elements in the GGMM are in operation. Given the complete data , the probabilistic model in (12) yields a complete log-likelihood function by taking the logarithm (13) which allows us to consider the optimization problem in a simpler way.
Based on the complete log-likelihood function, our EM algorithm is a recursive learning process where each iteration consists of two steps (i.e., an E step and an M step). In general, the E step tends to decompose the complicated maximum likelihood problem into a set of simpler subproblems, whereas the M step works for solving those subproblems on the basis of simplification by the E step. Based on modified parameters, a next iteration of EM learning takes place, which results in a loop of the E step and the M step.
In the E step, we need to estimate the expectation values of random missing indicator variables, , based on the observable data and the current parameter values of the GGMM, . Due to the nature of binary indicator variables, their expectation values are actually the posterior probabilities given and as the value of indicators equals one. In the context of the GGMM, the following posterior probabilities, denoted by , and , are estimated in the E step (14a) (14b) (14c) Formulae for estimating the above posterior probabilities are derived in the Appendix.
In the M step, we require maximizing for all the parameters in . By examining (13), we see that parameters in GMMs influence by only terms and , whereas the parameters on mixing proportions are influencing through only terms and . Thus, the M step decomposes the original optimization problem into the following separate maximization subproblems.
For parameters in the GMM receiving the input , two optimization subproblems are (15) where is a collective notation of parameters of the th Gaussian density in the GMM receiving , and
Similarly, two optimization subproblems with respect to mixing proportions are (17) s.t.
The parameter estimation in a GMM has been well studied [30] , and analytic solutions to optimization subproblems in (15) and (16) (21) where , and are the th element of the vectors, , and , respectively. As suggested by Reynolds and Rose [39] , we use only such a diagonal covariance matrix in our simulations. Finally, the analytic solution to the optimization subproblem in (16) is also available by (22) For mixing proportions, the optimization subproblem in (17) is analytically insolvable, whereas the analytic solution to the optimization subproblem in (18) is (23) Due to the nature of a multinomial logit model underlying each mixing proportion generator, the optimization subproblem in (17) is an iteratively reweighted least squares (IRLS) problem. In our earlier work [15] , we developed a Newton-Raphason algorithm for solving the IRLS problem, and the iterative solution is (24) where is a learning rate. is the Hessian matrix consisting of block where
Here
, is the Kronecker delta defined as follows: , if ; otherwise, . is the Jacobian matrix consisting of vectors where Note that the iteration in (24) forms an inner loop with respect to in the M step of the th epoch of the EM algorithm and where is the prespecified number of iterations, as a stopping criterion, in the inner loop.
As proved by Dempster et al. [16] , our original likelihood function based on only observable data increases monotonically along the sequence of parameter estimation generated by an EM algorithm and converges to a local maximum. Thus, the parameter values in obtained by the EM algorithm establish a speaker model based on different speech representations.
IV. SIMULATIONS
In this section, we present simulation results by applying our GGMM proposed in Section III to text-independent speaker recognition by means of the KING speech corpus [6] . To demonstrate the effectiveness of our approach, we also apply traditional approaches to the same problem for comparison. These approaches include the GMM trained on individual speech representations, the GMM trained on a composite speech representation, and a linear combination of GMMs trained on individual speech representations.
In the sequel, we first present a brief description of our simulations, including database, acoustic signal preprocessing, and speech representation extraction. To facilitate the presentation of comparative results, we give a brief review of a linear opinion pool for combination of multiple GMMs used in our simulations. Finally, we report simulation results on speaker identification and verification.
A. Brief Description
The KING corpus is a benchmark English acoustic corpus collected by Higgins at ITT around 1987 and resampled in 1992, which is designed especially for text-independent speaker recognition. It consists of wideband (WB) and narrow-band (NB) sets. The WB set was collected with a high-quality microphone in a quiet room, whereas the NB set was collected by telephone handsets through various long distance telephone channels. In each set, all speakers are male, and ten sessions for each speaker were recorded from a week to a month apart. It is reported in [6] that some data in the WB set were unfortunately missing, which results in different populations in two sets.
Similar to specifications used in [36] , our system adopts the following preprocessing for text-independent speaker recognition: 1) preemphasizing with the filter response ; 2) 32-ms Hamming windowing without overlapping; 3) removing the silence and unvoiced part of speech in terms of short-term average energy; and 4) extracting different feature vectors or representations from each short-term frame. In our simulations, three different speech representation methods are employed. Thus, three different feature vectors or representations can be extracted from a short-term frame (i.e., 19-order LPC, 16-order PLP, and 19-order MCC vectors). To form a composite representation, we simply lump these three vectors together, which leads to a 54-order composite feature vector for the short-term frame. In simulations on the NB set, the mean subtraction technique [36] is also used in preprocessing for robustness.
In our simulations, the GGMM is employed as a speaker model to characterize a speaker identity based on different speech representations. For the same task, the ordinary GMM is also used for comparison, where a GMM is trained on either an individual representation or a composite representation. In addition, the combination of GMMs by the linear opinion pool described later is performed for further comparison.
For measuring the performance of a text-independent speaker recognition system, a sequence of speech frames is divided into overlapping segments of frames, as suggested by Reynolds [36] For the th testing segment, the score of a speaker model is calculated as follows: (25) Here, is the probability produced by a statistical speaker model (i.e., GGMM or GMM) for a short-term frame through its representation(s) or feature vector(s). Thus, the smoothed likelihood value corresponding to a segment becomes a score for decision making. Note that the length of a segment in the previous testing method provides a practical way to investigate the influence of utterances of different lengths on the performance of a speaker recognition system in simulations. In other words, the use of this tunable parameter may simulate utterances of arbitrary lengths by changing its value.
B. Linear Opinion Pool
The linear opinion pool is a commonly used framework for combination of different sources of information and has been used for combination of scores produced by various speaker models for speaker recognition [35] . The basic idea is the combination by a linearly weighted sum of outputs of the component models. For component models (26) where is the output of the previous combination system, is proportional weights subject to and , and is the probability output by the th component model for a short-term frame through its representation . In our simulations, each component model is a GMM trained on an individual representation, and the combination system indirectly takes advantage of different representations through decision fusion for speaker recognition.
There are several methods for selecting weights in a linear opinion pool. In our simulations, we adopt a score normalization method to determine the weights. By a validation set of testing segments, we normalize the scores produced by each component model for the testing segments. Thus, the weight for the th component model is obtained by (27) where is the score of the th segment produced by the th component model. Apparently, such a weight selection method provides a rough measure for the contribution of each compo- nent model in terms of the whole validation set. In our simulations, additional speech of 10 s is appended to the training set for constituting a validation set.
C. Results of Speaker Recognition
Our simulations adopt multiple trials for obtaining the reliable performance. In each trial, two sessions are randomly selected from ten recording sessions for training, and the remaining eight sessions are employed for testing. For the WB set, we further investigate the performance of different training speech durations. Along with a long training duration (70 s) from two sessions, a short training duration (40 s) from a single session is also employed to train each speaker model. Given that a short time duration likely suffers from severe mismatch, we expect that such simulation results manifest how well a speaker modeling approach performs against mismatch. For various training durations, we use different numbers of component densities in speaker models. Table I specifies structures of GMMs and the GGMM used in simulations. In total, ten trials have been performed, and the overall performance is reported here.
Equal error rate (EER), where the false rejection rate is equal to the false acceptance rate, is a common posterior measurement for testing the discriminant capability of a speaker model in speaker verification. As shown in Table II , the statistics (mean and standard deviation) indicate the overall EERs produced by different speaker models in multiple trials. It is evident from Table II that the joint use of different speech representations results in better performance on both the WB and the NB sets, and our GGMM consistently yields the best performance, regardless of training durations. In particular, our approach significantly outperforms others in the presence of severe mismatch (i.e., on the NB set) and limited training data (i.e., training by a 40-s duration), which demonstrates the effectiveness of the proposed soft competition scheme by exploiting both competition and cooperation among different speech representations for robustness.
Unlike speaker verification, speaker identification needs to consult all speaker models registered in a system for decision making, which provides a direct way to test how accurate a speaker model characterizes the speaker identity. The training of speaker models, as described previously, is the same as done in speaker verification. For evaluating performance thoroughly, we use two testing methods; that is, an unknown voice token is identified by either the one best testing procedure, where the identity is inferred based on the top candidate, or the three best testing procedure, where the identity is determined by means of top three candidates. The results of multiple trials with various testing methods are shown in Tables III and IV. It is observed  from Tables III and IV that models in comparison with those models trained on an individual representation, and our GGMM is superior to others used for comparison, which is highly consistent with the performance of speaker verification. In particular, three best results of the GGMM are significantly better than others on the NB set, which further demonstrates the robustness resulting from soft competition on different speech representations.
For learning in a parametric model, training time is another index for performance evaluation. Fig. 3 illustrates CPU times taken by different speaker models when they are trained on the training set corresponding to the duration of 40 s. Note that the CPU time taken by the linear opinion pool (LOP/GMM) simply refers to the sum of the longest time for training an individual model and the time for determining weights in (27) , given that individual speaker models might be trained in a parallel way. From Fig. 3 , it is seen that the use of different representations, including our approach, incurs more or less higher computational loads in general. Fortunately, the training of our GGMM does not take significantly longer time in comparison with the GMMs trained on individual training sets (i.e., GMM-LPC, GMM-PLP, GMM-MCC). In contrast, the training time taken by our GGMM based on the global optimization is significantly shorter than that of the GMM trained on a composite representation, GMM-Composite, due to the curse of dimensionality, as well as that of LOP/GMM without parallel processing. All the simulations are performed on a PC of the Linux platform (Pentium III 800). In summary, the previous results of speaker verification and identification demonstrate the usefulness of modeling speaker characteristics with different speech representations, although doing so may incur higher computational costs. By the optimal use of different speech representations, our GGMM yields the favorite performance, especially in the presence of severe mismatch and limited training data.
V. DISCUSSION
As pointed out previously, the proposed GGMM is a generalized finite mixture model. Although an EM algorithm has been proposed to fit its structure in Section III-B, the initialization of training is a nontrivial issue in practice. Our simulations indicate that by a random initialization, the GGMM sometimes fails to reach a local maximum quickly. To remedy this problem, we adopt a two-stage training procedure in our simulations (i.e., local and global learning). Recall that in our GGMM (see Fig.  2 ), there are several GMM modules receiving different input vectors. In the local learning stage, we treat the GMMs modules as independent models and employ the EM algorithm to train those GMMs separately, exactly as done in [37] . Such a local learning stage proceeds until values of their likelihood functions are large enough. Then the global learning stage starts, and the parameter values obtained in the local learning stage are used as initial values in the GGMM. As a result, the proposed EM algorithm in Section III-B is used for training the GGMM until a stopping condition is satisfied. Our empirical studies show that such a two-stage training procedure yields faster learning in contrast to the direct application of our EM algorithm to the GGMM without the local learning.
There are a number of approaches to speaker recognition through the use of different speech representations [35] . Among those approaches reviewed in [35] , the data fusion through a linear opinion pool seems to resemble the proposed approach in this article due to the nature of linear combination of component models trained on different speech representations. In essence, however, they are totally distinct in terms of weight selection for combination. In the GGMM, there is a soft competition scheme on different feature vectors or representations on the basis of each speech frame, which leads to an adaptive input-dependent weight selection scheme for linear combination. Such a weight selection scheme is motivated by our previous empirical studies described in Section II-A; it has been shown that a single speech representation may not always produce the best representation for different speech frames in terms of speaker recognition. In contrast, the linear opinion pool adopts an input-independent weight selection scheme, where the global effect of different speech representations is only considered in an indirect and less accurate way. Furthermore, a global optimization procedure is used in our GGMM, whereas a suboptimal learning, training component models, and weight selection separately, takes place in the existing data fusion techniques [35] . Thus, the salient features of our GGMM yield an improvement in performance and also significantly distinguish itself from other existing data fusion techniques under the linear opinion pool framework.
In comparison with speaker modeling techniques based on a single speech representation, a weakness of the proposed approach lies in a relatively higher computational cost during training, although it appears logic due to the simultaneous use of multiple information sources. Furthermore, learning in our approach is passive; all speech frames available are treated equally important and useful for speaker recognition. As argued in [12] and [44] , speaker-specific information may not uniformly distribute in every piece of an utterance. Based on this argument, two existing techniques could be applied to our GGMM to overcome the weakness of a higher computational cost and improve its performance. Frame pruning [4] can be used to discard those speech frames of little speaker-specific information, whereas adaptive weighting [3] , [12] , [44] would be used for active learning so a speech frame conveying more speaker-specific information can play a more important role in decision making for speaker recognition. In the future study, we would introduce such techniques to our GGMM speaker modeling approach.
To conclude, we have presented a novel approach to speaker modeling, which exploits different speech representations in an optimal way based on a soft competition scheme. Our studies demonstrate that the favorite and robust performance can be obtained by the optimal use of different speech representations, which paves a new path for exploring and exploiting potential speaker-specific information sources for speaker recognition. The proposed GGMM architecture can be generalized by the use of other component models rather than GMMs and have been extended to supervised pattern classification tasks based on different feature representations [8] . In biometrics, there are other biometric features (e.g., signature) whose nature resembles that of speech; affected by various factors, such biometric patterns always change over time. As a consequence, their interclass variabilities gradually become smaller, whereas their intraclass variabilities appear larger. Here, we would name such a class of tasks dynamic pattern recognition. By using various representations of a raw data set, we anticipate that our GGMM likely yields favorite and robust performance as applied to such a class of biometric authentication tasks. Furthermore, the basic idea underlying our approach would provide an alternative insight into solving any dynamic pattern recognition problems.
APPENDIX
In the Appendix, we derive formulas for estimating posterior probabilities with respect to those random indicators used in the E step. Prior to the development, we first explicitly express the probabilities in our statistical model given values of indicator variables. According to the definition of indicator variables, we have 2) The mixing proportions are used for combining the output of those input-dependent GMMs, and the estimation of needs to consider the current state of GMMs. Therefore, can be estimated through the use of the total probability rule as follows:
Note that in the second step is dropped from because it is only associated with mixing proportions, and therefore, independent of any GMM. The last step results from (A.1b) and (A.1d). Inserting (7) 
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