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Introduction
Ce travail de thèse s’inscrit dans le cadre du projet ANR FIABILITE qui porte sur
la ﬁabilité des logiciels de simulation thermique dynamique et plus particulièrement sur
les sources potentielles de biais et d’incertitude dans le domaine de la modélisation ther-
mique et énergétique des bâtiments basse consommation l’objectif étant de déterminer
ces sources et de quantiﬁer les incertitudes qu’elles engendrent. On y étudie les hypo-
thèses et approximations des modèles de simulation mais également les facteurs d’entrée
nécessaires à la modélisation et qui décrivent l’objet bâtiment et son environnement. Ces
facteurs peuvent être des entrées statiques qui restent constantes durant la simulation,
comme la composition du bâtiment, ou dynamiques qui varient au cours de la simulation
comme les données climatiques ou l’occupation. Ces outils de simulation sont des aides
à la conception et les résultats de simulation conditionnent des choix importants dans la
composition et le fonctionnement du bâtiment. Il est donc primordial d’obtenir une qualité
de résultat de simulation suﬃsante aﬁn que les performances du bâtiment basse consom-
mation évaluées en phase conception puissent être à la hauteur des consommations réelles.
Une des missions du projet FIABILITE est d’accéder à cette qualité en développant
de nouvelles méthodologies pour évaluer la dispersion sur les résultats de simulation et
d’en extraire les entrées incertaines qui en sont responsables ce qui peut amener des pistes
d’amélioration des modèles sous-jacents, une réduction des incertitudes des paramètres
les plus inﬂuents si cela est possible ou tout simplement une prise de décision diﬀérente
en fonction de la sensibilité de la solution aux incertitudes. Cette quête de ﬁabilité doit
prendre en compte les incertitudes liées aux paramètres de conception mais aussi aux sol-
licitations et aux usages du bâtiment. Or, les sollicitations comme les données climatiques
et les proﬁls d’occupation sont rarement prises en compte dans le bilan d’incertitude bien
qu’il s’agisse des variables essentielles pour accéder à la consommation d’un bâtiment.
Cette lacune s’explique d’une part par la diﬃculté à quantiﬁer la variabilité associée à ces
entrées temporelles et d’autre part par le verrou scientiﬁque que constitue leurs gestions
dans les méthodes standard d’évaluation des paramètres inﬂuents sur la dispersion.
La motivation de ce travail de thèse est d’apporter une méthodologie de gestion des
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incertitudes et de la sensibilité en simulation thermique dynamique lorsque les entrées
incertaines sont temporelles et corrélées entres elles.
Le premier chapitre expose les enjeux de la simulation thermique dynamique dans
le secteur du bâtiment ainsi que les incertitudes qui y sont liées. L’impact de diﬀérentes
sources d’incertitudes sur la réponse du modèle est estimé pour une maison basse consom-
mation qui servira de cas test dans le cadre de ce travail de thèse.
Dans le second chapitre on présente les méthodes d’analyses d’incertitude et de sen-
sibilité qui permettent un gain en ﬁabilité des simulations thermiques dynamiques en
évaluant la dispersion des résultats et en déterminant les entrées qui y contribuent signi-
ﬁcativement avant d’évoquer le verrou que constitue la gestion des entrées fonctionnelles
en analyse de sensibilité.
Le chapitre 3 sera consacré à la mise en place de la méthodologie pour la gestion des
entrées fonctionnelles corrélées en analyse de sensibilité mais également pour la caracté-
risation de la variabilité des entrées. La méthode sera appliquée au cas des données mé-
téorologiques à l’aide des ﬁchiers climatiques utilisés en simulation thermique dynamique.
Les résultats de génération des entrées seront ensuite confrontés à des observations réelles
de température et d’ensoleillement.
Le dernier chapitre regroupera un ensemble d’applications sur le cas test de la maison
basse consommation. Cette phase permettra de vériﬁer par propagation dans un modèle
thermique la méthodologie développée. Diﬀérents climats seront étudiés, puis diﬀérentes
conﬁgurations technologiques et enﬁn une analyse de sensibilité regroupant entrées sta-
tiques et entrées temporelles sera réalisée. Pour chaque conﬁguration on évaluera la dis-
persion des besoins énergétiques liée à la variabilité météorologique et on en déduira par
analyse de sensibilité les variables d’entrée responsables.
Chapitre 1
Contexte de l’étude et déﬁnition de
la problématique : Incertitudes et
bâtiment à haute eﬃcacité
énergétique
Le but de ce chapitre est de montrer l’importance de la gestion des incertitudes
dans les logiciels de simulation thermique dynamique qui servent à l’estimation
des performances énergétiques de bâtiments basse consommation. Pour cela on
présente tout d’abord les enjeux de la simulation dans le secteur du bâtiment.
Puis on expose quelques notions en incertitude aﬁn de présenter les diﬀérentes
étapes de la simulation thermique dynamique dans lesquelles l’incertitude est
présente. Enﬁn quelques exemples de l’impact de ces incertitudes sur un bâti-
ment test sont proposés et amènent à la conclusion que la simulation thermique
dynamique sur des bâtiments basse consommation d’énergie doit prendre en
compte les incertitudes liées aux sollicitations météorologiques.
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1.1 De la gestion des incertitudes en simulation ther-
mique dynamique vers la garantie de performance
1.1.1 Nécessité d’un gain en ﬁabilité
1.1.1.1 La modiﬁcation des postes de dépense énergétique
De nos jours la préoccupation de la conservation des ressources énergétiques néces-
site une réﬂexion sur la diminution de nos consommations. Or, le bâtiment est un des
secteurs les plus consommateurs d’énergie en France avec 44% de l’énergie ﬁnale1 . Dans
ce contexte des projets ambitieux de réduction de la consommation énergétique du parc
immobilier français sont mis en place avec notamment le Grenelle de l’environnement ainsi
que des réglementations thermiques imposant des seuils de performance énergétique.
L’optimisation des performances énergétiques modiﬁe la réponse du bâtiment aux sol-
licitations et amène à une redéﬁnition des phénomènes intervenant sur les gains et pertes
énergétiques. En eﬀet, dans les bâtiments classiques, les déperditions à travers les parois
dominent le reste des déperditions, ce qui permet d’obtenir en quasi-statique une estima-
tion des besoins de chauﬀage représentative, notamment par l’utilisation des degrés-jours.
Cette approximation pour le cas de bâtiments basse consommation n’est plus adaptée car
l’isolation des murs, les fenêtres double voire triple vitrage ainsi qu’une meilleure gestion
des inﬁltrations diminuent l’impact de la température extérieure sur les besoins.
Des phénomènes comme l’inertie sont plus visibles puisqu’ils sont intensiﬁés par les
nouvelles caractéristiques du bâtiment comme l’isolation qui pour l’inertie contribue au
stockage de l’énergie. Les capacités de stockage des bâtiments aidant, l’impact des apports
solaires sur les besoins de chauﬀage augmentent. Des études comme les travaux de Chesné
et al. [8] montrent même que certains bâtiments basse consommation d’énergie peuvent
s’aﬀranchir des besoins de chauﬀage grâce à une bonne gestion des apports solaires. On
en déduit que les enjeux dans ces bâtiments sont donc de récupérer, de stocker et de
restituer eﬃcacement l’énergie solaire reçue aﬁn de diminuer les besoins de chauﬀage. De
même, les apports internes dus aux équipements et aux occupants contribuent de manière
plus importante à l’augmentation de la température intérieure dans un bâtiment basse
consommation que dans un bâtiment classique. Cette addition de phénomènes dont on ne
peut plus négliger l’impact dans les bâtiments basse consommation tend à réduire la cor-
rélation forte qui existe entre température extérieure et consommation énergétique. A ce
propos, une étude empirique [41] montre la diﬃculté d’établir une corrélation nette entre
les consommations réelles d’un échantillon mondial de bâtiments dits de basse consom-
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1.1. DE LA GESTION DES INCERTITUDES EN SIMULATION
THERMIQUE DYNAMIQUE VERS LA GARANTIE DE PERFORMANCE5
mation énergétique et les degrés jours associés à chaque bâtiment.
Les postes de dépense et de gain énergétique doivent être redéﬁnis ainsi que l’impact
des variables météorologiques lorsque l’on considère un bâtiment basse consommation.
Une approche dynamique est primordiale pour évaluer les besoins énergétiques. Chaque
élément du bâtiment peut inﬂuer sur sa consommation ce qui rend la compréhension de
la gestion énergétique du bâtiment moins évidente pour les concepteurs.
1.1.1.2 La simulation en réponse aux attentes des concepteurs
Pour concevoir des bâtiments basse consommation, on a recours à des outils de si-
mulation numériques qui évaluent la performance énergétique du futur bâtiment et son
potentiel d’amélioration. Certains de ces outils permettent de réaliser des simulations ther-
miques dynamiques, c’est-à-dire de reproduire sur l’année le comportement du bâtiment
sous une certaine sollicitation météorologique en prenant en compte les caractéristiques
du bâtiment étudié. Ces simulations tentent de représenter le comportement du bâtiment
en fonctionnement réel c’est-à-dire avec des occupants (scénario, charge interne, etc.) et
des usages (électroménager, luminaire, etc.). Les résultats de ces simulations permettent
d’estimer la performance énergétique du bâti et d’évaluer les diﬀérents choix de solutions
constructives.
Dans ce contexte de réduction globale des consommations énergétiques, se pose la
question de garantir les performances d’un bâtiment de sa phase conception à sa phase
d’exploitation. Les outils numériques de conception, qui pour certains ont été développés
par des équipes de recherche aﬁn de mieux comprendre les interactions au sein d’un sys-
tème physique qu’est le bâtiment, sont désormais utilisés à des ﬁns de labélisation et de
réglementations. On tend donc à associer une valeur juridique aux résultats de simulation.
Cette garantie ne peut se faire sans prise en compte d’une marge d’erreur ou d’un
intervalle d’incertitude. La performance énergétique d’un bâtiment évaluée par la Simu-
lation Thermique Dynamique (STD) ne doit plus être une estimation de la performance
mais plutôt une probabilité d’obtenir cette valeur en fonction des incertitudes composant
la STD. Il devient donc primordial de gérer ces incertitudes de manière globale dans la
simulation. Cette gestion passe par l’identiﬁcation et l’évaluation de ces incertitudes.
La partie suivante traite de la déﬁnition des concepts et de la terminologie des incer-
titudes, puis suit leur identiﬁcation à chaque étape de la STD.
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1.1.2 Les incertitudes : concept et terminologie
Le but de cette partie est de mieux appréhender les termes et concepts liés aux incer-
titudes aﬁn de comprendre les enjeux des chapitres suivants.
1.1.2.1 Comment déﬁnir une grandeur physique ?
Pour la compréhension de phénomènes et pour permettre la modélisation de la réalité,
les scientiﬁques tentent de connaître la valeur d’une grandeur physique. Pour l’obtenir
nous devons passer par l’observation de cette grandeur ou du phénomène lié à celle-ci
par sa mesure. Cependant en répétant la mesure d’une grandeur avec le même protocole,
on peut s’apercevoir que l’on obtient des résultats diﬀérents de la première mesure. Ces
résultats sont certes proches les uns des autres mais diﬀérents. Dans la plupart des cas on
reste proche d’une valeur moyenne mais il se peut que des résultats en soient plus éloignés
ce qui correspond à une dispersion.
Une des raisons de cette dispersion est la variation des conditions de l’expérience et la
variabilité naturelle de la grandeur. Par exemple, si on mesure la vitesse de propagation
d’un son, entre deux mesures, les caractéristiques physiques de l’air (température, pression,
humidité, etc.) auront légèrement variées, suﬃsamment pour entrainer une modiﬁcation
de la valeur mesurée. Ces variations (des conditions extérieures et par conséquent de
la grandeur mesurée) sont inévitables. Selon Konstantin Protassov [51], "nous sommes
"condamnés" à eﬀectuer des mesures de grandeurs qui ne sont presque jamais constantes".
Ainsi une grandeur se caractérise non pas par une valeur mais par la probabilité d’obtenir
telle ou telle valeur. Pour la grande majorité des grandeurs physiques cette probabilité se
traduit par une distribution de Gauss (ou loi normale). Dans ce cas, la grandeur physique
est déﬁnie par la valeur moyenne de la distribution associée à sa dispersion.
1.1.2.2 Quelques notions sur l’incertitude
Incertitude aléatoire et incertitude systématique
L’incertitude systématique est un synonyme de biais, il s’agit de l’écart entre le résultat
(la valeur mesurée) et la valeur vraie. Plus le biais est important plus on est éloigné de
la valeur réelle. Ceci est dû à la méconnaissance du système, au fait que les modèles
ne sont qu’une représentation de la réalité, ce qui, par conséquent implique une erreur
systématique. L’incertitude aléatoire quant à elle, est la variable aléatoire représentant
la variabilité naturelle des grandeurs physiques. Elle est inversement proportionnelle à la
précision, il s’agit de la dispersion.
Exactitude et précision
Un résultat exact ne présente pas de biais, l’écart à la valeur réelle est nul. Un résultat
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précis présente une faible incertitude aléatoire. La dispersion des valeurs est faible. Pour
imager ces deux concepts nous allons utiliser l’analogie connue dans la pédagogie de l’in-
certitude du tireur d’élite sur une cible. Sur la ﬁgure 1.1 à chaque analogie est associée le
visuel de la distribution de Gauss que l’on pourrait observer.
(a) Précis et exact (b) Précis mais inexact
(c) Imprécis et exact (d) Imprécis et inexact
Figure 1.1 – Illustration des diﬀérentes conﬁgurations de précision et d’exactitude par
analogie avec une cible et le type de gaussienne correspondante. La cible est représentée
en haut à gauche de chaque sous-ﬁgure. La ligne en pointillés est la valeur du centre de
la cible.
Sur la ﬁgure 1.1a, en haut à gauche est représentée la cible, on observe que le tireur d’élite
a visé juste, et l’écart entre ses tirs est petit, le tir est exact et précis. La gaussienne
associée est donc peu dispersée et sa moyenne correspond à la valeur de référence (en
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pointillés). En ﬁgure 1.1b le tir est précis mais inexact, il y a peu d’écart entre chaque tir
mais ce tir est à chaque fois en dehors de la cible. La gaussienne représentée est étroite
mais décalée par rapport à la valeur de référence. Le biais est grand mais la dispersion
faible. Dans le cas de la ﬁgure 1.1c et 1.1d la dispersion est grande, la gaussienne étalée,
le tir est peu précis. Dans le premier cas, contrairement au second, les tirs englobent la
valeur exacte (de référence). Tout scientiﬁque souhaite un résultat exact et précis.
Dans le cadre de la modélisation, pour quantiﬁer le biais et connaitre l’exactitude d’un
modèle, il faut confronter le modèle à la réalité, il s’agit d’une étape de la validation de
modèle. Pour cela des valeurs expérimentales sont comparées aux valeurs numériques. Une
des phases du projet FIABILITE dans lequel s’inscrit ce travail prévoit la validation de
modèle de STD grâce à des cas tests simples appliqués à des bâtiments expérimentaux
dont disposent les partenaires du projet (plateforme PREDIS, cellules Bestlab, Maisons
INCAS). La validation de modèle est un processus délicat avec une méthodologie bien
déﬁnie (voir [46], [47], [28], [31] pour plus d’informations).
Le thème développé dans ce manuscrit ne concerne pas la validation de modèle mais
l’évaluation de la précision de la simulation en déterminant la dispersion sur les résultats
de simulation. On peut en eﬀet améliorer les modèles et réduire le biais aﬁn d’obtenir un
résultat proche de l’exactitude, mais si ce résultat est peu précis (grand intervalle d’in-
certitude) il devient tout aussi inutilisable dans le contexte des garanties de performance
dans les bâtiment dits de basse consommation.
Notion d’intervalle et de niveau de conﬁance
Lorsque la distribution de la grandeur est supposée gaussienne (N (µ, σ)), l’intervalle de
conﬁance se note x¯±rσ avec r le coeﬃcient multiplicatif qui traduit la taille de l’intervalle
de conﬁance. On prend la moyenne de la grandeur x pour la valeur "réelle" et sa largeur
σ pour l’erreur. Cette écriture révèle une interprétation en termes de probabilité qu’il est
important de bien visualiser. La probabilité Pr de trouver la valeur x dans l’intervalle
[µ− σ, µ+ σ] est de 68,27% telle que :
Pr[µ− σ, µ+ σ] ≃ 68, 27% (1.1)
si x est compris dans l’intervalle [µ− 2σ, µ+ 2σ] on a :
Pr[µ− 2σ, µ+ 2σ] ≃ 95, 45% (1.2)
dans l’intervalle [µ− 3σ, µ+ 3σ] :
Pr[µ− 3σ, µ+ 3σ] ≃ 99, 73% (1.3)
1.1. DE LA GESTION DES INCERTITUDES EN SIMULATION
THERMIQUE DYNAMIQUE VERS LA GARANTIE DE PERFORMANCE9
Figure 1.2 – Représentation sur la distribution de gauss des probabilités de trouver x
dans un intervalle de 2σ (68.27%), 4σ (95,45%) et 6σ (99,73%)
La ﬁgure 1.2 illustre la part de la distribution de gauss associée à la probabilité de trouver
la valeur x dans l’intervalle considéré. Cette probabilité est le niveau de conﬁance que
l’on choisit en fonction de l’intervalle de conﬁance considéré. Dans la suite de ce travail,
lorsque la notation du type x = µ± rσ est utilisée, le niveau de conﬁance est renseigné (le
seuil de probabilité). L’équivalence entre intervalle de conﬁance et les niveaux de conﬁance
est résumée dans le tableau 1.1.
Table 1.1 – Probabilité Pr (en %) pour que la valeur d’une variable gaussienne x soit
dans l’intervalle [µ− rσ, µ+ rσ] pour diverses valeurs de r
Pr 95,0 99,0 99,9
r 1,960 2,576 3,290
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1.1.3 Discussion sur la présence des incertitudes en simulation
thermique dynamique
1.1.3.1 Vers des logiciels de plus en plus complexes
La communauté internationale de la thermique du bâtiment développe et valide des
modèles utilisés dans la STD depuis plus de 40 ans [24]. Ces modèles font intervenir un
grand nombre de domaine : l’aéraulique, la météorologie, l’hygro-thermique, parfois même
la sociologie et la biologie avec les modèles de confort et le comportement des occupants,
etc. Cette interdisciplinarité rend les modèles utilisés dans la STD, certes de plus en plus
proches de la réalité (donc diminution du biais), mais aussi de plus en plus complexes. La
complexité du modèle détermine le nombre de paramètres d’entrées car plus un modèle
devient complexe plus la quantité d’informations dont il a besoin augmente. On va donc
avoir besoin d’augmenter la connaissance du système pour répondre à cette complexité.
Or la méconnaissance du système est une problématique récurrente dans le domaine du
bâtiment. Certains aspects sont peu maitrisés et notamment les interactions entre les
diﬀérents domaines (ex : impact du métabolisme humain sur l’aéraulique d’une pièce). Et
cette méconnaissance du système ajoutée à l’augmentation de la complexité des modèles
provoque une augmentation de l’incertitude sur les sorties de la simulation thermique
dynamique comme l’illustre le graphe en ﬁgure 1.3 extrait des travaux de Marija Trčka et
al.[67].
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Figure 1.3 – Représentation de l’incertitude potentielle dans les prédictions de perfor-
mance en STD en fonction de la complexité du modèle [67]
La gestion des incertitudes dans les modèles complexes est une problématique que
tente de gérer la communauté de la simulation en général. Un exemple de projets sur
cette problématique est le programme de recherche MUCM2 (Managing Uncertainty in
Complex Models) commencé en 2006 et avec de nombreux domaines d’application (aé-
ronautique, astrophysique, biologie, etc.). De même le GdR MASCOT-NUM3 (Méthodes
d’Analyse Stochastique pour les COdes et Traitements NUMériques) est une collaboration
française travaillant sur ces problématiques. Par ailleurs dans le domaine de la simulation
du bâtiment, il existe des travaux de recherches traitant de la gestion de ces incertitudes
et notamment par les techniques d’analyse de sensibilité, nous y reviendrons plus loin
dans le manuscrit, puisqu’il s’agit du type de méthode exploité dans ce travail de thèse.
La problématique concerne la conﬁance dans les résultats de simulation et on cherche
à obtenir les plages d’incertitudes sur des variables de sortie. Or, les sources d’incertitudes
dans le processus de simulation thermique dynamique (STD) peuvent être nombreuses.
La prochaine partie tente de les présenter en fonction des diﬀérentes étapes de la STD.
2www.mucm.ac.uk
3www.gdr-mascotnum.fr
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1.1.3.2 Les incertitudes aux diﬀérentes étapes de la simulation thermique
dynamique
La STD peut être décomposée de manière schématique (ﬁgure 1.4) par un noyau de
calcul avec diﬀérents modèles dont les entrées doivent être renseignées. Ces entrées peuvent
être de diﬀérentes natures : statique (dit paramètre), dynamique (dit sollicitation), ou un
choix entre diﬀérents sous-modèles pour obtenir une entrée (hypothèses de simulation)
comme par exemple le choix de la corrélation pour le calcul des coeﬃcients de convection.
On obtient les sorties de simulation, ce qui implique ensuite l’interprétation de ces résul-
tats qui peuvent être, eux aussi, statiques (ex : la consommation annuelle du bâtiment)
ou dynamiques (ex : évolution de la température intérieure).
L’utilisateur logiciel (à ne pas confondre avec l’utilisateur du bâtiment) est présent
tout le long du processus de simulation. Il en est le gestionnaire, autant dans les choix
qu’il fait, les erreurs et les interprétations. C’est la raison pour laquelle en ﬁgure 1.4 il
englobe schématiquement tout le processus de simulation.
Figure 1.4 – Décomposition schématique de la simulation thermique dynamique
Les données d’entrée
Chaque grandeur physique a une incertitude associée à sa valeur. Il y a certes la variabilité
naturelle de la grandeur mais la plus grande part réside dans la méconnaissance même
de cette valeur. Il faut donc considérer ces incertitudes et les propager dans le modèle
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pour obtenir un résultat représentatif permettant une interprétation. Face à un système
complexe faisant intervenir un grand nombre de modèles et par conséquent d’entrées im-
précises, il devient diﬃcile pour l’utilisateur de lier sorties et entrées. De plus, ces liens
dépendent du modèle de bâtiment, de son mode de fonctionnement et des conditions li-
mites (météorologie, occupant, etc.). Ainsi cette complexité masque la dépendance de la
sortie à des hypothèses de simulation fortes et mène ainsi à une mauvaise interprétation
donc à des conclusions erronées.
Pour pouvoir interpréter, on doit disposer en sortie d’une trace de l’impact des incerti-
tudes d’entrées : des intervalles d’erreur sur les variables d’intérêt. Sans cette considération
de la sortie comme une plage de variation et non habituellement comme une valeur ﬁxe,
l’interprétation est fausse puisque basée sur un résultat déterministe, les aspects probabi-
listes en entrée étant négligés à tort.
Le modèle
La présence d’un biais entre les résultats de simulation et la réalité est inévitable, du fait
que la simulation n’est qu’une représentation de la réalité. Des hypothèses de simulation
et des simpliﬁcations doivent être faites. En complexiﬁant les modèles on tente de limiter
le biais au niveau de la représentation de la réalité mais on l’augmente dans d’autres
aspects de la simulation comme l’augmentation des incertitudes de sortie mais également
l’augmentation d’erreurs de l’utilisateur.
La sortie et son interprétation
La variable d’intérêt observée en STD est le plus souvent la consommation d’énergie d’un
bâtiment. Mais le choix même de cette sortie est déjà l’introduction d’un biais, car une
seule valeur résume une multitude de phénomènes physiques en interaction. Il faut être
prudent car il y a des hypothèses sous-jacentes. L’agrégation de données et donc l’obten-
tion d’un unique scalaire pour une simulation annuelle complexe limite l’interprétation,
la transparence du comportement du bâtiment et la détection de possibles erreurs de si-
mulation. On doit prendre en compte les incertitudes englobant les données d’entrées aﬁn
d’obtenir des intervalles de conﬁance en sortie et permettre une interprétation juste des
performances d’un bâtiment. On doit aussi identiﬁer les entrées les plus inﬂuentes.
L’utilisateur
L’utilisateur logiciel est une des plus grandes sources d’erreur dans le processus de la
simulation comme le montre Guyon [20] où plusieurs participants réalisent la simulation
d’un même bâtiment. Les résultats montrent plus de 40% de dispersion par rapport à la
valeur moyenne des valeurs de consommation calculées. Plusieurs catégories d’utilisateur
ont participé à l’étude : des utilisateurs réguliers et d’autres moins. L’étude a consisté
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ensuite à comparer les résultats des participants à la simulation de référence pour tester
la dispersion des simulations et de visualiser le biais induit par l’utilisateur. Cette compa-
raison entre simulation de référence (très proche des valeurs mesurées dans les conditions
de validation des modèles) et simulation des participants montre que ces derniers ont ten-
dance à surestimer les consommations.
Si on transpose le concept des incertitudes à cette étude, on s’aperçoit que l’écart
entre la valeur moyenne et la valeur de référence est le biais induit par l’utilisateur et que
par contre la dispersion autour de la moyenne est l’incertitude induite par le changement
d’utilisateur. Avec le même type d’exercice, une étude du BRE (Building Research Es-
tablishment,U.K.) [4] montre une variation de la valeur des consommations obtenues de
-46% à +106% par rapport à la valeur de référence. Ces écarts, évidemment, dépendent de
la complexité du bâtiment et de son utilisation. Une maison indépendante dans le cadre
de l’étude française est plus simple à simuler que les bâtiments tertiaires modélisés par les
participants de la seconde étude.
L’auteur de l’étude française ([20]) conseille aux utilisateurs de STD de faire vériﬁer
leur simulation par des tiers. L’échange des compétences semble être une bonne solution
pour limiter les erreurs des utilisateurs puisque la STD devient de plus en plus multidisci-
plinaire et qu’il n’est pas forcément évident de maitriser tous les aspects des phénomènes
interagissant dans un bâtiment. Par ailleurs en fonction du logiciel de STD utilisé, les uti-
lisateurs peuvent induire des biais en fonction des aﬃnités de chacun et de leur formation.
Un programme de limitation des erreurs en STD rend possible de tester sa propre capacité
à induire des biais en fonction de l’aspect étudié. Ce programme, BESTEST (Building
Energy Simulation Test) est à la base une méthode pour tester, diagnostiquer et valider
les logiciels de simulations avec des cas tests simples. Lors de la prise en main d’un lo-
giciel qui a déjà été validé, cette méthode peut être utilisée pour tester les capacités de
l’utilisateur à induire des erreurs dans ses simulations et identiﬁer rapidement leur pro-
venance. Les faiblesses de l’utilisateur sont ciblées et cela peut l’amener à être plus vigilant.
La complexité des modèles peut aussi induire plus d’erreurs de la part des utilisateurs
par rapport à des modèles simples. La réduction d’un biais en approximant mieux la réa-
lité risque d’en créer à cause de l’utilisateur et de l’augmentation de données d’entrée
qui peuvent être imprécises. Ainsi, dans le cadre du logiciel CLIM2000 testé dans [20],
l’auteur décide, face au grand nombre de participants faisant des erreurs sur le modèle de
pont thermique, d’opter pour un modèle réduit.
Ce contexte montre la nécessité pour les utilisateurs de STD de contrôler leur simula-
tion et de regagner de la transparence. C’est dans cet objectif que doit se développer des
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outils d’aide à la décision qui doivent permettre d’identiﬁer les entrées inﬂuentes sur la
sortie considérée et de pouvoir visualiser de manière plus synthétique les diﬀérents phé-
nomènes en jeu et leur interaction.
La partie suivante illustre l’impact associé à deux types d’incertitudes sur une maison
basse consommation d’énergie : une entrée statique et une hypothèse de simulation.
1.2 Exemple de sources d’incertitudes et de leurs im-
pacts sur une maison basse consommation
La modiﬁcation des performances énergétiques des bâtiments amène à reconsidérer
les modèles pris en compte et l’impact de certaines entrées. Des aspects qui pouvaient
être négligeables le sont moins. La partie ci-dessous présente tout d’abord le bâtiment
de stratégie passive qui va servir de cas d’étude. Puis, quelques exemples sont présentés
pour illustrer l’inﬂuence non négligeable de la méconnaissance d’une entrée, ou d’un choix
d’hypothèse de simulation.
1.2.1 Présentation du cas d’étude : Maison INCAS DM
Le cas d’étude présenté ici reste le même dans les diﬀérentes partie de cette thèse et
plusieurs études numériques sont réalisées. Il s’agit d’un des bâtiments tests exploités dans
le projet ANR FIABILITE du programme "bâtiments et villes durables".
1.2.1.1 Description du bâtiment test
Le bâtiment test fait partie d’une plateforme expérimentale : la plateforme INCAS
basée sur le site de l’INES (Institut National d’Energie Solaire) au Bourget-du-Lac en
Rhône-Alpes. Un des objectifs de cette plateforme est la validation de modèle. Elle est
composée de plusieurs bâtiments basse consommation, de la même géométrie simple et
compacte, mais avec des techniques constructives et des équipements diﬀérents. Chaque
construction est instrumentée de plus d’une centaine de capteurs.
La maison étudiée est la Double-Mur (DM). Elle doit son nom à sa technique construc-
tive qui consiste à placer l’isolation entre deux murs. On a ainsi, 15 cm de parpaing, 20
cm d’isolant et de nouveau 15 cm de parpaing. Les murs ont une épaisseur de 50 cm et
la composition détaillée des parois est fournie en annexe. Un schéma résumant les prin-
cipaux matériaux de la maison DM est présenté en ﬁgure 1.5. La technique constructive
confère à la maison une certaine inertie qui peut se caractériser par le déphasage entre la
sollicitation appliquée au bâtiment et sa réponse, ce qui permet un stockage de l’énergie
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reçue par le bâtiment et une restitution quand cela est nécessaire. Par exemple, en hiver,
elle permet d’emmagasiner les apports gratuits issus du rayonnement solaire et contribue
à les conserver plus longtemps réduisant ainsi les consommations énergétiques liées aux
chauﬀages à condition qu’elle soit accompagnée d’une isolation performante.
Figure 1.5 – Principaux matériaux composant l’enveloppe du cas test INCAS-DM [61]
La maison dispose de deux grandes baies vitrées en double vitrage au sud pour maxi-
miser les gains solaires en hiver. Ces gains sont limités l’été à l’aide de la fonction de
casquette du toit et du balcon. On observe cette disposition des vitrages en fonction de
l’orientation sur la ﬁgure 1.6. Côté nord les pertes thermiques sont minimisées par de
petites fenêtres en triple vitrage, tandis que les autres correspondent à du double vitrage.
Le bâtiment est sur 4 niveaux, le vide sanitaire, le rez-de-jardin, l’étage et les combles.
Une forte isolation entre les combles et l’étage ainsi qu’entre le vide sanitaire et le rez-de-
jardin limite les échanges thermiques avec le sol ou le toit. Les bâtiments ont été conçus
pour avoir une faible perméabilité à l’air, le taux d’inﬁltration est de 0.6 vol/h à 50 Pa.
Le but est de limiter l’inﬁltration source de déperditions thermiques parasites qui sont
particulièrement gênantes car elles ne sont pas contrôlées. On limite ainsi l’incertitude
sur cette grandeur et sur le phénomène d’inﬁltration de manière globale. Par ailleurs, une
attention particulière a été prise pour éviter les ponts thermiques qui entraînent sur la
surface intérieure de la paroi une chute locale de température et crée des zones froides
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Figure 1.6 – Prise de vue de la maison DM associée aux croquis de la distribution des
vitrages en fonction des 4 orientations.
dans un bâtiment. Ces phénomènes sont complexes à modéliser.
La maison DM a une stratégie d’optimisation énergétique dite passive. Grâce à ses
caractéristiques d’enveloppe elle tente d’optimiser les gains et pertes énergétiques. Le faible
taux d’inﬁltration, l’isolation importante de la paroi et des vitrages limitent les pertes.
La distribution des vitrages en fonction des orientations et le couplage à des casquettes
permettent de minimiser et maximiser les gains solaires en fonction de la saison réduisant
ainsi les consommations énergétiques liées au chauﬀage ou au refroidissement.
1.2.1.2 Description du modèle associé
Le logiciel de simulation EnergyPlus
EnergyPlus est un logiciel de simulation thermique dynamique à l’initiative de l’US De-
partment of Energy qui est disponible depuis 2001 [12].
18
Contexte de l’étude et déﬁnition de la problématique : Incertitudes et
bâtiment à haute eﬃcacité énergétique
Le schéma en ﬁgure 1.7 est tiré de la documentation d’EnergyPlus [44] et représente
les diﬀérents éléments du logiciel. La description du bâtiment et les résultats (en bleu
foncé dans le schéma) sont des ﬁchiers textes ASCII, ce qui, nous le verrons plus tard, va
permettre une automatisation des simulations. Dans le cas présenté ici, la géométrie du
bâtiment est simulée à l’aide d’une interface graphique (GoogleSketchup) mais les autres
caractéristiques du bâtiment (composition des murs, environnement, etc.) sont renseignées
directement dans le logiciel.
Figure 1.7 – Hiérarchie et besoin d’EnergyPlus
EnergyPlus dispose de nombreuses fonctionnalités et une base importante de modèles
validée qui est disponible gratuitement [44]. Ces atouts en font un des logiciels de simula-
tion thermique dynamique le plus utilisé et alimenté par la communauté internationale.
Hypothèses de simulation
La maison est séparée en 4 zones thermiques : le rez-de-jardin, l’étage, le vide sanitaire
et les combles. Les échanges aérauliques entre zones ne sont pas considérés. Une zone
thermique est un volume où l’on considère la température comme homogène. Dans le
cas de la simulation de la maison DM, aﬁn de simpliﬁer les calculs, aucun système n’est
considéré : ni ventilation ni climatisation. Ainsi, on ne s’intéresse, pour la modélisation
du bâtiment, qu’à l’aspect passif de la maison c’est-à-dire son enveloppe comprenant les
murs, les planchers, les plafonds ainsi que les fenêtres. Les ombrages dus aux casquettes
sont aussi considérés. Le bâtiment est en évolution libre.
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Le milieu extérieur est pris en compte par le ﬁchier météo de Chambéry mais aussi par
diﬀérentes grandeurs imposées par l’utilisateur dans la modélisation telles que l’albédo, la
température du sol, les masques, etc. Les expériences et les simulations se font sans gains
internes (ni occupation, ni équipement pouvant dégager de la chaleur).
Des casquettes aux bords de fenêtres ont été rajoutées aﬁn de simuler l’ombrage dû au
retrait de la fenêtre par rapport à la façade extérieure du mur de 50 cm. Ces "casquettes
virtuelles" sont d’une largeur de 35 cm.
1.2.2 Impact de l’incertitude de l’albédo
1.2.2.1 Description de l’entrée
L’albédo est la capacité de l’environnement à réﬂéchir le rayonnement solaire. Il se
caractérise par le rapport entre le rayonnement réﬂéchi et le rayonnement solaire incident.
Il s’agit d’un nombre adimensionnel compris entre 0 et 1. Plus le sol est clair et plus la
part de rayonnement réﬂéchi est importante et plus l’albédo est grand.
1.2.2.2 Un paramètre incertain et variable
La connaissance de l’albédo est assez incomplète puisque celui-ci varie en fonction de
plusieurs variables telles que la nature du sol (herbe, sable, ciment, etc.) mais également
des conditions météo (pluie, neige, etc.). Communément en milieu urbain l’albédo est
supposé proche d’une valeur de 0,2. Or dans le cas des maisons INCAS le revêtement aux
alentours est blanc soit un albédo plus proche de 0,4 (ciment clair). L’albédo varie suivant
diverses composantes terrestres, d’après la littérature, il est supérieur à 0,8 dans le cas
de la neige fraîche, et inférieur à 0,1 dans le cas des mers et océans. On retrouve dans le
tableau 1.2 des valeurs d’albédo obtenues dans la littérature [2].
Table 1.2 – Variabilité de l’albédo en fonction de la nature du sol
Nature du sol Valeur de l’albédo
Béton 0,50
Herbe 0,2 à 0,3
Terre 0,15
Gravier 0,2
Neige fraîche 0,85
Cependant les valeurs peuvent varier en fonction des conditions de mesure, de la cou-
leur et du type de revêtement. Le fait que cette entrée ne soit pas constante rend sa ca-
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ractérisation plus diﬃcile, ce qui peut expliquer les diﬀérences en fonction des références
consultées. Une étude récente par Li et al. [35] évalue la variabilité de l’albédo en fonction
de la journée, de la saison et du revêtement considéré. Dans les conditions de campagne
de mesure, les auteurs établissent que la valeur de l’albédo ainsi que sa variabilité est
importante en début et ﬁn de journée. Pour obtenir une valeur plus basse et constante, la
mesure doit être faite en pleine journée par ciel découvert. L’évaluation de l’albédo sur la
surface terrestre est un sujet qui prend de l’ampleur notamment en physique de l’atmo-
sphère où la valeur de l’albédo conditionne le réchauﬀement climatique. L’utilisation des
données satellites permet une caractérisation de l’albédo de plus en plus ﬁne spatialement.
Dans le cadre de la thermique du bâtiment, l’albédo est susceptible de provoquer un
biais ou une incertitude car il joue directement sur la quantité de ﬂux solaire réﬂéchi par
le sol. Il impacte sur la température intérieure et donc sur les besoins énergétiques (chaud
et froid). Dans le cas de maison à stratégie passive, l’aspect solaire impacte sur la tempé-
rature d’air intérieur. La mauvaise estimation ou la méconnaissance de ce paramètre peut
entrainer un impact sur le comportement de la maison DM.
Une pré-étude expérimentale pour évaluer la variabilité de l’albédo in-situ a été faite
par l’équipe du CEA-INES LEB sur le site de la plateforme. Sur la plage de temps du
15/04/2011 11 :00 au 27/04/2011 8 :00, en ne considérant que les données de 7h00 à
16h00, la valeur de l’albédo est présentée dans le tableau 1.3.
Table 1.3 – Mesures préliminaires sur site de l’albédo
Type d’information Valeur
Moyenne 0,39
Max 0,43
Min 0,25
Cette étude est une mesure approximative qui permet d’obtenir un ordre de grandeur
de la valeur de l’albédo sur le site et de se rendre compte de sa variabilité sur des jour-
nées entières. On constate que sur une période relativement courte, soit moins de deux
semaines l’albédo varie fortement. A noter que dans la simulation thermique dynamique
par EnergyPlus cette entrée est considérée comme constante ce qui induit une source de
biais. On peut toutefois choisir une valeur d’albédo pour chaque mois, mais la diﬃculté
est alors de caractériser cette valeur en fonction du mois de l’année. Selon l’étude [35]
aucune variabilité saisonnière n’a été observée, cependant il s’agit des conclusions obte-
nues sous les conditions expérimentales de l’étude (type de revêtement, climat californien,
etc.). L’albédo est donc une entrée incertaine qui peut induire une incertitude et un biais
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sur les résultats de simulation.
1.2.2.3 Résultats de l’impact sur la maison INCAS-DM
Pour évaluer l’impact de l’albédo sur les performances de la maison INCAS-DM, une
étude numérique a été eﬀectuée. Deux simulations ont été réalisées avec EnergyPlus, une
avec un albédo de 0,2 (valeur par défaut dans les villes) et une avec un albédo de 0,4
(valeur plausible dans notre cas d’étude). On considère comme résultats de simulation
l’évolution de la température opérative qui est plus proche de la notion de confort que la
température intérieure. Aﬁn d’obtenir un indicateur simple du confort d’été, on considère
qu’au-delà de 27◦C de température intérieure opérative, le bâtiment est en surchauﬀe et
on décompte le nombre d’heure où la température opérative dépasse la valeur seuil. On
obtient un équivalent de 40 jours de surchauﬀe pour un albédo de 0,2 contre 99 jours
pour un albédo de 0,4. La ﬁgure 1.8 représente sous forme d’histogramme la répartition
des températures opératives sur la zone du rez-de-jardin pendant la période estivale. On
observe une importante hausse de température dans le cas d’un albédo de 0,4 en compa-
raison à l’albédo de 0,2.
Figure 1.8 – Diagramme de répartition des températures intérieures dans la maison
INCAS-DM sur la période estivale en fonction des diﬀérents cas [18]
Le fort impact observé dépend de l’eﬃcacité énergétique du bâtiment étudié ce qui
montre l’importance de considérer avec attention le paramètre albédo. Une autre source
d’incertitude est la modélisation des casquettes et on va étudier les conséquences de leur
sous-évaluation sur les simulations .
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1.2.3 Impact d’une hypothèse de simulation sur les masques
proches
1.2.3.1 Description des débords de fenêtre
L’hypothèse de simulation mise en cause est de considérer ou non ou partiellement les
masques proches dans une simulation. Cette incertitude intervient lors de l’élaboration
du modèle géométrique du bâtiment. L’utilisateur tente de représenter au mieux la réalité
géométrique. Des hypothèses (approximations) de modélisation géométrique doivent être
faites et elles dépendent fortement de l’utilisateur. La prise en compte de cette hypothèse
inﬂuence l’impact des apports solaires (eﬀet d’ombrage) d’où une augmentation prévisible
de la surchauﬀe du bâti en été (inconfort thermique) si on ne modélise pas les masques
proches. On peut s’attendre également à une sous-estimation des besoins de chauﬀage en
hiver car on diminue les apports solaires "gratuits".
1.2.3.2 Impact de l’hypothèse de simulation sur la maison INCAS-DM
L’épaisseur des murs de la maison étudiée est de 50 cm et les fenêtres sont placées au
niveau de l’isolant et donc "décalées" de 35 cm par rapport au bord de façade (extérieure).
La simulation ne considère que l’aspect thermique de l’épaisseur d’un mur et si on veut
tenir compte des débords de fenêtre il faut les rajouter sur le modèle géométrique. Il se
pose alors la question de prendre en compte ou non ces "bords de fenêtres" virtuels.
Deux simulations ont été eﬀectuées avec EnergyPlus pour mesurer l’impact de ce "dé-
tail" géométrique avec un albédo de 0,2. Les captures écran des deux modèles géométriques
testés sont présentées en ﬁgure 1.9 avec d’avantage de détails ﬁgure 1.10. Une conﬁgura-
tion avec uniquement une casquette et une autre où la totalité du cadre est représentée
(casquette, bords latéraux et bas).
Si on considère 27◦C la température intérieure opérative au-delà de laquelle on sup-
pose le bâtiment en surchauﬀe, on obtient pour la simulation B une valeur de 40 jours de
surchauﬀe contre 85 jours dans le cas A (simulation sans bords latéraux de fenêtre). De
la même façon que pour l’albédo, la ﬁgure 1.11 représente la répartition des températures
opératives au rez-de-jardin dans les deux conﬁgurations testées.
On observe de nouveau un décalage des températures extrêmes entre les deux cas. En
négligeant l’hypothèse des débords complets de fenêtres on surestime l’inconfort d’été et
donc les besoins de refroidissement. L’impact de la gestion des ombrages dans le modèle
géométrique dépend des caractéristiques du bâtiment pris en compte. Si c’est un bâti-
ment à stratégie passive, l’impact est plus important que sur un bâtiment classique. Le
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(a) Cas A (b) Cas B
Figure 1.9 – Les captures écran des deux cas simulés pour les fenêtres. A gauche le cas
A : casquette seule et à droite le cas B : débords complets
(a) Cas A (b) Cas B
Figure 1.10 – Type de masque proche sur les fenêtres pour le cas A : casquette seule et
le cas B : débords complets
renfoncement de fenêtre étudié ici est fréquent dans le cadre de réhabilitation thermique
de bâtiment ancien isolé par l’extérieur.
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Figure 1.11 – Diagramme de répartition des températures intérieures dans la maison
INCAS-DM sur la période estivale en fonction des diﬀérents cas, en bleu foncé le cas A
casquette seule, en bleu clair le cas B débords complets [18]
1.3 Un besoin de transparence sur la gestion des sol-
licitations par le bâtiment basse consommation
Par les exemples ci-dessus, on observe l’inﬂuence importante d’une hypothèse de si-
mulation et d’une entrée statique liées toutes deux à la gestion du rayonnement solaire
par le bâtiment (réﬂexion du sol, masque proche). Ce type de bâtiment dit passif et op-
timisant les gains solaires en hiver et été est très sensible aux apports solaires, d’autant
plus que le modèle thermique ne prend pas en compte de renouvellement d’air en plus des
inﬁltrations. On souhaite obtenir plus de transparence sur sa capacité à gérer ces apports.
Évaluer l’incertitude sur l’albédo ou sur la géométrie des ombrages est pertinent mais
ce sont surtout les incertitudes liées aux conditions limites du modèle et notamment la
météorologie sur laquelle il devient important de se questionner. En eﬀet, nous avons vu
que les bâtiments basse consommation en diminuant l’eﬀet de la température extérieure,
sont plus sensibles aux apports solaires. On se pose alors la question de l’impact de la
variabilité météo sur l’incertitude de sortie ainsi que l’inﬂuence de chaque variable météo
sur les besoins énergétiques.
La démarche visant l’amélioration de la ﬁabilité des résultats consiste à :
• Propager les incertitudes liées à la météo aﬁn d’obtenir un intervalle de conﬁance
sur la performance énergétique du bâtiment
• Identiﬁer la ou les variables météorologiques responsables de la réponse du bâtiment.
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Pour cela les techniques d’analyse de sensibilité sont utilisées et une stratégie de gestion
est élaborée pour traiter la problématique des incertitudes et de l’inﬂuence des sollicita-
tions météo sur la performance énergétique d’une maison basse consommation d’énergie.
Avant de présenter cette stratégie, le formalisme mathématique des analyses de sensibilité
est présenté ainsi que les bonnes pratiques associées.
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Chapitre 2
Outils Mathématiques pour le gain
en ﬁabilité : les analyses de
sensibilité globale et d’incertitude
Dans ce chapitre, on présente le principe des analyses de sensibilité avant de
détailler la démarche d’estimation de la sensibilité ainsi que des outils complé-
mentaires permettant un calcul robuste et performant de la sensibilité adapté
aux modèles complexes de grande dimension en simulation thermique dyna-
mique. Pour terminer, on présente la diﬃculté de la gestion des entrées fonc-
tionnelles en analyse de sensibilité.
2.1 Des outils puissants
2.1.1 Rayons X du modèle conditionnés par un objectif
Les techniques d’analyse de sensibilité et d’analyse d’incertitude sont des atouts pour
le gain en ﬁabilité et en conﬁance sur les résultats de la simulation thermique dynamique.
L’analyse d’incertitude permet d’obtenir un intervalle de conﬁance sur la réponse du mo-
dèle en quantiﬁant l’amplitude de l’incertitude sur la sortie du modèle causée par les
incertitudes en entrée, alors que l’analyse de sensibilité permet de déterminer les para-
mètres inﬂuents dans le code de calcul sondé par perturbation des entrées incertaines.
Si les variations d’entrée correspondent à leurs incertitudes alors l’analyse de sensibilité
et d’incertitude se rejoignent en une seule analyse. Ainsi deux types d’information sont
extraites d’une analyse des performances énergétiques d’un bâtiment basse consommation
par la simulation thermique dynamique : l’intervalle de conﬁance sur la performance ainsi
27
28
Outils Mathématiques pour le gain en ﬁabilité : les analyses de sensibilité
globale et d’incertitude
que l’identiﬁcation des entrées auxquelles les réponses du modèle sont sensibles. Ces in-
formations peuvent permettre d’identiﬁer les paramètres sur lesquels il est pertinent de
quantiﬁer les incertitudes et de proposer des priorités de mise à jour du modèle.
Il faut vériﬁer la bonne évaluation de ces entrées inﬂuentes et des modèles attenants.
De la même manière, si des entrées ne sont pas inﬂuentes, on pourra plus aisément ﬁxer
leur valeur et simpliﬁer le modèle même si l’analyse de sensibilité en ﬁxant certaine valeur
peut induire un biais sur les indices de sensibilité. L’estimation de cette erreur est décrite
par Sobol et al. [59].
Selon Lilburne et al. [36], l’analyse de sensibilité doit suivre les six étapes suivantes :
1. Déﬁnir l’objectif de l’étude
2. Sélectionner les entrées que l’on veut étudier
3. Associer un intervalle d’incertitude et une loi de probabilité
4. Appliquer une méthode de génération pour obtenir les échantillons de N simulations
à partir des distributions des entrées
5. Réaliser les simulations pour chaque jeu d’échantillons aﬁn d’obtenir les N valeurs
de la sortie de simulation
6. Utiliser les résultats de l’étape 5 pour l’analyse d’incertitude et le calcul des indices
de sensibilité pour quantiﬁer l’eﬀet de chaque entrée sur la sortie
L’analyse de sensibilité dépend de l’objectif de l’étude car il conditionne le choix de
l’indice de sensibilité approprié et de la stratégie de l’échantillonnage. De plus l’interpréta-
tion des résultats dépend de la question posée en amont à laquelle l’analyse de sensibilité
doit répondre. Plus la question est ciblée et plus l’interprétation aura des chances d’appor-
ter une réponse précise rendant les conclusions d’autant plus eﬃcaces. Dans le cadre des
problématiques associées à la thermique du bâtiment et au vu de la multitude d’aspect
pouvant être étudiés, il est primordial de bien délimiter les attentes liées à l’analyse de
sensibilité. L’étude de l’impact de la forme ou des volumes sur la performance énergétique
(Hopfe et al. [25]) n’inclut pas les mêmes entrées incertaines qu’une étude sur un bâtiment
préexistant où la géométrie est ﬁxe. De même, les choix des plages de variation ainsi que de
la loi de probabilité associée doivent être adaptés à l’objectif. Le choix de l’amplitude des
variations et de la zone du modèle étudié impactent de manière signiﬁcative les résultats
obtenus. Les deux exemples ci-dessous illustrent ces notions.
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2.1.2 Plage de variation et zone d’exploration du modèle : cas
de la thermique du bâtiment
Pour illustrer ces aspects deux problématiques d’analyse de sensibilité associées au
même cas test (section 1.2.1) sont confrontées. L’une traite de la problématique de la
validation de modèle (Spitz et al. [62]) et l’autre de l’optimisation pour la réhabilitation
(Rabouille et al.[52]). L’objectif de ces deux analyses de sensibilité diﬀère.
Pour la validation de modèle, les informations que l’on souhaite obtenir de l’analyse de
sensibilité sont une plage d’incertitude de simulation ainsi que des paramètres inﬂuents.
Le but de l’étude étant de valider un modèle, une incertitude de simulation doit permettre
de le comparer aux incertitude de mesure. Par ailleurs les paramètres inﬂuents sont dé-
terminés pour vériﬁer la bonne estimation de leur incertitude et la possibilité de calibrer
le modèle dans la plage cohérente du paramètre.
En ce qui concerne la problématique liée à la réhabilitation, les paramètres inﬂuents
sont déterminés pour élaborer un plan de rénovation énergétique par optimisation des
performances. La diﬀérence entre ces deux études se situe principalement dans la plage de
variation imposée aux entrées. Dans le cas de la validation, les incertitudes doivent être
cohérentes avec le site expérimental. Nous avions mentionné en chapitre 1, la modiﬁcation
de la valeur d’albédo entre les plans de conception et la mise en œuvre réelle (gravier blanc
à la place de bitume). Nous avons également montré que le bâtiment de type passif était
signiﬁcativement sensible à la modiﬁcation de ce paramètre.
La caractérisation des incertitudes en thermique du bâtiment est une problématique
délicate à laquelle peu de travaux ont été consacrés ([9], [37]). Il n’est pas forcément
évident de diﬀérencier les incertitudes dites naturelles du paramètre de celles liées à la
méconnaissance. Cette méconnaissance peut être due aux phénomènes physiques en in-
teraction (humidité, vieillissement) ou bien à la mise en œuvre (modiﬁcation de plan,
mauvaise pose d’isolant). Pour les incertitudes naturelles, nous avons vu en chapitre 1,
que la loi normale est la plus adaptée. Lorsque les incertitudes sont régies par un phé-
nomène sous-jacent et que la loi de distribution n’est pas identiﬁable, il est préférable de
s’orienter vers une loi uniforme. La loi uniforme va représenter une équiprobabilité d’ob-
tenir une valeur entre deux bornes. Dans le cas de la problématique de la réhabilitation
cette loi est tout indiquée. En eﬀet, les plages de variation des entrées correspondent aux
opérations de rénovation envisageables et si aucune contrainte ﬁnancière en amont n’est
prise en compte dans l’étude thermique, le test du modèle avec une isolation de 10 cm
que de 30 cm à la même probabilité. Ces plages sont beaucoup plus larges qu’une simple
incertitude et permettent d’explorer le modèle sur une zone étendue de leur comportement.
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Figure 2.1 – Evolution de la variable de sortie inconfort d’hiver en fonction de la varia-
bilité générée de l’entrée "épaisseur d’isolant" [52]
La ﬁgure 2.1 montre un exemple de l’évolution d’un des indicateurs, l’inconfort ther-
mique en hiver, en fonction d’un des paramètres inﬂuents de l’étude, l’épaisseur d’isolant
(Scatterplot). Nous observons sur la ﬁgure une large gamme de variation. Ce qui est inté-
ressant c’est qu’en fonction de l’endroit où le modèle est évalué, l’inﬂuence du paramètre
ne sera pas la même. Si on opère une variation entre 0 et 10 cm l’inﬂuence sera plus
importante qu’entre 30 et 40 cm. Ce type d’analyse est fait pour permettre la réduction
de modèle en établissant les liens directs entre indicateurs de performance et paramètres
inﬂuents.
Le but de ces deux exemples d’analyse de sensibilité relativement fréquents en ther-
mique du bâtiment est d’illustrer la problématique associée à la déﬁnition des plages
d’incertitudes ainsi que l’importance d’interpréter les résultats des indices de sensibilité
en prenant bien en compte le contexte de la simulation, c’est-à-dire l’exploration du mo-
dèle. Les paramètres inﬂuents sur un modèle de bâtiment énergivore ne sont pas les mêmes
que sur un modèle de bâti basse consommation comme le montre Spitz et al. [61].
Cette réﬂexion intervient dans un contexte où les méthodes d’analyse de sensibilité
deviennent de plus en plus accessibles1, et des modèles complémentaires2 associés aux
logiciels de simulation thermique dynamique permettent l’automatisation d’analyse de
sensibilité. Il faut s’assurer d’avoir un objectif en amont de la démarche et de bien déﬁnir
1Développement de toolbox Matlab et R, outils comme Simlab et OpenTurns
2jEPlus pour EnergyPlus
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le contexte de l’étude. Ce contexte va également conditionner le type de méthode que l’on
va employer.
2.1.3 Choix de la méthode
Le choix de la technique d’analyse de sensibilité selon Saltelli et al. [58] dépend de
plusieurs points :
• le temps d’une simulation
• le nombre d’entrées incertaines
• les hypothèses du modèle (linéaire, monotone, etc..)
• la présence d’interactions ou non dans le modèle et donc la nécessité de les prendre
en compte
• le cadre (contexte de l’analyse) et le public visé (interprétation plus ou moins aisée
en fonction des indices de sensibilité)
La simulation thermique dynamique étant non linéaire, on élimine les analyses de sen-
sibilité locale qui quantiﬁent l’impact sur la sortie du modèle lorsque des petites pertur-
bations sont appliquées aux entrées incertaines. Cette quantiﬁcation dépend des dérivées
partielles qui sont calculées à un point bien précis de l’espace des paramètres. Le choix
du point peut inﬂuencer le résultat comme nous avons pu le constater avec l’exemple de
la réhabilitation, surtout si cet espace est important (plage de variation signiﬁcatives).
Ainsi, l’information extraite ne vaut qu’au niveau du point de l’espace des paramètres
où la sensibilité a été estimée et ne permet pas de conclure sur le reste de l’espace des
paramètres ce qui n’est pas un problème pour les modèles linéaires où une extrapolation
peut permettre de calculer rapidement les indices à diﬀérents points de l’espace mais dans
le cas de modèle non linéaire l’information est uniquement ponctuelle donc limitée. Les
analyses de type "un facteur à la fois"(one-at-the-time : OAT) font aussi partie de ces
méthodes où une part importante de l’espace des paramètres n’est pas explorée. Même
si l’analyse est faite sur des plages d’incertitudes conséquentes, la non simultanéité des
variations sur les entrées entraine la non prise en compte des interactions, ce qui peut
représenter plus de 99% d’espace des paramètres inexploré (Saltelli et al. [56]).
Nous allons nous concentrer sur les diﬀérents type d’analyse de sensibilité globale qui
permettent un retour détaillé des relations entre les paramètres du modèle, interactions
comprises. Selon Sudret [63], il existe deux types de méthode :
• celles basées sur la régression : pour ce type d’approche, une régression linéaire
lie les entrées et les sorties obtenues par les points des simulations Monte-Carlo
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(échantillonnage aléatoire sur l’espace des paramètres) et le coeﬃcient est obtenu
par la technique des moindres carrés. Dans le cas général de modèle non-linéaire et
non-monotone, cette approche ne donne pas de résultat satisfaisant [58].
• celles basées sur la variance : ce genre de technique peut calculer les indices de
sensibilité indépendamment des hypothèses du modèle. Dans les méthodes basées
sur la variance, la variance V de la sortie du modèle est décomposée en variance
partielle qui représente la part de V qui est expliquée par les entrées du modèle (que
l’on considère une entrée seule, ou un groupe d’entrées) et par conséquent l’inﬂuence
des entrées elles-mêmes sur la sortie. On distingue deux approches communément
utilisées : la méthode FAST (pour Fourier amplitude sensitivity test), à chaque
entrée est associée une fréquence de variation, l’analyse fréquentielle de la sortie va
permettre de déterminer les paramètres inﬂuents. Une autre approche consiste à
calculer les indices de Sobol mais peut être coûteuse en évaluation de modèle.
Il existe une quantité importante de méthodes qui ont été développées pour permettre
l’analyse de sensibilité et le choix dépend du cas d’application, les travaux de Saltelli et
al. [58] et [55] regroupent les références et les notions permettant de guider au mieux les
utilisateurs.
Dans le cadre de ce travail, la méthode sélectionnée est basée sur la variance, il s’agit
des indices de sensibilité de Sobol [60]. Ces indices sont indiqués pour les modèles com-
plexes tels que ceux impliqués dans la simulation thermique dynamique. Ils permettent
la gestion d’entrées de nature diﬀérente (catégorique, fonctionnelle, scalaire). Leur inter-
prétation est intuitive, les indices sont normalisés et compris entre 0 et 1. Par ailleurs,
il est possible d’estimer des indices de sensibilité sur des groupes de paramètres, ce qui
est un élément clé dans la stratégie de gestion des entrées fonctionnelles développées
au chapitre 3. L’estimation des indices peut être coûteuse en évaluation de modèles de
grande dimension, mais cet inconvénient peut toutefois être atténué grâce à une procédure
d’échantillonnage présentée ci-après en section 2.2.3.1.
La partie suivante décrit la procédure et le formalisme associé à la démarche de calcul
des indices de sensibilité de Sobol.
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2.2 Des indices de sensibilité adaptés à la probléma-
tiques du bâtiment
2.2.1 Des indices basés sur la variance
Soit X = {X1, . . . , Xi, . . . , Xp} l’ensemble des entrées incertaines du modèle et Y la
sortie, que l’on suppose scalaire. Pour obtenir l’inﬂuence de chaque Xi sur la sortie Y , on
utilise les méthodes probabilistes de type Monte-Carlo, aﬁn d’échantillonner les entrées en
les faisant varier chacune indépendamment sur leur loi de probabilité donc sur leur plage
d’incertitude. On obtient ainsi des matrices de dimension N × p avec N le nombre de tir
et p le nombre d’entrées. Pour pouvoir quantiﬁer l’eﬀet de Xi sur Y , on évalue la part
de la variance Y induite par Xi. Cette quantité est déﬁnie par Sobol [60] comme étant
l’indice de sensibilité de premier ordre :
Si =
V (E[Y |Xi])
V (Y ) (2.1)
avec V (.) la variance et E(.) l’espérance mathématique. Cet indice a été introduit par dé-
composition de la fonction f du modèle en somme de fonctions de dimensions croissantes :
Y = f(X1, . . . , Xp) = f0 +
p∑
i=1
fi(Xi) +
∑
16i<j<p
fij(Xi, Xj) + . . .+ f1...p(X1, . . . , Xp) (2.2)
où
f0 = E[Y ],
fi(Xi) = E[Y |Xi]− E[Y ],
fij(Xi, Xj) = E[Y |Xi, Xj]− E[Y |Xi]− E[Y |Xj] + E[Y ]
et ainsi de suite pour les ordres supérieurs.
Une telle décomposition est unique, si et seulement si, les variables aléatoires sont indé-
pendantes et que les fonctions de la décomposition (2.2) sont orthogonales. La variance
se décompose alors ([60]) :
V =
∑
i
Vi +
∑
i<j
Vij +
∑
i<j<m
Vijm + . . .+ V12...k (2.3)
où
Vi = V (E[Y |Xi]),
Vij = V (E[Y |Xi, Xj])− Vi − Vj,
Vijk = V (E[Y |Xi, Xj, Xk])− Vij − Vik − Vjk − Vi − Vj − Vk,
...
V1...p = V −
p∑
i=1
Vi −
∑
16i<j6p
Vij − . . .−
∑
16i<...<ip−16p
Vi1...ip−1
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Si on divise chaque membre de l’équation 2.3 par V (Y ), on obtient :
∑
i
Si +
∑
i<j
Sij +
∑
i<j<m
Sijm + . . .+ S12...k = 1 (2.4)
Avec
Sij =
Vij
V (Y ) (2.5)
l’indice de sensibilité d’ordre deux, c’est-à-dire la sensibilité de Y aux variables Xi et
Xj, ce qui correspond à leur interaction. Cet eﬀet n’est pas pris en compte dans l’eﬀet du
première ordre qui quantiﬁe l’eﬀet des variables seules.
De même, l’eﬀet d’ordre trois :
Sijk =
Vijk
V (Y ) (2.6)
exprime l’eﬀet d’interaction des variables Xi, Xj et Xk sur Y . Ces eﬀets ne sont
pas pris en compte dans les indices de premier et second ordre. Et de manière similaire
jusqu’à l’ordre p. L’indice de sensibilité totale ST introduit par Homma et al. [23], regroupe
l’ensemble des eﬀets relatifs à la variable Xi :
STi =
∑
k♯i
Sk (2.7)
où ♯i représente tous les ensembles d’indices contenant l’indice i.
Étant normalisés, les indices sont compris entre 0 et 1, plus l’indice est grand et plus l’eﬀet
de la variable sur la sortie est important. La somme des indices de sensibilité est égale à
1 (2.4). Ainsi si on vériﬁe que ∑i Si ∼ 1, alors les eﬀets d’ordre supérieur à 1 peuvent être
négligés puisque peu inﬂuents. La procédure est donc d’obtenir dans un premier temps
l’eﬀet seul de chaque variable par le calcul de Si, puis, en fonction de la somme des Si la
présence ou non d’interactions est facilement déterminée et conditionne le calcul ou non
des eﬀets totaux.
Les indices de sensibilité de Sobol sont intuitifs et particulièrement recommandés dans
le cas de modèles complexes de grande dimension de système incertain comme la thermique
du bâtiment. La partie suivante détaille une des procédures pour les estimer.
2.2.2 Démarche et bonnes pratiques pour l’obtention des indices
Soit un code de calcul représenté par f(.), Y la sortie scalaire et X = (X1, . . . , Xp)
les entrées du modèle, on a : Y = f(X1, . . . , Xp). Soit N le nombre de tirs aléatoires
pour l’échantillonnage des entrées, on obtient une variable Y composée des N réponses
du modèle. Chaque simulation donne une valeur de Y . Une simulation correspond à une
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évaluation du modèle à partir d’un jeu de p entrées généré aléatoirement en fonction de
la distribution de chaque entrée 2.8.
f(

X1,1 . . . X1,i . . . X1,p
... . . . ... . . . ...
Xj,1 . . . Xj,i . . . Xj,p
... . . . ... . . . ...
XN,1 . . . XN,i . . . XN,p

) =

Y1
...
Yj
...
YN

(2.8)
Le bon calcul des indices de sensibilité dépend de l’estimateur mais aussi de l’échan-
tillonnage, les deux prochaines sous-sections traitent de ces aspects.
2.2.2.1 Échantillonnage par hypercube latin
L’échantillonnage des variations d’entrées conditionne les résultats d’analyse de sensi-
bilité. La taille de l’échantillon et la manière d’échantillonner jouent sur la précision et la
rapidité de l’estimation des indices. Le balayage de l’espace des paramètres d’entrée doit
être homogène pour s’assurer de la bonne représentativité des incertitudes d’entrées. La
méthode la plus communément utilisée est le tir aléatoire classique. Cette méthode peut
être optimisée aﬁn de converger plus rapidement vers l’estimation des indices de sensi-
bilité. Pour cela l’espace des paramètres est divisé en sous-ensembles pour permettre un
échantillonnage plus représentatif en moins de tir. Une de ces méthodes est le Latin Hy-
percube Sampling (LHS) ou échantillonnage par le latin hypercube qui permet d’obtenir
à moindre coût de simulation des résultats d’indice de sensibilité plus stables (Helton et
al. [22]). La méthode consiste dans un premier temps à diviser l’intervalle de variations de
chaque entrée en np sous-intervalles équiprobables. Puis une valeur est tirée aléatoirement
dans chaque sous-intervalle. Cette procédure permet, même avec un nombre limité de tir,
une représentation de l’espace des paramètres.
La ﬁgure 2.2 illustre cette procédure, avec X1 et X2 deux paramètres dont l’un a une
loi de probabilité normale centrée réduite, représentée par la fonction de distribution en
ﬁgure 2.2a. Les 5 sous-intervalles équiprobables y sont délimités. Sur la ﬁgure 2.2b, les 5
couplets générés sont représentées.
D’autres méthodes déterministes d’échantillonnage de type quasi Monte-Carlo per-
mettent également une convergence plus rapide qu’avec LHS, voir Saltelli et al. [58] pour
plus de détails. Le principe de ces méthodes tient compte des autres points générés. Ce-
pendant nous nous limiterons dans ce travail à l’utilisation de Latin hypercube pour sa
facilité d’implémentation et pour la possibilité de générer des échantillons corrélés [27].
Cette particularité est exploitée dans le cadre de la gestion des entrées temporelles et est
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(a) (b)
Figure 2.2 – Illustration du principe de l’échantillonnage hypercube latin. En a) le
découpage des 5 sous-intervalles selon la fonction de distribution d’une des entrées, en b)
représentation des 5 couplets générés [38]
discutée en chapitre 3.
2.2.2.2 Une estimation précise
Il s’agit désormais de déterminer de manière la plus précise possible les indices de
sensibilité. Pour cela on utilise des estimateurs. Le résultat doit être stable, indépendant
du modèle dans l’idéal, être précis (faible variance) et proche de l’exactitude (faible biais).
La méthode présentée ci-dessous est l’une des plus robuste et précise pour le calcul des
indices de sensibilité de Sobol et est développée par Saltelli et al. [57].
On génère deux matrices d’échantillons N × p de manière indépendante. Appelons A
et B ces deux matrices, avec respectivement aji et bji les éléments les composant. L’indice
i est associé au nombre p d’entrée et l’indice j est associé au nombre de simulations N (cf
matrice 2.8). De ces deux matrices A et B, on construit AB(i) telle que toutes les colonnes
proviennent de A sauf la i-ième colonne qui est prise dans B. De même la matrice BA(i)
est construite où toutes les colonnes proviennent de B sauf la i-ième colonne qui est prise
dans A. On a :
A =

a1,1 a1,2 . . . a1,i . . . a1,p
a2,1 a2,2 . . . a2,i . . . a2,p
... ... · · · ... · · · ...
aN,1 aN,2 . . . aN,i . . . aN,p
 (2.9)
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B =

b1,1 b1,2 . . . b1,i . . . b1,p
b2,1 b2,2 . . . b2,i . . . b2,p
... ... · · · ... · · · ...
bN,1 bN,2 . . . bN,i . . . bN,p
 (2.10)
Les matrices hybrides :
BA(i) =

b1,1 b1,2 . . . a1,i . . . b1,p
b2,1 b2,2 . . . a2,i . . . b2,p
... ... · · · ... · · · ...
bN,1 bN,2 . . . aN,i . . . bN,p
 (2.11)
et
AB(i) =

a1,1 a1,2 . . . b1,i . . . a1,p
a2,1 a2,2 . . . b2,i . . . a2,p
... ... · · · ... · · · ...
aN,1 aN,2 . . . bN,i . . . aN,p
 (2.12)
Seule la valeur de Xi reste inchangée entre B et B(i)A . A partir du couple de matrice
A,BA(i) ou bien B,AB(i) les Si peuvent être calculés, selon [60] :
V (E[Y |Xi]) = 1
N
N∑
j=1
f(A)jf(BA(i))j − f 20 (2.13)
Une amélioration de cet estimateur est proposé par Saltelli et al.[57] :
V (E[Y |Xi]) = 1
N
N∑
j=1
f(B)j(f(AB(i))j − f(A)j) (2.14)
On obtient bien l’espérance de Y connaissantXi sachant que seule l’entréeXi est identique
entre les matrices. La variance de cette quantité divisée par la variance totale de la sortie
nous donne Si.
Le nombre d’évaluations du modèle NT est de N × (p + 2) à N × p pour calculer les
Si avec N devant être au moins égal à 500 (Saltelli et al. [57]). Nous verrons que dans
le cadre de modèles de thermique du bâtiment le nombre d’entrées p est important et
le nombre NT d’évaluations du modèle peut vite exploser. C’est la raison pour laquelle
nous utiliserons la méthode développée par Mara et al [39] aﬁn de rendre le nombre NT
indépendant de p. Cette méthode est présentée ci-après.
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2.2.3 Outils complémentaires : intervalle de conﬁance et réduc-
tion du coût de simulation pour les Si
2.2.3.1 Réduction drastique du nombre de simulation par permutation de
matrice
Cette méthode [39] permet de rendre le nombre NT d’évaluation totale du modèle
indépendant du nombre p d’entrées. Pour cela, on génère une matrice X(0) (la matrice de
référence) de dimension N × p, puis on construit une seconde matrice à partir de X(0) en
permutant aléatoirement chaque colonne i de X(0), on appelle cette seconde matrice X(1).
Ci-dessous, une illustration du principe, avec des matrices d’échantillon de p = 3
entrées et N = 5 jeux de simulations. On génère aléatoirement sur une loi uniforme
comprise entre 0 et 1 soit U [0, 1] les cinq jeux de simulation pour les trois variables.
Soit, par exemple,
X(0) =

0, 75 0, 53 0, 47
0, 38 0, 78 0, 01
0, 57 0, 93 0, 34
0, 08 0, 13 0, 16
0, 05 0, 57 0, 79
 (2.15)
Dont la matrice des rangs associée est :
R0 =

5 2 4
3 4 1
4 5 3
2 1 2
1 3 5
 (2.16)
On génère à partir de X(0) un second échantillon indépendant de matrice des rangs,
R1 =

4 2 4
1 3 1
5 4 5
3 5 3
2 1 2
 (2.17)
Notons X(1) = R1(X(0)) une telle transformation. On obtient,
X(1) =

0, 57 0, 53 0, 47
0, 05 0, 57 0, 01
0, 75 0, 78 0, 79
0, 38 0, 93 0, 34
0, 08 0, 13 0, 16
 (2.18)
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On évalue le modèle pour les deux jeux d’échantillons X(0) etX(1), tel que
Y(0) = f(X(0)1 ,X
(0)
2 , . . . ,X(0)p );Y(1) = f(X
(1)
1 ,X
(1)
2 , . . . ,X
(1)
i , . . . ,X(1)p )
Pour permettre le calcul des Si on doit obtenir deux jeux de sorties où seul Xi reste
inchangé comme vu avec l’estimateur présenté en section 2.2.2.2. Avec Y(0) la variable de
sortie de référence on appelle Y(2)i la variable de sortie liée à un échantillon d’entrée où
toutes les valeurs proviennent de Y(1) sauf Xi qui provient de Y(0), tel que :
Y(0) = f(X(0)1 ,X
(0)
2 , . . . ,X
(0)
i , . . . ,X(0)p );Y(2) = f(X
(1)
1 ,X
(1)
2 , . . . ,X
(0)
i , . . . ,X(1)p )
Notons RPi le vecteur correspondant à la i-ème colonne de la matrice des rangs R0. Alors,
la transformation recherchée est Y(2)i = RPi(Y(0)). Cette permutation équivaut à établir
la variable de sortie d’une matrice d’entrées où seule la valeur de Xi est identique avec
Y (0), mais ne nécessite aucune simulation supplémentaire. Ainsi les indices de sensibilité
Si se calculent avec seulement 2N simulations quelque soit le nombre p d’entrées.
L’estimateur :
V (E[Y |Xi]) = 1
N
N∑
j=1
f(B)j(f(AB(i))j − f(A)j) (2.19)
devient
V (E[Y |Xi]) = 1
N
N∑
j=1
Y
(0)
j (RPi(Y (1))j − Y (1)j ) (2.20)
2.2.3.2 Quantiﬁcation de la variabilité sur les indices de sensibilité par boots-
trap
Pour associer à l’estimation des indices de sensibilité un intervalle de conﬁance,et cela
sans évaluation du modèle supplémentaire, on utilise les méthodes de bootstrap [16].
Le bootstrap, ou technique de ré-échantillonnage avec remise, est une manière de re-
faire une analyse sans relancer de simulations. Il s’agit, à partir d’un échantillon statistique
"source" représentatif, de recréer des échantillons de la même taille, pour cela on tire au
hasard avec remise dans l’échantillon source parmi toutes les répliques possibles, sans
évidemment toutes les construire (16796 répliques possibles pour une taille d’échantillons
de 10). Puis, la variabilité de l’estimateur est évaluée par la variabilité observée sur l’en-
semble des échantillons artiﬁciels obtenus par ré-échantillonnage. Le bootstrap s’applique
quelque soit la complexité de l’estimateur.
Principe du ré-échantillonnage bootstrap :
1. on crée des échantillons "artiﬁciels" à partir de l’échantillon réel : appelés "répliques
bootstrap"
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2. on calcule ensuite l’estimateur (ici l’indice de sensibilité) sur chacun des échantillons
artiﬁciels (répliques)
3. on construit la loi de distribution empirique de la statistique (la distribution boots-
trap)
4. on utilise cette distribution de la statistique pour estimer les propriétés de l’échan-
tillon
Voici une illustration du principe avec un échantillon x de taille n = 5 et l’estimateur
moyenne x¯. On génère k répliques bootstrap et k valeurs de moyenne estimées.
Soit :
x = {19, 17, 26, 21, 22} x¯ = 21
Les k répliques bootstrap et donc l’estimation de la moyenne peuvent être les suivantes :
x1 = {22, 17, 22, 19, 21} x¯1 = 20, 2
x2 = {22, 19, 22, 21, 19} x¯2 = 20, 6
x3 = {17, 22, 26, 26, 17} x¯3 = 21, 6
... ...
xk = {22, 26, 17, 21, 22} x¯k = 21, 6
(2.21)
Le bootstrap permet d’évaluer la variabilité de l’estimateur et de l’échantillonnage
mais aussi son biais. Le biais est l’écart entre la valeur calculée avec l’échantillon source
et la moyenne de la distribution de la statistique évaluée par les répliques.
Soit l’estimateur de la statistique à partir de l’échantillon mère :
θˆ = f(x1, x2, . . . , xn) (2.22)
On suppose un bootstrap pour k répliques de l’échantillon , l’estimateur sur la b-ème
réplique est telle que :
θˆ(b) = f(x∗1, x∗2, . . . , x∗n) (2.23)
On a l’estimation bootstrap :
θˆBoot =
1
k
k∑
b=1
θˆ(b) (2.24)
La variance de l’estimation bootstrap
V arBoot(θˆ) =
1
k − 1
k∑
b=1
(θˆ(b) − θˆBoot)2 (2.25)
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L’écart-type
σBoot(θˆ) =
√
V arBoot(θˆ) (2.26)
Le bootstrap classique ne peut fonctionner en présence de corrélation dans l’échan-
tillon,la corrélation serait brisée, voir Kreiss et al. [33] pour un état de l’art des adapta-
tions bootstrap pour les échantillons corrélés.
Dans le cadre de ce travail de thèse le bootstrap va nous permettre d’estimer la varia-
bilité des indices de sensibilité, en ré-échantillonnant les variables de sortie Y(0) et Y(1).
De par leur lien établi en section 2.2.3.1, une attention particulière doit être accordée dans
le ré-échantillonnage de ces variables pour le calcul de Si.
2.3 Gestion des entrées fonctionnelles en analyse de
sensibilité
Nous avons présenté une méthode d’estimation robuste des indices de sensibilité pour
des modèles complexes comprenant des interactions. En complément, des outils ainsi que
des astuces permettent d’améliorer les conditions d’obtention des résultats et l’intervalle
de conﬁance. La discussion suivante porte sur la gestion en analyse de sensibilité globale
des entrées de type temporel dans le cadre de modèles complexes à haute dimension.
2.3.1 Une problématique actuelle en thermique du bâtiment
L’analyse de sensibilité avec entrées statiques indépendantes est une pratique bien
délimitée et validée, que ce soit dans les méthodes ou même dans l’application en ther-
mique du bâtiment, voir Tian et al. [65] pour un état de l’art à ce sujet. La prise en
compte d’entrées corrélées, par contre, amène une diﬃculté supplémentaire que les mé-
thodes standard ne peuvent résoudre. Des développements récents (Chastaing et al. [7],
Kucherenko et al.[34]) permettent leurs gestions en adaptant les indices de Sobol mais
l’interprétation devient délicate et l’implémentation de ces méthodes n’est pas évidente.
La gestion des entrées corrélées est une problématique actuelle dans le développement des
méthodes d’analyse de sensibilité.
Dans le cadre de la thermique du bâtiment, il est fréquent que les entrées soient cor-
rélées, ces corrélations sont synonymes de liens entre les entrées, et ne pas les prendre en
compte peut fausser les conclusions émergentes de l’analyse. On peut citer l’exemple de la
corrélation entre l’âge des bâtiments et leur surface. En fonction des époques constructives,
diﬀérentes typologies émergent. Ainsi les volumes d’un bâtiment sont fortement dépen-
dants de leur âge. De même, une surface au sol peut être associée au nombre d’étage.
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Ainsi dans le cadre d’analyse concernant les paramètres du parc immobilier inﬂuençant
la consommation énergétique, ces corrélations devraient être prises en compte.
Un autre exemple traite de l’occupant car si on souhaite évaluer l’inﬂuence de l’occupa-
tion sur la performance énergétique, les charges internes dégagées par l’occupant, ainsi que
le taux d’occupation vont faire partie des paramètres incertains. Lors de l’échantillonnage
le lien logique entre présence de l’occupant et dégagement de charge interne supplémen-
taire dans le bâti devra être pris en compte pour être cohérent avec la réalité, mais cette
prise en compte empêche la décomposition de Sobol pour entrées indépendantes. De la
même façon, les problématiques liées aux conditions météorologiques doivent intégrer les
corrélations entre chaque variable météo. Dans le cas de l’occupation et du climat, une
diﬃculté supplémentaire s’ajoute de par leur caractéristique temporelle. Les corrélations
sont doubles. Tout d’abord, l’aspect que nous avons illustré ci-dessus : la corrélation entre
paramètres, que nous appellerons inter-corrélation. Puis la corrélation associée au carac-
tère temporelle du signal : la corrélation du signal avec lui même dit auto-corrélation. Une
entrée auto-corrélée est nommée entrée fonctionnelle. Les entrées spatiales et temporelles
font partie de ce type d’entrée.
Ces deux aspects, climat et occupation, sont des enjeux clés actuels des bâtiments
basse consommation. Ils ont une interaction forte avec le bâtiment puisqu’il s’agit des
conditions limites du système : les sollicitations. Ces sollicitations proviennent de phéno-
mènes complexes multi-physiques, que ce soit pour le métabolisme ou pour la climatologie.
Ils sont stochastiques et leur inﬂuence au sein de bâtiment basse consommation d’énergie
évolue. C’est donc en toute logique que de nombreux travaux récents en thermique du
bâtiment traitent des incertitudes liées aux sollicitations. Par exemple, la caractérisation
des scénarios d’occupation ainsi que leurs incertitudes traitée entre autres par Tanimoto
et al. [64], Haldi et al. [21] et Parys et al. [48].
Dans la suite de ce manuscrit, seule la problématique des incertitudes associées aux
entrées météorologiques est considérée. Nous verrons toutefois que la démarche développée
est applicable à la gestion de l’occupation.
2.3.2 Incertitudes associées aux ﬁchiers météorologiques
Les ﬁchiers météorologiques utilisés dans la simulation thermique dynamique sont des
ﬁchiers horaires. On distingue trois types de ﬁchiers avec pour chaque, une utilisation bien
déﬁnie :
• Les ﬁchiers moyens annuels qui représentent la météo typique d’un site à partir de
20 années ou plus d’observations. Ce type de ﬁchier est explicité en chapitre 3. Ce
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sont les ﬁchiers qui sont les plus utilisés, ils permettent d’obtenir une moyenne de
la performance énergétique sur une année représentative du climat à long terme. Il
en existe plusieurs formats.
• Les ﬁchiers réels provenant d’observations brutes d’une année particulière. L’utili-
sation est liée aux problématiques de validation de modèle pour les comparaisons
mesure/simulation.
• Les ﬁchiers extrêmes qui permettent d’évaluer la performance d’un bâtiment en
condition extrême. Il peut s’agir de ﬁchiers construits à partir d’observations ou
d’une année entière particulièrement extrême. Ils sont utilisés pour le dimensionne-
ment de système énergétique.
En thermique du bâtiment, diﬀérents types d’incertitudes sont associées aux entrées
météorologiques comme celles liées à la variabilité même de la météo, à la construction et
au format des ﬁchiers employés en simulation thermique dynamique ou bien des modèles
sous-jacents de climatologie. Certains travaux modiﬁent les ﬁchiers moyens en fonction
de l’évolution spatiale et temporelle du climat. Il peut s’agir de la volonté de prendre
en compte le changement climatique (Jentsch et al.[30],[29]) ou bien des eﬀets de micro-
climat dus notamment au phénomène d’augmentation de la température dans les centres
urbains que l’on appelle l’îlot de chaleur urbain (Chan et al. [6]). A titre d’illustration
on peut énumérer des travaux portant sur l’évaluation des performances énergétiques de
bâtiment dans le cas de :
• la variabilité météo (Wang et al.[68]) ;
• les périodes extrêmes (Breesch et al.[5]) ;
• l’ilot urbain (Kolokotroni et al. [32]) ;
• le changement climatique (Patidar et al. [49], Nik et al. [43] [42], DeWilde et al. [14],
Tian et al. [66]) ;
• le type de format pour la simulation thermique dynamique (Crawley [11]) ;
• la résolution spatiale des ﬁchiers météo utilisés en simulation thermique dynamique
(Eames et al. [15]) ;
• le choix des données météo pour la calibration (Bhandari et al. [3]).
Ce tour d’horizon non exhaustif illustre l’engouement de la communauté sur les problé-
matiques des incertitudes liées à la météo, et toutes exposent l’impact signiﬁcatif de la
modiﬁcation de la météo sur le bâtiment. Ce type de travaux se base sur la propaga-
tion de diﬀérents échantillons pour visualiser la diﬀérence de comportement du bâtiment.
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En fonction des études le nombre d’échantillons peut être compris entre quelques uns et
jusqu’à plusieurs milliers. Par exemple, Nik et al. [42] réduisent une base de 771120 simu-
lations par les méthodes d’échantillonnage de Monte-Carlo permettant une sélection dans
l’espace des paramètres du parc immobilier suédois (152 bâtiments) et des échantillons de
météo pour le changement climatique (douze scénarios de 140 ans chacun).
Il s’agit soit d’analyse d’incertitude et le résultat est la dispersion en sortie due aux in-
certitudes liées à la météo, soit d’étudier plus ﬁnement le comportement du bâtiment en
fonction d’un nombre limité de scénarios. Dans ce dernier cas certaines études estiment les
indices de sensibilité des entrées statiques sous diﬀérentes sollicitations météorologiques.
On peut visualiser cette approche comme le fait d’évaluer le modèle à diﬀérents points de
l’espace des paramètres (OAT).
A notre connaissance la quantiﬁcation par analyse de sensibilité globale de l’inﬂuence
de données temporelles est un sujet inédit en thermique du bâtiment. Ce manque s’ex-
plique en majeure partie par deux aspects :
• la prise en compte des corrélations en analyse de sensibilité
• l’échantillonnage cohérent et représentatif d’entrées temporelles
C’est également un challenge pour d’autres communautés qui disposent d’un contexte
similaire de modèles complexes dynamiques à haute dimension nécessitant des entrées
fonctionnelles comme la modélisation environnementale qui fait intervenir des entrées
spatiales et parfois même temporelles. Voici des exemples d’approches développées dans
la littérature.
2.3.3 Un besoin de méthodologie qui dépasse le domaine de la
thermique du bâtiment
Une première approche consiste à résumer l’information contenue dans la variable
d’entrée fonctionnelle en un nombre limité de variables scalaires indépendantes. Confa-
lonieri applique cette approche pour des modèles agro-climatiques [10]. L’auteur résume
les données météorologiques en entrée du modèle aux entrées scalaires d’un générateur de
météo. Dans ce genre d’approche la diﬃculté réside dans l’interprétation des résultats de
sensibilité : plusieurs variables scalaires sont associées à une même variable fonctionnelle.
De plus la caractérisation des incertitudes associées aux entrées scalaires n’est pas évi-
dente car elle doit être cohérente avec l’incertitude de l’entrée fonctionnelle.
Une autre approche, développée par Lilburne et al. [36], évalue par groupe l’inﬂuence
de données temporelles ou spatiales. Elle consiste à gérer l’ensemble des entrées corrélées
comme un groupe de paramètres. Les méthodes basées sur la variance permettent en eﬀet
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d’évaluer la part de variance de la sortie Y induite par un groupe de variables d’entrées
[59]. Pour pouvoir appliquer les méthodes de régression et FAST, les échantillons fonc-
tionnels doivent être classés avant de leur associer un scalaire. Dans le cas des travaux de
Saint-Geours et al. [54], des scalaires sont associés à des cartes permettant de traiter des
problématiques de risque d’inondation. L’échantillonnage se fait en tirant aléatoirement
parmi les scalaires sans remise, et donc parmi les cartes, ce qui suppose un nombre suﬃ-
sant d’échantillons qui doivent être représentatifs des incertitudes de l’entrée. Les auteurs
supposent également l’indépendance de l’entrée fonctionnelle avec les autres (qui peuvent
être d’autres entrées fonctionnelles ou scalaires). La contrainte est de limiter l’échantillon,
ce qui induit un certain biais, mais la méthode n’est pas adaptée pour évaluer la sensibilité
de chaque entrée fonctionnelle dans le cas où elles seraient corrélées entres elles. Ainsi,
dans le cadre de modèle agro-climatique lié à l’état hydrique des vignes, Guaus et al. [19]
établissent l’inﬂuence des données météo en considérant comme un seul groupe un jeu de
données climatiques composé de 4 variables météo corrélées. Les 22 séries météorologiques
proviennent de mesure à diﬀérentes années et lieux de la zone étudiée.
Ainsi pour pouvoir utiliser les méthodes d’analyse de sensibilité standard, les entrées
ou groupes d’entrées doivent être indépendants entre eux dans l’échantillonnage. Or, pour
pouvoir être représentatif d’entrées fonctionnelles corrélées comme les variables météo, la
corrélation entre les entrées doit être présente dans l’échantillonnage et l’incertitude doit
être représentative de la physique du phénomène. Nous souhaitons obtenir l’inﬂuence de
chaque entrée fonctionnelle en jeu. Nous proposons une méthodologie permettant d’échan-
tillonner en respectant ces deux aspects. Pour cela on combine l’analyse par groupe pour
s’aﬀranchir de la corrélation temporelle. On aura l’eﬀet global de la variable météo sur
la plage de temps de la simulation. Pour la gestion de la corrélation entre variables, une
méthode d’échantillonnage a été développée et est présentée en chapitre 3. Le principe
est de générer un bruit aléatoire auto-corrélé auquel on rajoute une structure corrélative
constante.
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Chapitre 3
Méthodologie pour la prise en
compte des données météorologiques
dans les analyses de sensibilité
Dans ce chapitre, on décrit la méthode de génération des entrées fonctionnelles
corrélées développée pour contourner le verrou scientiﬁque de leur prise en
compte en analyse de sensibilité. Cette méthodologie est ensuite appliquée
dans le cadre de l’échantillonnage de la variabilité des entrées météo pour la
simulation thermique dynamique. Ensuite, on vériﬁe les échantillons météo en
testant leur indépendance d’échantillonnage et leur cohérence. Enﬁn les valeurs
moyennes mensuelles sont évaluées et comparées avec des observations réelles
aﬁn de vériﬁer leur représentativité de la variabilité naturelle.
3.1 Méthode de génération développée
3.1.1 Principe de la méthode
Aﬁn de réaliser une analyse de sensibilité en prenant en compte les paramètres mé-
téorologiques, on doit échantillonner chaque variable. Par cela on entend générer pour
chaque simulation des variations sur les données météorologiques de manière à induire
une variance pour chaque entrée. Ces variations doivent être cohérentes avec les données
climatiques du site mais doivent être également compatibles avec les méthodes d’analyse de
sensibilité standard. Une méthodologie a été développée dans ce but et est décrite ci-après.
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On considère un processus aléatoire que l’on note xi(θ, t) où t représente le temps. A
noter que dans le cadre de problématique avec des entrées spatiales, la variable t peut
être assimilée comme telle. La variable aléatoire θ représente le caractère stochastique de
la fonction. On peut déﬁnir ce processus aléatoire par une moyenne x¯i(t) à laquelle on
rajoute une variable aléatoire εi(θ, t) telle que :
xi(θ, t) = x¯i(t) + εi(θ, t). (3.1)
On suppose que la moyenne est déterministe alors que la variable aléatoire est déﬁnie par
une fonction de covariance (ou auto-corrélation) Cii(t, t′) et une fonction de répartition
hi(t). La fonction d’auto-corrélation représente la dépendance du signal avec lui-même
(Ex : la température à 9 h du matin est inﬂuencée par la température à 8 h du matin).
Comme x¯i est déterministe, la variabilité de xi est due à εi. Cii(t, t′) est supposée décrois-
sante et fonction de |t− t′|. On fait l’hypothèse dans le travail suivant que cette fonction
peut être approximée par une fonction d’auto-corrélation décroissante. On suppose que la
dépendance, par exemple, entre 8 h et 9 h est plus forte qu’entre 8 h et 12 h.
On peut extraire Cii(t, t′) et hi(t) à partir d’une séquence météorologique donnée. Les
ﬁchiers météo considérés sont disponibles au pas de temps horaire. A partir du ﬁchier
météo source sélectionné, on peut évaluer les caractéristiques statistiques d’une journée
type à partir du mois sélectionné. On estime la moyenne horaire, la fonction d’auto-
corrélation Cii(tj, tk) et on extrait la fonction de répartition empirique pour chaque pas
de temps horaire hi(tj), tj = 1, ..., Nt. Comme la moyenne horaire est ﬁxée, la génération
d’une séquence cohérente dépend de la génération de la variable aléatoire εi(θ, t). Pour cela,
on propose d’utiliser la procédure de Iman and Conover [27] ou bien celle de Karhunen-
Loève qui sont toutes deux détaillées ci-après.
3.1.1.1 Génération du champ aléatoire εi(θ, t) par Iman et Conover
On note Z(1) un échantillon N×Nt de valeurs normalement, identiquement et indépen-
damment distribuées et parX un échantillon de la taille N×Nt de variables indépendantes
aléatoires distribuées selon hi. La procédure d’Iman et Conover [27] commence par générer
un échantillon normal et corrélé Zc à partir d’une transformation de Cholesky :
Cii = UTi Ui, (3.2)
Zc = Z(1)Ui, (3.3)
Ui est la matrice supérieure de Cholesky et l’exposant T est l’opérateur transposé. Puis,
on note Rz la matrice de corrélation des rangs associée à Zc, l’échantillon recherché est
obtenu en réarrangeant l’échantillon X selon Rz de sorte que Zc et X aient la matrice de
corrélation des rangs (dont les éléments sont les coeﬃcients de corrélation de Spearman),
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εi = Rz(X).
Chaque ligne de εi fournit une séquence pour xi(tj), j = 1, · · · , Nt conformément à
l’équation 3.1. Cette procédure est répétée pour chaque variable météorologique (dont l’in-
dice associé est i). Finalement, si nécessaire, une procédure similaire peut être employée
pour imposer une structure corrélative entre les entrées météorologiques. Pour permettre
l’application des méthodes standard d’analyse de sensibilité, nous ne réalisons pas cette
dernière étape.
Nous avons expliqué dans la section 2.2.3.1 que deux échantillons étaient nécessaires
pour obtenir, par une procédure de simple permutation, un jeu des indices de premier ordre
(eﬀet principal Si). Ces échantillons peuvent être construits en répétant la procédure de
Iman et Conover avec un échantillon Z(2) diﬀérent mais avec le même échantillon X.
3.1.1.2 Génération du champ aléatoire εi(θ, t) par Karhunen-Loève
Le champ aléatoire εi(θ, t) peut être approximé en utilisant une décomposition de
Karhunen-Loève [26] telle que le processus aléatoire s’écrive :
xi(θ, t) ∼ x¯i +
Mi∑
ki=1
√
λkiξki(θ)fki(t) (3.4)
avec λki et fki respectivement les valeurs et fonctions propres de la fonction de covariance
Cii(tj, tk), ξki(θ) est une variable aléatoire indépendante et distribuée selon une loi nor-
male centrée réduite. Mi est le nombre de termes (ou modes) de Karhunen-Loève (KL).
KL se base sur la décomposition en Mi fonctions et valeurs propres de la fonction de
covariance. Le nombre Mi de termes (ou modes) est, en pratique, ﬁxé aux Mi premiers
termes contenant 95% de la variance du processus aléatoire xi(t).
La diﬃculté pour la génération de champs aléatoires avec KL réside dans la capacité
à déterminer précisément les valeurs et fonctions propres. La méthode des ondelettes de
Galerkin [50] permet de simpliﬁer ce calcul.
Le principe de KL rejoint l’approche de gestion des entrées fonctionnelles décrites en
section 2.3.3, qui est de résumer le signal temporel (ou spatial) en un nombre ﬁni de
scalaires. A chaque entrée est associée un nombre Mi de termes. La sensibilité de l’entrée
fonctionnelle est déterminée à partir du groupe de scalaires Mi associé.
L’approche de génération du champ aléatoire par KL a été mise en œuvre dans le
cadre du projet CNRS PEPS1 ASenDyn (Analyse de Sensibilité globale pour les modèles
1Projets Exploratoires Premier Soutien
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Dynamiques) [1]. La méthode Iman et Conover est celle qui est utilisée dans le cadre de
cette thèse.
La section suivante applique la méthode de génération dans un cas concret des données
météorologiques d’un site pour la STD.
3.2 Application de la méthode sur des conditions cli-
matiques
3.2.1 Conditions initiales de la génération
Aﬁn d’appliquer la méthodologie décrite, nous devons tout d’abord extraire les infor-
mations statistiques nécessaires : la fonction d’auto-corrélation, la loi de distribution et la
moyenne. Pour être compatible avec la simulation thermique dynamique, les données mé-
téorologiques sont au pas de temps horaire. Nous souhaitons pouvoir, à partir de données
sources, reconstruire des données météorologiques cohérentes. Pour ce faire, nous devons
avoir un minimum d’échantillons statistiques. Il se pose alors la question de la disponi-
bilité des observations météorologiques. En eﬀet, des données mesurées au pas de temps
horaire sur le long terme sont peu accessibles. Nous avons donc fait le choix de prendre
comme ﬁchier source des ﬁchiers moyens développés et disponibles pour la STD.
3.2.1.1 Le ﬁchier source
Des données météorologiques sont nécessaires à la simulation thermique dynamique.
Aﬁn d’obtenir des résultats de performance d’un bâtiment qui soient représentatifs du
lieu d’implantation, des ﬁchiers moyens ont été créés par la communauté [11]. Ces ﬁchiers
représentatifs d’une durée d’un an et d’un pas de temps horaire sont des années typiques
météorologiques ou TMY pour typical meteorogical year. On les appelle également TRY
pour test reference year ou bien des DRY pour design reference year. Pour constituer ces
ﬁchiers typiques, chaque mois est sélectionné dans une base de données météorologiques
mesurées sur des dizaines d’années. Ainsi sur 20 ans d’observations météorologiques, le
choix d’un mois de janvier typique va se faire parmi les 20 mois de janvier mesurés. Ce
choix se fait en fonction de la statistique extraite des 20 ans d’observations. Le mois le
plus représentatif des mois de janvier sur 20 ans est retenu. Une des méthodes de sélection
les plus communes se base sur la méthode statistique de Filkenstein-Schafer [17]. Il s’agit
d’une approche empirique qui sélectionne des mois individuels sur plusieurs années de
mesures.
Douze mois typiques sont choisis individuellement parmi les années d’observations,
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puis ces douze mois sont concaténés en une année. Les paramètres qui servent de base
pour la sélection sont des indices calculés à partir des valeurs horaires de la température
sèche, du point de rosée, de l’humidité relative, de la vitesse du vent et de l’intensité du
rayonnement solaire global. La statistique de chaque mois mesuré est calculée à partir de
ces indices. Le mois qui a la somme des indices la plus proche des indices du mois typique
est sélectionné. Ces indices sont journaliers et sont calculés pour chaque mois de chaque
année.
Les TMY sont disponibles pour de nombreuses villes aux Etats-Unis mais sont plus
rares pour le reste du monde. Pour pallier à ce manque, un programme de l’ASHRAE
(American Society of Heating, Refrigerating and Air-conditioning Engineers) [13] déve-
loppe les TMY pour d’autres localisations, il s’agit des IWEC pour international weather
energy calculations. Ces ﬁchiers sont mis à disposition au format du logiciel EnergyPlus
[45]. Pour la France, douze localisations sont disponibles dont Lyon et Strasbourg. La
période d’observation sur laquelle les ﬁchiers sont construits comprend les années de 1982
à 1999. Il s’agit du type de ﬁchier utilisé à titre d’exemple dans ce travail de thèse. Ce
choix permet une reproductibilité des travaux car ils se basent sur des ﬁchiers en libre
accès.
3.2.1.2 La période source
Les informations telles que la fonction d’auto-corrélation, la loi de distribution ainsi
que la moyenne doivent être obtenues à partir d’un échantillon statistique. Dans le cas où
plusieurs années mesurées sont disponibles la variabilité statistique est évidente. Or nous
souhaitons extraire les informations statistiques des ﬁchiers moyens tel que le IWEC. Ces
ﬁchiers horaires ne sont que d’une durée d’un an. Pour obtenir les grandeurs statistiques
nous proposons de les extraire à partir de la variabilité de la journée sur un mois donné.
Pour cela nous faisons l’hypothèse qu’un mois est la pseudo-répétition de journées aléa-
toires par translation.
Considérons un mois de 31 jours, si on concatène les 744 valeurs horaires en matrice
de 31× 24 on a : 
a1
a2
...
a744
 =

a1,1 . . . a1,24
a2,1 . . . a2,24
... · · · ...
a31,1 . . . a31,24
 (3.5)
On extrait ensuite la moyenne horaire, l’auto-corrélation sur la journée ainsi que la
distribution cumulée à chaque pas de temps horaire, soit 24 distributions cumulées empi-
riques. Cette approche ne peut fonctionner qu’avec les mois de l’année les plus proches de
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la stationnarité. Par cela on entend que le mois soit sans forte tendance saisonnière. Cette
hypothèse permet de considérer dans le mois donné qu’il est équiprobable d’obtenir une
journée ou une autre. Dans le cadre du mois de mars cette hypothèse n’est pas possible car
il y a une tendance importante d’augmentation de température. Les inter-saisons ne sont
pas envisageables. Les deux périodes stables de l’année sont l’hiver et l’été. Comme nous
pouvons le voir sur la ﬁgure 3.1 qui représente l’évolution de la température extérieure
sur l’année à Lyon. Entre les deux phases de croissance et de décroissance de température
durant l’année, se situe deux "plateaux". On ne considère dans notre étude que le mois
de janvier et de juillet, les mois centraux de chaque saison. Les périodes choisies sont en
adéquation avec les périodes intéressantes à explorer pour évaluer le comportement de la
maison INCAS-DM, il s’agit des périodes où les besoins de chauﬀage et de refroidisse-
ment sont les plus importants. La ﬁgure 3.2 représente les besoins horaires à gauche de
chauﬀage et à droite de refroidissement pour le cas d’une simulation annuelle de la maison
INCAS-DM. On observe que les besoins sont majoritaires sur la période hivernale et éga-
lement présents sur la période estivale ce qui est due notamment aux faibles inﬁltrations
et à l’absence de renouvellement d’air dans le modèle thermique.
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Figure 3.1 – Évolution de la température du ﬁchier moyen (IWEC) de Lyon. On observe
deux phases stables qui correspondent à l’hiver et l’été.
3.2. APPLICATION DE LA MÉTHODE SUR DES CONDITIONS
CLIMATIQUES 53
0 2000 4000 6000 8000
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 x 10
6
Be
so
in
 d
e 
ch
au
ffa
ge
 [J
ou
le]
Temps [h]
(a) Chauﬀage
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Figure 3.2 – Graphes des besoins horaires sur l’année a) de chauﬀage et b)de refroidis-
sement pour le climat de Lyon de la maison INCAS-DM. Les besoins principaux se situent
sur les périodes hivernales et estivales
Nous illustrons l’extraction des données statistiques pour la ville de Lyon en juillet à
partir du ﬁchier IWEC.
3.2.2 Extraction des données statistiques
L’étape de l’extraction consiste à collecter les informations nécessaires à la génération
des échantillons. On extrait ces informations pour chaque entrée météo à partir du jeu de
données du ﬁchier IWEC source (i.e. un mois). Pour rappel les informations qui caracté-
risent les données météo sont : l’auto-corrélation, la fonction de répartition, et la moyenne
horaire journalière. A partir de ces informations il est possible de générer des journées
aléatoires typiques de la période sélectionnée (ici janvier et juillet) et de construire des
mois cohérents au regard de cette période. Le procédé d’extraction se déroule comme suit
pour chaque entrée météo :
1. Les données horaires des 31 jours de janvier ou juillet sont rassemblées dans une
matrice 31× 24, Di(dn, tj).
2. On calcule la moyenne horaire x¯i(tj), tj = 1, · · · , 24 et la variation horaire une fois
la moyenne extraite ri(dn, tj) = Di(dn, tj)− x¯i(tj).
3. La matrice d’auto-covariance est estimée de la manière suivante : Cii(tj, tk) =
1
N − 1∑31
dn=1 ri(dn, tj) × ri(dn, tk). Elle peut être normalisée aﬁn d’obtenir une fonction
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d’auto-corrélation. On peut aussi approximer l’auto-corrélation par une fonction
décroissante (souvent une exponentielle).
4. La fonction de répartition horaire hi(tj) empirique est extraite pour chaque pas de
temps.
Pour illustrer les étapes ci-dessus, l’exemple de la température extérieure du mois de
juillet du ﬁchier IWEC de Lyon (station de l’aéroport St-Exupéry) est présenté. Les auto-
corrélations des variables température, vitesse et direction de vent et humidité relative
sont estimées la nuit pour éviter les eﬀets d’interactions avec le rayonnement solaire. Dans
le cas du rayonnement solaire direct normal et diﬀus horizontal, les informations statis-
tiques ne sont considérées que sur la période diurne.
La ﬁgure 3.3 montre la première étape de l’extraction. On dispose de 31 valeurs pour
chaque pas de temps t du mois choisi. La ﬁgure 3.3a représente les 31 jours tracés pour
la température du mois de juillet pour Lyon. De cette dispersion horaire est extraite la
moyenne horaire (ﬁgure 3.3c). On obtient le résidu du signal (ﬁgure 3.3b). De ce résidu est
extrait la fonction d’auto-corrélation (ﬁgure 3.4b) et les fonctions de distribution horaires
(ﬁgure 3.4c).
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Figure 3.3 – Procédure d’extraction à partir du signal concaténé 31 × 24 représenté
en a). On extrait en b) le signal sans la moyenne horaire (le résidu) et en c) la moyenne
horaire
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Figure 3.4 – Procédure d’extraction à partir des valeurs horaires sans la moyenne en a),
dont sont extraits en b) la fonction d’auto-corrélation et en c) les fonctions de distribution
horaires empiriques
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3.2.3 Génération des échantillons
Quand les données statistiques sont extraites, la génération des échantillons peut être
faite. Pour N jeux de p entrées d’une durée de Nt les 4 étapes de la génération sont les
suivantes :
1. la génération de N × Nt échantillons aléatoires et indépendants et ce pour les p
entrées
2. l’ajout de l’auto-corrélation selon t aux p×N échantillons
3. la transformation de la loi normale initiale en loi de distribution empirique pour
chaque pas de temps horaire
4. l’ajout de la moyenne déterministe
On applique l’extraction et la génération sur 6 entrées, les prédominantes en météo-
rologie et nécessaires à la plupart des logiciels de simulation thermique dynamique : la
température sèche extérieure, le rayonnement solaire direct normal et diﬀus horizontal,
l’humidité relative, la vitesse et la direction de vent. Les ﬁgures représentant les informa-
tions statistiques clés pour chaque variable météo sont regroupés en annexe.
On génère 1000 mois de juillet pour Lyon. A titre d’exemple, la ﬁgure 3.5 représente
20 échantillons tirés aléatoirement parmi les 1000. Le comportement de ces échantillons
semble adéquat. Nous n’observons pas de valeurs trop écartées du signal de référence pro-
venant du ﬁchier IWEC. Comme la génération se fait à partir des fonctions de distribution
horaires empiriques, les seuils limites de chaque variable sont respectés correspondant aux
limites physiques associées à la variable comme l’humidité relative qui ne peut pas être
supérieure à 100% ou bien le rayonnement solaire qui est limité à une certaine intensité.
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Figure 3.5 – Exemple de 20 échantillons obtenus parmi les 1000 pour les six variables.
La courbe bleue est le signal source provenant du IWEC de Lyon pour le mois de juillet.
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3.3 Vériﬁcation de la cohérence des échantillons
La vériﬁcation visuelle que l’on peut avoir sur les échantillons ne suﬃt évidemment
pas, nous allons devoir tester leurs propriétés. Par plusieurs calculs et représentations
graphiques on tente d’avoir un retour sur les échantillons que l’on a généré. Tout d’abord
les fonctions d’auto-corrélation de sortie ainsi que les fonctions de distribution sont com-
parées entre références et échantillons aﬁn de veiller à ce que les échantillons de sortie
respectent bien les informations statistiques en amont de la génération.
Ces conditions remplies, d’autres critères vont permettre de vériﬁer les échantillons
générés, comme la dispersion des valeurs par rapport au ﬁchier source, mais aussi le
recouvrement de l’espace des paramètres. Puis les corrélations entre variables le long
du processus de génération est vériﬁé et enﬁn les ordres de grandeur de variations des
échantillons sont comparés à des normales mensuelles sur dix ans de Météo-France.
3.3.1 Dispersion et accord avec le ﬁchier source
On vériﬁe tout d’abord le positionnement des données météorologiques de référence
c’est à dire provenant du IWEC par rapport aux échantillons générés. Les informations
sont représentée sous forme de boxplot. La représentation par boxplot ou boite à mous-
tache est utilisée pour visualiser la dispersion liée aux échantillons. Cette représentation
permet de comparer des jeux de données diﬀérents sans hypothèse sur la symétrie ou la
nature de la dispersion. La représentation se fait à l’aide de paramètres de localisation :
la médiane (50% de l’information), le 1er (Q1) et le 3e quartile (Q3). Ces point de localisa-
tion sont moins inﬂuencés par des valeurs extrêmes que peut l’être la moyenne empirique.
Pour la détection des valeurs extrêmes cette représentation est conseillée plutôt que de
faire l’hypothèse forte d’une loi normale et des seuils de conﬁance par rapport au sigma.
Les points atypiques sont repérés par rapport aux "moustaches". Les extrémités des mous-
taches sont délimitées par 1.5 fois l’intervalle inter-quartile (Q1 − Q3), ce qui représente
plus de 99% de l’information.
La moyenne sur le mois de la valeur moyenne journalière des 1000 mois échantillonnés
est calculée pour chaque variable. La ﬁgure 3.6 représente les boxplots pour la dispersion
des six variables. L’étoile verte représente la valeur calculée pour chaque variable du ﬁchier
source IWEC pour Lyon pour le mois de juillet. Cette ﬁgure 3.6 nous permet d’apprécier
les dispersions générées sur des valeurs journalières mensuelle pour chaque mois généré.
La valeur de référence est bien située proche de la médiane pour les six variables.
60
Méthodologie pour la prise en compte des données météorologiques dans les
analyses de sensibilité
19
19.5
20
20.5
21
21.5
22
22.5
23
23.5
1
Te
m
pé
ra
tu
re
 [°
C]
(a) Température
65
70
75
80
1
H
um
id
ité
 [%
]
(b) Humidité
200
250
300
350
400
1
R
ay
on
ne
m
en
t d
ire
ct
 [W
.m
−
2 ]
(c) Rayonnement direct
155
160
165
170
175
180
185
190
195
1
R
ay
on
ne
m
en
t d
iff
us
 [W
.m
−
2 ]
(d) Rayonnement diﬀus
2.2
2.4
2.6
2.8
3
3.2
1
Vi
te
ss
e 
de
 v
en
t [m
.s−
1 ]
(e) Vitesse de vent
170
180
190
200
210
220
230
1
D
ire
ct
io
n 
de
 v
en
t [d
eg
ré]
(f) Direction de vent
Figure 3.6 – Dispersion des valeurs moyennes journalières pour les 1000 mois de l’échan-
tillon et les six variables. L’étoile verte représente la valeur moyenne journalière pour le
mois de juillet provenant du ﬁchier IWEC de Lyon.
a) Température journalière moyenne
b) Humidité relative journalière moyenne
c) Rayonnement solaire direct normal journalier moyen
d) Rayonnement solaire diﬀus horizontal journalier moyen
e) Vitesse de vent moyenne journalière
f) Direction de vent moyenne journalière
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3.3.2 Évolution de l’inter-corrélation durant le processus de gé-
nération
La base de la méthodologie développée réside dans la volonté de faire des analyses de
sensibilité en prenant en compte les entrées fonctionnelles corrélées. Pour cela nous sou-
haitons utiliser des méthodes standard basées sur la décomposition de la variance, or ces
méthodes nécessitent une hypothèse d’indépendance dans la génération des entrées. L’idée
a été de générer de manière indépendante une variable aléatoire (ou bruit) à laquelle est
rajoutée un signal déterministe constant (ici la moyenne horaire) pour chaque échantillon
et propre à chaque variable. On suppose donc que seul l’ajout de ce signal déterministe
induit une corrélation entre variables. Pour vériﬁer cette hypothèse, on évalue les inter-
corrélations à chaque étape du processus de génération.
Nous proposons d’illustrer cette approche par la ﬁgure 3.7 qui représente la tempéra-
ture en fonction de l’humidité sur les 744 valeurs d’un échantillon parmi les 1000. Cette
représentation graphique dit scatterplot, permet de visualiser le lien entre variables, un
précédent exemple de cette représentation a été présenté en ﬁgure 2.1 (réhabilitation). Un
nuage de point sous forme de cercle témoigne d’une indépendance alors qu’une tendance
témoigne d’une corrélation. A coté de chaque axe est représenté la distribution des don-
nées sous forme d’histogramme et nous pouvons observer son évolution durant les étapes
de la génération :
• En ﬁgure 3.7a on observe le jeu de variable aléatoire de départ échantillonné selon
LHS sur une loi normale centrée réduite. On visualise cette loi normale sur les
histogrammes encadrant le graphe. Aucune structure corrélative n’est observée ce
qui est conﬁrmé par le calcul du coeﬃcient de corrélation de Pearson ρ = 0, 0308.
• En ﬁgure 3.7b chaque variable a été auto-corrélée selon la fonction d’auto-corrélation
par la procédure de Iman et Conover. Cette transformation perturbe la loi normale
de départ comme on peut l’observer. Aucune corrélation entre les variables n’est
observée : ρ = 0, 0196. Évidemment une auto-corrélation est présente mais n’induit
pas d’inter-corrélation.
• En ﬁgure 3.7c chaque variable a sa distribution modiﬁée et adaptée à l’empirique.
Pas de corrélation entre variable ρ = 0, 0198. On observe bien une transformation
des distributions entre 3.7b et 3.7c.
• En ﬁgure 3.7d la moyenne horaire extraite est rajoutée. On observe cette fois une
forte corrélation entre variables, conﬁrmée par le coeﬃcient de corrélation ρ =
−0, 6790.
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Figure 3.7 – Corrélation entre la température et l’humidité aux diﬀérentes étapes de
génération, pour un jeu d’échantillon (1 mois) tiré aléatoirement parmi les N . L’inter-
corrélation n’est présente qu’après l’ajout du signal déterministe.
a)Base de l’échantillonnage par LHS sur une loi normale centrée réduite
b)Ajout à l’échantillon de base de l’auto-corrélation par Iman et Conover
c)Ajout de la fonction de distribution empirique
d)Ajout de la moyenne horaire
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Figure 3.8 – Comparaison de la corrélation entre T et H entre a) un échantillon tiré au
hasard dans les N et b) le signal source. La structure corrélative est similaire
Pour vériﬁer la cohérence de l’inter-corrélation obtenue, nous comparons l’échantillon
avec le signal source en ﬁgure 3.8. Nous visualisons une structure corrélative similaire.
Le choix de l’humidité et de la température comme illustration n’est pas anodin, il
s’agit des variables les plus fortement corrélées dans notre signal source comme nous pou-
vons le constater dans le tableau 3.1 qui regroupe les valeurs d’inter-corrélations pour
les six variables du signal source. La valeur de la corrélation entre humidité et tempé-
rature est de ρ = −0, 8691. Si on compare cette valeur à celle obtenue précédemment,
la corrélation entre l’humidité et la température est sous-estimée mais du même ordre
de grandeur. Pour pouvoir évaluer si cette sous-estimation est ponctuelle, nous calculons
les inter-corrélations des échantillons des six variables. La ﬁgure 3.9 regroupe la disper-
sion de ces inter-corrélations et se lit comme le tableau, c’est-à-dire comme une matrice
d’inter-corrélation. L’étoile verte représente la valeur de référence. Nous observons que
certaines inter-corrélations sont minimisées comme pour les corrélations formées par le tri-
plet humidité, température et rayonnement direct (ρT−HR , ρRDir−HR , ρRDir−T ). D’autres
corrélations sont maximisées, le décalage le plus élevé concerne la corrélation entre le
rayonnement direct et le rayonnement diﬀus (ρRDir−Rdiff ). Même dans le cas de décalage
entre la dispersion des échantillons et la valeur de corrélation de référence, la tendance
corrélative est respectée.
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Table 3.1 – Valeurs des coeﬃcients de corrélation de Pearson des six variables pour le
signal source
Variables T HR RDir RDiff Vvit Vdir
T 1,0000 -0,8691 0,6316 0,5323 0,4636 0,1020
HR -0,8691 1,0000 -0,6204 -0,5659 -0,5660 -0,1543
RDir 0,6316 -0,6204 1,0000 0,4527 0,1768 0,0129
RDiff 0,5323 -0,5659 0,4527 1,0000 0,4932 0,1473
Vvit 0,4636 -0,5660 0,1768 0,4932 1,0000 0,2599
Vdir 0,1020 -0,1543 0,0129 0,1473 0,2599 1,0000
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Figure 3.9 – Représentation en matrice de corrélation entre les variables. A chaque
ρxi−xj est associée une représentation en boxplot des valeurs d’inter-corrélations pour
les 1000 échantillons générés, ainsi que la valeur du coeﬃcient de corrélation du signal
source (étoile verte) répertoriée dans le tableau 3.1. On observe certains décalages et
particulièrement pour les forts coeﬃcients de corrélation, les valeurs de coeﬃcient restent
toutefois cohérentes avec la physique sous-jacente
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3.3.3 Couverture de l’espace des paramètres
Nous souhaitons désormais évaluer la capacité des échantillons à recouvrir l’espace des
paramètres de la même manière que le signal IWEC source. La vériﬁcation consiste à
tracer chaque variable en fonction d’une autre (scatterplot) pour les 744 valeurs du signal
source ainsi que pour dix échantillons parmi 1000. Cette approche va nous permettre de
visualiser les zones recouvertes dans l’espace des paramètres et si cela est en adéquation
avec le signal source. Le recouvrement de l’espace des paramètres est lié aux corrélations
entre variables, et nous avons vu précédemment qu’il existe des écarts d’inter-corrélation
entre certaines variables.
Parmi les quinze combinaisons de variables possibles, nous présentons en ﬁgure 3.10
quatre exemples de recouvrement de l’espace qui révèlent des disparités entre les échan-
tillons et le signal source.
On visualise sur la ﬁgure 3.10 les scatterplot pour les couples RDir−HR,HR−T ,RDir−
RDiff et VDir − VV it. On observe pour ces quatre graphes des zones de l’espace des para-
mètres couvertes par les échantillons et non par le signal source. Par exemple, les ﬁgures
3.10a et 3.10c montrent l’existence dans les échantillons de valeurs élevées respectivement
d’humidité et de rayonnement diﬀus quand le rayonnement direct est élevé. Cela induit
une surestimation des inter-corrélations des échantillons par rapport à celles du signal
source comme nous l’avions constater en ﬁgure 3.9. Ces artefacts sont le résultat de la
perte d’information dans la méthode d’échantillonnage qui repose sur le fait que la cor-
rélation entre les entrées s’exprime par la moyenne horaire déterministe. Cette hypothèse
est nécessaire pour réaliser par la suite une analyse de sensibilité car elle suppose l’indé-
pendance dans la génération des entrées.
Ainsi cette perte d’informations s’explique par les informations statistiques extraites
qui ne prennent pas en compte toutes les dépendances entre variables, il existe en eﬀet
des phénomènes sous-jacents que nous ne reproduisons pas dans l’échantillonnage. Par
exemple, nous observons en ﬁgure 3.10c des valeurs de rayonnement diﬀus échantillonnées
qui sont élevées lorsque le rayonnement direct échantillonné est important ce qui n’est pas
cohérent avec les phénomènes de météorologie. En eﬀet, le rayonnement diﬀus est élevé
lorsque la couverture nuageuse est importante contrairement au rayonnement direct qui
est élevé lorsque le ciel est clair. La variable sous-jacente à la relation entre rayonnement
diﬀus et direct pour les valeurs élevées est la nébulosité, c’est-à-dire la part de couverture
nuageuse dans le ciel. Or dans la méthode d’échantillonnage la diﬀérence de comporte-
ment des rayonnements en fonction de la couverture nuageuse n’est pas prise en compte.
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De la même manière, on observe en ﬁgure 3.10d que pour le signal source, la vitesse
de vent est conditionnée par la direction de vent. Pour des valeurs de directions comprises
entre 150◦ et 200◦ la vitesse de vent est plus élevées que pour des directions comprises
entre 200◦ et 250◦. L’échantillonnage prend plus diﬃcilement en compte les directions
préférentielles pour la vitesse de vent.
Ces constations mettent l’accent sur la complexité des phénomènes météorologiques
car de nombreuses variables sont en interaction et les inter-corrélations dépendent des
valeurs de chaque variable qui peuvent avoir un eﬀet "interrupteur" comme la présence ou
non de nuages qui peut être assimilée à une variable aléatoire qui induit une diﬀérence de
comportement entre les rayonnements. Cependant à part le rayonnement direct et diﬀus,
les écarts de recouvrement de l’espace ne sont pas signiﬁcatifs. Par ailleurs sachant que
l’échantillon source comparatif est limité, les résultats sont satisfaisants car les corréla-
tions, les valeurs limites et le comportement des variables sont respectés.
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Figure 3.10 – Comparaison du recouvrement de l’espace des paramètres par scatterplot
de 10 échantillons tirés au hasard dans les 1000 (point) et du signal source (croix), pour
des singularités.
a)Humidité en fonction du rayonnement direct (RDir −HR)
b)Température en fonction de l’humidité (HR − T )
c)Rayonnement diﬀus en fonction du rayonnement direct (RDir −RDiff )
d)Vitesse du vent en fonction de sa direction (VDir − VV it)
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3.3.4 Comparaison aux normales mensuelles de Météo-France
Les échantillons générés sont censés être représentatifs de la variabilité météorologique
du site sélectionné. Ainsi, pour vériﬁer la cohérence des échantillons générés, l’idéal est
de pouvoir les comparer à des données réelles. Cependant, il est diﬃcile d’obtenir des
observations réelles de qualité sur une durée excédent l’année. Dans le cadre de cette
thèse la vériﬁcation de la cohérence des échantillons va donc se limiter à une comparaison
aux normales mensuelles pour une durée de dix ans de 2004 à 2013. Il s’agit des données
disponibles par Météo-France (MF)[40]. Il est également possible de récupérer des jeux de
données provenant de stations d’amateurs, mais bien qu’ayant accès à des bases de don-
nées plus importantes, nous connaissons pas les incertitudes associées, nous nous ﬁerons
seulement aux données de Météo-France.
Par ailleurs il est important dans la comparaison de calculer les normales avec le même
protocole que Météo-France qui provient de l’Organisation Mondiale de la Météorologie
(OMM). Ces protocoles ont été mis en place aﬁn de permettre une synchronisation des
observations à l’échelle mondiale. L’échelle de temps universelle coordonnée (en abrégé
UTC pour Universel Time Coordinated) a été créée dans ce but d’uniformisation des
observations. Elle est anciennement connue sous le nom de GMT pour Greenwich Mean
Time.
Les grandeurs disponibles sur le site de Météo-France sont des grandeurs mensuelles.
Voici les grandeurs considérées pour la comparaison et les condition d’obtention par Météo
France :
• La moyenne mensuelle de la température maximale quotidienne Tx en [◦C]. Au
préalable, la température la plus élevée pour chaque jour J a été relevée sur le site
entre le jour J à 6 h UTC et le jour J + 1 à 6 h UTC. La moyenne sur le mois est
ensuite faite.
• La moyenne mensuelle de la température minimale quotidienne Tn en [◦C]. Au préa-
lable, la température la plus basse pour chaque jour J a été relevée sur le site entre
le jour J − 1 à 18 h UTC et le jour J à 18 h UTC. La moyenne sur le mois est
ensuite faite.
• La durée d’ensoleillement mensuel Ens en heure [h]. Il s’agit du décompte des heures
où le rayonnement normal direct est supérieur ou égal à 120 W.m−2
A partir de Tn et Tx la moyenne mensuelle de température Tm peut être calculée telle
que (source OMM) :
Tm =
Tn + Tx
2 (3.6)
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Table 3.2 – Données des normales mensuelles Météo-France en janvier et juillet de 2004
à 2013 pour la station Lyon St Exupéry (source Météo-France [40]).
Lyon Janvier Juillet
Année Tn [◦C] Tx [◦C] Tm [◦C] Ens [h] Tn [◦C] Tx [◦C] Tm [◦C] Ens.[h]
2004 1,3 6,6 4 60 16,4 27,7 22,1 286
2005 -0,1 6,7 3,3 118 17,7 28,3 23 311
2006 -0,8 5 2,1 94 20,2 32,3 26,3 330
2007 3,7 9,3 6,5 55 16,3 25,6 21,0 243
2008 2,5 9,6 6,1 99 15,9 26,8 21,4 296
2009 -1,7 4,7 1,5 87 17,5 28,5 23 288
2010 -1,2 3,3 1,1 52 18,1 29,6 23,9 324
2011 0,9 7 4 86 14,8 24,5 19,7 231
2012 2,4 7,2 4,8 43 15,7 26,6 21,2 296
2013 0,7 6,1 3,4 42 18,1 29,7 23,9 322
Moyenne 0,77 6,55 3,68 73,6 17,1 28,0 22,5 293
Une période de dix ans, de 2004 à 2013, de ces grandeurs mensuelles est disponible
par Météo-France [40].
3.3.4.1 Extraction des normales mensuelles des échantillons générés
On extrait des N échantillons générés les grandeurs correspondantes aux observations
disponibles. Pour chaque mois artiﬁciel généré, les normales sont calculées. On note :
• Techn les N moyennes mensuelles de la température minimale quotidienne.
• Techx les N moyennes mensuelles de la température maximale quotidienne.
• Techm les N moyennes mensuelles.
• Ensech les N valeurs d’ensoleillement mensuelles.
De la même manière on extrait du ﬁchier IWEC source les mêmes informations telles
que : T iwecn ,T iwecx , T iwecm ,Ensiwec. Sachant que le temps légal en France est à un temps
UTC+1, on prend garde de calculer Tn et Tx respectivement, du jour J 7 h au jour J +1
7 h, et du jour J − 1 19 h au jour J 19 h. Les valeurs sont regroupées pour chaque
grandeur sous forme de boxplot pour visualiser l’amplitude de la dispersion ainsi que sa
symétrie éventuelle. La valeur de référence (signal source) est représentée en étoile verte.
Les périodes de juillet et janvier sont étudiées pour Lyon.
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Figure 3.11 – Lyon en juillet. Dispersion des 1000 valeurs pour les 4 normales men-
suelles sous forme de boxplot. L’étoile verte représente la valeur calculée pour le signal
source pour chaque normale.
a)Température minimale quotidienne moyenne Tn, le maximum journalier moyen Tx et la
moyenne journalière Tm
b)Ensoleillement Ens
3.3.4.2 Résultats pour Lyon au mois de juillet
La ﬁgure 3.11 regroupe les normales mensuelles pour les échantillons générés pour le
climat Lyon en juillet. Les dispersions sont symétriques et la valeur de référence est bien
en accord avec la médiane. Pour caractériser la dispersion, la droite de Henri est tracée
pour chaque grandeur en ﬁgure 3.12. Cette représentation permet de visualiser l’écart à
la loi normale de la dispersion. C’est également une façon rapide d’évaluer les valeurs en
fonction des diﬀérents niveaux de probabilité. Par exemple pour la ﬁgure 3.12a on estime
le centre de la distribution autour de 15,5◦C et la probabilité d’obtenir des valeurs entre
approximativement 14,3◦C et 17◦C est d’environ 98%. On observe sur la ﬁgure 3.12d un
écart à la normale sur les valeurs basses qui tendent vers des probabilités plus importantes
que celles de queue de gaussienne, cela signiﬁe que les valeurs de bas ensoleillement sont
plus probables que celles d’ensoleillement élevées. De même, selon la ﬁgure 3.12b, il est
plus probable d’observer des valeurs hautes que basses pour la température maximale
journalière moyenne. Aﬁn de caractériser les échantillons, nous faisons l’hypothèse d’une
distribution gaussienne et estimons l’écart type et la moyenne de chaque dispersion. Les
résultats sont dans le tableau 3.3.
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Figure 3.12 – Lyon en juillet Écart à la loi normale pour a)la température minimale
quotidienne moyenne (Tn), b)la température maximale quotidienne moyenne (Tx), c)la
température moyenne quotidienne moyenne (Tm) et d) l’ensoleillement quotidien moyen
Ens.
Table 3.3 – Lyon en juillet. Moyenne, Écart type, des échantillons et intervalle de
conﬁance au seuil de probabilité de 95%. Les écarts relatifs à la moyenne pour 95% pour
les températures sont de l’ordre de 7%(1,2◦C, 1,9◦C, 1,5◦C) et de 16% (43 h) pour l’enso-
leillement.
Grandeur Moyenne µ Ecart type σ Intervalle de conﬁance pour 95%
Tn [◦C] 15,6 0,589 15, 6± 1, 2
Tx [◦C] 28,1 0,969 28, 1± 1, 9
Tm [◦C] 21,9 0,755 21, 9± 1, 5
Ens [◦C] 274 21,8 274± 43
On observe dans le tableau 3.3 un écart relatif à la moyenne pour 95% de niveau de
conﬁance, de 7% pour la température moyenne (21, 9 ± 1, 5) et de 16% (274 ± 43) pour
l’ensoleillement. Les valeurs de dispersion obtenues sont comparées aux valeurs relevées
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par Météo-France. Les données dont nous disposons sont limitées, le but de cette compa-
raison est de vériﬁer si l’ordre de grandeur de la dispersion que l’on a générée est cohérent
avec la variabilité météo. En ﬁgure 3.13 La comparaison est faite pour les quatre normales
mensuelles. Pour chaque graphe, les valeurs des mesures de 2004 à 2013 sont représentées
ainsi que la moyenne de ces valeurs (XMoyMF ). La moyenne Météo-France est comparée à
la moyenne du ﬁchier source (X iwec). Puis on trace l’intervalle de conﬁance à 95% autour
de la valeur moyenne du IWEC aﬁn de visualiser l’étendu de la dispersion des échantillons
générés par rapport aux observations.
On remarque tout d’abord des écarts entre la valeur moyenne de MF et du IWEC,
particulièrement pour Tn et Ens. Ces écarts peuvent être dus à la diﬀérence de période
de prise de mesure car le IWEC est un ﬁchier construit à base d’observations de 1982
à 1999. Comme la période d’observations de MF est plus courte, il est possible que des
valeurs extrêmes hautes "tirent" la moyenne de MF vers le haut comme nous l’observons.
Par exemple les valeurs de températures mensuelles observées pour l’année 2006 (3ıème
point) sont plus élevées que le reste des observations. En ce qui concerne l’ensoleillement
la valeur de 2006 n’est pas particulièrement détachée du reste des observations. D’autre
part, l’ensoleillement semble sous évalué dans les échantillons par rapport aux mesures.
Malgré ces écarts de moyenne, la dispersion à 95% (XEch95%) des échantillons englobe
au moins la moitié des observations. Cela parait en accord avec le fait que les échantillons
sont générés à partir d’un ﬁchier moyen. Les dispersions sont donc cohérentes avec la
réalité et le caractère moyen du IWEC. Bien que plus étendue, la dispersion liée à l’enso-
leillement reste dans l’ordre de grandeur de la variabilité naturelle avec sept observations
sur les dix qui sont comprises dans l’intervalle.
Nous utilisons le même protocole de comparaison pour le mois de janvier.
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Figure 3.13 – Lyon en juillet Comparaison des observations de Meteo-France par rap-
port à la dispersion des échantillons. Chaque graphe est composé de 10 ans d’observations
MF de 2004 à 2013 (croix bleues), de la moyenne MF (ligne pointillée rouge) ainsi que la
moyenne du IWEC (ligne pointillée bleue). La dispersion des échantillons est représentée
par l’intervalle à 1.96σ (cf. valeur tableau 3.3)autour de la moyenne IWEC (lignes poin-
tillées vertes).
a)Température minimale quotidienne moyenne (Tn)
b)Température maximale quotidienne moyenne (Tx)
c)Température moyenne quotidienne moyenne (Tm)
d)Ensoleillement quotidien moyen (Ens)
3.3.4.3 Résultats pour Lyon au mois de janvier
Nous appliquons la même démarche que pour le cas de Lyon en juillet. Tout d’abord
les dispersions sont évaluées en ﬁgure 3.14, la valeur de référence est en accord avec la
médiane de chaque dispersion. Les caractéristiques statistiques pour chaque dispersion
sont répertoriées dans le tableau 3.4. On observe une dispersion plus importante en jan-
vier qu’en juillet (cf. tableau 3.3). Cette diﬀérence d’amplitude est cohérente avec les
phénomènes météorologiques, en eﬀet, il existe une saisonnalité dans la variabilité des
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températures [53] et la variabilité naturelle en hiver est plus importante qu’en été dans
les climats tempérés.
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Figure 3.14 – Lyon en janvier Dispersion des 1000 valeurs pour les 4 normales
mensuelles par boxplot avec en a)la température minimale quotidienne moyenne Tn, le
maximum journalier moyen Tx et la moyenne journalière Tm et en b) l’ensoleillement Ens.
L’étoile verte représente la valeur calculée pour le signal source pour chaque normale.
Table 3.4 – Lyon en janvier Écart type, moyenne des échantillons et intervalle de
conﬁance au seuil de probabilité de 95%. La variabilité est plus importante qu’en juillet
(cf. tableau 3.3) la valeur de l’écart type est presque doublée
Grandeur Moyenne µ Ecart type σ Intervalle de conﬁance pour 95%
Tn [◦C] 0,360 1,16 0, 36± 2, 27
Tx [◦C] 6,48 1,32 6, 48± 2, 59
Tm [◦C] 3,42 1,23 3, 42± 2, 41
Ens [◦C] 43,9 11,2 43, 9± 22, 0
Le tableau 3.4 montre une variabilité pour les températures plus importante en hiver
qu’en été (cf. tableau 3.3). Par exemple la température moyenne a un écart type de 1,23
en hiver contre 0,75 en été.
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Figure 3.15 – Lyon en janvier. Écart à la loi normale pour a)la température minimale
quotidienne moyenne (Tn), b)la température maximale quotidienne moyenne (Tx), c)la
température moyenne quotidienne moyenne (Tm) et d) l’ensoleillement quotidien moyen
Ens.
Nous vériﬁons en ﬁgure 3.16 l’étendue de la dispersion par rapport aux observations
Météo-France de 2004 à 2013. Tout d’abord, nous observons que contrairement à l’étude
sur le mois de juillet les valeurs des moyennes des observations MF et IWEC pour les tem-
pératures coïncident. En ce qui concerne l’ensoleillement, celui-ci est sous évalué comme
en juillet. Le décalage vers le bas entre les moyennes MF et IWEC est du même ordre de
grandeur en juillet et janvier, soit d’environ 20 h d’ensoleillement. Par ailleurs, pour les
températures, 95% de la dispersion des échantillons englobe au moins sept années sur les
dix ans d’observations, la variabilité des échantillons en hiver est donc plus importante
que celle observée en été. Pour l’ensoleillement, les conclusions sont similaires à celles de
juillet, puisque l’ensoleillement est sous évalué dans le IWEC par rapport aux observations
de 2004 à 2013, la dispersion est en décalage avec les observations, elle englobe tout de
même 50% des observations et l’intervalle de conﬁance de la dispersion est du même ordre
de grandeur que la variabilité des observations d’ensoleillement. Les échantillons générés
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sont représentatifs de la variabilité des observations.
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Figure 3.16 – Lyon en janvier Comparaison des observations de Meteo-France par
rapport à la dispersion des échantillons. Chaque graphe est composé de dix ans d’ob-
servations MF de 2004 à 2013 (croix bleues), de la moyenne MF (ligne pointillée rouge)
ainsi que la moyenne du IWEC (ligne pointillée bleue). La dispersion des échantillons est
représentée par l’intervalle à 1.96σ (cf. valeur tableau 3.3)autour de la moyenne IWEC
(lignes pointillées vertes).
a)Température minimale quotidienne moyenne (Tn)
b)Température maximale quotidienne moyenne (Tx)
c)Température moyenne quotidienne moyenne (Tm)
d)Ensoleillement quotidien moyen (Ens)
Nous avons vu que, pour Lyon sur les deux périodes, la dispersion des échantillons pour
les quatre grandeurs de normales mensuelles est cohérente avec la variabilité naturelle des
observations de Météo-France. Nous observons toutefois une sous-évaluation des valeurs
de l’échantillon d’ensoleillement. Aﬁn de vériﬁer si cette sous évaluation est caractéristique
de Lyon, une autre localisation est étudiée ce qui permettra également de montrer l’aspect
générique de la méthode présentée. Pour cela le climat de Strasbourg est étudié.
78
Méthodologie pour la prise en compte des données météorologiques dans les
analyses de sensibilité
3.4 Application à une autre localisation : la ville de
Strasbourg
3.4.1 Normales mensuelles de Météo-France
Dans le tableau 3.5 les normales mensuelles de Météo-France de 2004 à 2013 pour
Strasbourg sont répertoriées.
Table 3.5 – Données des normales mensuelles Météo-France de 2004 à 2013 pour la ville
de Strasbourg. (source Météo-France [40])
Strasbourg Janvier Juillet
Année Tn [◦C] Tx [◦C] Tm [◦C] Ens [h] Tn [◦C] Tx [◦C] Tm [◦C] Ens.[h]
2004 -0,2 5,1 2,5 46 14,1 25,3 19,7 211
2005 0,2 6,2 3,2 76 15 25,6 20,3 203
2006 -3,2 1,6 -0,8 72 17,4 31,1 24,3 331
2007 3,3 8,8 6,1 36 14,4 23,9 19,2 171
2008 1 8 4,5 71 14,4 25,5 20 211
2009 -4,6 2 -1,3 103 14,8 25,5 20,2 214
2010 -2,6 1 -0,8 24 15,7 27,8 21,8 272
2011 -0,1 5,5 2,7 59 12,4 23,2 17,8 205
2012 1,4 6,8 4,1 58 14,4 24,9 19,7 208
2013 0,1 4,3 2,2 19 15,9 28,3 22,1 304
Moyenne -0,47 4,93 2,23 56,4 14,9 26,1 20,5 233
3.4.2 Comparaison des échantillons
Des échantillons sont générés sur les deux périodes, soit deux séries de 1000 échan-
tillons. Pour chaque jeu d’échantillons le tableau regroupant les caractéristiques statis-
tiques est présenté puis les graphes permettant la comparaison avec les observations de
Météo-France sont commentés.
3.4.2.1 Résultats pour Strasbourg au mois de janvier
Les dispersions pour chaque grandeur sont renseignées dans le tableau 3.6. On observe
des températures inférieures à celles de Lyon sur la même période et une dispersion plus
importante (cf. tableau 3.4). Cette dispersion importante se visualise sur la ﬁgure 3.17 où
les observations Météo-France et les échantillons sont comparés. Pour les normales de tem-
pérature, presque la totalité des observations est comprise dans l’intervalle de conﬁance
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de 95%. Tout comme la même période de janvier pour Lyon, les moyennes Météo-France
et IWEC sont proches. Contrairement à Lyon, on observe également des valeurs proches
pour l’ensoleillement. La variabilité de l’ensoleillement est plus réduite que celle de la tem-
pérature, dans le sens où seule un peu plus de la moitié des observations est comprise dans
l’intervalle de conﬁance. La dispersion des échantillons de température est représentative
de la variabilité complète des observations sur dix ans.
Table 3.6 – Strasbourg en janvierMoyenne et écart type des échantillons et intervalle
de conﬁance au seuil de probabilité de 95%.
Grandeur Moyenne µ Ecart type σ Intervalle de conﬁance pour 95%
Tn [◦C] -0,02 1,95 −0, 02± 3, 82
Tx [◦C] 4,62 1,99 4, 62± 3, 90
Tm [◦C] 2,30 1,97 2, 30± 3, 86
Ens [h] 49,2 11,6 49, 2± 22, 7
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Figure 3.17 – Strasbourg en janvier. Comparaison des observations de Météo-France
par rapport à la dispersion des échantillons. Chaque graphe est composé de dix ans d’ob-
servations MF de 2004 à 2013 (croix bleues), de la moyenne MF (ligne pointillée rouge)
ainsi que la moyenne du IWEC (ligne pointillée bleue). La dispersion des échantillons est
représentée par l’intervalle à 1.96σ (cf. valeur tableau 3.6) autour de la moyenne IWEC
(lignes en pointillés verts).
a)Température minimale quotidienne moyenne (Tn)
b)Température maximale quotidienne moyenne (Tx)
c)Température moyenne quotidienne moyenne (Tm)
d)Ensoleillement quotidien moyen (Ens)
3.4.2.2 Résultats pour Strasbourg au mois de juillet
Le tableau 3.7 regroupe les valeurs mensuelles pour le mois de juillet à Strasbourg. On
observe des dispersions moins importantes qu’en hiver et du même ordre de grandeur que
celles de Lyon sur la même période (tableau 3.3).
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Table 3.7 – Strasbourg en juillet Moyenne, écart type des échantillons et intervalle
de conﬁance au seuil de probabilité de 95%.
Grandeur Moyenne µ Ecart type σ Intervalle de conﬁance pour 95%
Tn [◦C] 14,4 0,55 14, 4± 1, 1
Tx [◦C] 23,6 0,68 23, 6± 1, 3
Tm [◦C] 19,0 0,59 19, 0± 1, 2
Ens [h] 222 28,0 222± 55
La comparaison avec les normales de Météo-France est représentée en ﬁgure 3.18. De
la même manière que pour Lyon à la même période (ﬁgure 3.13), on observe un décalage
entre la moyenne Météo-France et la moyenne IWEC. Le ﬁchier moyen sous-estime la
valeur moyenne MF par rapport aux observations et particulièrement pour la valeur de
température maximale quotidienne moyenne. Dans le cas de Strasbourg le décalage pour
l’ensoleillement est moins important que pour Lyon. L’ordre de grandeur de l’intervalle
de conﬁance est cohérent avec la dispersion des observations. Mis à part le cas de la
température maximale où l’échantillon sous-estime les valeurs, la dispersion couvre plus
de la moitié des observations. On dispose, encore une fois, d’un échantillon d’une variabilité
cohérente avec la variabilité naturelle moyenne.
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Figure 3.18 – Strasbourg en juillet. Comparaison des observations de Météo-France
par rapport à la dispersion des échantillons. Chaque graphe est composé de dix ans d’ob-
servations MF de 2004 à 2013 (croix bleues), de la moyenne MF (ligne pointillée rouge)
ainsi que la moyenne du IWEC (ligne pointillée bleue). La dispersion des échantillons est
représentée par l’intervalle à 1.96σ (cf. valeur tableau 3.3) autour de la moyenne IWEC
(lignes pointillées vertes).
a)Température minimale quotidienne moyenne (Tn)
b)Température maximale quotidienne moyenne (Tx)
c)Température moyenne quotidienne moyenne (Tm)
d)Ensoleillement quotidien moyen Ens
3.5 Des échantillons cohérents : vers l’analyse de sen-
sibilité
Les exemples de génération présentés ici font partie d’une démarche exploratoire sur
la gestion des analyses de sensibilité et d’incertitude lorsque les entrées incertaines sont
auto-corrélées et inter-corrélées. Nous avons voulu générer une dispersion cohérente avec
la variabilité naturelle pour chaque variable et respecter des contraintes d’indépendance
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de génération aléatoire. Le but de la démarche est de vériﬁer que les échantillons que l’on
génère ne sont pas aberrants et respectent la physique sous-jacente des données météoro-
logiques ainsi que la variabilité naturelle.
Nous avons montré que les corrélations entre chaque variable échantillonnée reste dans
l’ordre de grandeur et dans le sens physique par rapport aux corrélations du signal source.
Ces corrélations sont toutefois perturbées dans les échantillons car il y a une perte d’in-
formations par la méthode d’échantillonnage ce qui peut induire des incohérences dans la
génération et notamment pour les rayonnements direct et diﬀus qui sont conditionnés par
la nébulosité.
Nous avons ensuite comparé les échantillons à des observations Météo-France de nor-
males mensuelles pour la température et l’ensoleillement. Certaines grandeurs peuvent
être sous-évaluées mais l’ordre de grandeur de la dispersion engendrée par l’échantillon-
nage est cohérent avec la variabilité naturelle de la météo. En fonction des localisations
et de la période cette variabilité est plus ou moins importante, par exemple la variabilité
de la température en hiver est plus importante pour Strasbourg que pour Lyon.
Pour des raisons de manque de données mesurées sur le long terme la comparaison est
restée au niveau de l’ordre de grandeur. Pour qualiﬁer la représentativité de la variabilité
météo pour un climat donnée, il serait intéressant de comparer les échantillons à des ob-
servations horaires sur le long terme.
Nous avons voulu montrer les possibilités de la méthodologie développée qui peut être
appliquée à diﬀérents types d’entrées fonctionnelles en extrayant la fonction de distribu-
tion, la moyenne et la fonction d’auto-corrélation du signal. Dans le cadre de ce travail la
dispersion que nous avons souhaitée représenter est celle de la variabilité temporelle sur le
long terme des données météorologiques. La diﬃculté a été en premier lieu de caractériser
cette variabilité pour pouvoir l’appliquer mais on peut imaginer utiliser la méthodologie
développée pour imposer la dispersion que l’on souhaite en choisissant la fonction de dis-
tribution comme par exemple des problématiques d’incertitude de mesure sur des entrées
fonctionnelles.
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Chapitre 4
Estimation de l’incertitude des
besoins énergétiques d’un bâtiment
liée à la variabilité météorologique
Dans ce chapitre, on utilise les échantillons des données météorologiques pour
réaliser l’analyse d’incertitude et de sensibilité. On vériﬁe tout d’abord la co-
hérence des résultats à la fois des dispersions et de la sensibilité et ce pour les
deux climats de Strasbourg et Lyon. Puis on teste les incertitudes de sortie et
la sensibilité sur des variantes de modèle thermique de la maisons INCAS. En-
ﬁn on réalise une analyse de sensibilité et d’incertitude en prenant en compte
entrées statiques et dynamiques.
4.1 Protocole
4.1.1 Objectif et contexte de l’étude
A partir de la méthode d’échantillonnage du chapitre 3, nous avons généré des échan-
tillons pour chaque variable météorologique. Chaque ensemble est constitué de six matrices
correspondant aux six variables météo considérées, et chaque matrice comporte 1000 tirs
(simulations) de 744 valeurs. Ces 1000 évaluations représentent la variabilité météorolo-
gique du climat source.
Nous souhaitons obtenir à partir de ces échantillons la réponse d’un modèle de bâti-
ment par simulation thermique dynamique. Ce modèle est une maison basse consommation
de stratégie d’économie d’énergie dite "passive"(cf. section cas test 1.2.1) dont l’isolation
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des murs, des planchers et des plafonds ainsi que l’inertie est importante. Le modèle est
simpliﬁé notamment au niveau du système qui est pris comme idéal et aucun scénario
n’est considéré, il n’y a pas de renouvellement d’air et seules des faibles inﬁltrations sont
prises en compte. Nous souhaitons en eﬀet dans cette étude, vériﬁer la réponse du bâ-
timent au niveau de l’enveloppe et minimiser les incertitudes liées au système complexe
réel de cette maison qui est une VMC double ﬂux. Il s’agit au niveau des réponses de ce
bâtiment d’étudier les besoins de chauﬀage et de refroidissement, qui ne sont pas repré-
sentatifs de la consommation réelle du bâtiment en fonctionnement. On souhaite par cette
étude montrer sur un modèle simple la méthodologie de propagation des incertitudes et
d’estimation de la sensibilité (de la variable météorologiques responsable de cette incer-
titude). L’étude de la réponse du bâtiment est une vériﬁcation de la validité de la méthode.
Pour pouvoir vériﬁer indirectement la méthodologie développée en analyse de sensibi-
lité, on applique le même protocole d’estimation d’incertitude et des variables responsables
de cette incertitude à deux localisations : Lyon et Strasbourg sur les deux périodes es-
tivale et hivernale. Puis nous testons la modiﬁcation technologique de composants : en
remplaçant les menuiseries par du triple vitrage puis en ayant recours à un modèle où la
performance du bâtiment est dégradée en diminuant l’isolation, la masse du bâtiment et
en augmentant les inﬁltrations.
Enﬁn le modèle thermique de base est étudié en prenant en compte les incertitudes
associées aux paramètres statiques en plus des incertitudes des données météorologiques.
4.1.2 Description de la méthode
Pour un échantillon donné de N × p×Nt donc dans notre cas de six matrices de 1000
par 744, on construit par permutation un second échantillon pour permettre l’analyse
de sensibilité. Cette étape est présentée en section 2.2.3.1 et permet un gain en coût de
calcul important en rendant le nombre de simulation indépendant du nombre de variables
étudiées. Le modèle est ensuite évalué avec ces 2 échantillons, soit 2000 simulations d’où
la nécessité d’automatiser les simulations pour cette étape. Dans le cadre de ce travail de
thèse, une routine Matlab permet la création de ﬁchier de type ".bat" qui code l’appel de
chaque simulation par EnergyPlus avec le jeu d’échantillons correspondant et les sorties
sont extraites automatiquement. Ce programme a été développé par Rabouille et al. [52]
dans le cadre d’une problématique de réduction de modèle par polynôme de chaos. Le
temps d’une simulation est compris entre trente secondes et une minute pour un mois
simulé i.e. de 17 h à 34 h de calculs pour un processeur. Un ordinateur Quad-Core a été
utilisé pour ce travail ce qui permet de réduire le temps des simulations de 4 h pour une
simulation de trente secondes à 8 h pour une simulation allant jusqu’à une minute. Le
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nombre important de simulations est nécessaire pour permettre la convergence des indices
de sensibilité.
La dispersion sur chaque sortie nous permet d’évaluer la distribution et donc l’incerti-
tude et nous utilisons la représentation boxplot pour la représenter, si cette dispersion est
assimilable à une loi normale nous estimons moyenne et écart type ainsi que l’intervalle
d’incertitude sur la performance du bâtiment à 95% de seuil de conﬁance. Cette démarche
va permettre la comparaison de diﬀérentes conﬁgurations. Les indices de sensibilité (eﬀet
seul de chaque variable) sont ensuite estimés selon la méthode présentée en section 2.2.2.2
ce qui permettra de conclure sur la ou les variable(s) météo responsable(s) de l’incertitude
de sortie. Pour chaque indice de sensibilité, on détermine la stabilité de l’estimateur par
un processus de ré-échantillonnage de type bootstrap (section 2.2.3.2) ce qui consiste à ré-
évaluer les indices de sensibilité pour 100 répliques bootstrap et d’en extraire la moyenne
et l’écart-type.
Un schéma récapitulatif de la démarche globale est présenté en ﬁgure 4.1.
Figure 4.1 – Récapitulatif des étapes pour l’évaluation de la sensibilité et de l’incertitude
d’un modèle de bâtiment aux sollicitations météorologiques
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4.1.3 Analyse des sorties de simulation
Pour évaluer le comportement et la performance d’un bâtiment on se base sur les
besoins de chauﬀage et de refroidissement. En eﬀet le modèle que nous utilisons n’est pas
assez détaillé pour considérer une sortie comme le confort ou la consommation. Les besoins
permettent d’obtenir une sortie scalaire représentative de la température extérieure et le
besoin de chauﬀage total est l’agrégation des besoins de chaque zone. En plus des besoins
totaux sur le bâtiment, on étudie les besoins de chauﬀage et de refroidissement du rez-de-
jardin et de l’étage pour visualiser les diﬀérences de besoins entre zone, cela pour faciliter
la vériﬁcation de la cohérence des indices de sensibilité obtenus. Les besoins correspondent
à l’agrégation de la performance de plusieurs composants comme par exemple celle des
vitrages. On étudie la dispersion et les indices de sensibilité sur ce composant simple pour
vériﬁer la cohérence et la sensibilité du modèle à la variation en entrée sur une sortie simple
ou l’interprétation de l’inﬂuence des variables est plus aisée qu’une sortie agrégée somme
de nombreux composants. Ces sorties simples vont être étudiées systématiquement pour
les premiers résultats aﬁn de mettre en valeur la cohérence des résultats de dispersion et
de sensibilité en diﬀérenciant les besoins et le composant fenêtre.
4.1.3.1 Le besoin de chauﬀage et de refroidissement
On normalise les résultats de besoins totaux pour avoir une unité proche des kW.m−2.an−1
qui sont des kW.m−2.mois−1 qui est l’unité usuelle des performances énergétiques. On étu-
die ensuite séparément les deux zones du rez-de-jardin (RDJ) et de l’étage (Etage) qui
ont la même surface.
4.1.3.2 Analyse des pertes et des gains par vitrage
La méthodologie mise en place est exploratoire, on étudie les gains et pertes par fe-
nêtre pour permettre de vériﬁer indirectement la cohérence des résultats. Lors de l’étude
de sensibilité de sorties agrégées comme les besoins, il peut être intéressant de visualiser un
des composants menant à ces besoins. Le composant fenêtre est d’autant plus intéressant
qu’il est sensible à la fois à la température et au rayonnement direct. Pour plus de facilité
et pour limiter les sorties, on a regroupé les ﬂux pour chaque orientation et on normalise
par la surface totale de surface vitrée, ce qui permet de comparer par orientation. Pour
les deux zones, on étudie les pertes et gains énergétiques pour les quatre orientations soit
seize sorties supplémentaires par rapport aux trois besoins de chauﬀage (RDJ, Etage, to-
tal).
La première comparaison concerne deux localisations diﬀérentes avec les échantillons
étudiés en chapitre 3 : Strasbourg et Lyon pour les deux périodes de janvier et juillet
soit quatre ensembles d’échantillons de 2000 simulations propagés. Le climat de Lyon sert
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ensuite de référence pour le reste des comparaisons sur les modèles. La première étude est
particulièrement détaillée, notamment pour vériﬁer la cohérence des résultats de disper-
sion et de sensibilité. Pour des soucis de clarté face aux diﬀérents résultats apportés dans
la suite seuls les besoins de chauﬀage et de refroidissement seront étudiés.
On rappelle le but de ces simulations :
• Caractériser la dispersion en sortie à partir des échantillons cohérents de la météo
• Quantiﬁer l’inﬂuence de chaque variable météo sur l’incertitude de sortie
4.2 Comparaison de Lyon et Strasbourg : impact du
climat étudié
4.2.1 Réponse du bâtiment en période hivernale
On compare les résultats de simulation de Lyon et Strasbourg pour le mois de janvier.
Lyon étant la simulation de référence qui va servir de comparaison à d’autres cas de
simulation. On expose tout d’abord les résultats de Lyon pour le mois de janvier, puis les
résultats relatifs à Strasbourg sont comparés à ceux de Lyon.
4.2.1.1 Résultats obtenus pour le climat de Lyon
Dispersion des résultats
Le but est de visualiser la dispersion des 2000 évaluations du modèle. A cet eﬀet, on va
tout d’abord visualiser les boxplot, pour comparer les diﬀérentes dispersions sur les seize
sorties relatives au composant fenêtre du bâtiment et pour visualiser la symétrie de la
distribution, le placement de la valeur de référence par rapport à cette distribution et les
valeurs extrêmes.
Tout d’abord on observe que les valeurs de référence correspondent bien à la médiane de
la dispersion empirique qui est symétrique. La ﬁgure 4.3 compare la dispersion des résultats
à la droite de Henri, cela permet de visualiser l’écart à la loi normale. L’hypothèse de
normalité est satisfaisante, particulièrement pour des valeurs comprises entre la probabilité
0.025 et 0.975 soit 95% de l’information. Nous utilisons donc la moyenne et l’écart type
pour déﬁnir les dispersions.
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Figure 4.2 – Lyon en janvier. Dispersion des 2000 valeurs de besoins de chauﬀage.
Représentation sous forme de boxplot avec l’étoile verte comme marque de la simulation
de référence eﬀectuée avec le IWEC source.
a) Besoins sur les deux zones : le rez-de-jardin et l’étage
b) Besoins de chauﬀage total
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Figure 4.3 – Lyon en janvier. Écart à la normale (droite de Henri) pour les besoins
de chauﬀage.
a) Besoins pour le rez-de-jardin
b) Besoins pour l’étage
c) Besoins de chauﬀage total
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A partir des valeurs des écarts types et des moyennes, on obtient l’intervalle de
conﬁance correspondant à un seuil de 95% soit 1, 96σ. Pour mieux visualiser les incerti-
tudes, la variation en % de l’écart à la valeur moyenne est aussi renseignée, en considérant
les bornes associées à une probabilité de 95%. Toutes ces informations sont regroupées
dans le tableau 4.1 pour le RDJ, l’Etage et le besoin total de chauﬀage.
La dispersion sur le besoin de chauﬀage due à la variabilité météo s’élève à plus de
20% (21,7% tableau 4.1) de la valeur obtenue avec le ﬁchier IWEC. On observe entre le
RDJ et l’Etage un écart de performance, avec des besoins plus élevés à l’Etage et donc un
incertitude relative plus faible. Les premiers résultats montrent que l’incertitude due à la
variabilité météorologique n’est pas négligeable. On rappelle que la variabilité induite en
entrée est représentative à 95% d’observations réelles moyennes (5/10).
Table 4.1 – Lyon en janvier Valeurs de dispersion du besoin de chauﬀage total et par
zone
Chauﬀage Moyenne µ Écart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 7,96 0,990 7, 96± 1, 94 24,4%
Etage [.108 Joule] 8,36 0,841 8, 36± 1, 65 19,7%
Totale [kWh.m−2] 4,65 0,516 4, 65± 1, 01 21,7%
On souhaite visualiser les pertes et gains en fonction des orientations pour vériﬁer la
cohérence des simulations et de la propagation des échantillons.
La ﬁgure 4.4 regroupe les dispersions pour chaque orientation des pertes et gains par
fenêtre pour chaque zone. On rappelle que ces pertes et gains sont normalisés par la sur-
face vitrée sur chaque orientation. L’interprétation des résultats en est plus aisée, puisque
l’on ne prend pas en compte dans les conclusions la part de surface vitrée bien diﬀérente
en fonction des orientations comme on peut le voir sur la ﬁgure 4.5.
En ce qui concerne les pertes en ﬁgure 4.4a et 4.4b, on remarque qu’elles sont moindres
au Nord. Cette observation est cohérente avec le triple vitrage installé sur cette orienta-
tion (les autres orientations sont équipées de double vitrage) et les valeurs de référence
correspondent bien à la médiane de la dispersion et il n’y a logiquement pas de diﬀérence
de pertes entre les deux zones.
Pour les gains en ﬁgure 4.4c et 4.4d, le constat est diﬀérent, car l’exposition au soleil
des vitrages va dépendre de l’orientation. Au Nord et à l’Est les gains sont faibles, ce qui
est cohérent avec le fait qu’au mois de janvier ces deux orientations sont majoritairement
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Figure 4.4 – Lyon en janvier. Dispersion sous forme de boxplot des pertes et gains
par vitrage pour chaque zone et orientation.
a) Pertes du rez-de-jardin
b) Pertes de l’étage.
c) Gains au rez-de-jardin
d) Gains à l’étage.
à l’ombre (totalement pour le Nord et majoritairement pour l’Est, sachant que les fenêtres
sont petites à l’Est et que les bords de fenêtre empêchent le soleil rasant). Ces conclusions
ont été vériﬁées à l’aide de Google Sketchup par la fonctionnalité "ombrage". Les gains
au Sud sont importants pour les deux zones, mais supérieurs en zone rez-de-jardin ce qui
peut s’expliquer par la présence à l’étage du balcon qui obstrue les surfaces vitrées du
côté Sud. L’albédo au rez-de-jardin peut aussi jouer un rôle.
On observe, de manière globale que les pertes sont plus importantes que les gains, ce
qui est justiﬁé au mois de janvier pour le climat de Lyon. Les dispersions sont de l’ordre
de 14% à 16% (toujours à 95% en niveau de conﬁance) quelque soit l’orientation et la
zone, tandis que pour les orientations Sud et Ouest les variations sont de l’ordre de 32%
à 36% sur les deux zones. L’étude de la dispersion montre une cohérence des échantillons
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(a) Nord (b) Sud
(c) Est (d) Ouest
Figure 4.5 – Distribution des surfaces vitrées de la maison INCAS-DM en fonction des
orientations
avec le modèle physique en amont.
Aﬁn de quantiﬁer les eﬀets de chaque variable météo sur les dispersions observées, on
estime les indices de sensibilité.
Indice de sensibilité sur les besoins de chauﬀage : les variables responsables
de la dispersion
La ﬁgure 4.6 montre sous forme d’histogramme les valeurs de sensibilité des six variables
étudiées sur les trois sorties de besoins de chauﬀage. Les bars d’erreurs sont obtenues par
100 répliques boostrap, l’ordre de grandeur de l’écart type bootstrap est de 0,05 i.e. 10% à
95% de niveau de conﬁance. Nous voyons en ﬁgure 4.6 que 80% de l’incertitude de besoin
de chauﬀage total est due à la variation de la température tandis que le rayonnement
direct explique 20% de la variation. Nous remarquons que seul le rayonnement direct et
la température sont inﬂuents et l’humidité relative, la direction et la vitesse de vent ne
sont pas inﬂuents. Au ﬁl des diﬀérents cas présentés dans ce chapitre d’application sur
la maison INCAS nous verrons que ces variables météorologiques ne sont pas inﬂuentes
sur les sorties que nous observons que ce soit les besoins ou bien les pertes et gains par
vitrage, ce qui s’explique par les modèles simpliﬁés utilisés dans le cas d’étude. Ainsi le
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système de chauﬀage ou de refroidissement est un système idéal et ne prend donc pas en
compte l’hygrométrie et seules les inﬁltrations permettent un contact d’air avec l’extérieur
puisqu’il n’y a pas de renouvellement d’air. Cette simpliﬁcation de modèle est volontaire
pour permettre la comparaison sachant que le manque de données météo observées pour
ces grandeurs (humidité, vitesse et direction de vent, rayonnement diﬀus) ne permet pas
de commenter la variabilité en amont de l’analyse. Le rayonnement diﬀus quant à lui peut
avoir une inﬂuence dans certains cas et notamment sur les sorties liées au vitrage.
La décomposition des besoins totaux de chaque zone permet d’apprécier la diﬀérence
d’inﬂuence du rayonnement direct sur les deux sorties. Près de 30% de la variation du
besoin de chauﬀage du rez-de-jardin explique les incertitudes contre 10% à l’étage ce qui
s’explique par le pourcentage de surface vitrée supérieur au RDJ par rapport à la zone
Etage comme nous pouvons le voir en ﬁgure 4.5 et particulièrement pour les façades Sud et
Ouest qui sont les plus ensoleillées en janvier. Cela peut expliquer la diﬀérence d’inﬂuence
du rayonnement direct. Les gains au Sud sont plus importants au RDJ pour des questions
d’obstruction du balcon et par un eﬀet de l’albédo.
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Figure 4.6 – Lyon en janvier Indice de sensibilité principal sur le besoin de chauﬀage
des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à 95% de seuil
de conﬁance calculées par 100 répliques bootsrap. On observe une inﬂuence du rayonne-
ment direct plus importante au rez-de-jardin qu’à l’étage. La température extérieure est
essentiellement responsable des variations de besoins de chauﬀage.
Indices de sensibilité sur les gains et pertes par vitrage : vériﬁcation de la
cohérence de la sensibilité
Nous étudions maintenant les indices de sensibilité associés à la variation des sorties pertes
et gains par vitrage pour chaque orientation de chaque zone. L’étude des indices de sen-
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sibilité permet de vériﬁer la cohérence de l’analyse sur des composants plus simples que
le besoin de chauﬀage qui est une agrégation d’informations.
On observe en ﬁgure 4.7 que les variations sur les pertes ne sont expliquées que par la
température ce qui est cohérent avec le climat du site et la période hivernale. Le bilan est
plus mitigé pour les gains par vitrage représentés en ﬁgure 4.8 et les orientations peu ou
pas exposées au soleil direct comme l’Est et le Nord ont une variabilité des pertes causée
majoritairement par l’eﬀet de la température qui représente environ 55% des variations
des pertes au rez-de-jardin et à l’étage. Un peu plus de 30% des variations sont expliquées
par le rayonnement diﬀus, le reste, beaucoup plus faible, est dû au rayonnement direct.
Les indices de sensibilité sont cohérents avec le caractère ombragé de ces orientations et
contraste avec l’orientation Sud où quasiment le seul paramètre responsable des variations
sur les gains de vitrage est le rayonnement direct. La casquette du balcon est dimension-
née de manière à laisser pénétrer le soleil l’hiver car celui-ci est suﬃsamment bas et pour
protéger du soleil l’été. L’orientation Ouest est ensoleillée en ﬁn de journée, on observe
donc une part des variations expliquées par le direct à plus de 50%, 30% par le diﬀus et
les 20% restant par la température, ce qui est représentatif des diﬀérentes phases d’enso-
leillement liées au cycle journalier du soleil.
La somme des indices de sensibilité est proche de 1, à la fois pour les gains et pertes
mais aussi en ce qui concerne les besoins de chauﬀage. Nous pouvons en conclure que la
totalité de l’information est présente et donc qu’il n’y a pas d’interactions entre variables
dans le modèle. Ainsi, le calcul des eﬀets principaux est suﬃsant et les eﬀets totaux
n’apporteraient pas d’informations supplémentaires.
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Figure 4.7 – Lyon en janvier. Indice de sensibilité principal sur chaque orientations
pour les pertes par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant à
95% de seuil de conﬁance et obtenues par 100 répliques bootstrap. Les variations sur les
pertes ne sont expliquées que par la température extérieure.
a)Indice de sensibilité sur les pertes du rez-de-jardin
b)Indice de sensibilité sur les pertes de l’étage
Nord Sud Est Ouest
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
S i
 
[−]
 
 
Hum.
Temp.
Ray. Dir.
Ray. Dif.
Dir. Vent
Vit. Vent
(a) RDJ
Nord Sud Est Ouest
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
S i
 
[−]
 
 
Hum.
Temp.
Ray. Dir.
Ray. Dif.
Dir. Vent
Vit. Vent
(b) Etage
Figure 4.8 – Lyon en janvier. Indice de sensibilité principal sur chaque orientations
pour les gains par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant à 95%
de seuil de conﬁance et obtenues par 100 répliques bootsrap. La sensibilité sur les gains
dépend de l’exposition au soleil et donc de l’orientation.
a) Indice de sensibilité sur les gains du rez-de-jardin
b) Indice de sensibilité sur les gains de l’étage.
Conclusion
Nous venons de quantiﬁer l’incertitude associée à la variabilité naturelle de la météo pour
le climat de Lyon au mois de janvier dans le cadre d’une maison basse consommation
d’énergie. Nous avons montré que cette incertitude relative de plus de 20% sur le besoin
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de chauﬀage total est due à la variation de la température. Dans le chapitre 3 nous avons
caractérisé les variations des variables météorologiques qui sont représentatives de la va-
riabilité des observations pour la température et l’ensoleillement dont la valeur moyenne
est sous-évaluée. Il se peut qu’avec un ﬁchier source IWEC aux valeurs d’ensoleillement
plus proches de la réalité, que l’impact du rayonnement direct sur les incertitudes soit
plus important, du moins pour le rez-de-jardin. L’étude de sortie plus simple et intuitive
comme les gains et pertes par vitrage permet la vériﬁcation de la cohérence des indices
de sensibilité obtenus ainsi que des dispersions. La somme des indices pour chaque sortie
est proche de 1 car l’ensemble de l’information est présent dans les indices de sensibilité
de premier ordre, il n’y a pas de perte d’information par interaction dans le modèle.
Nous avons vu aussi en chapitre 3 que l’échantillon généré pour le mois de janvier
à Strasbourg présente des valeurs moyennes et de variabilité d’ensoleillement proches de
l’échantillon lyonnais. Cependant les températures observées sont en moyenne plus froides
de 36% par rapport à Lyon et la variabilité de l’échantillon est plus importante (elle
englobait quasiment l’ensemble des observations à 95% de conﬁance). Quelles diﬀérences
allons nous observer pour le climat de Strasbourg sur l’incertitude et concernant les indices
de sensibilité ?
4.2.1.2 Comparaison des résultats obtenus avec le climat de Strasbourg
Dispersion des résultats
Tout comme la description détaillée de Lyon au mois de janvier nous allons étudier la
dispersion des pertes et gains par vitrage pour chaque orientation et chaque zone, ce qui
nous permettra de vériﬁer le comportement du bâtiment et de le comparer à celui situé
à Lyon. Aﬁn d’alléger le propos, la dispersion sous forme de boxplot est présentée mais
la comparaison à la normale n’est pas montrée. Les résultats sont résumés en un tableau
récapitulatif avec les résultats de Lyon pour faciliter la comparaison avec le climat de
Strasbourg.
Tout d’abord on observe que les valeurs de référence correspondent bien à la médiane
de la dispersion empirique et que la dispersion est symétrique. A partir des valeurs des
écarts types et des moyennes on obtient l’intervalle de conﬁance correspondant à un seuil
de 95% soit 1, 96σ. Aﬁn de visualiser les écarts, la variation en % par rapport à la valeur
moyenne est aussi renseignée en considérant une probabilité de 95% d’obtenir cette valeur.
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Figure 4.9 – Strasbourg en janvier. Dispersion des 2000 valeurs de besoins de chauf-
fage. Représentation sous forme de boxplot avec l’étoile verte comme marque de la simu-
lation de référence eﬀectuée avec le IWEC source.
a) Besoins sur les deux zones : le rez-de-jardin et l’étage
b) Besoins de chauﬀage total
Table 4.2 – Strasbourg en janvier Valeurs de dispersion du besoin de chauﬀage total
et par zone
Résultats Strasbourg
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 8,46 1,54 8, 46± 3, 02 35,6%
Etage [.108 Joule] 9,02 1,35 9, 02± 2, 65 29,4%
Totale [kWh.m−2] 4,98 0,816 4, 98± 1, 60 32,1%
Récapitulatif Lyon
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 7,96 0,990 7, 96± 1, 94 24, 4%
Etage [.108 Joule] 8,36 0,841 8, 36± 1, 65 19, 7%
Totale [kWh.m−2] 4,65 0,516 4, 65± 1, 01 21, 7%
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Le tableau 4.2 regroupe les résultats des dispersions des 2000 valeurs de besoins de
chauﬀage pour Strasbourg. Le besoin de chauﬀage moyen est supérieur de 6% par rapport
à Lyon, ce qui est cohérent avec des températures plus froides en hiver pour Strasbourg.
On observe que la dispersion des résultats est plus importante à Strasbourg qu’à Lyon,
ce qui est cohérent avec le fait que la dispersion des échantillons de température est elle
aussi plus importante pour Strasbourg que pour Lyon.
De nouveau, aﬁn de vériﬁer la dispersion sur une sortie simple, la dispersion des gains
et pertes par vitrage pour chaque orientation et pour chaque zone est étudiée par boxplot.
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Figure 4.10 – Strasbourg en janvier. Dispersion sous forme de boxplot des pertes et
gains par vitrage pour chaque zone et orientation.
a) Pertes du rez-de-jardin
b) Pertes de l’étage
c) Gains au rez-de-jardin
d) Gains à l’étage
On observe sur la ﬁgure 4.10 le même ordre de grandeur pour les gains et pertes que
le cas de Lyon en fonction des orientations. Les gains Nord et Est déjà peu élevés sont
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divisés par 2. La dispersion est plus importante : les pertes de 22% à 25% et les gains pour
le Sud et l’Ouest où les gains sont les plus importants on observe une dispersion de 45%
à 47%. Aﬁn de quantiﬁer les eﬀets de chaque variable météo sur les dispersions observées,
les indices de sensibilités sont estimés.
Indice de sensibilité
La ﬁgure 4.11 représente l’inﬂuence des six variables météorologiques sur la dispersion des
trois sorties de performance où 20 % de l’incertitude sur le RDJ est expliquée par le rayon-
nement direct, ce qui représente une réduction de 10% par rapport à Lyon. On constate la
même baisse d’inﬂuence pour la zone Etage, ce qui est cohérent avec l’augmentation des
besoins entre Strasbourg et Lyon. En hiver l’interprétation des eﬀets de chaque variable
inﬂuente est simple, le rayonnement direct diminue les besoins alors que la température
les augmente. En été l’interprétation est plus complexe car la température a deux eﬀets
antagonistes en fonction de la journée, elle diminue les besoins de refroidissement la nuit
et les augmente la journée.
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Figure 4.11 – Strasbourg en janvier. Indice de sensibilité principal sur le besoin de
chauﬀage des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à 95%
de seuil de conﬁance et obtenues par 100 répliques bootsrap.
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Figure 4.12 – Strasbourg en janvier. Indice de sensibilité principal sur chaque orien-
tation pour les pertes par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant
à 95% de seuil de conﬁance et obtenues par 100 répliques bootsrap. Les variations sur les
pertes ne sont expliquées que par la température extérieure.
a) Indice de sensibilité sur les pertes du rez-de-jardin
b) Indice de sensibilité sur les pertes de l’étage
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Figure 4.13 – Strasbourg en janvier. Indice de sensibilité principal sur chaque orien-
tation pour les gains par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant
à 95% de seuil de conﬁance et obtenues par 100 répliques bootsrap. Quelque soit l’orien-
tation, le rayonnement diﬀus ne fait pas partie des paramètres inﬂuents contrairement au
cas de Lyon.
a) Indice de sensibilité sur les gains du rez-de-jardin
b) indice de sensibilité sur les gains de l’étage
104
Estimation de l’incertitude des besoins énergétiques d’un bâtiment liée à la
variabilité météorologique
On observe en ﬁgure 4.12 et 4.13 la sensibilité des six variables sur la dispersion
des seize sorties du composant fenêtre. La dispersion des pertes en ﬁgure 4.12 est expli-
quée exclusivement par la température. Pour les gains en ﬁgure 4.13, les températures de
l’échantillon de Strasbourg sont plus basses et la variabilité plus importante, nous visua-
lisons donc un indice de sensibilité associé plus élevé que pour Lyon dans le cas où les
orientations n’entrainent pas d’exposition au rayonnement direct. On observe côté Ouest
un eﬀet plus important du rayonnement direct pour Strasbourg que pour Lyon car le
rayonnement diﬀus n’a pas d’inﬂuence pour Strasbourg, et la variabilité et la valeur du
rayonnement diﬀus journalier moyen sont moins élevées pour Strasbourg. Enﬁn, la somme
des indices est proche de 1, il n’y a donc pas de perte d’informations.
4.2.1.3 Conclusion
La réponse du bâtiment en période hivernale a été étudiée pour deux types d’échan-
tillons qui ont des valeurs ainsi qu’une dispersion proches pour l’ensoleillement mais des
températures plus variables pour Strasbourg et plus froides de 36% sur la valeur moyenne
quotidienne. L’écart au besoin de chauﬀage total est de 6% mais la dispersion est plus
importante et l’incertitude relative à 95% est de plus de 30% soit 10% de plus que pour
le cas de Lyon. Les indices de sensibilité montrent que les besoins de chauﬀage sont plus
sensibles à la température à Strasbourg qu’à Lyon.
4.2.2 Réponse du bâtiment en période estivale
4.2.2.1 Résultats obtenus pour le climat de Lyon
Dispersion des résultats
A partir des valeurs des écarts types et des moyennes on obtient l’intervalle de conﬁance
correspondant à un seuil de 95% soit 1, 96σ. Pour mieux visualiser les écarts, la variation
par rapport à la valeur moyenne est aussi renseignée en considérant une probabilité de
95% d’obtenir cette valeur.
Table 4.3 – Lyon en juillet Valeurs de dispersion du besoin de refroidissement total et
par zone
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 5,57 0,711 5, 57± 1, 39 25, 0%
Etage [.108 Joule] 4,24 0,640 4, 24± 1, 25 29, 6%
Totale [kWh.m−2] 2,79 0,384 2, 79± 0, 75 27, 0%
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Figure 4.14 – Lyon en juillet. Dispersion des 2000 valeurs de besoins de refroidissement.
Représentation sous forme de boxplot avec l’étoile verte comme marque de la simulation
de référence eﬀectuée avec le IWEC source.
a) Besoins pour les deux zones : le rez-de-jardin et l’étage
b) Besoin de chauﬀage total
Le tableau 4.3 regroupe les caractéristiques des dispersions pour les besoins de refroi-
dissement totaux et de chaque zone et l’écart à la moyenne peut atteindre 27% à 95% de
seuil de conﬁance. Nous avons observé un besoin de chauﬀage plus important en hiver (cf.
tableau 4.1), à l’étage, montrant que les températures de l’étage sont plus froides. Dans le
cas de besoin de refroidissement, on observe également un écart, cette fois plus important,
entre rez-de-jardin et étage, avec un besoin de refroidissement supérieur au rez-de-jardin.
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Figure 4.15 – Lyon en juillet. Dispersion sous forme de boxplot des pertes et gains
par vitrage pour chaque zone et orientation.
a) Pertes du rez-de-jardin
b) Pertes de l’étage
c) Gains au rez-de-jardin
d) Gains à l’étage.
La ﬁgure 4.15 regroupe les dispersions pour chaque orientation des pertes et gains par
fenêtre sur chaque zone et de manière générale les pertes sont faibles et les gains plus
importants que pour le cas hivernal. Les pertes au Nord sont plus faibles que pour les
autres orientations ce qui est dû au triple vitrage. On a la même hiérarchisation des pertes
mais pour les gains l’ensoleillement en fonction des orientations n’est pas le même et les
casquettes au Sud sont eﬃcaces. La surface Nord n’est au soleil qu’en ﬁn de journée et la
taille des fenêtres et les importants débords de fenêtre (35 cm) augmentent l’ombrage, ce
qui explique le peu de gain. La casquette du sud protège des apports directs et limite les
gains. L’Est est à l’ombre l’après-midi alors que l’Ouest n’est exposé au soleil que dans
l’après-midi au moment où le rayonnement est le plus élevé. Ces diﬀérences d’exposition
au cours de la journée expliquent les diﬀérents gains observés en ﬁgure 4.15. On note la
bonne gestion de la casquette solaire pour le Sud, mais un éventuel manque de casquette
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pour l’Ouest.
Les dispersions sont de l’ordre de 13% à 14% (toujours à 95% en niveau de conﬁance)
pour les pertes et de 9% à 14% pour les gains.
Aﬁn de quantiﬁer les eﬀets de chaque variable météo sur les dispersions observées et
de vériﬁer les interprétations énoncées ci-dessus, on estime les indices de sensibilité.
Indices de sensibilité sur les dispersions
Selon les indices de sensibilité pour le cas de Lyon au mois de juillet en ﬁgure 4.16, 30%
à 40% de la dispersion sur les besoins de refroidissement sont dus au rayonnement so-
laire direct. Encore une fois nous observons que le rayonnement solaire direct est plus
inﬂuent au RDJ qu’à l’Etage, cela explique en partie la raison pour laquelle les besoins
de refroidissement sont plus importants au RDJ. Le rayonnement solaire va contribuer à
l’augmentation du besoin de refroidissement, la température par contre va contribuer la
journée à une augmentation des besoins mais la nuit elle peut contribuer à la diminution
de ces besoins en refroidissement.
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Figure 4.16 – Lyon en juillet Indice de sensibilité principal sur le besoin de refroidisse-
ment des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à 95% de seuil
de conﬁance calculé par 100 répliques bootsrap. On observe une inﬂuence du rayonnement
direct plus importante au rez-de-jardin qu’à l’étage.
Les pertes ne sont pas inﬂuencées par le rayonnement car elles se produisent la nuit, le
rayonnement solaire ne peut donc pas venir limiter les pertes quand celles-ci se produisent.
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Figure 4.17 – Lyon en juillet. Indice de sensibilité principal sur chaque orientation
pour les pertes par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant à 95%
de seuil de conﬁance et obtenues par 100 répliques bootstrap. Les variations des pertes
dépendent exclusivement de la variation de la température.
a) Indice de sensibilité sur les pertes du rez-de-jardin
b) Indice de sensibilité sur les pertes de l’étage
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Figure 4.18 – Lyon en juillet. Indice de sensibilité principal sur chaque orientations
pour les gains par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant à 95%
de seuil de conﬁance et obtenues par 100 répliques bootstrap.
a) Indice de sensibilité sur les gains du rez-de-jardin
b) Indice de sensibilité sur les gains de l’étage
Pour les gains on retrouve deux types de comportements, soit le vitrage est ombragé
et la variation est due à une part de diﬀus comme au Sud et au Nord, soit le soleil pénètre
dans la zone par le vitrage comme pour les orientations Ouest l’après midi et Est le matin
où dans ce cas le rayonnement direct domine les variations de sortie.
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4.2.2.2 Résultats obtenus pour le climat de Strasbourg
Les échantillons de Strasbourg et de Lyon disposent de la même variabilité au mois
de juillet mais la valeur moyenne d’ensoleillement pour Strasbourg est de 23% plus faible.
De même les températures sont moins élevés de 15% pour Strasbourg par rapport à Lyon
ce qui entraine des besoins de refroidissement plus faibles. Les deux échantillons ayant les
mêmes variabilités, les conclusions seront plus aisées et seulement basées sur le décalage
de valeur moyenne.
Dispersion des résultats
A partir des valeurs des écarts types et des moyennes, on obtient l’intervalle de conﬁance
correspondant à un seuil de 95% soit 1, 96σ. Pour mieux visualiser les écarts, la variation
par rapport à la valeur moyenne est aussi renseignée, en considérant une probabilité de
95% d’obtenir cette valeur.
Le tableau 4.4 regroupe les résultats des dispersions des 2000 valeurs de besoins de
chauﬀage pour Strasbourg. Le besoin de refroidissement moyen est inférieur de 44% par
rapport à Lyon, ce qui est cohérent avec des températures plus fraiches en été à Stras-
bourg. On observe le même écart type pour Lyon et Strasbourg mais comme les besoins
sont moins importants la dispersion relative des résultats est plus importante à Strasbourg
qu’à Lyon.
Table 4.4 – Strasbourg en juillet Valeurs de dispersion du besoin de refroidissement
total et par zone
Résultats Strasbourg
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 3,24 0,741 3, 24± 1, 45 44, 8%
Etage [.108 Joule] 2,29 0,648 2, 29± 1, 27 55, 5%
Totale [kWh.m−2] 1,57 0,395 1, 57± 0, 78 49, 2%
Récapitulatif Lyon
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 5,57 0,711 5, 57± 1, 39 25, 0%
Etage [.108 Joule] 4,24 0,640 4, 24± 1, 25 29, 6%
Totale [kWh.m−2] 2,79 0,384 2, 79± 0, 75 27, 0%
En ce qui concerne les fenêtres, les valeurs sont plus faibles pour les gains et plus
élevés pour les pertes, ce qui est cohérent avec les échantillons météo de Strasbourg. La
dispersion est de l’ordre de 10% pour les pertes et de 15% pour les gains ce qui est le
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même ordre de grandeur de dispersion que pour Lyon.
Indice de sensibilité
Nous avons la même variabilité donc si on observe des diﬀérences de sensibilité, cela est
provoqué par le décalage de la valeur nominale et en d’autres termes de l’espace que nous
explorons.
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Figure 4.19 – Strasbourg en juillet Indice de sensibilité principal sur le besoin de
refroidissement des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à
95% de seuil de conﬁance calculé par 100 répliques bootsrap.
L’inﬂuence du rayonnement direct est plus importante à Strasbourg qu’à Lyon bien
que les valeurs d’ensoleillement soient moins importantes à Strasbourg. Cela s’explique par
le fait que les valeurs de températures étant plus faibles à Strasbourg, le besoin de refroi-
dissement va davantage dépendre du rayonnement solaire qu’à Lyon où les températures
contribuent à l’augmentation des besoins de refroidissement.
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Figure 4.20 – Strasbourg en juillet. Indice de sensibilité principal sur chaque orienta-
tions pour les pertes par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant
à 95% de seuil de conﬁance et obtenues par 100 répliques bootsrap. La variation de sortie
est expliquée exclusivement par la température extérieure
a) Indice de sensibilité sur les gains du rez-de-jardin
b) Indice de sensibilité sur les gains de l’étage.
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Figure 4.21 – Strasbourg en juillet. Indice de sensibilité principal sur chaque orienta-
tions pour les gains par les fenêtres de chaque zone. Bar d’erreur de 1.96σ correspondant
à 95% de seuil de conﬁance et obtenues par 100 répliques bootstrap. Nous obtenons les
mêmes résultats de sensibilité que pour Lyon
a) Indice de sensibilité sur les gains du rez-de-jardin
b) Indice de sensibilité sur les gains de l’étage
4.2.3 Conclusion
Nous avons montré que la dispersion, ainsi que la sensibilité obtenues avec deux types
d’échantillons était cohérente avec la physique du bâtiment. En fonction de la variabilité et
de la valeur de chaque variable on obtient des indices de sensibilité en accord. L’interpréta-
tion est plus complexe en été car la variable météo joue un double rôle : de refroidissement
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de zone la nuit et de réchauﬀement la journée, ce qui rend les interprétations plus déli-
cates. Nous avons donc réussi à évaluer une incertitude associée à la variabilité météo
pour deux climats et à déterminer quelle variation d’entrée et donc quelle(s) variable(s)
est (sont) responsable(s) de cette incertitude. Les résultats dépendent évidemment de la
variabilité induite et du domaine d’exploration : climat chaud, climat froid. La validation
indirecte de la méthodologie étant eﬀectuée, nous proposons maintenant de comparer sur
un même climat (Lyon) des cas technologiques en modélisation diﬀérents.
4.3 Comparaison de modèles pour le même climat
4.3.1 Résultats pour le cas "Triple vitrage"
4.3.1.1 Protocole
La modèle thermique test de la maison INCAS-DM que nous utilisons est constitué de
fenêtres triple vitrage côté Nord et de fenêtres double vitrage sur le reste des orientations.
Le triple vitrage permet une isolation plus importante du bâtiment, sa conductance est
plus faible que le double vitrage. La façade Nord est la moins exposée au soleil en hiver,
ce qui explique cette diﬀérence d’équipement. Cependant un triple vitrage est également
moins transparent au rayonnement solaire, le facteur solaire du triple vitrage est inférieur
à celui du double. Les valeurs de facteur solaire et de conductance pour le triple vitrage
sont respectivement de 0,45 et 1,1W.m−2.K−1 contre 0,6 et 1,4W.m−2.K−1 pour le double
vitrage.
Dans la partie suivante, nous souhaitons visualiser l’impact de la modiﬁcation du
double vitrage en triple pour les autres fenêtres sur la gestion des variables météorolo-
giques par la maison INCAS-DM. Allons-nous observer une dispersion sur les besoins plus
importante ? Une modiﬁcation des variables qui en sont responsables ? Pour répondre à
ces questions, nous estimons la dispersion sur les besoins en été et hiver de la maison
INCAS-DM équipée de triple vitrage.
4.3.1.2 Estimation en période hivernale
A partir des valeurs des écarts types et des moyennes on obtient l’intervalle de conﬁance
correspondant à un seuil de 95% soit 1, 96σ. Pour mieux visualiser les écarts, la variation
par rapport à la valeur moyenne est aussi renseignée en considérant une probabilité de
95% d’obtenir cette valeur.
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Table 4.5 – Triple vitrage en janvier Valeurs de dispersion du besoin de chauﬀage
total et par zone
Résultats Triple Vitrage
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 7,53 0,839 7, 53± 1, 64 21,8%
Etage [.108 Joule] 7,98 0,766 7, 98± 1, 50 18,8%
Totale [kWh.m−2] 4,42 0,453 4, 42± 0, 89 20,1%
Récapitulatif cas test original
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 7,96 0,990 7, 96± 1, 94 24,4%
Etage [.108 Joule] 8,36 0,841 8, 36± 1, 65 19,7%
Totale [kWh.m−2] 4,65 0,516 4, 65± 1, 01 21,7%
Selon les résultats du tableau 4.5, le triple vitrage apporte une diminution de 5% des
besoins de chauﬀage par rapport au cas test original. La dispersion de sortie est du même
ordre de grandeur dans le cas du triple vitrage et du double. Si on étudie les pertes et
gains par vitrage, on détermine une diminution des pertes d’environ 35% et des gains
allant jusqu’à 25% pour les orientations les plus exposées comme le Sud et l’Ouest. Est
ce que ces modiﬁcations de pertes et de gains vont impacter les variables responsables de
la dispersion sur les besoins ? Pour y répondre, les indices de sensibilité sont estimés et
présentés sous forme d’histogramme en ﬁgure 4.22.
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Figure 4.22 – Triple Vitrage en janvier Indice de sensibilité principal sur le besoin
de chauﬀage des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à
95% de seuil de conﬁance calculé par 100 répliques bootsrap. On observe une inﬂuence
du rayonnement direct plus importante au rez-de-jardin qu’à l’étage. La température
extérieure est essentiellement responsable des variations de besoin de chauﬀage.
Les valeurs des eﬀets principaux Si ainsi que la moyenne du bootsrap Sˆi sont regrou-
pées dans le tableau 4.6. Les valeurs de sensibilité pour le cas "Triple Vitrage" sont du
même ordre de grandeur que celles observées pour le cas test original. La température
explique majoritairement la dispersion de sortie. On observe une légère baisse de l’eﬀet
du rayonnement direct dans le cas du "Triple Vitrage" notamment au rez-de-jardin. Le
rez-de-jardin est une zone au pourcentage de surface vitrée plus élevé que la zone Etage
et notamment du côté Sud. Cette conﬁguration lui confère une sensibilité au solaire plus
importante qu’à l’Etage comme l’atteste la sensibilité du rayonnement direct pour le cas
test original. L’écart de sensibilité entre les deux cas pourrait s’expliquer par la diminu-
tion du facteur solaire qui rend le bâtiment moins sensible au rayonnement et comme le
rayonnement direct et la température extérieure sont les seuls paramètres inﬂuents, la
sensibilité de la température augmente lorsque celle du rayonnement diminue. On garde
cependant la même conﬁguration de gestion de l’environnement par le bâtiment quelque
soit le type de vitrage.
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Table 4.6 – Triple Vitrage en janvier Valeurs des indices de sensibilité Si et de son
estimé bootstrap Sˆi pour le besoin de chauﬀage total et de chaque zone
Résultats Triple Vitrage
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR 0,009 -0,027 0,003 -0,027 0,006 -0,025
T 0,739 0,731 0,931 0,919 0,844 0,840
RDir 0,242 0,214 0,078 0,057 0,152 0,121
RDiff 0,041 0,009 0,024 0,013 0,032 0,004
VDir 0,017 -0,013 0,015 -0,006 0,018 -0,005
VV it 0,023 -0,003 -0,005 -0,018 0,010 -0,007
Récapitulatif cas test original
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR 0,008 -0,028 0,003 -0,029 0,006 -0,028
T 0,680 0,667 0,905 0,892 0,796 0,790
RDir 0,301 0,274 0,103 0,081 0,199 0,168
RDiff 0,053 0,019 0,030 0,017 0,042 0,011
VDir 0,018 -0,013 0,0164 -0,006 0,019 -0,006
VV it 0,029 0,000 -0,001 -0,017 0,015 -0,003
4.3.1.3 Estimation en période estivale
A partir des valeurs des écarts types et des moyennes, l’intervalle de conﬁance cor-
respondant à un seuil de 95% soit 1, 96σ est obtenu. Pour mieux visualiser les écarts,la
variation en % par rapport à la valeur moyenne est aussi renseignée, toujours en considé-
rant une probabilité de 95% d’obtenir cette valeur.
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Table 4.7 – Triple vitrage en juillet Valeurs de dispersion du besoin de chauﬀage
total et par zone
Résultats Triple Vitrage
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 3,56 0,614 3, 56± 1, 20 33,8%
Etage [.108 Joule] 2,90 0,579 2, 90± 1, 13 39,1%
Totale [kWh.m−2] 1,84, 0,339 1, 84± 0, 66 36,1%
Récapitulatif cas test original
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 5,57 0,711 5, 57± 1, 39 25%
Etage [.108 Joule] 4,24 0,640 4, 24± 1, 25 29,6%
Totale [kWh.m−2] 2,79 0,384 2, 79± 0, 75 27,0%
Selon les résultats du tableau 4.7, le triple vitrage apporte une diminution de 34%
des besoins de refroidissement totaux et jusqu’à 36% pour la zone RDJ contre 32% pour
l’Etage par rapport au cas test original. La dispersion de sortie est du même ordre de
grandeur mais puisque la valeur moyenne diminue, l’incertitude relative est plus élevée de
10% dans le cas du triple vitrage. Si on étudie les pertes et gains par vitrage, on détermine
une diminution des pertes d’environ 37% et des gains de 30%. Les indices de sensibilité
sont estimés et présentés sous forme d’histogramme en ﬁgure 4.23.
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Figure 4.23 – Triple Vitrage en juillet Indice de sensibilité principal sur le besoin de
chauﬀage des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à 95%
de seuil de conﬁance calculé par 100 répliques bootsrap.
Les valeurs des eﬀets principaux Si ainsi que l’estimé bootsrap Sˆi sont regroupées dans
le tableau 4.8. Les valeurs de sensibilité pour le cas "Triple Vitrage" sont du même ordre
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de grandeur que celles observées pour le cas test original. Comme dans le cas de la période
hivernale, on observe une légère baisse de l’eﬀet du rayonnement direct dans le cas "Triple
Vitrage" mais cette diminution est observée sur les deux zones.
Table 4.8 – Triple Vitrage en juillet Valeurs des indices de sensibilité Si et de son
estimé bootstrap Sˆi pour le besoin de chauﬀage total et de chaque zone
Résultats Triple Vitrage
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR -0,030 -0,014 -0,023 -0,010 -0,027 -0,010
T 0,537 0,557 0,640 0,655 0,588 0,599
RDir 0,346 0,360 0,270 0,291 0,309 0,322
RDiff 0,058 0,078 0,040 0,059 0,049 0,064
VDir -0,002 0,013 0,001 0,015 -0,001 0,017
VV it -0,022 -0,003 -0,008 0,008 -0,015 -0,002
Récapitulatif cas test original
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR -0,023 -0,009 -0,015 -0,006 -0,019 -0,007
T 0,483 0,490 0,582 0,591 0,530 0,530
RDir 0,391 0,404 0,323 0,334 0,359 0,377
RDiff 0,062 0,070 0,038 0,045 0,049 0,054
VDir -0,007 0,018 -0,004 0,022 -0,006 0,020
VV it -0,021 -0,002 -0,010 0,003 -0,016 0,002
En comparant le modèle original de la maison DM avec un modèle ou les vitrages ont
été remplacés par du triple, on observe sur les deux périodes une légère diminution de
l’eﬀet du rayonnement solaire sur le bâtiment. Dans le cadre du modèle avec triple vitrage
la dispersion de sortie est davantage liée à la variabilité de la température.
4.3.2 Résultats pour un bâtiment moins performant : cas "Mai-
son Dégradée"
4.3.2.1 Protocole
On souhaite évaluer la dispersion due à la variabilité météo sur un bâtiment moins
performant que le cas test original qu’est la maison DM en dégradant virtuellement les per-
formances du modèle thermique. Les inﬁltrations des zones RDJ et Etage sont multipliés
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par 2, les épaisseurs d’isolant sont divisées par 2 et une épaisseur de mur est supprimée
pour les mur extérieurs ainsi que pour le vide sanitaire (voir annexes pour les coupes de
principe et le schéma du double-mur). Les modiﬁcations au niveau des murs extérieurs
engendrent la suppression des casquettes de bords de fenêtre ce qui limite les ombrages.
Le modèle thermique obtenu reste optimisé et loin d’un bâtiment énergivore et nous allons
évaluer la dispersion de la variabilité météo sur ce modèle dégradé.
4.3.2.2 Résultats de l’étude "Maison Dégradée" pour le mois de janvier
Les caractéristiques de la dispersion pour le mois de janvier sont dans le tableau 4.9, la
maison dégradée a un besoin de chauﬀage, sur les deux zones, supérieur à 70% aux besoins
de chauﬀage observés pour le modèle de la maison DM original. On pouvait s’attendre
à une incertitude relative moindre pour un besoin plus important, or la dispersion a elle
aussi augmenté avec les besoins et l’incertitude relative est du même ordre de grandeur
pour les deux conﬁgurations.
Table 4.9 – Modèle Dégradé en janvier Valeurs de dispersion du besoin de chauﬀage
total et par zone
Résultats Maison Dégradée
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 13,5 1,35 13, 5± 2, 6 19,6%
Etage [.108 Joule] 14,3 1,34 14, 3± 2, 6 18,4%
Totale [kWh.m−2] 7,91 0,761 7, 91± 1, 49 18,9%
Récapitulatif cas test original
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 7,96 0,990 7, 96± 1, 94 24,4%
Etage [.108 Joule] 8,36 0,841 8, 36± 1, 65 19,7%
Totale [kWh.m−2] 4,65 0,516 4, 65± 1, 01 21,7%
On va étudier les causes de cette dispersion, pour cela on estime les indices de sensibilité
qui sont présentés sous forme d’histogramme en ﬁgure 4.24. On observe une augmentation
de l’inﬂuence de la température sur la dispersion des besoins qui est signiﬁcative pour le
RDJ mais moindre pour l’Etage.
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Figure 4.24 – Maison Dégradée en janvier Indice de sensibilité principal sur le besoin
de chauﬀage des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à 95%
de seuil de conﬁance calculées par 100 répliques bootstrap. On observe une inﬂuence du
rayonnement direct plus importante au rez-de-jardin qu’à l’étage. La température est
essentiellement responsable des variations de besoin de chauﬀage.
Les valeurs des eﬀets principaux Si ainsi que l’estimé bootsrap Sˆi sont regroupés dans
le tableau 4.10.
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Table 4.10 – Maison Dégradée en janvier Valeurs des Si et Sˆi pour le besoin de
chauﬀage total et de chaque zone
Résultats Maison Dégradée
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR 0,003 -0,026 -0,001 -0,024 0,001 -0,024
T 0,825 0,820 0,949 0,953 0,895 0,895
RDir 0,179 0,153 0,068 0,049 0,116 0,087
RDiff 0,041 0,013 0,026 0,006 0,033 0,014
VDir 0,027 -0,001 0,021 0,002 0,025 0,002
VV it 0,015 -0,015 -0,009 -0,027 0,002 -0,018
Récapitulatif cas test original
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR 0,008 -0,028 0,003 -0,029 0,006 -0,028
T 0,680 0,667 0,905 0,892 0,796 0,790
RDir 0,301 0,274 0,103 0,081 0,199 0,168
RDiff 0,053 0,019 0,030 0,017 0,042 0,011
VDir 0,018 -0,013 0,0164 -0,006 0,019 -0,006
VV it 0,029 0,000 -0,001 -0,017 0,015 -0,003
4.3.2.3 Résultats de l’étude "Maison Dégradée" pour le mois de juillet
Les dispersions sur le besoin de refroidissement sont évaluées pour le mois de juillet et
regroupées dans le tableau 4.11.
Selon les résultats du tableau 4.11, les besoins de refroidissement du modèle dégradé
augmentent à l’Etage de 28% par rapport au cas test original mais seulement de 8% au
RDJ. Contrairement au cas du Triple Vitrage, beaucoup de composants ont été modiﬁés
dans ce modèle dégradé et il devient plus diﬃcile d’interpréter la disparité entre zones.
La diﬀérence de l’augmentation des besoins entre les zones peut être due aux connections
avec le vide sanitaire ou bien avec les combles. L’incertitude relative est du même ordre de
grandeur. On estime les indices de sensibilité, les résultats sont sous forme d’histogramme
en ﬁgure 4.25.
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Table 4.11 – Maison Dégradée en juillet Valeur de dispersion du besoin de chauﬀage
total et par zone
Résultats Maison Dégradée
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 6,00 0,866 6, 00± 1, 70 28,3%
Etage [.108 Joule] 5,44 0,871 5, 44± 1, 71 31,4%
Totale [kWh.m−2] 3,26 0,494 3, 26± 0, 97 29,7%
Récapitulatif cas test original
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 5,57 0,711 5, 57± 1, 39 25%
Etage [.108 Joule] 4,24 0,640 4, 24± 1, 25 29,6%
Totale [kWh.m−2] 2,79 0,384 2, 79± 0, 75 27,0%
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Figure 4.25 – Maison Dégradée en juillet Indice de sensibilité principal sur le besoin
de chauﬀage des deux zones et le besoin total. Bar d’erreur de 1.96σ correspondant à
95% de seuil de conﬁance calculé par 100 répliques bootsrap. On observe une inﬂuence
du rayonnement direct plus importante au rez-de-jardin qu’à l’étage et la température
extérieure est essentiellement responsable des variations de besoins de refroidissement.
Les valeurs des eﬀets principaux Si ainsi que Sˆi sont regroupées dans le tableau 4.12.
On observe une augmentation de la sensibilité de la température qui est du même ordre
de grandeur pour l’étage et le rez-de-jardin contrairement au cas hivernal.
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Table 4.12 – Maison Dégradée en juillet Valeurs des indices de sensibilité Si et de
son estimé bootstrap Sˆi pour le besoin de chauﬀage total et de chaque zone
Résultats Maison Dégradée
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR 0,002 0,002 0,011 0,015 0,006 0,007
T 0,594 0,605 0,699 0,691 0,648 0,654
RDir 0,328 0,333 0,256 0,258 0,291 0,293
RDiff 0,072 0,073 0,054 0,061 0,062 0,070
VDir -0,001 0,001 0,003 0,004 0,001 0,001
VV it 0,003 0,014 0,021 0,032 0,012 0,016
Récapitulatif cas test original
RDJ Etage Total
Si Sˆi Si Sˆi Si Sˆi
HR -0,023 -0,009 -0,015 -0,006 -0,019 -0,007
T 0,483 0,490 0,582 0,591 0,530 0,530
RDir 0,391 0,404 0,323 0,334 0,359 0,377
RDiff 0,062 0,070 0,038 0,045 0,049 0,054
VDir -0,007 0,018 -0,004 0,022 -0,006 0,020
VV it -0,021 -0,002 -0,010 0,003 -0,016 0,002
Nous avons montré l’évolution de l’incertitude associée à la variabilité météorologique
pour diﬀérents types de bâtiment et l’inﬂuence de la température augmente en fonction
des cas. Dans le cas de la Maison Dégradée cette augmentation s’explique par la diminu-
tion de l’isolation avec l’extérieur mais dans le cas "Triple Vitrage" il est moins intuitif
de comprendre cette diminution. Nous pensons que l’eﬀet "ﬁltre solaire" du triple vitrage
diminue l’eﬀet du rayonnement solaire ce qui induit une augmentation de l’eﬀet de la
température. Aﬁn de visualiser l’évolution du rayonnement direct en fonction de la tem-
pérature extérieure nous étudions l’évolution des indices sur une sortie temporelle.
4.3.3 Comparaison de la variabilité temporelle des indices : eﬀet
du stockage sur les indices de sensibilité
Nous voulons visualiser l’évolution des indices de sensibilité en fonction du temps pour
les diﬀérents modèles. L’évolution temporelle apporte des informations supplémentaires
sur l’amplitude de variation des indices et leur simultanéité. On calcul l’inﬂuence de chaque
variable météo sur les besoins horaires. On compare pour les deux saisons le cas original,
le cas "Triple Vitrage" et le modèle de maison DM dégradé.
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Nous avons vu dans les analyses précédentes que la température et le rayonnement di-
rect sont les variables responsables de la dispersion de sortie. Le comportement nocturne
et diurne de chaque indice n’est pas visible à partir des valeurs des indices de sensibilité
sur une sortie agrégée mensuelle. La présence du rayonnement solaire diminue l’eﬀet de
la température. On observe ce comportement en opposition de phase sur l’ensemble des
graphes d’évolution des indices en particulier sur la période de janvier.
Sur les graphes concernant le cas test original en ﬁgure 4.26 et le cas "Triple Vitrage"
en janvier en ﬁgure 4.28, on observe un régime transitoire au début du signal qui est moins
important pour le cas "Maison Dégradée" (ﬁgure 4.26), il ne dure que trois jours comparé
aux sept jours des autres signaux. Nous pensons que cette transition est due à l’initialisa-
tion des simulations et que l’écart entre Maison Dégradée et le cas test original est causé
par la diﬀérence de capacité de stockage du bâtiment : l’inertie. Avant la phase de simula-
tion et donc de calcul des performances, EnergyPlus répète le premier jour de simulation
jusqu’à ce que le bâtiment se stabilise. L’initialisation va dépendre de la convergence et
du nombre de jours d’initialisation ﬁxés. Dans le cas de l’étude, seule la convergence est
ﬁxée aﬁn d’initialiser au mieux les simulations et le logiciel répète la première journée
tant qu’il n’obtient pas la convergence. Or, nous pensons que cette procédure surestime
la variabilité de la première journée et à cause de l’inertie, elle inﬂuence la sensibilité
des jours suivants. Lorsque l’inertie est moins importante dans le cas "Maison Dégradée"
(ﬁgure 4.27 et ﬁgure 4.30) l’inﬂuence de l’initialisation est moins importante.
Un autre témoin de la diﬀérence de stockage de l’énergie entre le cas test original et
le cas "Maison Dégradée" est l’inﬂuence du rayonnement solaire durant la nuit. Ce phé-
nomène est particulièrement visible sur le cas test original au mois de juillet en ﬁgure
4.29 car la valeur de la sensibilité du rayonnement direct durant la nuit est au minimum
d’environ 0,3. Dans le cas où la quantité de rayonnement entrant est limitée par le triple
vitrage, cette valeur diminue et est proche de 0,2 (ﬁgure 4.31). Dans le cas "Maison Dé-
gradée" moins inertielle les valeurs sont plus basses et atteignent des valeurs nulles (ﬁgure
4.30) alors que l’amplitude des variations de sensibilité diurne et nocturne augmente de
0,2 par rapport au cas inertiel.
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Figure 4.26 – Cas test original en janvier Évolution des indices de sensibilité en
fonction du besoin de chauﬀage total horaire
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Figure 4.27 – Maison Dégradée en janvier Évolution des indices de sensibilité en
fonction du besoin de chauﬀage total horaire
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Figure 4.28 – Triple Vitrage en janvierÉvolution des indices de sensibilité en fonction
du besoin de chauﬀage total horaire
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Figure 4.29 – Cas test original en juillet Évolution des indices de sensibilité en
fonction du besoin de refroidissement total horaire
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Figure 4.30 – Maison dégradée en juilletÉvolution des indices de sensibilité en
fonction du besoin de refroidissement total horaire. On observe la diﬀérence d’amplitude
et de valeur de sensibilité pour le rayonnement direct la nuit par rapport au cas test
original lié à la diﬀérence d’inertie entre les deux modèles
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Figure 4.31 – Triple Vitrage en juillet Évolution des indices de sensibilité en fonction
du besoin de refroidissement total horaire
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Les résultats de dispersion et de paramètres inﬂuents dépendent du modèle que l’on
étudie. A travers diﬀérents cas de modiﬁcations du modèle thermique, d’un seul com-
posant (Triple Vitrage) à plusieurs (Maison Dégradée), nous illustrons l’impact de ces
modiﬁcations sur la dispersion et les indices de sensibilité. Les dispersions que l’on ob-
serve sont conséquentes et causées en été et hiver en majorité par la température. Qu’en
est-il dans le cas d’incertitude associée au modèle thermique. Quelle dispersion et quelle
sensibilité allons-nous obtenir en considérant les incertitudes des entrées statiques ?
4.4 Variabilité et sensibilité du modèle pour des en-
trées statiques et temporelles
On cherche à évaluer les diﬀérentes variabilités de sortie lorsque des paramètres sta-
tiques et dynamiques sont en jeu dans l’analyse de sensibilité. Pour cela nous allons
eﬀectuer une analyse de sensibilité en ne prenant en compte que les paramètres statiques
puis une analyse avec les deux types d’entrées : statiques et temporelles. Le climat utilisé
est celui de Lyon et le modèle thermique est le cas test original. En simulation thermique
dynamique, il n’est pas rare qu’un modèle de bâtiment comporte plus d’une centaine de
paramètres. Il s’agit des paramètres géométriques, relatifs au système, à l’occupation,
aux scénarios, aux paramètres thermo-physiques, à l’environnement, etc. Pour limiter le
nombre de paramètres dans l’analyse de sensibilité, on en sélectionne 49 représentatifs
des caractéristiques des vitrages, de l’isolation, de la structure et de l’environnement. Ces
49 paramètres, leur valeurs nominales ainsi que la fonction de distribution associée sont
présentés en annexe.
Les 49 paramètres sont échantillonnés pour la majorité sur une loi normale de moyenne,
leur valeur nominale x∗ et d’écart type σ tel que x∗ = x¯ ; x = x¯ ± 10% à un niveau de
conﬁance 95% soit 1, 96σ. N [x¯, 0.1x¯2 ]. Pour l’inﬁltration et l’albédo une loi uniforme est
choisie, les incertitudes des inﬁltrations sont de 10% U [x∗ − 0.1x∗, x∗ + 0.1x∗]. L’albédo
varie de 0,2 à 0,4 soit un écart de l’ordre de 33% par rapport à la valeur nominale 0,3.
La méthode d’échantillonnage LHS est utilisée pour générer une matrice X(0) de N×p
avec N = 1000 et p = 49 de laquelle est obtenue la seconde matrice X(1) par permutation
des X(0)i voir section 2.2.3.1. Les deux matrices d’échantillons sont propagées dans le
modèle pour obtenir après 2N évaluations du modèle Y (0)k et Y
(1)
k avec k la k-ième sortie.
On souhaite tout d’abord évaluer la dispersion et la sensibilité en ne prenant en compte
que la variabilité des entrées statiques.
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4.4.1 Analyses de sensibilité et d’incertitude pour les entrées
statiques
4.4.1.1 Résultats de l’étude statique pour le mois de janvier
Le tableau 4.13 regroupe les caractéristiques de la dispersion pour le besoin de chauf-
fage. Les valeurs moyennes sont légèrement plus importantes (3-4%) que les valeurs
moyennes du cas test original avec variabilité météo. La valeur de l’écart type est trois
fois moins importante, l’incertitude relative est donc faible, de l’ordre de 7%. A partir
de la dispersion, même faible, nous évaluons les paramètres les plus inﬂuents parmi les
49. Un grand nombre de paramètres a une valeur de sensibilité comprise entre 0,03 et
0,05. Sachant que l’écart type sur la variabilité de l’estimateur Si, tout comme les études
précédentes est de l’ordre de 0,05, nous considérons un eﬀet principal signiﬁcatif lorsqu’il
est supérieur à 0,05. Le tableau 4.14 renseigne l’ordre d’inﬂuence, le nom de la variable
et sa valeur de sensibilité Si.
Table 4.13 – Statique en janvier Valeurs de dispersion du besoin de chauﬀage total
et par zone
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 8,33 0,326 8, 33± 0, 64 7,67%
Etage [.108 Joule] 8,63 0,277 8, 63± 0, 54 6,29%
Totale [kWh.m−2] 4,83 0,160 4, 93± 0, 31 6,49%
Pour la zone RDJ, les deux premiers paramètres inﬂuents concernent les caractéris-
tiques des vitrage sud : la conductance (cond.sud : 21%) et le facteur solaire (fact.sol.sud :
19%). Puis le reste de la dispersion est expliqué à 18% par la conductivité de l’isolation
des murs extérieurs (cond.isol.murext.), à 15% par l’albédo et enﬁn à 9% par les inﬁltra-
tions du RDJ. La somme des indices de sensibilité est de 0,82, cette perte d’informations
peut être due au fait que de nombreux paramètres sont faiblement inﬂuents et contiennent
cependant de l’information. Il est diﬃcile d’évaluer si cette inﬂuence est réelle ou due à la
variabilité de l’estimateur. Cependant, il est aussi probable que le manque d’information
soit dû à des interactions notamment entre le facteur solaire Sud et l’albédo.
Les paramètres inﬂuents sur la dispersion du besoin de chauﬀage à l’Etage sont prin-
cipalement la conductivité de l’isolation des murs extérieurs (53%) et les inﬁltrations de
l’Etage (20%). A part l’albédo (7%) les paramètres inﬂuents sont tous en rapport avec les
déperditions thermiques contrairement au rez-de-jardin (facteur solaire Sud et albédo)et
on retrouve cette sensibilité plus accrue du RDJ au solaire par rapport à l’Etage.
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Table 4.14 – Statique en janvier Variables les plus inﬂuentes et valeurs des indices
de sensibilité Si pour le besoin de chauﬀage total et de chaque zone
RDJ Etage Total
Rang Variable Si Variable Si Variable Si
1 fact.sol.sud 0,209 cond.isol.murext. 0,525 cond.isol.murext. 0,360
2 cond.sud 0,194 infilt.etage 0,196 cond.sud 0,141
3 cond.isol.murext. 0,180 cond.ouest 0,073 fact.sol.sud 0,125
4 albédo 0,149 cond.sud 0,067 albédo 0,124
5 infil.rdj 0,088 albédo 0,065 cond.ouest 0,055
6 infilt.etage 0,051
4.4.1.2 Résultats de l’étude statique pour le mois de juillet
Le tableau 4.15 regroupe les valeurs de dispersion sur les besoins de refroidissement
pour le mois de juillet. Les valeurs moyennes sont proches des valeurs du cas test origi-
nal, l’écart type augmente ce qui a pour eﬀet d’augmenter l’incertitude relative qui reste
cependant proche des 30%. L’identiﬁcation des paramètres responsables de la dispersion
révèle que l’albédo domine à plus de 85% les besoins sur les deux zones (tableau 4.16).
L’albédo est la variable d’entrée qui est la plus dispersée avec 33% de variation et sa forte
inﬂuence en été montre une nouvelle fois la sensibilité du bâtiment au rayonnement so-
laire. Au regard des résultats précédent notamment sur le stockage de chaleur (inﬂuence
du rayonnement solaire la nuit), l’albédo inﬂuence la quantité de rayonnement réﬂéchi
et donc la sensibilité au stockage. Quelle inﬂuence de l’albédo allons nous observer si la
variabilité des données météorologiques sont également prise en compte dans l’analyse ?
La variabilité sur le rayonnement solaire et son inﬂuence serait-elle plus importante que
celle de l’albédo ? Est-ce la quantité de rayonnement initial qui inﬂuence la réponse du
bâtiment ou la part de rayonnement réﬂéchi ?
Table 4.15 – Statique en juillet Valeur de dispersion du besoin de refroidissement
total et par zone
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 5,77 0,972 5, 77± 1, 91 33%
Etage [.108 Joule] 4,39 0,612 4, 39± 1, 20 27,3%
Totale [kWh.m−2] 2,89 0,451 2, 89± 0, 88 30,6%
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Table 4.16 – Statique en juillet Variables les plus inﬂuentes et valeurs des indices de
sensibilité Si pour le besoin de refroidissement total et de chaque zone
RDJ Etage Total
Rang Variable Si Variable Si Variable Si
1 albédo 0,858 albédo 0,878 albédo 0,868
2 fact.sol.sud 0,097 fact.sol.sud 0,072 fact.sol.sud 0,087
4.4.2 Analyses de sensibilité et d’incertitude avec des entrées
temporelles et statiques
4.4.2.1 Résultats de l’étude mixte des entrées statiques et temporelles pour
le mois de janvier
L’ajout de la variabilité statique à la variabilité météorologique n’induit pas de dif-
férence signiﬁcative et on obtient les mêmes valeurs moyennes tandis que la dispersion
augmente légèrement ce qui induit une incertitude relative un peu plus importante mais
toujours dans l’ordre de grandeur des 20%-25%. On visualise, dans le tableau 4.18 le peu
d’impact de l’introduction de la variabilité statique : les variables inﬂuentes et leur va-
leur de sensibilité sont les mêmes que pour l’étude temporelle seule. La conductivité de
l’isolation apparait toutefois dans les paramètres inﬂuents. La variabilité météorologique
dominent les dispersions de sortie.
Table 4.17 – Statique et dynamique en janvier Valeurs de dispersion du besoin de
chauﬀage total et par zone
Chauﬀage Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 7,96 1,06 7, 96± 2, 08 26,1%
Etage [.108 Joule] 8,36 0,887 8, 36± 1, 74 20,8%
Totale [kWh.m−2] 4,65 0,547 4, 65± 1, 07 23,1%
Table 4.18 – Statique et Dynamique en janvier Variables les plus inﬂuentes et
valeurs des indices de sensibilité Si pour le besoin de chauﬀage total et de chaque zone
RDJ Etage Total
Rang Variable Si Variable Si Variable Si
1 T 0,605 T 0,806 T 0,709
2 RDir 0,259 RDir 0,084 RDir 0,168
3 cond.isol.murext. 0,071 cond.isol.murext. 0,051
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4.4.2.2 Résultats de l’étude mixte des entrées statiques et temporelles pour
le mois de juillet
Les valeurs moyennes sont, comme pour le mois de janvier, égales aux valeurs du cas
test original avec entrées temporelles par contre, la dispersion observée dans le tableau 4.19
est importante, l’incertitude relative est donc conséquente. Nous déterminons les raisons
de cette augmentation en estimant les indices de sensibilité (tableau 4.20) aﬁn de compa-
rer les entrées inﬂuentes à celles obtenues dans le cas de l’étude des entrées temporelles
seules. L’albédo explique la moitié des variations du besoin de refroidissement total et son
inﬂuence est plus importante pour le RDJ que pour l’Etage. Puis les variables inﬂuentes
sont les variables météorologiques rayonnement direct (RDir) et la température extérieure
(T ) plus ou moins inﬂuentes l’une par rapport à l’autre en fonction de la zone. Ainsi la
variabilité météorologique est inﬂuente sur la réponse d’un modèle thermique mais les
entrées statiques qui modulent leur importance au sein du bâtiment peuvent également
être très inﬂuentes.
Table 4.19 – Statique et Dynamique en juillet Valeurs de dispersion du besoin de
refroidissement total et par zone
Refroidissement Moyenne µ Ecart type σ Intervalle de conﬁance Variation
RDJ [.108 Joule] 5,58 1,21 5, 58± 2, 37 42,5%
Etage [.108 Joule] 4,24 0,893 4, 24± 1, 75 41,3%
Totale [kWh.m−2] 2,80 0,597 2, 80± 1, 17 41,8%
Table 4.20 – Statique et Dynamique en juillet Variables les plus inﬂuentes et
valeurs des indices de sensibilité Si pour le besoin de refroidissement total et de chaque
zone
RDJ Etage Total
Rang Variable Si Variable Si Variable Si
1 albédo 0,545 albédo 0,402 albédo 0,488
2 RDir 0,161 T 0,266 T 0,190
3 T 0,139 RDir 0,187 RDir 0,173
4 fact.sol.sud 0,077 fact.sol.sud 0,064
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4.5 Conclusion et tableau des dispersions
Nous avons exploré la dispersion et la sensibilité des entrées météorologiques dans dif-
férents cas. Nous avons montré que la valeur de dispersion des variables météorologiques
ainsi que la valeur moyenne ou la zone d’exploration impactent sur les résultats de dis-
persion de sortie et de sensibilité. Nous avons pu apprécier la modiﬁcation de réponse du
bâtiment entre Lyon et Strasbourg et visualiser l’impact de la température plus variable
et plus froide de Strasbourg par rapport à Lyon.
A partir de cet échantillon du climat lyonnais nous avons confronté les résultats de
dispersion et de sensibilité de diﬀérents modèles thermiques. Nous avons vu que le stockage
du bâtiment joue un rôle dans les valeurs de sensibilité obtenues alors que la sensibilité
du rayonnement solaire dépend de l’inertie du bâtiment. Lors d’une étude avec prise en
compte de la variabilité de 49 entrées statiques nous avons démontré que la variabilité des
entrées statiques peuvent induire des modiﬁcations importantes dans la détermination de
la sensibilité des entrées temporelles. Le tableau 4.21 regroupe l’ensemble des valeurs de
dispersion pour les besoins de chauﬀage et de refroidissement totaux pour les diﬀérents
cas ainsi que les entrées inﬂuentes et leur valeur de sensibilité, avec en gras les valeurs du
cas test original qui sert de comparaison tout le long de ce chapitre.
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Table 4.21 – Récapitulatif des dispersions pour les diﬀérents cas
CHAUFFAGE
Dispersion sur le besoin total Sensibilité
Cas Int. de conf. (95%) Inc. rel. (95%) Paramètre inﬂuent(Si)
Lyon 4, 65± 1, 01 21,1% T (0,80)
RDir (0,20)
Strasbourg 4, 98± 1, 60 32,1% T (0,87)
RDir (0,09)
Triple Vitrage 4, 42± 0, 89 20,1% T (0,84)
RDir (0,15)
Maison Dégradée 7, 91± 1, 49 18,9% T (0,90)
RDir (0,12)
Etude Statique 4, 83± 0, 31 6,49% cond.isol.murext.(0,36)
cond.sud(0,14)...
Etude Mixte 4, 65± 1, 07 23,1% T (0,71)
RDir (0,17)
REFROIDISSEMENT
Dispersion sur le besoin total Sensibilité
Cas Int. de conf. (95%) Inc. rel. (95%) Paramètre inﬂuent(Si)
Lyon 2, 79± 0, 75 27,0% T (0,53)
RDir (0,36)
Strasbourg 1, 57± 0, 78 49,2% RDir (0,59)
T (0,31)
Triple Vitrage 1, 84± 0, 66 36,1% T (0,59)
RDir (0,31)
RDiff (0,05)
Maison Dégradée 3, 26± 0, 97 29,7% T (0,65)
RDir (0,29)
Etude Statique 2, 89± 0, 88 30,6% alb.(0,87)
fact.sol.sud(0,09)
Etude Mixte 2, 80± 1, 17 41,8% alb. (0,49)
T (0,19)
RDir (0,17)
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Conclusion
Les sollicitations telles que les occupants, la météo ou encore les scénarios de consom-
mation des usages font partie des entrées les plus incertaines et potentiellement les plus
inﬂuentes sur les performances d’un bâtiment basse consommation. Il est nécessaire pour
pouvoir garantir des performances de déterminer les dispersions de sortie associées à la va-
riabilité des entrées temporelles et d’en déterminer les variables responsables pour mieux
réduire leur variabilité ou encore concevoir le bâtiment de manière robuste.
Pour répondre à cette problématique, nous avons utilisé les indices de sensibilité de
Sobol qui font partie des méthodes d’analyse de sensibilité adaptées aux modèles com-
plexes à grandes dimensions tels que les modèles de bâtiment pour la simulation thermique
dynamique. La gestion des entrées fonctionnelles étant un verrou scientiﬁque pour les mé-
thodes d’analyse de sensibilité standard, une méthodologie originale a été développée dans
le cadre de cette thèse aﬁn de générer des échantillons compatibles avec l’estimation de la
sensibilité. Bien que la méthode soit générique aux entrées fonctionnelles, elle a été validée
dans ce travail de thèse pour le cas des données météorologiques et tout particulièrement
à partir des ﬁchiers météo moyens utilisés en simulation thermique dynamique.
Les deux aspects principaux de ce travail de développement résident dans la caractéri-
sation de la variabilité des données météorologiques et dans la génération des échantillons
permettant l’estimation de la sensibilité de chaque variable météorologique sur la disper-
sion des performances d’un bâtiment.
Nous avons montré que les échantillons sont cohérents avec l’hypothèse d’indépen-
dance dans la génération des entrées temporelles corrélées, ce qui permet d’appliquer les
techniques d’analyse de sensibilité. Par ailleurs, nous obtenons des échantillons représen-
tatifs de la variabilité naturelle des données météorologiques sur dix ans. Nous observons
cependant quelques anomalies dans la génération liées à la perte d’informations sur les
structures corrélatives, qui restent toutefois minimes. Une étude comparative avec des
données météorologiques mesurées sur le long terme permettra d’évaluer avec précision
les lacunes de la méthodologie.
135
136 Conclusion
La propagation des échantillons nous permet d’évaluer la dispersion sur les besoins
énergétiques de la maison INCAS-DM. Quel que soit le climat ou le type de modèle ther-
mique testé, la température et le rayonnement direct dominent la dispersion en été et
hiver. L’ordre de grandeur de ces dispersions est de 20% à 30% par rapport à la valeur
moyenne en considérant un intervalle de conﬁance à 95%. Une étude faisant intervenir
l’incertitude des entrées statiques et dynamiques du bâtiment montre même une disper-
sion en été de plus de 40% due majoritairement à l’inﬂuence de l’albédo. Par ailleurs nous
avons montré que l’étude de l’évolution temporelle des indices de sensibilité des variables
météorologiques permettait d’évaluer la capacité de stockage du bâtiment en mettant en
valeur la sensibilité du rayonnement direct sur la dispersion des besoins en période noc-
turne.
Les résultats présentés ici sont issus du cas particulier de la maison INCAS-DM pour
les climats de Lyon et de Strasbourg mais la méthodologie est bien sûr applicable à tous
bâtiments et climats tempérés aﬁn d’évaluer la dispersion sur les besoins énergétiques liée
à la variabilité météo et d’en déterminer les variables responsables. Nous avons vu qu’elle
pouvait être combinée à une analyse de sensibilité comprenant également les entrées sta-
tiques telles que les paramètres de conception. Par ailleurs cette méthodologie peut être
adaptée à d’autres entrées fonctionnelles corrélées comme les proﬁls d’occupation, les scé-
narios pour permettre une étude globale des incertitudes et de la sensibilité en thermique
du bâtiment et bien entendu également dans un cadre diﬀérent de celui de la thermique
du bâtiment.
Dans ces travaux, l’étude des besoins énergétiques a permis plus de transparence sur
les capacités de l’enveloppe ce qui est une première étape dans l’évaluation des perfor-
mances énergétiques.
Perspectives
Les perspectives de ce travail nous permettront d’envisager des diagnostics de perfor-
mance prenant en compte les incertitudes ce qui est une condition indispensable à la mise
en place de la garantie de performance.
En eﬀet, la garantie de performance passe par le calcul des consommations et non pas
uniquement des besoins ce qui sous-entend connaître la gestion du bâtiment et les systèmes
énergétiques en tenant compte de leurs incertitudes. Ainsi il sera nécessaire d’étudier les
performances du bâtiment en prenant en compte son utilisation réelle avec le proﬁl d’oc-
cupation, les scénarios (ouverture/fermeture de volet, température de consigne adaptées,
etc..), l’eﬃcacité des systèmes, le renouvellement d’air, etc.
Il faudra également être capable d’estimer la dispersion sur les consommations liées à
la variabilité des scénarios, de l’occupation, des systèmes, de la météo et des paramètre
statiques, ce qui permettra d’une part d’obtenir un intervalle de conﬁance sur les résul-
tats et d’autre part de recenser les paramètres les plus inﬂuents. Cette approche pourra
mener à des choix de systèmes énergétiques plus stables face aux variations induites par
l’occupation ou les conditions météorologiques.
Pour permettre ce type d’étude des travaux sur l’utilisation des modèles réduits devront
être menés aﬁn de réduire le temps de calcul associé à l’analyse de sensibilité pour être
capable de gérer des bâtiments complexes.
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Plan et composition de la maison INCAS
Composition des parois et propriétés thermo-physiques des matériaux de la maison
INCAS-DM
Type de Matériau e λ ρ Cp
paroi [cm] [W.m−1.K−1] [kg.m−3] [J.kg−1.K−1]
Mur extérieur Enduit extérieur 1 1 1450 500
Parpaing 15 0,74 800 648
Laine de verre 20 0,035 12 840
Parpaing 15 0,74 800 648
Plâtre 1,5 0,42 1200 837
Plancher bas Enduit extérieur 1 1 1450 500
Polystyrène extrudé 20 0,030 35 1400
Dalle pleine 16 2,5 2400 1000
Chape béton 8 1,75 2400 880
Combles Laine de verre 40 0,035 12 840
Plâtre 1,5 0,42 1200 837
Plancher Poutrelle 16 1,23 1300 648
intermédiaire Dalle pleine 4 2,5 2400 1000
Chape béton 8 1,75 2400 880
Carrelage 1 0,41 1200 1000
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Liaison plancher bas mur extérieur de la maison I-DM [61]
Coupe de principe de la maison I-DM
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Données statistiques extraites du ﬁchier IWEC Lyon
au mois de juillet
• Humidité relative
• Rayonnement Direct
• Rayonnement Diﬀus
• Vitesse de vent
• Direction de vent
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Données statistiques extraites pour l’humidité relative
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Données statistiques extraites pour le rayonnement direct
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Données statistiques extraites pour la direction de vent
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Données statistiques extraites pour la vitesse de vent
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Valeurs et dispersions des 49 paramètres statiques de
l’analyse de sensibilité statique et mixte
Valeurs et dispersions des 49 paramètres statiques de l’analyse de sensibilité statique et
mixte
Composant Paramètre abréviation valeur
laine de verre 35 conductivité cond.isol.murext N (0.035, 0.00175)
isolation murs ext. masse volumique rho.isol.murext N (12, 0.6)
laine de verre 32 conductivité cond.isol.murcomb N (0.032, 0.0016)
Isolation mur masse volumique rho.isol.murcomb N (12, 0.6)
comble
laine de verre 35 conductivité cond.isol.Et.comble N (0.035, 0.00175)
Isolation masse volumique rho.isol.murcomb N (12, 0.6)
Etage-comble
Polystyrene extrudé conductivité cond.isol.VS.rdj N (0.03, 0.0015)
Isolant VS-RDJ masse volumique rho.isol.VS.rdj N (35, 1.75)
Roofmate conductivité cond.isol.mur.vs N (0.029, 0.00145)
Isolant murs VS masse volumique rho.isol.mur.vs N (35, 1.75)
Parpaing conductivité cond.parpaing N (1, 0.05)
murs Masse volumique rho.parpaing N (1100, 55)
Chape conductivité cond.chape.bas N (2.75, 0.1375)
Plancher bas Masse volumique rho.chape.bas N (2400, 120)
Dalle 16 cm conductivité cond.dalle.bas16 N (2.5, 0.125)
Plancher bas Masse volumique rho.dall.bas N (2400, 120)
Poutrelle conductivité cond.poutre N (1.23, 0.0615)
Plancher haut Masse volumique rho.poutre N (1300, 65)
Chape conductivité cond.chape.haut N (2.75, 0.1375)
Plancher haut Masse volumique rho.chape.haut N (2400, 120)
Dalle 4 cm conductivité cond.dalle.haut4 N (2.5, 0.125)
Plancher haut Masse volumique rho.dalle.haut4 N (2400, 120)
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Composant Paramètre abréviation valeur
carrelage conductivité cond.carrelage N (0.41, 0.0205)
Sol RDC Masse volumique Rho.carrelage N (1200, 60)
Enduit conductivité cond.enduit N (1, 0.05)
Mur ext. Masse volumique rho.enduit N (1450, 72.5)
Plâtre conductivité cond.platre N (0.43, 0.0215)
Mur int. masse volumique rho.platre N (1200, 60)
Faux plafond conductivité cond.fxplaf N (0.35, 0.0175)
Plafond Etage Masse volumique rho.fxplaf N (36.9, 1.845)
plafond RDJ
Tuile conductivité Cond.tuile N (2.2, 0.11)
toit Masse volumique Rho.tuile N (2700, 135)
Air plafond conductivité Cond.air N (0.025, 0.00125)
(fx plafond) Masse volumique Rho.air N (1.23, 0.0615)
gravier conductivité Cond.gravier N (2, 0.1)
Sol environnant Masse volumique Rho.gravier N (1600, 80)
Fenêtre sud Conductance cond.sud N (1.1, 0.055)
transmittance fact.sol.sud N (0.6, 0.03)
Fenêtre est Conductance cond.est N (1.1, 0.055)
transmittance fact.sol.est N (0.6, 0.03)
Fenêtre ouest Conductance cond.ouest N (1.1, 0.055)
transmittance fact.sol.ouest N (0.6, 0.03)
Fenêtre nord conductance cond.nord N (0.7, 0.035)
(triple vitrage) transmittance fact.sol.nord N (0.45, 0.0225)
Albédo Albédo U(0.2, 0.4)
Inﬁltration
Vide Sanitaire inﬁltration inﬁlt.vs U(1.8, 2.2)
COMBLE inﬁltration inﬁlt.comble U(1.8, 2.2)
Etage inﬁltration inﬁlt.etage U(0.1035, 0.1265)
RDJ inﬁltration Inﬁlt.rdj U(0.1035, 0.1265)
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Résumé
Ce travail de thèse s’inscrit dans le cadre du projet ANR FIABILITE qui porte sur
la ﬁabilité des logiciels de simulation thermique dynamique et plus particulièrement sur
les sources potentielles de biais et d’incertitude dans le domaine de la modélisation ther-
mique et énergétique des bâtiments basse consommation. Les sollicitations telles que les
occupants, la météo ou encore les scénarios de consommation des usages font partie des
entrées les plus incertaines et potentiellement les plus inﬂuentes sur les performances d’un
bâtiment basse consommation. Il est nécessaire pour pouvoir garantir des performances
de déterminer les dispersions de sortie associées à la variabilité des entrées temporelles et
d’en déterminer les variables responsables pour mieux réduire leur variabilité ou encore
concevoir le bâtiment de manière robuste.
Pour répondre à cette problématique, on se base sur les indices de sensibilité de Sobol
adaptés aux modèles complexes à grandes dimensions tels que les modèles de bâtiment
pour la simulation thermique dynamique. La gestion des entrées fonctionnelles étant un
verrou scientiﬁque pour les méthodes d’analyse de sensibilité standard, une méthodologie
originale a été développée dans le cadre de cette thèse aﬁn de générer des échantillons
compatibles avec l’estimation de la sensibilité. Bien que la méthode soit générique aux
entrées fonctionnelles, elle a été validée dans ce travail de thèse pour le cas des données
météorologiques et tout particulièrement à partir des ﬁchiers météo moyens (TMY) utili-
sés en simulation thermique dynamique.
Les deux aspects principaux de ce travail de développement résident dans la caractérisa-
tion de la variabilité des données météorologiques et dans la génération des échantillons
permettant l’estimation de la sensibilité de chaque variable météorologique sur la dis-
persion des performances d’un bâtiment. A travers diﬀérents cas d’application dérivés
du modèle thermique d’une maison basse consommation, la dispersion et les paramètres
inﬂuents relatifs à la variabilité météorologique sont estimés. Les résultats révèlent un
intervalle d’incertitude sur les besoins énergétiques de l’ordre de 20% à 95% de niveau de
conﬁance, dominé par la température extérieure et le rayonnement direct.
Mots clés : Analyse de sensibilité et d’incertitude, entrées temporelles, variabilité
météorologique, bâtiment basse consommation, simulation thermique dynamique, ﬁabilité.
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Abstract
This thesis is part of the ANR project FIABILITE dealing with the reliability of dyna-
mic thermal simulation softwares and particularly with the potential sources of bias and
uncertainties in the ﬁeld of thermal and energy modeling of low consumption buildings.
The solicitations such as the occupancy schedules, the weather data or the usage scenarios
are among the most uncertain and potentially most inﬂuential inputs on the performance
of a low energy building. To ensure the eﬃciency of such buildings, we need to determine
the outputs dispersion associated with the uncertainty of the temporal inputs as well as
to emphasize the variables responsible for the dispersion of the output in order to design
the building in a robust manner.
To address this problem, we have used the sensitivity indices of Sobol adapted to complex
models with high dimensions, such as building models for dynamic thermal simulations.
The management of the functional inputs being a lock for the scientiﬁc methods of stan-
dard sensitivity analysis, an innovative methodology was developed in the framework of
this thesis in order to generate consistent samples with the estimate of the sensitivity.
Although the method can incorporate generic functional inputs, it has been validated in
this thesis using meteorological data and especially the typical meteorological year (TMY
ﬁles) used in dynamic thermal simulations.
The two main aspects of this development work lie in the characterization of the varia-
bility of meteorological data and the generation of samples to estimate the sensitivity of
each weather variable dispersion on the thermal and energy performances of a building.
Through various case studies derived from the thermal model of a low-energy house, the
dispersion and inﬂuential parameters for meteorological variability are estimated. Results
show a large range of uncertainties in the energy requirements from about 20 % at a
conﬁdence level of 95 %.
Keywords : Uncertainty and sensitivity analyses, temporal inputs, meteorological
variability, low-consumption building, dynamic thermal simulation, reliability.
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