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Abstract. Fast Magnetic Resonance Imaging (MRI) is highly in demand
for many clinical applications in order to reduce the scanning cost and
improve the patient experience. This can also potentially increase the
image quality by reducing the motion artefacts and contrast washout.
However, once an image field of view and the desired resolution are chosen,
the minimum scanning time is normally determined by the requirement
of acquiring sufficient raw data to meet the Nyquist–Shannon sampling
criteria. Compressive Sensing (CS) theory has been perfectly matched to
the MRI scanning sequence design with much less required raw data for
the image reconstruction. Inspired by recent advances in deep learning
for solving various inverse problems, we propose a conditional Generative
Adversarial Networks-based deep learning framework for de-aliasing and
reconstructing MRI images from highly undersampled data with great
promise to accelerate the data acquisition process. By coupling an innova-
tive content loss with the adversarial loss our de-aliasing results are more
realistic. Furthermore, we propose a refinement learning procedure for
training the generator network, which can stabilise the training with fast
convergence and less parameter tuning. We demonstrate that the pro-
posed framework outperforms state-of-the-art CS-MRI methods, in terms
of reconstruction error and perceptual image quality. In addition, our
method can reconstruct each image in 0.22ms–0.37ms, which is promising
for real-time applications.
1 Introduction
Magnetic Resonance Imaging (MRI) is an invaluable technique for clinical medical
imaging in that it provides non-invasive, reproducible and quantitative measure-
ments of tissue structural, anatomical and functional information. Despite its
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unique flexibility for imaging different tissue types and organs of the human body
(because the sensitivity of the image to tissue characteristics can be extensively
tuned), prolonged acquisition times limit its usage due to expensive cost and
considerations of patient comfort and compliance [1].
MRI is associated with an inherently slow acquisition speed that is due to
data samples not being collected directly in the image space but rather in k -space,
which contains spatial-frequency information. Here k -space and the image space
are inversely related: resolution in one domain determines extent in the other.
The raw data samples are acquired sequentially in k -space and the speed at which
k -space can be traversed is limited by physiological and hardware constraints
[2]. Once the desired field-of-view and spatial resolution of the MRI images are
prescribed, the k -space raw data we need to acquire is conventionally determined
by the Nyquist–Shannon sampling criteria [3].
One possible fast MRI approach is to undersample k -space, to which can pro-
vide an acceleration rate proportional to the undersampling ratio. However, this
undersampling in k -space would violate the Nyquist–Shannon sampling criteria,
and thus generates aliasing artefacts once the images have been reconstructed.
Therefore, the main challenge for fast MRI is to find an algorithm that can
reconstruct an uncorrupted or de-aliased image from the undersampled k -space.
The mathematical framework of Compressive Sensing (CS) has been inten-
sively investigated from about a decade ago [4], and was almost immediately
considered for fast MRI applications due to the inherent suitability of the MRI
data. Firstly, in general, the medical imagery acquired by MRI is naturally
compressible. CS utilises the implicit sparsity of MRI images to reconstruct accel-
erated acquisitions [5]. Here the term ‘sparsity’ describes a matrix of image pixels
or raw data points, which is predominately zero valued or namely compressible.
Such sparseness may exist either in the image domain or more commonly via a
suitable mathematical representation in a transform domain of the images due to
redundancy in a single image or over a series of related images. Using this prop-
erty, CS allows accurate reconstruction from undersampled raw data, with the
proviso that the sampling pattern is ‘random’ to create incoherent undersampling
artefacts that a proper ‘nonlinear reconstruction’ can be applied to suppress noise-
like artefacts without degrading image quality of the reconstruction [2]. Secondly,
the MRI scanners acquire raw data samples in spatial-frequency encoded k -space.
This allows aforementioned random undersampling to be implemented on the
scanner, and the fast MRI can be achieved by acquiring less data in the first
place, although this violates the requirements of the Nyquist–Shannon sampling
criteria.
Sparse regularisation, which is a key component for successful fast CS based
MRI (CS-MRI), can be explored in a specific transform domain or generally
in a dictionary-based subspace [6]. Classic fast CS-MRI used predefined and
fixed sparsifying transforms, e.g., total variation (TV) [7, 8, 9], discrete cosine
transforms [10, 11, 12] and discrete wavelet transforms [13, 14, 15]. In addition,
this has been extended to more flexible sparse representation learnt directly from
data using dictionary learning [16, 17, 18].
Despite the promise of using fast CS-MRI, most routine clinical MRI scan-
nings are still based on standard Cartesian sequences or accelerated only using
parallel imaging. The main challenges are: (1) it can be challenging to satisfy
the incoherence criteria required by CS [1]; (2) the sparsifying transforms used
in current CS methods might be too simple to capture complex image details
associated with subtle differences of the biological tissues, e.g., TV based sparsi-
fying transform can introduce staircase artefacts in the reconstructed image [19];
(3) nonlinear optimisation solvers usually involve iterative computing and updat-
ing that may result in relatively long reconstruction time [1]; (4) inappropriate
hyper-parameters predicted in current CS methods can cause over-regularisation
that will yield overly smooth and unnatural looking reconstructions or images
with residual undersampling artefacts [1] and (5) the acceleration rate is still
limited (2× to 6× acceleration).
Recently, deep learning has been widely and successfully applied in many com-
puter vision problems. Essentially, CS-MRI reconstruction is solving a generalised
inverse problem that is analogous to image super-resolution (SR), de-noising
and inpainting that have been well investigated in computer vision. Deep neural
network architectures, especially convolutional neural networks (CNNs), are
becoming the state-of-the-art technique for tackling such inverse problems, e.g.,
image SR [20], de-noising and inpainting [21, 22]. Comprehensive reviews on clas-
sic CS methods and clinical applications can be found elsewhere [1, 23], and here
we briefly review the most relevant publications using deep learning models for
the CS-MRI. It is of note that despite the popularity of deep learning in computer
vision applications, there has only been preliminary research on deep learning
based CS-MRI. From our literature search, we found only two formal publications
on this topic [19, 24], and the other three preprints on the arXiv [25, 26, 27]. In
general these methods leveraged deep learning (e.g., CNNs) to derive an optimal
mapping between the undersampled k -space (aliased reconstruction) and the
desired uncorrupted image (de-aliased reconstruction). This has been done in
either a sequential manner with classic CS-MRI or in an integrated manner that
considered the CNNs based training as an additional regularisation term [24].
The experimental results have shown some promise; however, the improvement
was not significantly different from what classic CS-MRI can achieve although
the reconstruction speed has been dramatically improved [19]. Moreover, only up
to 6× acceleration could be achieved by these methods [19, 24, 25, 26, 27].
In this study, we proposed a novel conditional Generative Adversarial Networks
(GAN) based deep learning architecture for fast CS-MRI. Our main contributions
are: (1) we used the U-Net architecture [28] with skip connections to achieve
better reconstruction details; (2) for more realistic reconstruction, we proposed
to combine the adversarial loss with a novel content loss considering both pixel-
wise mean square error (MSE) and perceptual loss defined by pretrained VGG
networks and (3) we proposed a refinement learning for training the generator
that can stabilise the training with fast convergence and less parameter tuning.
Compared to other state-of-the-art CS-MRI methods, we can achieve up to 10×
acceleration with superior results and faster processing time using the GPU.
2 Method
2.1 General CS-MRI
MRI reconstruction naturally deals with complex numbers. Let x ∈ CN represent
a complex-valued MRI image, which consists of
√
N ×√N pixels formatted as
a column vector. The aim is to reconstruct x from the undersampled k -space
measurements y ∈ CM (M << N), such that y = Fux, in which Fu ∈ CM×N is
the undersampled Fourier encoding matrix. In order to solve this underdetermined
and ill-posed system, one must exploit a-priori knowledge of x that can be
formulated as an unconstrained optimisation problem, that is
min
x
1
2
||Fux− y||22 + λR(x), (1)
where the least squares part represents the data fidelity term. R expresses
regularisation terms on x and λ is a regularisation parameter. The regularisation
terms R typically involve lq-norms (0 ≤ q ≤ 1) in the sparsifying domain of x [2].
Previous deep learning based fast CS-MRI studies [24, 25] integrated CNNs
into CS-MRI, that is
min
x
1
2
||Fux− y||22 + λR(x) + ζ||x− fcnn(xu|θˆ)||22, (2)
in which fcnn is the forward propagation of the CNNs parametrised by θ, and
ζ is another regularisation parameter. The image generated by the CNNs (i.e.,
fcnn(xu|θˆ)) was used as a reference image and as an additional regularisation
term, in which θˆ represents the optimised parameters of the trained CNNs. In
addition, xu = FHu y is the reconstruction from the zero-filled undersampled
k -space measurements, where H represents the Hermitian transpose operation.
2.2 General GAN
Generative Adversarial Networks (GAN) [29] consist of a generator network G and
a discriminator network D. The goal of the generator G is to map latent variable
z to the distribution of the given true data in order to fool a discriminator D,
while the discriminator aims to distinguish the true data x from the synthesised
fake data GθG(z). Mathematically, the training process can be represented by a
minimax function with network parameters θG and θD as following
min
θG
max
θD
Ex∼pdata(x)[logDθD (x)] + Ez∼pz(z)[log(1−DθD (GθG(z)))], (3)
where latent variable z is sampled from a fixed latent distribution pz(z) and real
samples x come from a real data distribution pdata(x). Extra prior information
can constrain the generator G to learn to create samples conditioned on such
information, which is known as conditional GAN [30].
2.3 Proposed Method
Figure 1 shows the overall framework of our GAN-based de-aliasing architecture.
We used GAN conditioned on images. We fed the zero-filling reconstruction xu
(contains aliasing artefacts) to the generator and would yield the corresponding
de-aliased reconstruction xˆu in order to stop the discriminator from recognising
it from fully-sampled ground truth reconstruction xt. In other words, we have
paired xt and xu as the input training data, we output xˆu.
xu
xt
xu
G(xu) xu^ Pixel-wise
Loss
VGG
VGG
Generator
Refinement Connection
Perceptual Loss
Real or
Fake?
Discriminator
Adversarial loss
Fig. 1: Schema for our proposed GAN-based de-aliasing for fast CS-MRI.
Adversarial Loss First, instead of using CNNs, we incorporated adversarial
loss into our de-aliasing process for the fast CS-MRI that can be expressed as
min
θG
max
θD
Ext∼ptrain(xt)[logDθD (xt)] + Exu∼pG(xu)[log(1−DθD (GθG(xu)))]. (4)
Adversarial Learning For the generator G, we used the U-Net architecture
[28], which applied skip connections between mirrored layers in the encoder and
decoder paths. These skip connections can pass different levels of features to the
decoder and gain better reconstruction details. For the output activation function
of the generator, we used the hyperbolic tangent function. This adversarial
learning process can be considered as using an adaptive loss function to iteratively
shift the distribution of the de-aliased reconstruction towards the ground truth
distribution.
Content Loss In order to make the generated images more realistic, in
addition to the adversarial loss, we also designed a content loss for training the
generator, which is formed by coupling a pixel-wise MSE loss and a perceptual
VGG loss, that is
min
θG
α
1
2
||xt − xˆu||22 + β
1
2
||fvgg(xt)− fvgg(xˆu)||22 + log(1−DθD (xˆu)) (5)
s.t. xˆu = GθG(xu),
in which the first term describes the MSE loss that is a common choice of the
optimisation cost function for the deep learning based fast CS-MRI [19, 26]. In
our study, we used the normalised MSE (NMSE). However, the solution solely
based on the optimisation of the MSE loss, which is defined on pixel-wise image
difference, could result in perceptually overly smooth reconstructions that often
lack high-frequency image details. We therefore defined an additional VGG loss
(second term of Eq. 5) to take the perceptual similarity into account [31]. In
particular, we used the conv4 output of the VGG as the encoded embedding of
the de-aliased output and the ground truth, and computed the MSE between
them. By optimising this combined loss, the aim is to train a generator network
successfully that can yield realistic de-aliased reconstruction that can fool the
discriminator network. Once the generator network has been trained, we can
apply it to any new inputs (i.e., initial aliased zero-filled reconstructions), and it
will result in the de-aliased reconstruction.
Refinement Learning Another main innovation of our method is that we
added the undersampled reconstruction xu to the generator output to model the
final de-aliased reconstruction, i.e., instead of using xˆu = GθG(xu) we proposed
to use xˆu = GθG(xu) + xu. In so doing, we transferred the generator from a
conditional generative function to a refinement function, i.e., only generate the
missing information. This can dramatically reduce the complexity of the learning,
make the model more stable with faster convergence. In order to ensure that the
de-aliased reconstruction xˆu is in a proper intensity scale as the ground truth,
we applied a simple ramp function to rescale the image.
Our generator can learn to perform de-aliasing of the zero-filled reconstruction,
and create solutions that highly resemble the fully sampled ground truth. We
named our method (using GAN architecture, pixel-wise MSE loss, VGG loss,
and refinement learning) as Pixel-Perceptual-GAN-Refinement (PPGR). For
comparison purpose, we also tested the method without refinement learning that
is named as Pixel-Perceptual-GAN (PPG), and the method with pixel-wise MSE
only and GAN architecture is denoted as Pixel-GAN (PG).
3 Experimental Settings and Results
3.1 Experimental Settings
Datasets First, we trained and validated our GAN-based deep de-aliasing
model using a subset of the IXI dataset 1. We randomly selected 1605 T1-weighted
MRI images acquired for healthy volunteers. For this subset of the IXI dataset, we
demonstrated the robustness of our model using 5-fold cross-validation. Second,
we also tested our model using a MICCAI 2013 grand challenge dataset 2. We
randomly included 100 T1-weighted MRI data for training and 50 MRI data
for testing as described by [19] for a comparison study. We simulated both 1D
and 2D Gaussian distribution based undersampling masks for our experiments.
For each mask, 10%, 20%, 30%, 40% and 50% remaining raw k -space data were
simulated representing 10×, 5×, 3.3×, 2.5× and 2× accelerations.
1 http://brain-development.org/ixi-dataset
2 http://masiweb.vuse.vanderbilt.edu/workshop2013/index.php/Segmentation_Challenge_Details
Evaluation Methods For both datasets, we reported the NMSE, the Peak
Signal-to-Noise Ratio (PSNR in dB) and the Structural Similarity Index (SSIM)
[31]. The reconstructed fully sampled k -space data was used as ground truth
(GT) for validation. In addition to quantitative metrics, we also evaluated our
method using qualitative visualisation of the reconstructed MRI images and the
error with respect to the GT (e.g., using absolute difference image amplified
10×).
Networks and Training Settings Our GAN architecture was inspired by
[32, 33] that consists of multiple convolutional and deconvolutional layers with
batch normalisation [34] and leaky ReLU layers. The VGG network [35] we used
was pretrained on ImageNet [36]. Detailed architecture settings can be found in
the Supplementary Material. For both datasets, we trained separate networks
for different sampling ratios with the following mutual hyperparameters: α = 15,
β = 0.0025, initial learning rate of 0.0001, batch size of 25. We adopted Adam
optimisation [37] with momentum of 0.5. For the IXI dataset, each model was
trained by fixed 60 epochs and the learning rate was halved every 30 epochs. For
the MICCAI dataset, each model was learnt by employing early stopping and
the learning rate was halved every 5 epochs.
Data Augmentation The purpose of data augmentation is to improve the
network performance by intentionally producing more training data from the
original one. Conventional data augmentation (e.g., image flipping, rotation, shift,
brightness adjustment and zoom) can result in displacement fields change but can
not create training samples with diverse shapes. The shape of the organs imaged
by MRI could be diverse but the variation is limited; therefore, in addition to
conventional data augmentation, we also applied elastic distortion [38] that can
generate more training data with arbitrary but reasonable shape variations.
Implementation The implementation of our GAN-based de-aliasing model
has been done using a high-level Python wrapper (TensorLayer 3) of the Tensor-
Flow 4 library. We will publish our open-source implementation on the Github.
3.2 Results
Figure 2 shows comparison results of the SSIM between our proposed methods
(PG, PPG and PPGR) and the baseline zero-filling (ZF) reconstruction using
the IXI dataset (higher SSIM indicates better results). In general, all versions of
our GAN-based methods outperformed the baseline reconstruction significantly.
PPGR with refinement learning obtained the best SSIM with less variation than
PPG and PG methods. We also calculated the NMSE and PSNR (refer to the
Supplementary Material), both of which gained significant improvement compared
to the baseline reconstruction regardless the random sampling distribution and
undersampling ratio.
Table 1 tabulates the NMSE and PSNR results for our MICCAI dataset.
Compared to the ZF baseline, our methods also performed much better. When
3 http://tensorlayer.readthedocs.io
4 https://www.tensorflow.org
only 10% of k -space remained using a 2D undersampling mask, we could still
obtain > 38dB PSNR. Compared to [19] study that used a similar experimental
setting and data, we achieved better reconstruction in terms of NMSE and PSNR
improvements. Also, we demonstrated that our method could work when the
k -space is highly undersampled (e.g., when only 10% of raw data remains we can
still obtain SSIM > 0.97). Figure 4 (a) shows the line profile comparison using
different reconstruction methods. Compared to the line profile of the GT image,
ZF results were clearly over-smooth. Although better details can be observed
in PG and PPG results compared to ZF, the PPGR results were the best that
were closer to the GT. Figure 4 (b) and (c) demonstrate that after adding the
refinement connection, our PPGR method had a much faster convergence and a
more stable improvement over the PSNR than the PPG.
As the MICCAI datasets we used and the experimental settings (2D under-
sampling masks) were similar to [19], we also compared with their quantitative
results. Compared to the conventional CS-MRI methods using predefined and
fixed sparsifying transforms (e.g., TV [6], RecPF [8] and PBDW [13]), our PPGR
method achieved lower NMSE and higher PSNR (e.g., NMSE ≥ 0.062 using
conventional CS-MRI v.s. NMSE = 0.059 using PPGR, and PSNR < 39dB
v.s. PSNR = 43.56dB when the undersampling ratio is 30%). Compared to
state-of-the-art CS-MRI methods using non-local sparsity operator, dictionary
learning and deep learning (e.g., PANO [39], FDLCP [18], BM3D-MRI [40] and
ADMM-Net [19]), we obtained comparable NMSE and improved PSNR, and
more importantly our GPU implementation could process each reconstruction in
only 0.22ms–0.37ms.
Figure 3 shows examples of reconstructed images using IXI dataset (upper two
rows) under 1D Gaussian random sampling and MICCAI datasets (bottom two
rows) under 2D Gaussian random sampling with various undersampling ratios,
respectively. For each example case, we showed the GT and the reconstructions
with various undersampling ratios (Figure 3 1st and 3rd rows), and the difference
images between the GT and each reconstruction (Figure 3 2nd and 4th rows).
We obtained compelling de-aliasing results compared to the initial difference
images that contained significant aliasing artefacts. We can hardly observe any
qualitative differences between the reconstructed images and the GT when
the undersampling ratio ≥30%. However, when the undersampling ratio ≤20%,
we might start noticing the loss of structural information (e.g., organ edges);
however, most of the aliasing artefacts have still been suppressed effectively. Also,
in general results obtained from 2D undersampling masks were better than the
ones recovered using 1D masks.
4 Discussion
Classic fast CS-MRI treats the image reconstruction task as a nonlinear optimi-
sation problem without considering prior information of the expected appearance
of the anatomy or the possible structure of the undersampling artefacts. This
is significantly different from how human radiologists read images. Radiologists
have been trained to read MRI images and scrutinise for certain reproducible
anatomical and contextual patterns [26]. By reading thousands of MRI images
over the course of their career, they can obtain remarkable skills to understand
images with known artefacts presented [1]. Therefore, imitating this human learn-
ing experience using GAN based deep learning model can change the conventional
online nonlinear optimisation task into an offline training procedure. In other
words, compared to classic CS methods that solved the inverse problem for each
new input dataset, our GAN based deep learning model can learn the complex
nonlinear mapping between the undersampled k -space (aliased reconstruction)
and the desired uncorrupted image (de-aliased reconstruction) offline. Once such
optimal mapping is learnt, it can be applied to any new input dataset. Although
the training procedure can take a long time to finish (depending on the size of
the training dataset and the desired quality of the reconstructed image), the
reconstruction for the new input dataset is really fast (average 0.22ms per image
on a Nvidia TitanX Pascal GPU) that is suitable for real time applications.
Compared to previous studies based on deep learning (CNNs) for fast CS-
MRI, our conditional GAN-based method also incorporated content loss and
refinement learning. The refinement learning can stabilise and speed up our
training procedure (Figure 4 (b) and (c)), while the perceptual loss can make our
reconstruction more realistic. Interestingly, we can observe that our PG method
without perceptual loss may yield smaller NMSE and higher PSNR than the PPG
and PPGR methods that utilised the perceptual loss when the undersampling rate
is ≤30% (Table 1). This means quantitatively the PG method has outperformed
the PPG and PPGR methods; however, the qualitative visualisation demonstrated
that results from both PPG and PPGR are superior to PG results in terms
of finer perceptual details and less jagged artefacts (Figure 5). This can be
attributed to the fact that when reconstructing a highly undersampled k -space,
the PG method without perceptual loss can only find an optimal solution to
satisfy the MSE criteria but may not perceptually resemble the real data. More
importantly, conventional or recently proposed deep learning-based fast CS-MRI
methods solve the inverse problem by assuming the correctness of the ‘forward
model’. In contrast, our GAN-based method could still perform well without
such assumptions imparted by the forward model.
Our method has a similar architecture as [31], which also contains a perceptual
loss for solving SR. Essentially, CS-MRI is a more general inverse problem to
recover data from undersampled measurements, in which the undersampling
pattern is random and noise and artefacts propagation is global due to frequency
domain operation (compared to the regular downsampling pattern and local
artefacts in SR). Therefore, the CS-MRI is a more challenging problem to solve.
On the other hand, our model can be generalised to solve SR. Compared to [31],
our PPGR method applied U-Net architecture to reconstruct better image details.
In addition, our model is reliable when the raw data is randomly and highly
undersampled using the proposed refinement learning. We notice that our current
study may have two limitations, but will not influence the final conclusion: (1)
we compared to the results in [19] without implementation. This is because the
Mean
Median
Fig. 2: Box plots of the SSIM for the reconstruction of the IXI dataset (a) using 1D
Gaussian random sampling mask (for only the phase encoding direction) and (b) using
2D Gaussian random sampling mask.
implementation of those methods is difficult as the fine-tuned hyper-parameters
used are not always clearly stated and the methodologies cannot be reproduced
exactly. However, we validated our methods using the test cases randomly selected
from the same datasets as [19] that can achieve a relatively fair comparison;
(2) the frequency domain information, which may provide useful constraints for
reconstruction fidelity, is not explicitly considered in our current model. This is
now considered as a future working direction.
5 Conclusion
In this study, we proposed a conditional GAN-based deep learning method to solve
the de-aliasing for fast CS-MRI. Remarkably, by incorporating the adversarial loss
with a content loss that consists of pixel-wise MSE and perceptual VGG loss, our
method can achieve promising and realistic MRI reconstruction results. By using
the refinement learning, our method is fast and robust even when the k -space raw
data is highly undersampled. Convincing simulation based results show promise
of our technique to be translational for real MRI acquisition applications.
Table 1: NMSE and PSNR of the MICCAI dataset using different random undersampling
masks and ratios.
Mask Method 10% 20% 30% 40% 50%
NMSE PSNR NMSE PSNR NMSE PSNR NMSE PSNR NMSE PSNR
Gaussian 1D
ZF 0.3297 27.26 0.1776 33.86 0.1513 35.32 0.1186 37.49 0.0828 40.65
PG 0.1911 33.16 0.0949 39.29 0.0875 40.01 0.0599 43.33 0.0530 44.41
PPG 0.2321 31.51 0.1004 38.91 0.0875 39.99 0.0695 42.31 0.0461 45.66
PPGR 0.1901 33.24 0.0958 39.22 0.0906 39.73 0.0528 44.49 0.0385 47.30
Gaussian 2D
ZF 0.2374 31.25 0.1797 33.78 0.1315 36.57 0.0981 39.16 0.0708 41.99
PG 0.0890 39.91 0.0781 41.03 0.0569 43.89 0.0519 44.68 0.0371 47.64
PPG 0.0925 39.53 0.0878 40.12 0.0612 43.16 0.0555 44.12 0.0403 46.85
PPGR 0.1029 38.61 0.0804 40.82 0.0586 43.56 0.0440 46.20 0.0347 48.32
GT 10% 20% 30% 40% 50%
GT
Initial difference
Initial difference
Fig. 3: Qualitative visualisation of our PPGR de-aliasing for fast CS-MRI.
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Fig. 4: (a) Line profile comparison (red horizontal line in the GT image as shown in
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Fig. 5: Qualitative comparison for our proposed models using 20% 2D Gaussian random
undersampling.
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