Purpose -Library intelligence institutions, which are a kind of traditional knowledge management organization, are at the frontline of the big data revolution, in which the use of unstructured data has become a modern knowledge management resource. The paper aims to discuss this issue. Design/methodology/approach -This research combined theme logic structure (TLS), artificial neural network (ANN), and ensemble empirical mode decomposition (EEMD) to transform unstructured data into a signal-wave to examine the research characteristics. Findings -Research characteristics have a vital effect on knowledge management activities and management behavior through concentration and relaxation, and ultimately form a quasi-periodic evolution. Knowledge management should actively control the evolution of the research characteristics because the natural development of six to nine years was found to be difficult to plot. Originality/value -Periodic evaluation using TLS-ANN-EEMD gives insights into journal evolution and allows journal managers and contributors to follow the intrinsic mode functions and predict the journal research characteristics tendencies.
Introduction
The rapid developments in mobile communications technology and the commensurate rise in big data have resulted in a large-scale technological revolution in information interactions and applications (Chen et al., 2014; Hashem et al., 2016; Issam et al., 2014; Su et al., 2016; Deng and Liu, 2017) , which has had a profound impact on information acquisition and access to media and objects, and revolutionized information utilization (Hashem et al., 2016; Zhang et al., 2016; Wu et al., 2013) . Big data has a wide range of applications, such as artificial intelligence, data mining, machine learning, and information aggregation (Chen et al., 2014; Bello-Orgaz et al., 2016; Xu et al., 2016) . The big data index change at http://trends.google.com has tracked the use of big data from its beginnings in around 2012, and found that it has been receiving significantly more attention from science, business, and governments (Gandomi and Haider, 2015) . As traditional knowledge management organizations, library intelligence institutions are at the frontline of the big data revolution, but also face great challenges in the big data era (Ko et al., 2016; Lu et al., 2016) .
The expansion of knowledge applications can be seen in the improvements made to automated unstructured data technology in terms of data and text integration and the enabling of more intelligent data analysis processing (Baars and Kemper, 2008; Kai et al., 2008) . Al-Daihani and Abrahams (2016) analyzed tweets from ten academic libraries using a text mining approach, and found that applying text mining to social media data could assist managers make better customer service decisions. Compared to Bayesian statistics, humans can more easily conduct objective measurements of significant subjective tendencies, thus enabling future trends to be accurately predicted for more effective decision making (Tsui et al., 2014) . Hu et al. (2013) applied co-word analysis to explore the research advances in the Library and Information System (LIS) in China, and used keyword clustering to identify the current status and trends in the LIS research topics. Figuerola et al. (2017) applied a Latent Dirichlet allocation to identify the key topics in LIS academic productions and grouped them into four main areas.
These studies have harnessed the power in the LIS. Therefore, in this paper theme logic structure (TLS) and the trends in each journal are examined as these can directly affect a manager's knowledge management behavior. However, as it is difficult to transform unstructured topic representations into structured data to conduct further mathematical research, subjective choices based on unstructured data must be made, which could lead to inconsistent standards, making the results unsuitable for reference.
The purpose of this study, therefore, is to use the text mining process to examine the possibility of using the text mining process for Library Intelligence Knowledge Management to identify the research characteristics, influence, and future development trends in library information and knowledge management journals. The main contributions of this paper are summarized as follows: first, A novel text mining based approach is proposed for prediction and transforming unstructured data into structured data with less human intervention. Second, the TLS building process of this study can be used to develop a novel retrieval method, which would result in more satisfactory results. Third, by using TLS-artificial neural network-ensemble empirical mode decomposition (TLS-ANN-EEMD), the overall research characteristic tendencies of journal and knowledge preferences of the editors, reviewers, and journal contributors can be identified. And all these results not only can assist the managers determine and/or change the scope of their journal, but can assist the authors in choosing the most suitable journal for their work.
The remainder of this paper is organized as follows. In Section 2, the research methodology is briefly introduced, after which in Section 3, the research design and data collection methods are outlined. The results are discussed in Section 4, and Section 5 presents some concluding remarks.
Related work

Text mining
Text mining technology, which can effectively extract useful information from unstructured text data, was developed from data mining technology (Zeng et al., 2012) . Tan (1999) found that about 80 percent of the information in an organization was hidden in the text files related to the organization. Text mining technology now has a mature technical foundation in text classification, text clustering, sentiment analysis, automatic summarization, and association analysis (Thijs, 2017; Pang et al., 2008) . Therefore, this paper selected text mining to extract topic information from journals.
The EEMD
The Hilbert-Huang transformation (Huang et al., 1998) involves a core algorithm called empirical mood decomposition (EMD) to deal with nonlinear and non-stationary signals. Based on the extreme value distribution of the signals, the EMD method decomposes a signal with poor performance into a set of intrinsic mode functions (IMFs) and a residual term called the trend term (Lei et al., 2013) . IMFs must meet the following two conditions: in the data set, the number of extrema and the number of zero-crossings must either be equal or differ at most by one; and at any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero. With these IMFs constraints, the EMD method requires several steps to decompose a signal, as follows:
(1) Identify all the maxima and minima in the original signal y(t) (t ¼ 1, 2, …, n).
(2) Use the spline interpolation method to connect all the maximum points to form the maximum envelope e max (t). At the same time, connect all the minimum points to form the minimum envelope e min (t).
(3) Calculate the mean of maximum and minimum envelop p(t): p(t) ¼ (e max (t) + e min (t))/2.
(4) Calculate the difference between y(t) and p(t), denoted by h(t): h(t) ¼ y(t)−p(t).
(5) Repeat steps 1-4 until h k (t) satisfies the conditions of become an IMF. The following equation is used to decide whether h k (t) can become an IMF:
If C k is less than a predetermined value, h k (t) can be considered as an IMF. (6) Once the first IMF P 1 (t) is obtained, a residual term r(t) can be separated from P 1 (t), the formula for which is: r(t) ¼ y(t)−P 1 (t), where r(t) is regarded as a new primitive signal y(t). Then repeat steps 1-5 until the second IMF is obtained.
(7) When r(t) is a monotonic function or a function that has an extreme value and an IMF cannot be extracted, the process terminates (Huang et al., 2003) , after which the original signal y(t) can be expressed as the sum of the IMFs and the residual term:
where m is the number of IMFs, and r m (t) represents the final residual term. However, EMD has a mode mixing problem. To overcome the EMD disadvantages, Wu and Huang (2011) proposed an efficient decomposition nonlinear, non-stationary signal noise assisted data analysis method, the EEMD, which was able to distribute the additional white noise evenly across the time-frequency space, which allowed for the separation of the signal regions of the different scales while at the same time resolving the EMD Mode Mixing problem.
The steps used in the EEMD are as follows:
(1) Add white Gaussian noises g(t) into the original signal y(t), and get the signal X(t):
(2) Set the ratio of the standard deviation of the added noises to 0.2-0.3.
(3) Using the EMD method, decompose X(t) into several IMFs.
(4) Repeat steps 1-3 to obtain the corresponding IMFs for the different white noise sequences.
(5) Calculate the mean value of all IMFs and the mean of the residual terms.
ANN
ANNs are information processing systems that simulate the behavior of the human brain and can estimate the output of the problem based on a given training set. In recent years, ANN has been widely used in complex system prediction and decision making (Panapakidis and Dagoumas, 2016; Kuo et al., 2010; Ahn et al., 2017; Wang et al., 2006; Zeng et al., 2017) . A number of studies have shown that ANN can automatically approximate the function forms that best represent the data characteristics (Keles et al., 2008; Wang et al., 2015) . And the performance of neural networks can also be optimized by some other algorithms, such as the fruit fly optimization algorithm and its variants (Wang et al., 2016) . The ANN model is a forward-feeding neural network that can estimate the input-output relationships without any prior knowledge (Hosseinpour et al., 2016) . Typically, ANN consists of an input layer, multiple hidden layers, and an output layer. Because the hidden layers have a significant impact on the efficiency of neural networks (Asfaram et al., 2016) , to determine the optimal number of hidden layers for each neural network, this study adopts a random sampling method to extract 10 percent of a specific journal as the training set, and changes the number of hidden layers multiple times to train the neural network. All ANN classification accuracies in this study are maintained at a 98.5-99.0 percent level. . Suppose the weight between the input layer and the hidden layer is w ij , the weight between the hidden layer and the output layer is w jk , and the input I i is known, then, the output of hidden layer and the output layer can be calculated by the following equation:
where f(⋅) and g(⋅) in Equations (4) and (5) represent the activation functions. In ANN, all neurons except for the input layer neurons need activation functions to map the neuron inputs and outputs.
Research design and data collection 3.1 Modeling and processing
In this study, four consecutive processing processes were arranged in order as follows.
In the first stage, all the original data from the abstracts and the body of the paper in the Web of Science database were extracted, after which the TM package in R was used to preprocess the text, and the main ingredients extracted from each journal and the ultra-high component set as output. In the second stage, the ultra-high component was processed and the χ 2 distance criterion used to solve the component association matrix. The relationship between the components was then transformed into vectors, with vectors with associations lower than a certain threshold being eliminated. Then, combination and text disambiguation were conducted (Zhong and Enke, 2017) . In the third stage, the weights of the relationships were merged, and the merged components input into the ANN network input layer. The weights of the input layer units were then adjusted to train the ANN network, and all samples input into the ANN network for annotation. In the final stage, the ANN annotations were transformed into a time series, and the residual term set obtained using EEMD, which was a non-parametric pseudo decomposition method or a trend set (Lei et al., 2013) . 
where n is the number of article in this journal. 2:
, where x ik is the weight of the corresponding subjective word, t is the number of subjective words of this journal. 3: Initialize x ik with one. 4: L i ← the label of the number i article. 5: FOR i in 1:n do 6: FOR k in 1:t do 7: IF the corresponding subjective word of x ik associates with other words 8: Update the value of x ik , and x ik ∈[3,5]. 9: ENDIF 10: ENDFOR 11: ENDFOR 12: train set ← sample(n,10%n) 13: test set ← sample(n,10%n) 14: Manually label the L i of the training set and test set with Alpha and Beta. 
Data collection
Based on the modeling and processing process, this study examined the data collection conditions. Due to the non-structural data processing characteristics of text mining, the data processing objects were collected more broadly, and all data except graphs and tables were collected and processed (Tseng et al., 2007) . Then, using the Journal Citation Reports ( JCR) partition scientific principle (Bensman and Leydesdorff, 2009) , an equal amount of data was collected from the four sub-regions in the JCR partitions. In total, 20 Library Information Science journals were identified, which accounted for 23 percent of all relevant journals in the entire region, as shown in Table I . From the 2016 JCR partitions, to fully distinguish between Library Information Science and Information Systems journals, all journals from information systems, information management, and information were eliminated. The total size of the original data was 2.76 × 10
Results and discussion
The question that needed to be resolved was whether the decline in the information entropy as a result of the unstructured data time series signal derivation process would skew the results and affect the final conclusions. There were three obvious information entropy folds during data processing. In the first text mining stage, the entire information entropy was folded into a set of mapping relationships between the component set and the component with the highest dimension, and dimensionality reduction and disambiguation was carried out. Using ANN, the set mapping relationships in the third stage were transformed into classifications after input, and then the second information entropy folding took place. Finally, in the fourth stage, the EEMD model transformed the posterior class probabilities into high, medium and long frequency waveforms in the time series, and a third information entropy took place.
To prove the modeling and processing appropriateness, the process rationality problem was transformed into the following target to ensure the reverse end to start process that guaranteed the existence of a solution set, and proved the relationship between the forward and reverse derivations. When the inverse operational relationships approach symmetry, a determination was made as to whether the information entropy loss was acceptable. The details of the different stages are discussed in the results.
Detecting the TLSs
Preprocessing was conducted using the TM package in R to remove all stop words in the sample, to generate word frequencies based on English grammar rules, and to run the findAssocs(⋅) function. Associations were found between the 22 highest-frequency words in each journal, as shown in Figure 3 .
In the comparative study, three different models were used to determine the compositional research characteristics in each journal. The TOPIC model found that the average number of topics in a single journal was 73.22, the TLS generated by the model was fixed at 22 dimensions, and the average number of dimensions generated by the keyword system was 6.09. Three sets of components were input into the support vector machine (SVM) model, which was then instructed to locate the correct file number, with the files being arranged from highest to lowest according to the prediction probability. 
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When the target number of the first five highest probabilities in the solution set taken by SVM was taken into account, it was concluded that the SVM could successfully backtrack based on composition. When 55 files were randomly selected from the journals, the accuracies when using TOPIC input, TLS input, and the SVM keyword system input were, respectively, 71.80, 89.01 and 55.60 percent (additional experiments using adaptive fuzzy-neural network achieved an accuracy of 99.3 percent. However, as ANN was used, to avoid self-auto-demonstration, ANN and its alternative forms were not used for backtracking). As it was understood that information entropy was inevitable for unstructured data regardless of the processing method adopted, there may have been a quantitative comparative advantage value in the component dimension.
The fundamental purpose of traditional keyword systems is to facilitate library information searches; therefore, to maximize information collection, the dimensions needed to be reduced and the class widths increased. As the design principles and application field have little relationship with the research characteristics, the backtracking effectiveness was the worst. The TOPIC model used a maximum dimension design using a greedy algorithm and retained the high dimension component set; however, it ignored the relationships between all components, which may have incorrectly folded or covered the necessary component relationships. Busch and Ferretti-Gallon (2017) found that serious endogeneity in high-dimensional structures could lead to a decrease in prediction and location accuracy. The results of the backtracking experiment showed that the entropy failure of the TLS was acceptable, and was also a better choice. The purpose of the TLS is a dynamic development based on a similar publication process for journal submissions, peer reviews, and publications, and is able to clearly show the relationships between the composition proportion and the correlation strengths. Through editing management, the journal editors and reviewers jointly promote the formation of and changes in the journal research characteristics. Unfortunately, even though the dynamic process was understood, during the calculation process, if no journals accorded with the statistical conditions in a single published period (more than 55 articles) of seasonal continuous data, the structural changes were unable to be fully measured on the time scale. As all data can only be compressed on the cross section to obtain a static overlapping shape, if the TLS changes slowly on the time axis, then the static structure is very similar to the present state. This study found that in the later part, the changes in the structure of the subject logic were quite slow, and six to nine years were required to make a structural change in the overall journal features.
As shown in Figure 3 , the logical structure of the subject was simplified, and the JCR partitions did not impose any constraints on the centrality of the intended logical structure. However, the JCR Q1 region journals were found to have one of the most distinctive features and the least component associations in the study. Articles published in the journal shared the most narrowly studied subjects and research topics. In contrast to the other four partitions, a continuous spectrum relationship was not found in the JCR partition, possibly because of the following: the number of Library and Information Science journals in the SCI catalog was insufficient to find any continuous change states in the cross-sectional data; and each journal's research setting was decentralized, so there was no continuous state distribution between the journals.
The TLS was confirmed to be a better choice when seeking to resolve the research characteristics composition of a journal. Therefore, the TLS building process was applied to detect the Keyword Logic Structure in each article, and a novel retrieval method developed. Users tend to input multiple keywords to retrieve documents, and usually there is an implicit assumption that there is a logical relationship between these keywords. However, it was found that traditional retrieval methods generate results that only contain these keywords without considering the logical relationships between them. This proposed retrieval method, however, could allow users to search articles using keywords and their logical relationships, which would result in more satisfactory results.
Transforming the TLSs into signal waves
The TLS purpose for using a general approach for the simplified weight conversion process is because the relationship between the components is non-directional, with the two components sharing an edge. The two connected points were assigned equal weights as the input for the ANN. In the ANN model for each journal, all 22-k-1 structures were tested to determine the number of K neurons until the neural network achieved the highest accuracy rate in the randomly selected training sets (10 percent of all samples). The ANN accuracy for all modified structures was found to be between 98.5 and 99.0 percent. Then, the TLS was used as the basis for the mathematical decisions for each article, and all articles in a journal were marked with Boolean mathematics. If the Bayesian probability was shown to approximate the TLS, then it was labeled Alpha, otherwise it was labeled Beta. At the same time, the journal publishing time series ruler was introduced to mark a proportion of the Alpha class on the time scales. All text information was transformed into a complex mixing time series, as shown in Figure 4 .
From a comparison of the ANN input and output dimensions, 22 dimensions were folded into a single Boolean mathematical value. Therefore, it was necessary to re-examine the inverse operation. By inputting the article category, the solution was a distribution similar to the ANN annotation. After selecting a random full article from the journal, X-Means clustering was conducted on the two classes labeled by ANN (Alpha and Beta Class) with the assumption that the error value was the number of articles in the smallest class; the calculation results for the Alpha and Beta and the error value class were 4.2, 7.9, and 12.1 percent, respectively. The experiments showed that due to the large number of reduced component dimensions, the ANN information entropy folding process did not cause any serious distortions; therefore, the results could be used as the input values to derive a roughly accurate distribution.
Decomposition of the signal waves by EEMD
The transformed time series was decomposed by EEMD, and the results are shown in Figure 5 . The research of Lei et al. (2013) on EEMD found that the volatility of the time series could be determined from the combination of the IMFs and the trend terms, in which the residual term was a long-term trend. This study found that the journal research characteristics presented a quasi-periodic fluctuation over the long-term trends. There were four journals in the Q1 area that were beginning to diverge from a high concentration and were beginning to focus on topics that had not appeared in the research features. The most direct reason for this was probably because the theme was too concentrated, meaning that the published articles were very similar, they shared common study objects and methods, and had obtained similar results. As knowledge management journal editors and reviewers tend to prefer more diversified research, through specific review and selection procedures, they gradually modify the research characteristics. The journals in Q3 and Q4 were found to have an enhanced concentration state, which presented as a narrowing of the research questions, objects, and methods. If research is too broad, the characteristics of the dominant journal may not account for all areas, particularly if the editors and reviewers highlight only papers which have a common research object. Therefore, with a focus on long-term adjustments and revisions, the characteristics can include a sum of the performances over time.
In practice, describing knowledge management activities is more complex as both previously published articles and new articles are referenced by the editors and reviewers. At the same time, many journals have diversity when faced with special or non-characteristic research. Nonetheless, it is speculated that under certain conditions, the long-term effect of the centralized characteristics (concentration and relaxation) on the knowledge management activities could result in a more balanced direction and become consistent. Under a long period of relaxed research publication in which more articles are accepted and published, the similarities between the articles could be less evident. Therefore, from a logical perspective, when relaxing the journal article submission boundaries and accepting a wider range than the traditional research content, areas such as Big Data, Cloud Computing and other emerging scientific issues would tend to appear more frequently in the journal relaxation phase.
The quasi-periodic variations in the characteristics were very slow. As observed from the time scale in Figure 5 , it took six to nine years to adjust the rise or decline of the cycle. Although the contributors, editors, and reviewers had a preference for knowledge management activities, they appeared to be very random in their daily activities. The interactions between the journal subjects with the journal as an interface reached consensus very slowly as high volumes were necessary to make any meaningful judgment; that is, the interactions in ten or more volumes in terms of concentration and relaxation, random daily activities, and preference levels can ultimately affect the judgment. There was also a lack of strong data to confirm that the quasi-periodic law for the research characteristics was similar in all disciplines; therefore, it was only possible to hypothesize that the quasi-periodic law had different rates of change in the different subject journals. Because of the EEMD non-parametric pseudo decomposition method, in addition to studying the quasi-periodic variations in the characteristics, the lack of factual observation and evidence affected the understanding of the high-frequency and intermediate frequency IMFs. Therefore, it was not possible to confirm that the high-frequency IMF was a result of the daily activities of the reviewers, and not possible to identify if the medium frequency IMF was part of the knowledge management activities. Therefore, determining all IMF frequencies and knowledge management activities was highlighted as a key issue for future research. By combining the TLS of a single journal with ANN and EEMD, the overall research characteristic tendencies and knowledge preferences of the editors, reviewers, and journal contributors were identified, which could assist authors in choosing the most suitable journal for their work, and give journal managers a scientific tool to identify the research characteristics of their journals. Further, by combining text mining technology and big data thinking, this method reduces the need for intensive human intervention, which in turn reduces the time necessary to identify journal research characteristics. The identification of journal management tendencies can also assist in knowledge management. Journal managers can ensure that they screen contributions more strictly if they have access to the research characteristics results. Conversely, if managers are wishing to decentralize their journal's research characteristics, they may choose to publish a special issue or expand the journal's topic range. Therefore, the research in this paper can assist managers determine and/or change the scope of their journal.
Conclusion
To provide information and structural ideas for knowledge management activities, this study presented text mining data processing technology that involved information transformation, processing, and prediction. It was proven that the information entropy folding was acceptable during the unstructured data to signal process in the forward derivation and inverse operations required for trend predictions. Research characteristics influence knowledge management activities and, depending on the degree of concentration and relaxation, can affect management behavior and lead to quasi-periodic evolution. Because of knowledge management behavioral inertia, the research characteristics were found to follow a monotonic long-term trend. It was found that when the concentration or relaxation was saturated, the research characteristics were pushed in the opposite direction, and underwent a periodic change.
There were some limitations in this research. First, there were limitations in the observation and cognition of the knowledge management activities, and consequently it was not possible to successfully determine the knowledge management activities using the IMFs. Second, when integrating a large number of algorithms, while the appropriate process was selected, the mathematical optimization of the process was not confirmed. Because of the scale of big data, the mathematical and physical conditions were limited and lacked powerful tools. Finally, this study was limited to a specialized library information disciplines, and no comparison of the knowledge management activities in different disciplines was conducted, which made it impossible to fully determine the quasi-periodic differences in the research characteristics. These limitations will be addressed in future research.
