Introduction. Among the theorems which deal with the functional properties of the solutions of elliptic linear partial differential equations, the most important ones are perhaps the following: (a) The solutions of equations with analytic coefficients are analytic. In Part I of this paper we prove a result which connects the above mentioned theorems. Qualitatively we prove that the i.d. solutions of elliptic differential systems with i.d. coefficients have the same "distance" from analyticity as have the coefficients. More precisely, we define classes of i.d. functions and show, under certain assumptions, that if the coefficients belong to a certain class, then so do the solutions. In particular, we give a new proof to Theorem (a).
In Part II we define another kind of classes of i.d. functions and prove, for some kinds of elliptic equations, results similar to that of Part I. 
where A is some constant, then the components of every solution (ui(x), • • • , up(x)) belong to C{Mn; D}.
Note that (3) implies
where Ai are some constants.
1.1. The proof will be given for the case TV =3, p = l, the proof of the general case is analogous. Equation (1) becomes
In what follows we shall use the following results due to Lopatinski (7) i(x, y) = | x -y | «-*+z*+2s*< -:--
where |x| denotes the norm (£x2)1/2, are bounded for x, yEDo, xy^y.
1.2. Let G be a closed cube contained in D, with edges parallel to the coordinate axes, and of a diameter to be determined later. Denote by z/(n)(x) any rath (partial) derivative of v(x), and by \v\«the maximum of |»(x)| in a cube homothetic with G and such that the distance between its surface and the surface 5 of G is 5. We shall prove by induction that 77077* (8) «<*> , g-Mk bk for all the partial derivatives um(x). The proof of Theorem 1 is then completed by using the Heine-Borel Theorem. We may assume (8) to hold for k^s, since we can take 770 large enough. Assume (8) to hold for k^n (n^s) and differentiate (4) ra-5 + 2 times. We obtain
we can write (9) in the form
Let yEG be a point whose distance from 5 is 5', and let
Denote by Gs a cube with center y, and edges parallel to the coordinate axes of length 2(5' -5). Let Ss be the surface of Gs. Applying the results stated in 1.1 to the elliptic operator A*, with v(x) = M(n-8+2)(x), Gs instead of G' and D0DG, we obtain
We now evaluate J2 and Ji. In the sequel Bi, ■ • • , Bn will be used to denote appropriate constants, independent of n. Using the boundedness of the \p(x, y) in (7), we get
From the definition of G(x) in (9), the inductive assumption,
and (12), we obtain, by taking H to be sufficiently large (but independent of n) Here/(x) denotes any of the functions /yuva(x)> ^ji = s. For Ofki <s -1 we easily obtain, by using (3'), (12), the inductive assumption and the boundedness of the 4>(x, y) in (7),
Each term corresponding to
is evaluated in the same way we have evaluated I^-1' in the previous case. There remains the term corresponding to «<n+1)(x)/(x). To evaluate the (s -l)th derivative of h = f 4>(x, y)f(x)u^+»(x)dSx let us make the restrictive assumption that w(n+1)(x) can be written in each one of the following forms: Since y is an arbitrary point whose distance from 5 is 5', we get . . . ,* B9H0H" (22) M<"+1> ,. < BlR M<"+1) | + -Mn+l.
Because of the restriction made in evaluating 7q , the inequality (22) does not cover only the cases of dn+1u(x)/dx"+1. For suppose, for instance, we have to evaluate d"+1u(x)/dxldx^dx*, i>0, j>0. Since n-s + 2^2, we may assume that already in (11)
and we can integrate by parts in 7J_1. We shall evaluate for example, d"+1u(x)/dxn+1. Write (4) in the form
and differentiate it n -s + 1 times with respect to x\. Using (3"), (22) and the inductive assumption, we get We now apply the following Here, both/(x) and w(x) do not belong to any quasi-analytic class. 1.5. Theorem 1 is not true if no monotonicity conditions are assumed on the {Mn} ■ This is shown by the example of d2u d2u , .
-
Here, the coefficients of the equation belong to every subclass of C{n!; D}, but «(x) does not belong to any real subclass of C{n\; D}. In Part II we define another kind of classes of i.d. functions which are especially adopted for cases where the coefficients of the elliptic equations are analytic. In Part I we were interested in classes which contained C[n\; D}. In this part we shall be interested, as already mentioned in 1.5, in subclasses of K\ (2ra)!; D}. We shall prove results of the same character as that of Theorem 1. Then, the using Heine-Borel Theorem, Theorem 2 follows.
Assume (4) to hold for k ^ra + 1. In the sequel, Bu ■ ■ • , B1 will be used to denote appropriate constants. Let yEV. Denote its distance from S by 8' and let
where a is a positive number which satisfies ea<2. We use Green's Identity J' Anw r / d 1 3An-1M 1\ -dV -(A"-1m-)dS, vs r J ss\ dp r dv r)
where Vs is a sphere of radius 5' -5 and center y, and Ss is its surface.
Differentiating (6) 1 A (xiu) , g-(n + 2)! 8"
and together with (3) we finally obtain B7H0H" I A"+2ra |5 ^-(ra + 2)!.
5"
Taking H^B)12, the proof of (4) where a\x_Ak are constants. Then w(x)G-^{ra!; D\. Obviously, we may combine Theorems 2 and 3 to obtain a more general statement.
