A Riemann–Hilbert approach to asymptotic questions for orthogonal polynomials  by Deift, P. et al.
Journal of Computational and Applied Mathematics 133 (2001) 47–63
www.elsevier.com/locate/cam
A Riemann–Hilbert approach to asymptotic questions for
orthogonal polynomials
P. Deifta, T. Kriecherbauerb; ∗, K.T.-R. McLaughlinc, S. Venakidesd, X. Zhoud
aCourant Institute, New York, USA
bLudwig-Maximilians Universitat Munchen, Mathematisches Institut, Theresienstrasse 39,
D-80333 Munchen, Germany
cUniversity of Arizona, USA
dDuke University, USA
Received 5 November 1999
Abstract
A few years ago the authors introduced a new approach to study asymptotic questions for orthogonal polynomials. In this
paper we give an overview of our method and review the results which have been obtained in Deift et al. (Internat. Math.
Res. Notices (1997) 759, Comm. Pure Appl. Math. 52 (1999) 1491, 1335), Deift (Orthogonal Polynomials and Random
Matrices: A Riemann–Hilbert Approach, Courant Lecture Notes, Vol. 3, New York University, 1999), Kriecherbauer and
McLaughlin (Internat. Math. Res. Notices (1999) 299) and Baik et al. (J. Amer. Math. Soc. 12 (1999) 1119). We mainly
consider orthogonal polynomials with respect to weights on the real line which are either
(1) Freud-type weights d(x) = e−Q(x) dx (Q polynomial or Q(x) = |x|, ¿0), or
(2) varying weights dn(x) = e−nV (x) dx (V analytic, lim|x|→∞ |V (x)|=log|x| =∞). We obtain Plancherel–Rotach-type
asymptotics in the entire complex plane as well as asymptotic formulae with error estimates for the leading coeBcients,
for the recurrence coeBcients, and for the zeros of the orthogonal polynomials. Our proof starts from an observation
of Fokas et al. (Comm. Math. Phys. 142 (1991) 313) that the orthogonal polynomials can be determined as solutions of
certain matrix valued Riemann–Hilbert problems. We analyze the Riemann–Hilbert problems by a steepest descent type
method introduced by Deift and Zhou (Ann. Math. 137 (1993) 295) and further developed in Deift and Zhou (Comm.
Pure Appl. Math. 48 (1995) 277) and Deift et al. (Proc. Nat. Acad. Sci. USA 95 (1998) 450). A crucial step in our
analysis is the use of the well-known equilibrium measure which describes the asymptotic distribution of the zeros of the
orthogonal polynomials. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction and statement of results
For suitable measures  on the real line we denote by pn(x) ≡ pn(x; ) the nth orthogonal
polynomial with respect to the measure , i.e.
pn(x) = nxn + · · · ; n¿0;∫
R
pn(x)pm(x) d(x) = n;m:
Furthermore, we denote by an, bn the coeBcients of the three-term recurrence relations, namely
xpn(x) = bnpn+1(x) + anpn(x) + bn−1pn−1(x):
Our results concern the following three classes of weights d(x) = w(x) dx
(I) w(x) = e−Q(x), with Q(x) =
∑2m
k=0 qkx
k , q2m¿0 (see [7]).
(II) w(x) = e−|x|

, for ¿0, ¿0 (see [14]).
(III) w(x) ≡ wn(x) = e−nV (x), where
V : R→R is real analytic:
V (x)
log(1 + x2)
→∞ for |x|→∞ (see [6; 8]):
Remark 1.1. Recently Baik, Deift and Johansson extended our method to obtain asymptotic results
for polynomials orthogonal with respect to weights supported on the unit circle. More precisely, they
study polynomials pn(z) = nzn + · · · which satisfy∫ 
−
pn(ei)pm(ei)f(ei)
d
2 = n;m;
where the weights f are of the form f(z) = f(z) = exp((z + z−1)) for ¿0.
Remark 1.2. Class (III) describes varying weights. Here we investigate the asymptotics of quantities
associated with the orthogonal polynomials pn(x) ≡ pn(x; n) where dn(x) = wn(x) dx. Orthogonal
polynomials with respect to varying weights play a role in approximation theory [31] as well as in
random matrix theory [4,6,8].
There is a vast literature on asymptotic questions for orthogonal polynomials. Among the measures
considered in this paper, the case of the Hermite weight w(x)=e−x
2
dx was the Nrst to be understood
(see [26,30]). During the last thirty years more general classes of weights on R have been studied.
Here the class of Freud weights played a most important role. Freud weights are of the form e−Q(x) dx,
where Q grows like a power at inNnity. We refer the reader to the survey articles of Lubinsky for
a full description of the wide variety of results which have been obtained in this Neld [16], and
for a review of some of the basic strategies to prove such results [17]. We relate our results to the
literature after we state them in Theorems 1.3, 1.4 and 1.6 below.
In order to explain our results and their proofs we will focus our attention on weights of type
(II). We refer the reader to [7,8,2] for the corresponding results on weights of types (I) and (III),
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and for weights described in Remark 1.1 above. In Section 3 we remark on how to modify the proof
to treat weights of types (I) and (III).
The plan of this paper is as follows. In the remainder of this section we state the results for
weights of type (II). In Section 2 we explain how orthogonal polynomials can be formulated in
terms of solutions of appropriate matrix valued Riemann–Hilbert problems. Furthermore, we describe
a relation between Riemann–Hilbert problems and singular integral equations. In the Nnal Section 3
we present the main steps of the analysis of the Riemann–Hilbert problem.
For ¿0 we consider weights w(x) dx on the real line given by
w(x) dx := e−|x|

dx; with  :=

(

2
)
( 12)

(
 + 1
2
) : (1.1)
The constant  is chosen so that the largest zero of pn(x) satisNes x1; nn−1=→ 1 as n→∞ (see, e.g.
[23], see also Theorem 1.6 below). Of course, by a rescaling,  could be replaced by any other
positive constant ¿0.
Asymptotic results on orthogonal polynomials with respect to measures w(x) dx, ¿0 are stated
in Theorem 1.3 (leading and recurrence coeBcients), Theorem 1.4 (Plancherel–Rotach-type asymp-
totics) and Theorem 1.6 (location of the zeros of orthogonal polynomials) below. All of these results
were formulated and proved by Kriecherbauer and T.-R. McLaughlin in [14].
Asymptotics of the leading and recurrence coe:cients: Observe that the measure w(x) dx is
even. Hence the recurrence coeBcients an vanish for all n ∈ N.
Theorem 1.3. Let ¿0. Then
(i)
n
√
n(2n+1)=2e−n=2−n = 1 +
(
 − 4
24
)
1
n
+ r(lead) (n); (1.2)
where
r(lead) (n) =


O
(
1
n2
)
for ¿2 or 0¡6 12 ;
c
n
+ O
(
1
n2−1
)
+ O
(
1
n2
)
for 1¡¡ 2;
(−1)n+1
4n(log n)2
(1 + o(1)) for  = 1;
O
(
1
n1=
)
for 12 ¡¡ 1;
(1.3)
and
c =
2
(−1)
n+1

 ∞∑
j=0
Aj
2j + 1− 

(cos 
2
)(
 − 1
2
)+1
( + 1); (1.4)
Aj =
j∏
‘=1
2‘ − 1
2‘
: (1.5)
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(ii)
bn−1
n1=
=
1
2
+ r(rec) (n); (1.6)
where
r(rec) (n) =


O
(
1
n2
)
for ¿2 or 0¡6 12 ;
− c
n
+ O
(
1
n2−1
)
+ O
(
1
n2
)
for 1¡¡ 2;
(−1)n
4n(log n)2
(1 + o(1)) for  = 1;
O
(
1
n1=
)
for 12 ¡¡ 1:
(1.7)
For the Hermite weight w(x) dx = e−x
2
dx explicit formulae for the leading coeBcients
n = (2=)1=42n(n!)−1=2 and the recurrence coeBcients bn−1 = 12
√
n are known since the last cen-
tury (see, e.g. [30]).
For Freud weights asymptotics for the leading coeBcients n of orthogonal polynomials were
obtained by Lubinsky and SaP [19] (for ¿0) and by Rachmanov [27] (for ¿1); see also Totik’s
simpliNed proof in [31]. These papers are concerned with determining n to leading order in n, i.e., to
show that the left-hand side of (1.2) converges to 1. Error bounds were Nrst proved by Rachmanov
[27] who found for ¿1 that the left-hand side of (1.2) is of the form 1 + O(n−1=3). In the case
of positive even integers , the authors [7] proved statement (i) of Theorem 1.3 and showed in
addition that the error r(lead) has an asymptotic expansion in terms of powers of 1=n.
Statement (1.6) contains the well-known Freud conjecture, bn−1=n1=→ 1=2. This limit was Nrst
established by Magnus [20] for even integers , and by Lubinsky et al. [18] for all ¿0. Higher-order
terms were Nrst determined by Mate et al. [22] for positive even integers , yielding that r(rec) =
O(n−2) can be expanded in an asymptotic series in terms of powers of n−2. Motivated by applications
in approximation theory Lubinsky raised in [16] the question for which classes of weights one can
prove that r(rec) is of order O(n
−1). Theorem 1.3 (ii) shows that an even stronger bound o(n−1)
holds for Freud weights w(x) dx for all ¿0.
Plancherel–Rotach asymptotics. We state our second theorem in terms of the function
  : {z ∈ C: Re z¿0}\[1;∞)→C : z → z
−1

∫ 1=z
1
u−1
(u2 − 1)1=2 du: (1.8)
The function  , when restricted to the interval (0; 1), represents the density of the equilibrium
measure with respect to the external Neld −|x| (cf. Remark 3.2 below, see also [28]). It is not
diBcult to see that   vanishes like a square root at 1 and one can therefore deNne an analytic
function f in a neighborhood of 1 satisfying
(−f(z))3=2 =−32
∫ z
1
 (y) dy for |z − 1| small; z ∈ [1;∞): (1.9)
Because of the symmetries pn(−z) = (−1)npn(z), pn( Sz) = pn(z), we only need to present the
asymptotic formulae in the Nrst quadrant of the complex plane. The asymptotic formulae are stated
in the Nve closed regions of the complex plane depicted in Fig. 1.
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Fig. 1. DiPerent asymptotic regions for pn(n1=z) in the Nrst quadrant.
Theorem 1.4. Let ¿0. Then there exists a 0¿0 such that for all 0¡60 the following holds
(see Fig. 1):
(i) For z ∈ A:
pn(n1=z)e−(n=2)z

=
√
1
4n1= exp
(
−ni
∫ z
1
 (y) dy
)(
(z − 1)1=4
(z + 1)1=4
+
(z + 1)1=4
(z − 1)1=4
)(
1 + O
(
1
n
))
:
(ii) For z ∈ B:
pn(n1=z)e−(n=2)z

=
√
2
n1= (1− z)
−1=4(1 + z)−1=4
×
{
cos
(
n
∫ z
1
 (y) dy +
1
2
arcsin z
)(
1 + O
(
1
n
))
+sin
(
n
∫ z
1
 (y) dy − 12arcsin z
)
O
(
1
n
)}
:
(iii) For z ∈ C1;  :
pn(n1=z)e−(n=2)z

=
√
1
n1=
{(
(z + 1)1=4
(z − 1)1=4 (n
2=3f(z))1=4Ai(n2=3f(z))
)(
1 + O
(
1
n
))
−
(
(z − 1)1=4
(z + 1)1=4
(n2=3f(z))−1=4Ai
′(n2=3f(z))
)(
1 + O
(
1
n
))}
:
(iv) For z ∈ C2;  :
pn(n1=z)e−(n=2)z

=
√
1
n1=
{
(z + 1)1=4
(z − 1)1=4 (n
2=3f(z))1=4Ai(n2=3f(z))
−(z − 1)
1=4
(z + 1)1=4
(n2=3f(z))−1=4Ai
′(n2=3f(z))
}(
1 + O
(
1
n
))
:
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(v) For z ∈ D: the asymptotics depend upon  in the following way.
For ¿2 the formula given in (ii) holds.
For 2¿¿1 the formula given in (ii) holds if O(1=n) is replaced by O(1=n−1).
For  = 1 the formula given in (ii) holds if O(1=n) is replaced by O(1=log n).
For 0¡¡ 1; there exist C2×2-valued functions (;n(z), uniformly bounded in n and
z; such that
pn(n1=z)e−(n=2)z

=
√
2
n1= (1− z)
−1=4(1 + z)−1=4
{
cos
(
n
∫ z
1
 (y) dy +
1
2
arcsin z
)
(((;n)11(z) + r
(PR1)
 (n; z))
+ sin
(
n
∫ z
1
 (y) dy − 12arcsin z
)
(i((;n)12(z) + r
(PR2)
 (n; z))
}
:
The error terms r(PR1) (n; z) and r
(PR2)
 (n; z) are bounded by O(n
−1) + O(n1++−1=) for any +¿0.
All error bounds in (i)–(v) above are uniform for  ∈ compact subset of (0; 0] and for z ∈ X;
where X ∈ {A; B; C1; C2; D}.
Remark 1.5. (a) Using limiting values if necessary, all of the above formulae have a natural inter-
pretation on the positive real and imaginary axes.
(b) We denote by Ai the Airy function as deNned in [1, 10:4]. Note, that the function Ai is uniquely
determined as the solution of Ai′′(z) = zAi(z), satisfying limx→∞Ai(x)
√
4 x1=4 exp(23x
3=2) = 1.
A version of Theorem 1.4 was Nrst proved by Plancherel and Rotach [26] for Hermite polynomials
(=2). The asymptotic behavior of pn(n1=z)e−(n=2)z

in the region A was determined by Lubinsky
and SaP [19] for ¿0 and by Rachmanov for ¿1. In the region B ∪ D pointwise limits were
proved by Nevai [25] for  = 4, by Sheen [29] for  = 6, by Rachmanov [27] for ¿1 and by
Lubinsky [15] for ¿3. Estimates on the rate of convergence (for =4 and =6) were presented
in [25,29], where the error term was shown to be of order O(n−1). More precisely,
pn(n1=x)e−(n=2)x

√
n1=
2
(1− x2)1=4 − cos
(
n
∫ x
1
 (y) dy +
arcsin x
2
)
= O
(
1
n
)
;
where the error term on the right-hand side is uniform in x, if x belongs to a compact subset of
the open interval (−1; 1). Nevai conjectured that the same rate of convergence O(n−1) is valid for
all ¿1. This conjecture was established for all positive even integers by the authors in [7] and
follows for all ¿2 from Theorem 1.4 above. However, one can show that for 1¡¡ 2 the error
bound O(n1−) is sharp in the region D and Nevai’s conjecture does not hold in a neighborhood
of zero.
Asymptotic results in a neighborhood of the smallest and largest zeros (regions C1; ; C2; ) were
Nrst obtained by the authors in [6–7].
Asymptotic location of the zeros. It turns out that for ¿1 statements (ii), (iii), and (v) of
Theorem 1.4 suBce to locate each root of pn with an error bound which, for large n, is small
compared to the distance from its neighboring roots. Denote by 0¿ − -1¿ − -2¿ · · · the zeros of
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the Airy function Ai (see Remark 1.5). Furthermore, note that [ − 1; 1]  x → ∫ 1x  (|t|) dt ∈ [0; 1]
is bijective and we deNne its inverse function to be / : [0; 1] → [− 1; 1].
Theorem 1.6. For ¿1; the zeros x1; n¿x2; n¿ · · ·¿xn;n of the nth orthogonal polynomial pn satisfy
the following asymptotic formulae:
(i) Fix k ∈ N. Then
n−1=xk;n = 1−
(
1
22
)1=3 -k
n2=3
+ O
(
1
n
)
as n→∞: (1.10)
(ii) There exists a k0¿0; such that for all k06k6n− k0 the following holds:
n−1=xk;n ∈
(
/
(
6k − 1
6n
)
; /
(
6k − 5
6n
))
: (1.11)
Remark 1.7. A formula similar to (1.10) (with a weaker error bound) was proved by Mate et al.
[21] under the assumption that the recurrence coeBcients satisfy an =0, bn−1 = cn(1+ o(n−2=3)) for
some positive constants c; . Note that this condition is satisNed for all ¿0 by Theorem 1.4.
Error bounds on the location of all zeros as stated in (ii) were Nrst proved by the authors in [7]
for weights of type (I).
2. Riemann–Hilbert problems
Before we state the Riemann–Hilbert problem for orthogonal polynomials in Section 2.2 we brieTy
recall some basic properties of the Cauchy transform in Section 2.1. In Section 2.3 we show that
matrix valued Riemann–Hilbert problems are intimately connected with singular integral equations.
2.1. The Cauchy transform
We recall the deNnition of the Cauchy transform. For f ∈ L2(R) denote
Cf(z) =
1
2i
∫ ∞
−∞
f(s)
s− z ds;
The following properties are well known for the Cauchy transform.
(1) Cf is analytic in C\R.
(2) Cf(· ± i+) converge to (Cf)± in L2(R) as + ↘ 0. The operators C±f ≡ (Cf)± are bounded
operators from L2(R) to L2(R) and Plemelj’s formula holds, i.e.,
(Cf)+(s) = (Cf)−(s) + f(s) for almost all s ∈ R:
Let pn be the nth orthogonal polynomial with respect to the measure w(x) dx and denote by
n(x):=pn(x)=n = xn + · · · the corresponding orthogonal polynomial with leading coeBcient 1. We
consider the vector v:=(n; C(nw)). Then v satisNes the following three properties:
v :C\R→C2 is analytic; (2.1)
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v+(s) = v−(s)
(
1 w(s)
0 1
)
for s ∈ R; (2.2)
v(z)
(
z−n 0
0 zn
)
→ (1; 0) as |z|→∞: (2.3)
The Nrst two properties follow from statements (1) and (2) on the Cauchy transform. The last
property (2.3) contains two statements
(a) n(z)z−n→ 1 as |z|→∞,
(b) C(nw)(z)zn→ 0 as |z|→∞.
Condition (a) is trivially satisNed, since by deNnition n is a polynomial of degree n with leading
coeBcient 1. To see the second condition we expand formally
C(nw)(z) ∼
∞∑
k=1
(
− 1
2i
∫
R
sk−1n(s)w(s) ds
)
z−k : (2.4)
Hence condition (b) is equivalent to the condition that n is orthogonal to all polynomials of degree
6n− 1 with respect to the measure w(x) dx. Expansion (2.4) can be justiNed for rapidly decaying
weights w which satisfy some mild regularity assumptions (e.g. HGolder continuity).
Observe furthermore that, at least formally, v is uniquely deNned by (2.1)–(2.3). Indeed, for a
given n ∈ N and for a given weight function w conditions (2.1) and (2.2) imply that the Nrst
component v1 of v is an analytic function and that the second component of v is given by C(v1w).
The function v1 is then determined by (2.3): From the condition on the Nrst component we learn
that v1 is a polynomial of degree n with leading coeBcient 1. Using (2.4), condition (2.3) also
implies that v1 is orthogonal to all polynomials of degree 6n − 1 with respect to the weight w.
Hence v1 = n.
The considerations of the present Section 2.1 are formal. However, they explain how the or-
thogonal polynomials can be formulated through a Riemann–Hilbert problem. We state a precise
theorem in the next Section 2.2. There we replace the vector valued RHP by a matrix-valued
RHP. In this way we also recover the leading and recurrence coeBcients from the solution of the
RHP.
2.2. The Riemann–Hilbert problem
In this section, following [4–5], we state the Fokas–Its–Kitaev RHP for orthogonal polynomials
(see [12]).
Theorem 2.1. Let w : R→R+ denote a function with the property that for each k ∈ N the product
w(s)sk de@nes a bounded and uniformly Holder continuous function on R. Suppose furthermore
that n is a positive integer. Then the Riemann–Hilbert problem (2:5)–(2:7);
Y :C\R→C2 is analytic; (2.5)
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Y+(s) = Y−(s)
(
1 w(s)
0 1
)
for s ∈ R (cf : Remark 2:2 below); (2.6)
Y (z)
(
z−n 0
0 zn
)
= I + O
(
1
|z|
)
as |z|→∞; (2.7)
has an unique solution; given by
Y (z) =


n(z)
∫
R
n(s)w(s)
s− z
d s
2i
−2i2n−1n−1(z)
∫
R
−2n−1n−1(s)w(s)
s− z ds

 ; (2.8)
where n(x) =pn(x)=n = xn + · · · denotes the nth monic orthogonal polynomial with respect to the
measure w(x) dx. Furthermore; there exist Y1; Y2 ∈ C2×2 such that
Y (z)
(
z−n 0
0 zn
)
= I +
Y1
z
+
Y2
z2
+ O
(
1
|z|3
)
as |z|→∞: (2.9)
Recall that n denotes the leading coe:cient and an; bn denote the recurrence coe:cients associated
with the orthogonal polynomials pn. We have
n =
√
1
−2i(Y1)12 ; (2.10)
bn−1 =
√
(Y1)21(Y1)12; an = (Y1)11 +
(Y2)12
(Y1)12
: (2.11)
Remark 2.2. The jump condition (2.6) is a shorthand notation for the following: The functions Y |C±
have a continuous extension to C± with boundary values Y± satisfying relation (2.6).
The proof that (2.8) deNnes a solution of the RHP (2.5)–(2.7) follows from the formal con-
siderations of the last section, from the assumptions on the weight w, and from the behavior of
HGolder continuous functions under the Cauchy transform (see, e.g. [24]). To see the uniqueness of
the solution of the RHP, suppose that Y and Y˜ both satisfy (2.5)–(2.7). Since det Y is an entire
function satisfying det Y (z)→ 1 for |z|→∞ we learn from Liouville’s theorem that det Y (z) ≡ 1.
Therefore M :=Y˜ Y−1 deNnes an entire function with M (z)→ I for |z|→∞. Liouville’s theorem im-
plies M (z) ≡ I , i.e. Y = Y˜ . In order to derive (2.9)–(2.11), we use expansion (2.4) and denote
n(z) = zn +
∑
k¡n tk;nz
k . It is not diBcult to show (see [7]) that
Y1 =

 tn−1; n − 12i2n−2i2n−1 −tn−1; n

 ; Y2 =

 ∗ tn;n+12i2n∗ ∗

 :
Using in addition an = tn−1; n − tn;n+1 and bn−1 = n−1=n relations (2.10) and (2.11) follow.
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2.3. Singular integral operators
Riemann–Hilbert problems are intimately related with singular integral equations. We give one
example to illustrate this connection. Suppose that 8 :R→C2×2 is given and lies in L2 ∩ L∞. We
introduce the operator C8 :f → C−(f8) acting on L2(R;C2×2). Suppose there exists  ∈ L2(R;C2×2),
solving the singular integral equation
(Id − C8) = C−(8); (2.12)
then the function R:=1 + C(8+ 8) satisNes the following Riemann–Hilbert problem.
(i) R analytic in C\R,
(ii) R+(s) = R−(s)(1 + 8(s)) for almost all s ∈ R,
(iii) R(z)→ 1 for |z|→∞.
Properties (i) and (iii) follow from standard properties of the Cauchy transform. In order to show
property (ii) we use Plemelj’s formula and the relation C−(8 + 8) =  which is an equivalent
formulation of (2.12). We have
R+ = 1 + C+(8+ 8) = 1 + 8+ 8+ C−(8+ 8) = 1 + 8+ 8+ 
= (1 + )(1 + 8) = (1 + C−(8+ 8))(1 + 8) = R−(1 + 8):
We have shown that one can solve the RHP (i)–(iii) by solving a singular integral equation.
Existence and uniqueness of solutions of such equations are well studied (see e.g. [3,13]). However,
we are interested in the quantitative behavior of the solutions rather than in existence and uniqueness
questions. Nevertheless, the connection with singular integral operators is used in our analysis in
two ways. Firstly, in case 8 is suBciently small such that ‖C8‖¡ 1 we can solve (2.12) for  by
expanding the inverse of the operator Id − C8 in a Neumann series. Secondly, we use compactness
results on singular integral operators which imply that Id − C8 satisNes the Fredholm alternative
when acting on appropriate function spaces.
3. The analysis of the Riemann–Hilbert problem
We evaluate the solution of the RHP (2.5)–(2.7) for Y asymptotically by applying to it a series
of transformations
Y →U →T → S→R (3.1)
each of which determines a contribution to the solution and/or simpliNes the problem. The Nnal
quantity R satisNes a RHP as described in Section 2.3 with 8 suBciently small such that R can be
expressed through a Neumann series. The solution Y follows from R and from the composition of
these transformations.
Successive transformations with contour deformations that produce exponentially decaying jump
matrices form the basis of the steepest descent method for oscillatory RHP’s introduced by Deift
and Zhou [10] and further developed by them in [11]. A signiNcant extension of the steepest descent
method, by Deift et al. [9] incorporates into the method a nonlinear analog of WKB analysis that
makes asymptotics of fully nonlinear oscillations possible allowing the method to be applicable to
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a new class of problems. Our analysis of the problem follows the framework of [9]. We brieTy
describe the transformations involved:
• Y →U is a rescaling.
• U →T involves the function g which is the log transform of the equilibrium measure.
• T → S involves a factorization of the jump matrix and a deformation of the contour. Under this
deformation oscillatory terms are transformed into exponentially decaying terms, which may be
neglected and all that remains is a simple RHP on a Nnite interval.
• S→R involves the construction, following [11], of a parametrix for S that is particularly delicate
at the endpoint of the contour.
Before we describe the above steps in greater detail in Section 3.2 we recall the connection between
the equilibrium measure and orthogonal polynomials in Section 3.1.
3.1. The equilibrium measure
Recall the following representation for orthogonal polynomials with respect to a measure d(x)=
e−Q(x) dx on R
pn(x) = cn
∫
Rn
n∏
i=1
(x − xi)
[∏
i¡j
(xi − xj)2 d(x1) : : : d(xn)
]
; (3.2)
for suitable constants cn. In other words, we obtain the nth orthogonal polynomial by averaging over
all polynomials of degree n with real zeros and the measure on the zeros is given by
f(x1; : : : ; xn) dx1 : : : dxn = exp

1
2
∑
i =j
log(xi − xj)2 −
∑
i
Q(xi)

 dx1 : : : dxn: (3.3)
In order to analyze the density f let us associate with any conNguration x1; : : : ; xn the corresponding
counting measure  = (1=n)
∑
i xi . Then
f(x1; : : : ; xn) = f() = exp
(
−n2
[∫
R2\{x=y}
log |x − y|−1 d(x) d(y) + 1
n
∫
R
Q(x) d(x)
])
:
Assume that Q(x) = nV (x) (see Remark 3.1 below) and deNne
IV ():=
∫
R2
log |x − y|−1 d(x) d(y) +
∫
R
V (x) d(x);  ∈M1(R); (3.4)
where M1(R) denotes the space of probability measures on R. It is not diBcult to see that IV
has an unique minimizer V in M1(R) (see, e.g. [28]) which is called the equilibrium measure.
Since f()= exp(−n2IV ()) one expects that, for n large, only those n-tuples (x1; : : : ; xn) contribute
to the integral (3.2) for which (1=n)
∑
i xi ∼ V . Hence the counting measure (n) = (1=n)
∑
i xi; n
corresponding to the zeros of the orthogonal polynomial pn should be close to V . In fact, one
can prove in many cases that (n)→ V in distribution. DeNne the log-transform of the equilibrium
measure
g(z):=
∫
R
log(z − y) dV (y) dy; z ∈ C\R: (3.5)
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Then
n(z) =
n∏
i=1
(z − xi;n) = exp
(∫
R
log(z − y) d(n)(y)
)
∼ exp(ng(z)); (3.6)
at least for values z ∈ C\R. What has been said so far in Section 3.1 only serves as a motivation
why it might be useful to consider the equilibrium measure and its log-transform. In particular, we
do not use the fact that (n)→ V in our analysis. Our proof proceeds in a diPerent way. We deNne
V to be the unique minimizer of IV and deNne g through (3.5). We now state, for weights of class
(II) (cf. Remark 3.3 below), all the properties of g used in our analysis. Properties (3.9)–(3.12) are
closely related to the Euler–Lagrange equations for V .
g :C\R→C is analytic; (3.7)
g(z) ∼ log z as |z|→∞: (3.8)
Furthermore, the support of the equilibrium measure V consists of one Nnite interval I and there
exists a number l ∈ R such that
g+(s) + g−(s)− V (s)− l= 0 for s ∈ I; (3.9)
g+(s)− g−(s) is purely imaginary for s ∈ I;
and i
d
ds
(g+(s)− g−(s))¿0 for s ∈
◦
I ; (3.10)
g+(s) + g−(s)− V (s)− l¡ 0 for s ∈ R\I; (3.11)
eg+(s)−g−(s) = 1 for s ∈ R\I: (3.12)
Remark 3.1. In our discussion above we have assumed that d(x)=e−Q(x) dx and Q(x)=nV (x). This
explains why varying weights of class (III) work well for our method of proof. For Nxed measures
e−Q(x) dx one sometimes can obtain the prefactor n in the exponent by rescaling. For weights of
class (II), for example, we can write Q(x)=|x|=n|n−1=x|: This suggests a rescaling x˜=n−1=x.
For weights of class (I) one uses the well known Mhaskar–Rachmanov–SaP numbers for a similar
rescaling. One obtains Q(x) = nVn(x˜) with Vn(x˜)→ 2mx˜2m, as n→∞. The resulting n-dependence
of Vn(x˜) is the main diPerence between the analysis of [7] and the analysis described in this paper.
Otherwise the situation is somewhat easier for weights of type (I) than for weights of type (II) since
the functions Vn are analytic on the whole real line.
Remark 3.2. For V (x) = |x| the support of  V is given by [− 1; 1] justifying the choice of .
The equilibrium measure is given by dV (x)=  (|x|) dx, where   was deNned in (1.11) (cf. [28]).
Remark 3.3. For weights of class (I) one can show that for n suBciently large the support of the
equilibrium measure is a single interval and statements (3.7)–(3.12) hold. For weights of class (III)
it was shown in [5] that the support of the equilibrium measure consists of a Nnite number of bands
and statements (3.9)–(3.12) are to be modiNed in the case of multiple band support. Furthermore,
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certain degeneracies may occur, e.g. in the case that a band has zero length. All this leads to some
adjustments in the proof; the basic strategy, however, remains unchanged.
3.2. Steps in the analysis
Y →U : As explained in Remark 3.1 above we scale z → =n(z)=n1=z. A simple calculation shows
that
U (z) ≡
(
n−n= 0
0 nn=
)
Y (n1=z); (3.13)
solves the scaled RHP (3.14)–(3.16) below.
U :C\R→C2 is analytic; (3.14)
U+(s) = U−(s)
(
1 e−n|s|

0 1
)
for s ∈ R; (3.15)
U (z)
(
z−n 0
0 zn
)
= I + O
(
1
|z|
)
as |z|→∞: (3.16)
U →T : Recall the deNnition of the function g and the number l in the previous Section 3.1.
Guided by (3.6) we deNne
T (z) ≡ Tn(z) =
(
e−nl=2 0
0 enl=2
)
U (z)
(
e−n(g(z)−l=2) 0
0 en(g(z)−l=2)
)
: (3.17)
A simple computation using (3.7), (3.8) now shows that T is the unique solution of (3.18)–(3.20)
T :C\R→C2×2 is analytic: (3.18)
T+ = T−
(
e−n(g+−g−) en(g++g−−V−l)
0 en(g+−g−)
)
on R; (3.19)
T (z) = I + O
(
1
|z|
)
as |z|→∞; (3.20)
where V (x) = |x|: In the next step we use properties (3.9)–(3.12) of the function g to further
transform the Riemann–Hilbert problem.
T → S: The signiNcance of properties (3.9)–(3.12) is the following. Property (3.9) leads to an
upper-triangular jump matrix
vT =
(
e−n(g+−g−) 1
0 en(g+−g−)
)
on [− 1; 1];
and (3.11), (3.12) yield a jump matrix
vT =
(
1 en(g+(s)+g−(s)−V (s)−l)
0 1
)
= I + o(1) on R\[− 1; 1];
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Fig. 2. The contour >S .
as n→∞. The oscillatory terms e±n(g+−g−) (see (3.10)) can be transformed into exponentially de-
caying terms as follows. Factor
vT =
(
1 0
en(g+−g−) 1
)(
0 1
−1 0
)(
1 0
e−n(g+−g−) 1
)
≡ v−v0v+: (3.21)
Since g+−g−=2g+−V − l=−2g−+V + l on [−1; 1], g+−g− has an analytic continuation above
and below [− 1; 1]. Here we assumed that V is analytic. For  ∈ 2N, however, V is not analytic at
x=0. We will remark on this complication in 3:4 below. By the Cauchy–Riemann condition (3.10)
the real part of (g+ − g−) (z) is positive above (−1; 1) and negative below (−1; 1). Hence v+(z)
(resp. v−(z)) has an analytic continuation above (resp. below) (−1; 1) that converges exponentially
to the identity as n→∞. The factorization (3.21) suggests the following deformation of the RHP
for T . Let >S =
⋃5
i=1 >i be the oriented contour in Fig. 2. Let
S(z) ≡ T (z) for z outside the lens shaped region; (3.22)
S(z) ≡ T (z)v−1+ (z) = T (z)
(
1 0
−e−n(g+(z)−g−(z)) 1
)
in the upper lens region; (3.23)
S(z) ≡ T (z)v−(z) = T (z)
(
1 0
en(g+(z)−g−(z)) 1
)
in the lower lens region: (3.24)
Then S satisNes
S : C\>S →C2×2 is analytic: (3.25)
S+(s) = S−(s)vS(s); s ∈ >S; (3.26)
S(z) = I + O(1=|z|) as |z|→∞; (3.27)
where vS(s) = vi(s), for s ∈ >i, 16i65 and v1 = v+, v2 = v0, v3 = v−, v4 = vT , v5 = vT .
Remark 3.4. In [14] we deal with the situation that V is not analytic at 0 in the following way. We
use diPerent analytic continuations of the jump matrices v+(s) and v−(s), depending on Re(s)¡ 0
or Re(s)¿0. This introduces an additional jump along the imaginary axis which has to be analyzed
in the next step.
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Remark 3.5. In the case that the support of the equilibrium measure consists of multiple bands
(class (III)), the deformation argument described above works for each band separately.
S→R: The preceding deNnitions and calculations have the following result: the jump matrix vS
converges to the identity matrix everywhere on >S; except on >2 = [ − 1; 1]. The above RHP for
S is clearly equivalent to the original RHP (2.5)–(2.7) in the sense that the solution of the one
problem implies the solution of the other, and vice versa. This suggests that for large n the solution
of (3.25)–(3.27) should be close to the solution of the following limiting RHP,
S (∞) :C\[− 1; 1]→C2×2 is analytic; (3.28)
S (∞)+ (s) = S
(∞)
− (s)
(
0 1
−1 0
)
for s ∈ [− 1; 1]; (3.29)
S (∞)(z) = I + O
(
1
|z|
)
as |z|→∞: (3.30)
The RHP (3.28)–(3.30) can be solved explicitly by diagonalizing the jump matrix and hence re-
ducing to two scalar RHP’s. The solution is given by
S (∞)(z) =
1
2
(
a(z) + a(z)−1 i(a(z)−1 − a(z))
i(a(z)− a(z)−1) a(z) + a(z)−1
)
; (3.31)
with
a(z) =
(z − 1)1=4
(z + 1)1=4
: (3.32)
However, to prove rigorously that indeed S→ S (∞) as n→∞, numerous technicalities arise. The
origin of these diBculties can be seen by deNning
M := S(S (∞))−1: (3.33)
Denote by v∞ the jump matrix for S (∞). The matrix valued function M then satisNes a RHP of the
form
M+ =M−(S
(∞)
− vSv
−1
∞ (S
(∞)
− )
−1) on >S; (3.34)
M (z) = I + O(1=|z|) as |z|→∞: (3.35)
In order to prove that the solution M of (3.34), (3.35) is close to the identity, and hence S ≈ S (∞),
one needs to know that the jump matrix for M is close to the identity in the L2 and in the L∞ sense
(see discussion in Section 2.3). Due to the fourth-root singularity of S (∞) at ±1, however, we see
that the jump matrix for M is unbounded. In order to remedy this diBculty one needs to construct
an explicit solution P of the RHP (3.25)–(3.27) in small neighborhoods of ±1, which matches
S (∞) at the boundary of these neighborhoods up to order o(1). Such an explicit local solution P is
constructed in terms of Airy functions. Finally we deNne the parametrix Spar for S by Spar = P in
neighborhoods of ±1 and by Spar = S (∞) elsewhere. Then R ≡ SS−1par solves a RHP with jumps of
the form I + o(1) and can be computed to any order by a Neumann series.
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Remark 3.6. In the case that  ∈ 2N, i.e. V not analytic in the origin, one also needs to construct
a local parametrix in the neighborhood of the origin (cf. Remark 3.4 above). This is the reason why
we have to introduce the region D in the statement of Theorem 1.4. For 0¡¡ 1 the leading
order behavior of the parametrix at the origin has so far not been determined explicitly. It is deNned
through a Riemann–Hilbert problem which only depends on  and on the parity of n.
Remark 3.7. For weights of class (III), the corresponding RHP for S (∞) can be solved in terms
of theta functions. Furthermore, for such weights degenerate situations may occur at the endpoints
of the support of the equilibrium measure, i.e. the density of the equilibrium measure may decay
faster than a square root at some endpoints. In such a situation the parametrix near the endpoint
cannot be expressed in terms of the Airy function. Some other special function, which is deNned
through a RHP, takes its place. Degeneracies can also occur in the interior of the support of the
equilibrium measure when the density of the equilibrium measure vanishes at some isolated points.
Again one needs to construct local parametrices in a neighborhood of the degenerate points. The
various degeneracies which can occur for weights of type (III) are carefully discussed in [8].
Remark 3.8. The error terms in the statements of Theorems 1.3 and 1.4 arise from the errors which
are introduced by the matching of the local parametrices P with S (∞).
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