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Abstract
Pearson’s correlation coefﬁcient is typically used for measuring the depen-
dence structure of stock returns. Nevertheless, it has many shortcomings often
documented in the literature. We suggest to use a conditional version of Spear-
man’s rho as an alternative dependence measure. Our approach is purely non-
parametric and we avoid any kind of model misspeciﬁcation. We derive hypoth-
esis tests for the conditional Spearman’s rho in bull and bear markets and verify
the tests by Monte Carlo simulation. Further, we study the daily returns of stocks
contained in the German stock index DAX 30. We ﬁnd some signiﬁcant differ-
ences in dependenceof stock returns in bull and bear markets. On the other hand
the differences are not so strong as one might expect.
Keywords: Bear market, bootstrapping, bull market, conditional Spearman’s rho, cop-
ulas, Monte Carlo simulation, stock returns.
JEL Subject Classiﬁcation: Primary C14, Secondary C12.
1 Introduction
The linear correlation coefﬁcient according to Karl Pearson still seems to be the most
commonly used measure of dependence of two random variables X and Y though its
many shortcomings have been often documented (see, e.g., Embrechts et al., 2002).
Pearson’s correlation coefﬁcient is strongly affected by the marginal distributions of
X and Y and its estimates are sensitive to outliers (Lindskog, 2000). Further, the linear
correlation coefﬁcient quantiﬁes only linear dependence though monotone dependence
is often much more relevant. The random variables X and Y possess a strong mono-
tone dependence if we can ﬁnd two real-valued and strictly increasing functions f and
g such that |Corr{f(X),g(Y )}| is large. It is easy to construct dependence structures
∗Phone: +49 221 7212556, email: jaddob@web.de.
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1where the linear correlation coefﬁcient of X and Y is close to 0 but, however, cor-
responds to 1 after some monotone transformations of the random variables (McNeil
et al., 2005, p. 205).
Copula theory and the dependence measures derived thereof are a convincing alterna-
tive. Due to Sklar’s theorem (Sklar, 1959) it is known that a joint distribution function
can be split up into its copula (i.e. its dependence structure) and its marginal distribu-
tions. A meaningful dependence measure should be invariant under monotone trans-
formations of the components of the random vector. Examples of such measures are
Spearman’s rho, Kendall’s tau, Gini’s gamma, and Blomquist’s beta. In this paper we
conﬁne ourselves to the rank correlation coefﬁcient, i.e. Spearman’s rho. For surveys
on copulas and dependence measures see, e.g., Cherubini et al. (2004), Joe (1997), and
Nelsen (2006).
We investigate the contemporaneous dependence of two stock returns X and Y . In
particular, weconcentrate onthequestion whether dependence issigniﬁcantly different
in bull and bear markets, i.e. in case of a joint upswing or downswing. This question
and related problems have been already investigated in ﬁnance literature (see, e.g., Ang
and Chen, 2002, Erb et al., 1994, Fortin and Kuzmics, 2002, Junker and May, 2005,
Patton, 2004, Silvapulle and Granger, 2001, Vaz de Melo Mendes, 2005). But we think
that the statistical methods, in particular the use of Pearson’s correlation coefﬁcient is
unsatisfactory. Hence, there is space for further contributions.
Bear and bull markets are characterized as follows. There is a bear market if the two
stock returns X and Y contemporaneously fall short of the 100p% quantiles of their
corresponding cumulative distribution functions. Analogously, a bull market is present
whenever both −X and −Y fall short of the corresponding 100q% quantiles. Here p
and q have to be pre-determined. A quantile of the cumulative distribution function
of a stock return is commonly known as the value-at-risk under the speciﬁed shortfall
probability. This measure is frequently used in ﬁnance literature and risk management.
So it seems to be a natural choice for characterizing bull and bear markets.
Our approach is purely nonparametric. Contrary to Patton (2004) and Vaz de Melo
Mendes (2005) we do not ﬁt speciﬁc copulas to the data. Specifying the copula
by some parametric model can lead to erroneous conclusions if the chosen model is
wrong. From our point of view it is not necessary to rely on the parametric approach
if the sample size is large enough. We are interested in ﬁnancial data analysis and
in that context it is easy to access many thousands of observations. By following the
nonparametric approach we avoid any kind of model misspeciﬁcation.
In this work we develop conditional versions of Spearman’s rho to assess the depen-
dence structure of stock returns in bull and bear markets. In contrast, some authors
analyze the dependence structure of outliers in ﬁnancial data by using the so-called
tail-dependence coefﬁcient (Fortin and Kuzmics, 2002, Junker and May, 2005). After
applying parametric methods these authors come to the conclusion that ‘the empiri-
cal joint distribution of return pairs on stock indices displays high tail-dependence in
the lower tail and low tail-dependence in the upper tail’ (Fortin and Kuzmics, 2002).
Dobri´ c and Schmid (2005) as well as Frahm et al. (2005) found that estimating the
tail-dependence coefﬁcient by nonparametric methods can lead to very large estima-
tion errors even if there are many observations. Hence the tail-dependence coefﬁcient
2is not an appropriate alternative.
Though we focus on computational statistics and the empirical analysis of stock re-
turns we have to introduce some statistical theory in order to have a formal basis for
our testing procedures. This is done in section 2.1, where some copula theory is pre-
sented. It allows a precise formulation of the null hypotheses to be tested. The testing
procedures are described in section 2.2. A Monte Carlo (MC) simulation is presented
in Section 2.3 which shows that the procedures work well for sample sizes which are
typically available in practice. In particular the procedures keep the prescribed error
probabilities of the ﬁrst kind and have sufﬁcient power to detect violations of the null
hypothesis. In Section 3 we investigate the daily returns of stocks from the German
stock index DAX 30 between 1992-03-02 and 2002-03-01 and Section 4 concludes.
2 Testing Conditional Dependence
This section introduces some notions from copula theory which are required as a basis
for the testing procedure to be described below. Comprehensive introductions to the
theory of copulas are Joe (1997) and Nelsen (2006). The testing procedure is then in-
troduced and its ﬁnite sample properties are investigated in the ﬁnal part of the section.
2.1 Some Copula Theory
Let X and Y denote two random variables with joint distribution function F(x,y) =
P(X ≤ x,Y ≤ y) and marginal distribution functions G(x) = P(X ≤ x) and
H(y) = P(Y ≤ y) for all x,y ∈ R. The corresponding quantile functions are given
by G−1(p) = inf{x: G(x) ≥ p} and H−1(p) = inf{y: H(y) ≥ p} for 0 ≤ p ≤ 1. In
Section 3, X and Y will denote daily returns of two stocks.
Throughout this paper we assume that G and H are continuous functions. Therefore,
according to Sklar’s theorem (Sklar, 1959) there exists a unique copula C : [0,1]2 →
[0,1] such that
F(x,y) = C(G(x),H(y)), ∀x,y ∈ R.
The function C is the joint distribution function of U = G(X) and V = H(Y ). The
rank correlation coefﬁcient of X and Y is now given by




See Nelsen (2006, p. 167) for the latter representation of Spearman’s rho.
For every ﬁxed p with 0 < p < 1 we deﬁne
AL :=
n
(x,y): x ≤ G−1(p),y ≤ H−1(p)
o
.
3In the following we assume that P{(X,Y ) ∈ AL} = C(p,p) > 0. Consider the
conditional joint distribution function
FL(x,y) := P(X ≤ x,Y ≤ y |(X,Y ) ∈ AL) =
F(x ∧ G−1(p),y ∧ H−1(p))
F(G−1(p),H−1(p))
=
C(G(x ∧ G−1(p)),H(y ∧ H−1(p)))
C(p,p)
, ∀x,y ∈ R.
The corresponding conditional marginal distribution functions are given by




, ∀x ∈ R,
and HL(y) respectively. As GL and HL are continuous distribution functions, accord-
ing to Sklar’s theorem there exists also a unique copula CL : [0,1]2 → [0,1] such
that
FL(x,y) = CL(GL(x),HL(y)), ∀x,y ∈ R.
Indeed, Juri and Wüthrich (2002) call
CL(u,v) = FL(G−1
L (u),H−1
L (v)), ∀u,v ∈ [0,1],
the extreme tail dependence copula relative to C at the level p. We call CL lower
tail copula and the phrase ‘relative to C at the level p’ will be usually dropped for
convenience.






Hence, ρL measures the rank correlation of stock returns conditional on (X,Y ) ∈ AL.
An analogue deﬁnition can be found for the upper tail copula CU. This is the lower
tail copula relative to the survival copula according to C (Nelsen, 2006, Section 2.6),
i.e.
C(u,v) := u + v − 1 + C(1 − u,1 − v), ∀u,v ∈ [0,1],
at the level q (0 < q < 1). The survival copula corresponds to the copula of (−X,−Y )
and thus CU is the copula of (−X,−Y ) under the condition that (−X,−Y ) ∈ AU.
Here the area AU is calculated similarly to AL just by using the quantile functions
of −X and −Y at q rather than the quantile functions of X and Y at p. Hence, the
upper conditional Spearman’s rho ρU measures the rank correlation of stock returns in
a bull market. In the following we will have to guarantee that AL ∩ AU = ∅ and thus
p + q ≤ 1.
In most cases it is not possible to derive the conditional copulas CL or CU in closed
form. Therefore ρL and ρU cannot be calculated explicitly. However, MC simulation
is a convenient tool for obtaining numerical approximations to ρL and ρU with suf-
ﬁcient precision. We apply this method to calculate the conditional rank correlation
4coefﬁcients for the Gauss, t3 , Clayton, and Gumbel copula (see Table 1 and Table 2).
The Gauss and t3 copula are given by










1 − θ2   exp
￿
−





Ct3(u,v ;θ) = t3,θ(t−1
3 (u),t−1










1 − θ2  
￿
1 +





where t3 denotes Student’s univariate t distribution function with 3 degrees of free-
dom and −1 < θ < 1. Note that the linear correlation coefﬁcient is symbolized by the
parameter θ rather than ρ. This is because to avoid possible confusions with the uncon-
ditional rank correlation coefﬁcient of CGauss or Ct3. The unconditional Spearman’s
rho for the Gauss copula corresponds to ρ = 6/π   arcsin(θ/2) (Hult and Lindskog,
2002). For the t3 copula to our knowledge there exists no closed-form expression.
The Clayton copula is given by
CClayton(u,v ;θ) =
￿
u−θ + v−θ − 1
￿−1/θ , ∀u,v ∈ [0,1],
where θ ≥ 0. In the limiting case θ = 0 the Clayton copula corresponds to the
independence or product copula Π(u,v) := uv (Nelsen, 2006, p. 11).
The Gumbel copula can be written as





, ∀u,v ∈ [0,1],
with θ ≥ 1. Note that for θ = 1 once again the independence copula evolves. The
values for θ in Table 2 are chosen such that the unconditional Spearman’s rho corre-
sponds to ρ = 0.3,0.5, and 0.7. The relationship between θ and ρ can be obtained by
numerical integration or MC simulation (cf. Joe, 1997, p. 147).
For our approximations of the conditional rank correlation coefﬁcients (see Table 1
and Table 2) we use NMC = 1000 MC replications, each one generating a sample
from C with sample size n = 106. Both for the simulation study and for the empirical
study following later on we set p = q . Note that only the Clayton copula allows for an
explicit representation of CL. If C is a Clayton copula then the lower tail copula CL
corresponds to C for any 0 < p < 1 (Juri and Wüthrich, 2002). That means that ρL
corresponds to the unconditional Spearman’s rho of C.
5Gauss copula
θ = 0.25 θ = 0.50 θ = 0.75
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Table 1: MC approximations to ρL and ρU for the Gauss and t3 copula possessing
different values for θ. We use NMC = 1000 MC replications, each one generating a
sample from the corresponding copula with sample size n = 106. The standard errors
of the approximations are given in parentheses.
The null hypothesis we are going to test can be formalized as
H0 : ρL = ρU
vs. H1 : ρL  = ρU ,
where some p and q with p + q ≤ 1 are ﬁxed. In our framework H0 implies that the
monotone dependence of stock returns in bear markets is the same as in bull markets.
Here we consider the lower 100p% and upper 100q% of stock returns to characterize
the bear and the bull market, respectively.
Instead of a two-sided hypothesis test, a one-sided test like
H0 : ρL ≤ ρU
vs. H1 : ρL > ρU
is of general interest.
The null hypothesis H0: ρL = ρU stated above might be also of importance in another
context. Both in theory and application of copulas it is sometimes of interest whether
the random vector (X,Y ) is radially symmetric or not (Nelsen, 2006, Section 2.7).
Radial symmetry is a useful property which guarantees that ρL = ρU for all 0 < p <
1 since C and the corresponding survival copula coincide. In order to test the null
hypothesis H′
0: ‘The random vector (X,Y ) is radially symmetric’, one can apply the
two-sided test and reject H′
0 if H0 is rejected.
6Clayton copula
θ = 0.5112 θ = 1.0759 θ = 2.1326


















































θ = 1.26 θ = 1.54 θ = 2.07

















































Table 2: MC approximations to ρL and ρU for the Clayton and Gumbel copula possess-
ing different values for θ. We use NMC = 1000 MC replications, each one generating
a sample from the corresponding copula with sample size n = 106. The standard
errors of the approximations are given in parentheses.
2.2 The Testing Procedures
Let (X1,Y1),...,(Xn,Yn) be i.i.d. as (X,Y ). As we do not assume that the marginal














The corresponding estimates for b G−1
n (p) and b H−1
n (p) can be derived thereof. Forsome
ﬁxed p and q with p + q ≤ 1 we can deﬁne
b AL :=
n
(x,y): x ≤ b G−1
n (p),y ≤ b H−1
n (p)
o
and b AU respectively. Further, let nL := | b AL| and nU := | b AU|, where |   | denotes the
















b AL denotes the set of indices i where (Xi,Yi) lies in b AL .
7Further, rL,n( ) is the rank of a marginal observation relative to all observations in b AL ,







1{rn(Xi)/n≤u}1{rn(Yi)/n≤v} , ∀u,v ∈ [0,1].
Note that rL,n(Xi)/nL = b GL,n(Xi) and rL,n(Yi)/nL = b HL,n(Yi), where b GL,n is the
empirical counterpart of GL, i.e.
b GL,n(x) =
b Cn( b Gn(x ∧ b G−1
n (p)),p)
b Cn(p,p)
, ∀x ∈ R,
and b HL,n is deﬁned respectively. The estimator ˆ ρU,n for the upper conditional Spear-
man’s rho can be similarly deﬁned, just by using the survival copula according to b Cn,
i.e. the observations in the upper right area b AU .
It has been already shown that Spearman’s rho is consistent and asymptotically nor-
mally distributed (Schmid and Schmidt, 2006b). The same holds for the conditional




ˆ ρL,n − ρL









ˆ ρU,n − ρU





as nL,nU → ∞.
In practical situations p and q have to be sufﬁciently large such that nL and nU do
not become too small. We have found p,q ≥ log(n)/
√
n as an appropriate rule of
thumb for analyzing daily stock returns. E.g. for the sample size n = 1000 (that
means we have an observation period of approximately 4 years) p and q should be
larger than 0.2184. In case of the product copula we would expect to meet 0.21842  
1000 ≈ 48 data points in the lower left or upper right corner of the empirical copula.
Admittedly, ﬁnancial data cannot be appropriately described by the product copula but
wecan assume that there issome sort of positive dependence between stock returns. So
there are even more observations in the corresponding corners of the empirical copula.
Thus our rule of thumb guarantees that there are always enough data for large sample
inferences.
The asymptotic variances σ2
L and σ2
U depend on the tail copulas CL and CU. In gen-
eral they cannot be calculated explicitly. However, they can be approximated by a
simple bootstrap procedure (Schmid and Schmidt, 2006a). Note that the observations
contained in AL and AU stem from two disjoint sets and thus are stochastically inde-
pendent. The same holds for b AL and b AU, asymptotically, and the following procedure
for the two-sided hypothesis test becomes straightforward:
1. Compute ˆ ρL,n and ˆ ρU,n from the observations in b AL and b AU, where p and q are
ﬁxed with p + q ≤ 1.
2. Compute NB bootstrap replications of ˆ ρL,n and ˆ ρU,n from the observations in
b AL and b AU and calculate the corresponding estimates for the asymptotic vari-
ances σ2
L and σ2
U, say b σ2
L and b σ2
U.




ˆ ρL,n − ˆ ρU,n q
b σ2












where α > 0 is a small error probability of the ﬁrst kind and Φ denotes the
distribution function of the standard normal distribution.
The one-sided hypothesis tests differ only in the third step from the two-sided test, i.e.
3b. Reject H0: ρL ≤ ρU or H0: ρL ≥ ρU if
ˆ ρL,n − ˆ ρU,n q
b σ2
L/nL + b σ2
U/nU
≥ Φ−1(1 − α),
or
ˆ ρL,n − ˆ ρU,n q
b σ2
L/nL + b σ2
U/nU
≤ Φ−1(α).
2.3 Finite Sample Properties
This section investigates the statistical properties of the testing procedures described
at the end of the last section. The results are obtained by MC simulations for various
special cases. These are essentially deﬁned by the copula under study. First we are
interested in the rejection probability of the procedure if H0 : ρL = ρU is true and
α is the prescribed error probability of the ﬁrst kind. We consider the Gauss and t3
copula which belong to the class of elliptical copulas (Frahm et al., 2003). These are
radially symmetric for every −1 < θ < 1 and thus the null hypotheses holds. The
selected values for the copula parameter are θ = 0.25,0.5,0.75, the values for p are
given by p = 0.2,0.35,0.5, and we validate the error probabilities α = 0.01,0.05, and
α = 0.1. The simulated sample size is n = 2500, the number of bootstrap replications
corresponds to NB = 1000, and the number of MC replications is NMC = 1000.
The results of the simulations are summarized in Panel 1 of Table 3. We can see that
the approximated rejection probabilities satisfactorily agree with the prescribed error
probabilities.
We are also interested in the power of the testing procedure, i.e. the probability of
rejection provided H0 is wrong. For that purpose we consider the Clayton and the
Gumbel copula. It iswell-known that these copulas are not radially symmetric and thus
ρL  = ρU holds in general. Remember that the parameter θ of both copula families (see
p. 5) has been selected in such a way that the unconditional Spearman’s rho is equal
to ρ = 0.3,0.5 and ρ = 0.7. The results of the MC simulations are given in Panel
2 of Table 3. It can be seen that for every ﬁxed p and α the power is an increasing
function of θ. This is because the asymmetry of the Archimedean copulas CClayton
and CGumbel increases with θ (cf. Nelsen, 2006, Ch. 4).
Similar results are obtained for the two one-sided tests which can be taken from Table































































Figure 1: Powerfunctions of thetwo-sided hypothesis test forthe mixed copulas CMix1
(left hand side) and CMix2 (right hand side) as a function of λ. The results are obtained
by MC simulation for the sample size n = 2500, NB = 1000 bootstrap replications,
and NMC = 1000 MC replications using the threshold probability p = q = 0.5.
contrast, if H0 is true our simulations produce no false rejection. Forinstance, consider
the right-sided test H0 : ρL ≤ ρU vs. H1 : ρL > ρU. In that case the null hypothesis
is fulﬁlled for the Gumbel copula. Panel 2 of Table 4 shows that there is no rejection
for any given unconditional rank correlation coefﬁcient ρ, threshold probability p, and
error probability α. In contrast, for the Clayton copula the alternative hypothesis is
true and consequently the rejection probabilities are very high (e.g. roughly 90% for
ρ = 0.3, p = 0.2, and α = 0.1). Moreover, for ρ = 0.5 and ρ = 0.7, H0 is rejected
for the Clayton copula in almost every simulated case.
Now we want to investigate the relationship between asymmetry and power. For that
purpose we consider the mixed copula
CMix1(u,v ;λ,θ0,θ1) := λCClayton(u,v ;θ1) + (1 − λ)CGauss(u,v ;θ0),
where 0 ≤ λ ≤ 1. Further, the copula parameters θ0,θ1 are such that the unconditional
Spearman’s rho of CClayton(u,v ;θ1) and CGauss(u,v ;θ0) corresponds to ρ = 0.5.
Hence, the mixed copula possesses the same unconditional rank correlation coefﬁcient
for every λ (see the formula for ρ on p. 3). Since ρL = ρU is true for the Gauss copula
but for the Gumbel copula it holds that ρL < ρU, the mixing parameter λ determines
the degree of asymmetry given by CMix1(u,v ;λ,θ0,θ1). If we consider the two-sided
hypothesis test, λ = 0 means that the null hypothesis is true whereas the alternative
hypothesis holds for every λ > 0. The larger λ the more we shall expect to reject H0 .
A similar result is obtained for the mixed copula
CMix2(u,v ;λ,θ0,θ2) := λCGumbel(u,v ;θ2) + (1 − λ)CGauss(u,v ;θ0),
where θ2 is such that Spearman’s rho of CGumbel(u,v ;θ2) once again corresponds
to ρ = 0.5. The corresponding power functions are given in Figure 1. The power
functions illustrated in Figure 1 are simulated on the basis of n = 2500, NB = 1000,
and NMC = 1000 using the threshold probability p = 0.5. We can see that the
two-sided hypothesis test exhibits more power in case of the Clayton/Gauss copula
10H0: ρL = ρU vs. H1: ρL  = ρU
Panel 1 θ = 0.25 θ = 0.50 θ = 0.75













































































































Panel 2 ρ = 0.30 ρ = 0.50 ρ = 0.70













































































































Table 3: MC approximations of the rejection probabilities for the Gauss and t3 copula
(Panel 1) and for the Clayton and Gumbel copula (Panel 2) given H0: ρL = ρU. The
simulated sample size is n = 2500, the number of bootstrap replications corresponds
to NB = 1000, and the number of MC replications is NMC = 1000. The standard
errors for the approximated rejection probabilities are given in parentheses.
11H0: ρL ≤ ρU vs. H1: ρL > ρU
Panel 1 θ = 0.25 θ = 0.50 θ = 0.75













































































































Panel 2 ρ = 0.30 ρ = 0.50 ρ = 0.70













































































































Table 4: MC approximations of the rejection probabilities for the Gauss and t3 copula
(Panel 1) and for the Clayton and Gumbel copula (Panel 2) given H0: ρL ≤ ρU. The
simulated sample size is n = 2500, the number of bootstrap replications corresponds
to NB = 1000, and the number of MC replications is NMC = 1000. The standard
errors for the approximated rejection probabilities are given in parentheses.
12H0: ρL ≥ ρU vs. H1: ρL < ρU
Panel 1 θ = 0.25 θ = 0.50 θ = 0.75













































































































Panel 2 ρ = 0.30 ρ = 0.50 ρ = 0.70













































































































Table 5: MC approximations of the rejection probabilities for the Gauss and t3 copula
(Panel 1) and for the Clayton and Gumbel copula (Panel 2) given H0: ρL ≥ ρU. The
simulated sample size is n = 2500, the number of bootstrap replications corresponds
to NB = 1000, and the number of MC replications is NMC = 1000. The standard
errors for the approximated rejection probabilities are given in parentheses.
13p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5
¯ ˆ ρL .3609 .3009 .3149 .3387 .3479
¯ ˆ ρU .2685 .2409 .2400 .2571 .2749
ˆ ρL − ˆ ρU .0924 .0600 .0749 .0816 .0730
|ˆ ρL − ˆ ρU| .1528 .0891 .0829 .0840 .0754
Table 6: Average conditional rank correlation coefﬁcients, differences, and absolute
differences of all 231 asset combinations for different threshold probabilities p = q .
CMix1. However, both ﬁgures demonstrate that the hypothesis test always keeps the
prescribed error probability of the ﬁrst kind and the rejection probability indeed is an
increasing function of the mixing parameter λ. Similar results can be obtained for
other constellations of ρ and p.
3 Empirical Results for German Stock Returns
Now we consider daily returns of 21 stocks of the German stock index DAX 30 from
1992-03-02 to 2002-03-01 and the stock index itself. More precisely, the considered
stock prices were adjusted by dividends, splits, etc., and our analyzes are based on the
daily log-returns of the stocks. The number of observations is n = 2523. Table 6
contains the sample means of the upper and lower conditional Spearman’s rho for all
asset combinations given the threshold probabilities or, say, value-at-risk levels p =
0.1,0.2,0.3,0.4, and p = 0.5. Here ¯ ˆ ρL symbolizes the mean lower and ¯ ˆ ρU the mean
upper conditional Spearman’s rho, ˆ ρL − ˆ ρU is the mean difference, whereas |ˆ ρL − ˆ ρU|
denotes the mean absolute difference between ˆ ρL and ˆ ρU. We can see that in average
the lower conditional rank correlations are between 6 and 10 points larger than the
upper conditional rank correlations. However, without some meaningful economical
arguments it is not possible to judge whether this gap between bull and bear markets
is rather ‘large’ or ‘small’ and we would like to avoid such kind of statements.
In contrast, we will discuss how much of the empirical evidence leads to signiﬁcant
results in our hypothesis tests. It is worth to point out that the outcomes of the test
generally depend on the probability threshold p. Figure 2 shows the estimates of the
lower and upper conditional Spearman’s rho as a function of p for Allianz vs. BASF
and Allianz vs. Munich Re. We can see that the difference between ˆ ρL and ˆ ρU for
Allianz vs. Munich Reessentially depends on the chosen threshold whereas for Allianz
vs. BASF the difference is roughly stable. However, in both cases ˆ ρL − ˆ ρU increases
as p approaches to zero. That means the rank correlation coefﬁcients of stock returns
seem to be substantially different between situations of panic and elation. From this
arguments it should be clear that the hypothesis test works only if p is chosen before
examining different estimates for ρL and ρU. Otherwise the test would suffer from a
selection bias.
14Panel 1 H0: ρL = ρU vs. H1: ρL  = ρU
α p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5
0.10 37 34 67 89 107
0.05 25 16 51 67 72
0.01 6 3 19 31 30
Panel 2 H0: ρL ≤ ρU vs. H1: ρL > ρU
α p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5
0.10 55 61 94 136 148
0.05 35 32 67 89 107
0.01 11 4 30 42 50
ˆ ρL > ˆ ρU 170 173 196 218 217
Panel 3 H0: ρL ≥ ρU vs. H1: ρL < ρU
α p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5
0.10 9 7 3 0 0
0.05 2 2 0 0 0
0.01 1 0 0 0 0
ˆ ρL < ˆ ρU 61 58 35 13 14
Table 7: Numbers of rejections for the different hypothesis tests, various threshold
probabilities p = q , and error probabilities α given 231 asset combinations. Further,
the numbers of asset combinations where ˆ ρL is larger or smaller than ˆ ρU (in the last
rows of Panel 2 and Panel 3).





= 231 combinations of the 21 stocks and the stock index. It is clear that
the estimates ˆ ρL and ˆ ρU are different from each other for every combination and we
want to see whether the differences are signiﬁcant. That means we test H0: ρL = ρU
against H1 : ρL  = ρU by using the procedure described in Section 2.2. The ﬁrst
panel of Table 7 contains the number of rejections for all 231 asset combinations. For
p = 0.1 only 25 of 231 asset combinations (i.e. roughly 11%) and for p = 0.3 only
51 (that means about 22%) are signiﬁcantly different on the 5% level, etc. However,
we see that for all p taken into consideration the proportions of rejection exceed the
corresponding error probability of the ﬁrst kind. More precisely, since the number
of rejections is always larger than 231α we can conclude that in general ρL does not
correspond to ρU for daily asset returns.
3.2 One-Sided Hypothesis Tests
Panel 2 and 3 of Table 7 contain the number of asset combinations where ˆ ρL > ˆ ρU and
ˆ ρL < ˆ ρU. For p = 0.1 there are 170 asset combinations with ˆ ρL > ˆ ρU and only 35 (≈
21%) of these combinations are signiﬁcant. For p = 0.3 there are 67 of 196 (≈ 34%)
signiﬁcant asset combinations with ˆ ρL > ˆ ρU on the 5% level, etc. It is clear that not
every combination with ˆ ρL > ˆ ρU or ˆ ρL < ˆ ρU can be signiﬁcant. This holds especially

































Figure 2: Estimates of the lower and upper conditional Spearman’s rho as a function
of p = q for Allianz vs. BASF (left hand) and Allianz vs. Munich Re (right hand).
copula is small. However, the fact that the proportion of signiﬁcant combinations is
relatively small of course neither implicates that the corresponding null hypotheses are
true nor that the distances between the true rank correlation coefﬁcients ρL and ρU are
small (cf. the last row of Table 6).
First consider the second panel of Table 7 which contains the number of rejections for
various levels of p and α. The numbers of rejection exceed 231α in all cases. This
indicates that ρL > ρU is a typical constellation for daily asset returns. In contrast, for
the opposite test H0 : ρL ≥ ρU vs. H1 : ρL < ρU the number of rejections given in
Table 7 (Panel 3) are always smaller than 231α. Thus we can assume that most of the
documented rejections are errors of the ﬁrst kind.
Many empirical studies suggest that the linear dependence of stock returns is larger
in bear markets than in bull markets (see, e.g., Ang and Chen, 2002, Erb et al., 1994).
Our results of the one-sided hypothesis tests conﬁrm ﬁndings in the ﬁnance literature
where Pearson’s linear correlation coefﬁcient is used as a dependence measure. That
means in bear markets stock returns depend more on each other than in bull markets
where the notion of ‘dependence’ is represented by the rank correlation coefﬁcient.
4 Conclusion
Several authors have investigated the dependencies of stock returns in bull and bear
markets. Pearson’s correlation coefﬁcient has been typically used as a canonical de-
pendence measure. Unfortunately, it essentially depends on the marginal distributions
of the random variables which are taken into consideration and quantiﬁes only the de-
gree of linear dependence. However, often we are interested in the degree of monotone
rather than linear dependence. This holds especially if the marginal distributions are
highly non-standard which is deﬁnitely the case if we concentrate on the tails of stock
return distributions. So it is crucial to ﬁnd a reasonable dependence measure for the
degree of monotone dependence under the condition that stock returns go up or down,
contemporaneously. We believe that copula theory can serve as an appropriate tool-
box and suggest Spearman’s rho as a dependence measure. This is in contrast to the
previous literature where e.g. conditional correlation coefﬁcients are used for the same
16purpose. Moreover, our approach is purely nonparametric. Since we do not ﬁt speciﬁc
copulas to the data we can avoid amodel misspeciﬁcation. We successfully veriﬁed the
proposed one- and two-sided hypothesis tests by several MC simulations. Further, we
conducted an empirical study using daily returns of stocks contained in the DAX 30.
Of course, everybody can draw his own conclusions from the empirical results. But we
think that there is sufﬁcient evidence to support the hypothesis of different dependence
structures in bull and bear markets. On the other hand the deviations probably are not
as strong as one might expect.
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