We present a new numerical tool to solve partial differential equations involving Caputo derivatives of fractional variable order. Three Caputo-type fractional operators are considered, and for each one of them an approximation formula is obtained in terms of standard (integerorder) derivatives only. Estimations for the error of the approximations are also provided. We then compare the numerical approximation of some test function with its exact fractional derivative. We end with an exemplification of how the presented methods can be used to solve partial fractional differential equations of variable order.
Introduction
As is well known, several physical phenomena are often better described by fractional derivatives [11, 18, 36] . This is mainly due to the fact that fractional operators take into consideration the evolution of the system, by taking the global correlation, and not only local characteristics. Moreover, integer-order calculus sometimes contradict the experimental results and therefore derivatives of fractional order may be more suitable [12] .
An interesting recent generalization of the theory of fractional calculus consists to allow the fractional order of the derivative to be non-constant, depending on time [5, 19, 20] . With this approach, the non-local properties are more evident and numerous applications have been found in physics, control and signal processing [7, 13, 22, 21, 26, 27, 34] . One difficult issue, that usually arises when dealing with such fractional operators, is the extreme difficulty in solving analytically such problems [2, 37] . Thus, in most cases, we do not know the exact solution for the problem and one needs to seek a numerical approximation. Several numerical methods can be found in the literature, typically applying some discretization over time or replacing the fractional operators by a proper decomposition [2, 37] .
Recently, new approximation formulas were given for fractional constant order operators, with the advantage that higher-order derivatives are not required to obtain a good accuracy of the 1 method [1, 23, 24] . These decompositions only depend on integer-order derivatives, and by replacing the fractional operators that appear in the problem by them, one leaves the fractional context ending up in the presence of a standard problem, where numerous tools are available to solve them. Here we extend such decompositions to Caputo fractional problems of variable order.
The paper is organized as follows. To start, in Section 2 we formulate the needed definitions. Namely, we present three types of Caputo derivatives of variable fractional order. First, we consider one independent variable only (Section 2.1); then we generalize for several independent variables (Section 2.2). Section 3 is the main core of the paper: we prove approximation formulas for the given fractional operators and upper bound formulas for the errors. To test the efficiency of the proposed method, in Section 4 we compare the exact fractional derivative of some test function with the numerical approximations obtained from the decomposition formulas given in Section 3. To end, in Section 5 we apply our method to approximate two physical problems involving Caputo fractional operators of variable order (a time-fractional diffusion equation in Section 5.1 and a fractional Burgers' partial differential equation in fluid mechanics in Section 5.2) by classical problems that may be solved by well-known standard techniques.
Fractional calculus of variable order
In the literature of fractional calculus, several different definitions of derivatives are found [28] . One of those, introduced by Caputo in 1967 [3] and studied independently by other authors, like Džrbašjan and Nersesjan in 1968 [10] and Rabotnov in 1969 [25] , has found many applications and seems to be more suitable to model physic phenomena [6, 8, 9, 15, 16, 31, 33, 35] . Before generalizing the Caputo derivative for a variable order of differentiation, we recall two types of special functions: the Gamma and Psi functions. The Gamma function is an extension of the factorial function to real numbers, and is defined by
We mention that other definitions exist for the Gamma function, and it is possible to define it for complex numbers, except the non-positive integers. A basic but fundamental property that we will use later is the following:
The Psi function is the derivative of the logarithm of the Gamma function:
.
Given α ∈ (0, 1), the left and right Caputo fractional derivatives of order α of a function x :
respectively, where a D α t x(t) and t D α b x(t) denote the left and right Riemann-Liouville fractional derivative of order α, that is,
If x is differentiable, then, integrating by parts, one can prove the following equivalent definitions:
From these definitions, it is clear that the Caputo fractional derivative of a constant is zero, which is false when we consider the Riemann-Liouville fractional derivative. Also, the boundary conditions that appear in the Laplace transform of the Caputo derivative depend on integer-order derivatives, and so coincide with the classical case.
Variable order Caputo derivatives for functions of one variable
Our goal is to consider fractional derivatives of variable order, with α depending on time. In fact, some phenomena in physics are better described when the order of the fractional operator is not constant, for example, in the diffusion process in an inhomogeneous or heterogeneous medium, or processes where the changes in the environment modify the dynamic of the particle [4, 30, 32] . Motivated by the above considerations, we introduce three types of Caputo fractional derivatives. 
2. the type I right Riemann-Liouville fractional derivative of order α(t) is defined by
3. the type II left Riemann-Liouville fractional derivative of order α(t) is defined by
4. the type II right Riemann-Liouville fractional derivative of order α(t) is defined by
The Caputo derivatives are given using the previous Riemann-Liouville fractional derivatives. 
2. the type I right Caputo derivative of order α(t) is defined by
3. the type II left Caputo derivative of order α(t) is defined by
4. the type II right Caputo derivative of order α(t) is defined by
5. the type III left Caputo derivative of order α(t) is defined by
6. the type III right Caputo derivative of order α(t) is defined by
In contrast with the case when α is a constant, definitions of different types do not coincide.
Theorem 3.
The following relations between the left fractional operators hold:
Proof. Integrating by parts, one gets
Differentiating the integral, it follows that
The second formula follows from direct calculations.
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Therefore, when the order α(t) ≡ c is a constant, or for constant functions x(t) ≡ k, we have
Similarly, we obtain the next result.
Theorem 4. The following relations between the right fractional operators hold:
Proof. We start proving the third equality at the initial time t = a. We simply note that
which is zero at t = a. For the first equality at t = a, using equation (1), and the two next relations
this latter inequality obtained from integration by parts, we prove that
x(t) = 0 at t = a. Finally, we prove the second equality at t = a by considering equation (2): performing an integration by parts, we get
and so
x(t) = 0 at t = a. The proof that the right fractional operators also vanish at the end point t = b follows by similar arguments.
With some computations, a relationship between the Riemann-Liouville and the Caputo fractional derivatives is easily deduced:
For the right fractional operators, we have
Thus, it is immediate to conclude that if x(a) = 0, then
and if x(b) = 0, then
Next we obtain formulas for the Caputo fractional derivatives of a power function.
Proof. The formula for
x(t) follows immediately from [29] . For the second equality, one has
With the change of variables τ − a = s(t − a), and with the help of the Beta function B(·, ·), we prove that
We obtain the desired formula by differentiating this latter expression. The last equality follows in a similar way.
Analogous relations to those of Lemma 6, for the right Caputo fractional derivatives of variable order, are easily obtained.
With Lemma 6 in mind, we immediately see that
x(t). Also, at least for the power function, it suggests that C a D α(t) t x(t) may be a more suitable inverse operation of the fractional integral when the order is variable. For example, consider functions x(t) = t 2 and y(t) = (1 − t) 2 , and the fractional order α(t) = 5t+1 10 , t ∈ [0, 1]. Then, 0.1 ≤ α(t) ≤ 0.6 for all t. Next we compare the fractional derivatives of x and y of order α(t) with the fractional derivatives of constant order α = 0.1 and α = 0.6. By Lemma 6, we know that the left Caputo fractional derivatives of order α(t) of x are given by
while by Lemma 7, the right Caputo fractional derivatives of order α(t) of y are given by
For a constant order α, we have
The results can be seen in Figure 1 .
Variable order Caputo derivatives for functions of several variables
Partial fractional derivatives are a natural extension and are defined in a similar way. Let m ∈ N, k ∈ {1, . . . , m}, and consider a function x :
Definition 8 (Partial Caputo fractional derivatives of variable order-types I, II and III). Given a function x :
2. the type I partial right Caputo derivative of order α k (t k ) is defined by
4. the type II partial right Caputo derivative of order α k (t k ) is defined by
5. the type III partial left Caputo derivative of order α k (t k ) is defined by
6. the type III partial right Caputo derivative of order α k (t k ) is defined by
Similarly as done before, relations between these definitions can be proven.
y(t) Figure 1 : Comparison between variable order and constant order fractional derivatives.
Theorem 9. The following four formulas hold:
Approximation of variable order Caputo derivatives
Let p ∈ N. We define
with n ∈ N. Then, for all k ∈ {1, . . . , m} and for all N ∈ N such that N ≥ n, we have
The approximation error E(t) is bounded by
Proof. By definition,
and, integrating by parts with u
Integrating again by parts, taking u
Repeating the same procedure n − 2 more times, we get the expansion formula
Using the equalities
with
we arrive at
Now, we split the last sum into p = 0 and the remaining terms p = 1, . . . , N and integrate by parts with
we obtain:
Thus, we get
Repeating the process n − 1 more times with respect to the last sum, that is, splitting the first term of the sum and integrating by parts the obtained result, we arrive to
We now seek the upper bound formula for E(t). Using the two relations
we get
Then,
This concludes the proof.
Remark 11. In Theorem 10 we have
Proof. Taking into account relation (3) and Theorem 10, we only need to expand the term
Splitting the integral, and using the expansion formulas
we conclude that (5) is equivalent to
For the error analysis, we know from Theorem 10 that
(6) On the other hand, we have
We get the desired result by combining inequalities (6) and (7).
14
Proof. Starting with relation (4), and integrating by parts the integral, we obtain that
The rest of the proof is similar to the one of Theorem 12.
Remark 14. As particular cases of Theorems 10, 12 and 13, we obtain expansion formulas for 
x(t).
With respect to the three right fractional operators of Definition 8, we set, for p ∈ N,
The expansion formulas are given in Theorems 15, 16 and 17. We omit the proofs since they are similar to the corresponding left ones.
Then, for all k ∈ {1, . . . , m} and for all N ∈ N such that N ≥ n, we have
An example
To test the accuracy of the proposed method, we compare the fractional derivative of a concrete given function with some numerical approximations of it. For t ∈ [0, 1], let x(t) = t 2 be the test function. For the order of the fractional derivatives we consider two cases: α(t) = 50t + 49 100 and β(t) = t + 5 10 .
We consider the approximations given in Theorems 10, 12 and 13, with a fixed n = 1 and N ∈ {2, 4, 6}. The error of approximating f (t) byf (t) is measured by |f (t) −f (t)|. See Figures 2-7 . 
Applications
In this section we apply the proposed technique to some concrete fractional differential equations of physical relevance.
A time-fractional diffusion equation
We extend the one-dimensional time-fractional diffusion equation [14] to the variable order case. Consider u = u(x, t) with domain [0, 1] 2 . The partial fractional differential equation of order α(t) is the following: subject to the boundary conditions
and
We mention that when α(t) ≡ 1, one obtains the classical diffusion equation, and when α(t) ≡ 0 one gets the classical Helmholtz elliptic equation. Using Lemma 6, it is easy to check that
is a solution to (8)- (10) with Then, the initial fractional problem (8)- (10) is approximated by the following system of secondorder partial differential equations: Remark 18. As was mentioned in Theorem 10, as N increases, the error of the approximation decreases and the given approximation formula converges to the fractional derivative. Thus, in order to have a good accuracy for the method, one should take higher values for N .
Remark 19. We are not aware of similar methods to our, concerning variable fractional calculus, in order to compare the performance of the proposed method to other numerical approximation methods. For this reason, we decided to compare with the exact solution. In the available literature, using a discretization process, FDEs are solved as finite differences. Our technique is quite different: we rewrite the FDE as a system of ordinary differential equations, and then we can apply any known technique to solve it. Note that the reason why we stopped here with N = 6 was to have an approximation that is enough close to the exact solution but still visually distinguishably (when we increase N more, the approximation and the exact solution appear to be the same in the plots). In terms of performance of the method, it is roughly the same to put N = 6 or bigger.
A fractional partial differential equation in fluid mechanics
We now apply our approximation techniques to the following one-dimensional linear inhomogeneous fractional Burgers' equation of variable order (see [17, Example 5.2] ): Γ(3 − α(t)) + 2x − 2, for x ∈ [0, 1], t ∈ [0, 1], (11) subject to the boundary condition u(x, 0) = x 2 , for x ∈ (0, 1).
Here,
F (x, t) = 2t
2−α(t)
Γ(3 − α(t)) + 2x − 2 20 is the external force field. Burgers' equation is used to model gas dynamics, traffic flow, turbulence, fluid mechanics, etc. The exact solution is u(x, t) = x 2 + t 2 .
The fractional problem (11)- (12) can be approximated by 
