Abstract{ In this correspondence, we describe gradient-based adaptive algorithms within parameter spaces that are speci ed by jjwjj = 1, where jj jj is any vector norm. We provide several algorithm forms and relate them to true gradient procedures via their geometric structures. We also give algorithms that mitigate an inherent numerical instability for L 2 -norm-constrained optimization tasks. Simulations showing the performance of the techniques for independent component analysis are provided. Permission of the IEEE to publish this abstract separately is granted.
Introduction
Consider the following: given a cost function J (w) for the parameter vector w = w 1 w 2 w n ] T , maximize J (w) (1) such that jjwjj = C; (2) where jjwjj is any vector norm and C is a positive constant. This problem forms the basis for many useful tasks in communications, control, numerical analysis, signal processing, and statistics 1]{ 18]. Note that (2) imposes a geometric structure to the parameter space. Consider This paper considers gradient-based iterative algorithms for solving (1){(2). To our knowledge, a general comparison of such approaches has not been provided in the signal processing literature. In the case of the L 2 -norm parameter constraint, we also investigate the numerical issues surrounding these gradient methods and describe self-stabilized methods that implicitly maintain (2) without periodic renormalization, additional penalty terms, and costly divides or square roots. An application to minimum-kurtosis independent component analysis (ICA) is provided.
General Forms of Gradient Algorithms
Gradient algorithms for (1){(2) have di erent forms depending on how the constraint is imposed. We give general algorithm forms in this section. Without loss of generality, set C = 1, and let
be the scaled gradient of J (w) in Euclidean space evaluated at w = w(k), where (k) is a positive step size parameter. We also de ne 
where jjg(k)jj 2 < 1. Geometrically, h g (k) is tangent to the surface jjwjj = 1 at w = w(k) and is called the tangent gradient of J (w) in the constraint space. In di erential geometry, the set of all such vectors is known as the tangent space of the surface jjwjj = 1 at w(k) 17 ]. (6) where the Lagrange multiplier is chosen to satisfy jjwjj = 1. Then, one update for w(k) is
where (k) = (k). In this case, the sequence (k) should satisfy lim k!1 jjw(k)jj = 1. If jjw(k)jj = 1 is imposed at each k and if such a solution exists, (k) satis es
Consider the case where jjwjj = jjwjj 2 is the L 2 norm. Then, v(k) = w(k) in (5), and (7) is
where (k) = 1 + (k) for convenience. The value of (k) satisfying jjw(k + 1)jj 2 = 1 is
In this algorithm, w(k) is rotated to w(k + 1) in the direction of h g (k), by an angle (k), where the form of (k) is given in the rst entry of Table 1 .
Coe cient Normalization Method 3, 4] . The well-known gradient update w(k + 1) = w(k) + g(k) (11) performs unconstrained maximization of J (w). The coe cient normalization method employs w(k + 1) = w(k) + g(k) (12) w
a two-step update, to maintain jjw(k)jj = 1 at each iteration. Equation (13) normalizes the length of w(k + 1) without changing the direction of w(k + 1) in n-dimensional space. To reduce computational complexity, one can often employ (12) with w(k) = w(k) for several iterations and invoke (13) infrequently. In addition, this method can be employed for any (k) and choice of norm, although a small value of (k) is usually required for stochastic gradient implementations.
If jjwjj = jjwjj 2 is chosen, (12){(13) can be written compactly as w(
This update is also in the form of a rotation of w(k) in the direction of h g (k), where the angle of rotation is listed in the second entry of Table 1 .
Tangent Gradient Method 2] . The constraint jjwjj = 1 restricts the space of parameter vectors to those that lie on the surface of an n-dimensional geometric object (e.g., a hypersphere, hyperpolyhedron, hypercube, etc.). Can the direction of g(k) be modi ed so that its integrated value lies on the constraint surface? The following theorem yields one possible solution to this problem, the proof of which appears in 18].
Theorem 1: Let jjwjj denote any di erentiable vector norm, and let g(t) be any vector function with nite L 2 -norm. Then,
with jjw(0)jj = 1 de nes a vector function w(t) that satis es jjw(t)jj = 1 for all t 0.
To obtain a useful algorithm from (15), substitute time di erences for time di erentials to obtain
This update does not guarantee that jjw(k)jj = 1 for all k, however, and in fact jjw(k + 1)jj jjw(k)jj (17) at each iteration if (16) is used for any valid vector norm 18]. Even so, updating w(k) using h g (k) instead of g(k) as in (11) largely decreases the rate at which jjw(k)jj deviates from jjw(k)jj = 1.
To stabilize this update, one still needs to infrequently normalize the length of w(k) via (13) .
In the case of the L 2 norm, this algorithm is
which is also the natural gradient algorithm on the unit hypersphere 17]. A calculation shows that
and since jjh g (k)jj 2 is of O( (k)), the growth of jjw(k)jj 2 2 is linear in 2 (k). If the length of w(k) is normalized at each iteration, this update is also in the form of a rotation in the direction of h g (k), and the angle of rotation is listed in the third entry of Table 1. True Gradient Method 7, 16] . Each of the previous algorithms approximates the following true gradient adaptation procedure for (1){(2): i) Calculate the tangent gradient h g (k) in (5) . ii) Move a distance jjh g (k)jj 2 along a geodesic of the constraint surface in the direction of h g (k).
A geodesic is a curve on the constraint surface that connects two arbitrary points by an arc of shortest length. Implementing this procedure for a given norm constraint requires knowledge of the equations of motion on the constraint surface.
When jjw(k)jj 2 = 1 is imposed, updating w(k) amounts to rotating w(k) by an angle (k). For any unit vector u(k) that is perpendicular to w(k), the update
rotates w(k + 1) by an angle (k) in the direction of u(k). For gradient adaptation, we choose
where the form of (k) = jjh g (k)jj 2 is given in the last entry of Table 1 . Note that when (k) is small, tan( (k)) sin( (k)) (k), yielding similar angles of rotation for all four methods.
Implementation Issues for L 2 -Norm Constrained Methods
We consider the computational complexities and numerical stabilities of L 2 -norm constrained gradient approaches in this section, as the L 2 -norm constraint is the most popular for practical applications. To illustrate the salient issues involved in algorithm design, we shall focus on
as an instantaneous cost function, where y(k) = w T (k)x(k), x(k) is a discrete-time vector random process, and p is a positive integer not equal to 2. This cost function arises in certain formulations of independent component analysis (ICA), blind source separation, and blind deconvolution 13]{ 15]. In this case,
such that the sign of w T (k)g(k) does not change for all k.
The rst four rows of Table 2 list the complexities of each of the algorithms in (9){(10), (14), (18) , and (20){(21) according to the number and type of operations required, neglecting those operations needed for calculating g(k). The Lagrange, coe cient normalization, and tangent gradient methods are the simplest, whereas the true gradient method is signi cantly more complicated. All of these methods require operations other than multiply/adds to implement, making them more di cult to implement on real-time signal processing devices that are optimized for multiply/add calculations. Note that the structure of g(k) can often be exploited to further reduce each algorithm's complexity, e.g. by using (23) to compute w T (k)g(k) in the case of (22).
We now consider simpli cations that yield similar-behaving algorithms with reduced complexities. Since all four algorithms have equivalent behavior up to O( 2 (k)), we only consider modications of one approach|the tangent gradient method in (18) . The modi ed versions are 
If c(k) experiences unmitigated growth, the associated algorithm is numerically-unstable.
Numerical Stability of (24). Pre-multiplying both sides of (24) by their transposes yields jjw(k + 1)jj (28)
The matrix in large parentheses on the RHS of (28) Numerical Stability of (26). Performing a similar analysis of (26) as used previously, we obtain an update for c(k) as
In this case, if
then (26) is numerically-stable. For minimum-kurtosis ICA (p = 4) tasks, choosing g(k) = ? (k)jy(k)j p?2 y(k)x(k) causes this algorithm to perform in a stable fashion.
Other Approaches. Of the three methods in (24){ (26), (25) is the simplest, requiring 2n multiply/adds at each iteration. When w T (k)g(k) < 0, however, this method is numerically-unstable.
As an alternative to (26), one can monitor the stability behavior of (25) and rescue the system from instability just prior to its occurence. It can be shown from (29) that jjw(k)jj 2 2 > 2 is an indicator of the onset of sudden divergence of (25) 
Simulations
We now explore the behaviors of the algorithms in (18) , (25), and (26) in a single-component ICA task via MATLAB simulations. Let x(k) = As(k); (33) where A is an (n n) constant mixing matrix and s(k) = s 1 (k) s n (k)] T contains unobservable independent components. If AA T = I, then maximizing J (w) = ?0:25Efjy(k)j 4 g for y(k) = w T (k)x(k) and jjw(k)jj 2 = 1 results in a negative-kurtosis signal in y(k) 14, 15] . In practice, one can guarantee AA T = I by prewhitening the signal measurements using simple adaptive procedures 9, 19] . We can then choose g(k) = ? (k)jy(k)j 2 y(k)x(k) for any of the previouslydiscussed algorithms to obtain a candidate algorithm for this task. Figure 1 (a) shows the evolution of (k) for the tangent gradient method in (18) , the simpli ed method in (25) with stabilization, and the self-normalized method in (26) for this task, where (k) = 0:001, L = 20, and C = 1:1. All three algorithms are successful at extracting the binary source from the linear mixture. Figure 1(b) shows the average evolution of (k) for the three methods, where the unmitigated growth in jjw(k)jj 2 for the tangent gradient method is clearly evident. In contrast, the stabilization procedure used for (25) maintains this algorithm's stable behavior, and (26) performs in a stable, self-normalizing manner without such intervention.
Conclusions
In this paper, we have presented an overview of algorithms that adjust a parameter vector to minimize or maximize a chosen cost function under a unit-norm parameter vector constraint. Particular attention has been paid both to methods that guarantee the unit-norm constraint at each iteration and to methods that maintain jjw(k)jj 2 1 over time. Simulations verify the useful behavior of the schemes for independent component analysis. Some extensions of these results to multiple dimensions can be found in 12]. Tables   Table 1: Angles of rotation for L 2 -norm constrained adaptation. List of Figures   Figure 1: Average performances of the various algorithms in the minimum-kurtosis ICA task: (a) evolutions of (k), and (b) evolutions of (k). Figure 1 : Average performances of the various algorithms in the minimum-kurtosis ICA task: (a) evolutions of (k), and (b) evolutions of (k).
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