We study a number of multi-route cut problems: given a graph G = (V, E) and connectivity thresholds k (u,v) on pairs of nodes, the goal is to find a minimum cost set of edges or vertices the removal of which reduces the connectivity between every pair (u, v) to strictly below its given threshold. These problems arise in the context of reliability in communication networks; They are natural generalizations of traditional minimum cut problems where the thresholds are either 1 (we want to completely separate the pair) or ∞ (we don't care about the connectivity for the pair). We provide the first non-trivial approximations to a number of variants of the problem including for both node-disjoint and edge-disjoint connectivity thresholds. A main contribution of our work is an extension of the region growing technique for approximating minimum multicuts to the multi-route setting. When the connectivity thresholds are either 2 or ∞ (the "2-route cut" case), we obtain polylogarithmic approximations while satisfying the thresholds exactly. For arbitrary connectivity thresholds this approach leads to bicriteria approximations where we approximately satisfy the thresholds and approximately minimize the cost. We present a number of different algorithms achieving different cost-connectivity tradeoffs. , and a Sloan Foundation Fellowship. This version is equivalent to k-route s-t cut when all the edge connectivities are polynomially bounded.
Introduction
Finding small cuts in graphs is one of the most fundamental combinatorial optimization problems and there is a large literature on exact and approximate algorithms for various versions of this problem. Cut problems have numerous applications; One of the foremost among these is finding bottlenecks in communication networks. For example, the celebrated max-flow mincut theorem states that the size of the minimum s-t cut in a network is equal to the maximum flow that can be routed between s and t. Similar (but weaker) duality theorems hold for more general communication patterns, for example, relating the maximum multicommodity flow to the minimum multicut.
From the point of view of reliability of service in the face of edge or node failures, a natural extension to finding the maximum flow in a network is to find a large flow that is spread out across multiple disjoint paths. Such a flow is called a multi-route flow. Multiroute flows can be related back to cuts via Menger's theorem [13] : a pair of terminals in a network admits a k-route flow (i.e. is k-edge-connected) if and only if the minimum cut between the terminals contains at least k edges. This suggests the following natural question: what is the minimum cost set of edges or vertices the removal of which reduces the connectivity of terminal pairs in the network to below a certain threshold? This is the minimum multi-route cut problem.
In this paper we provide approximation algorithms for multi-route cut problems. Like traditional cut problems, multi-route cut problems come in multiple flavors depending on whether we are allowed to remove edges or vertices, the desired connectivity (s-t cut, multiway cut, multicut, etc.), and whether the connectivity is in terms of edge-disjoint or node-disjoint paths. We provide constant and polylogarithmic approximations to several of these variants.
It is easy to see that multi-route cut problems are at least as hard as their 1-route counterparts, but they can sometimes be much harder. For example, as noted in [8] , a reduction from (1-route) multiway cut shows that single-source multi-sink 2-route cut is APX-hard, whereas the corresponding 1-route version is equivalent to minimum s-t cut and is poly-time solvable. Likewise, we show in Section 6 that the following "red-blue" version of s-t k-route cut is NP-hard for large k. 1 In the red-blue s-t cut problem, the edge set is divided into red edges and blue edges; The red edges are associated with certain connectivities and the blue edges with certain costs; The goal is to find a minimum cost s-t cut with total connectivity below a certain threshold. communication networks [2, 3, 5] . In a series of papers Kishimoto and others [10, 11, 1] developed efficient algorithms for finding multi-route flows, as well as explored approximate max-flow min-cut theorems in this setting. For example, Bagchi et al. [4] showed a strong duality theorem for multi-route flows and cuts in the single-source single-sink case under a non-standard definition of the cost of a cut. More recently, Bruhn et al. [7] considered the single-source uniform costs version of the problem, that is where each edge has a cost of 1. They showed that the gap between a maximum k-route flow and a traditional (1-route) maximum flow is at most a factor of 2(1 − 1/k). This in turn implies a simple 2(k − 1) approximation for the single-source kroute cut problem. Bruhn et al. left open the question of designing sub-polynomial approximation algorithms for multi-route cut problems. Note that unlike for 1-route cut problems, in the multi-route case, the uniform cost assumption is not without loss of generality. In particular, replacing an edge of cost c with c parallel edges of cost 1 each can potentially change connectivity between terminal pairs. Therefore Bruhn et al.'s approximation does not extend to a general single-source multi-route cut problem.
The first non-trivial approximations for general multi-route cut problems were developed by Chekuri and Khanna [8] . Chekuri et al. gave LP-rounding based polylogarithmic approximations for the special case of 2-route cuts. In addition to improving upon their approximation factors we solve the two main open problems mentioned in their work-obtaining a polylogarithmic approximation for the 2-route nodedisjoint multicut problem, as well as the first non-trivial approximations for k-route cuts with k ≥ 3. Moreover, while Chekuri and Khanna's algorithms are based on a specialized rounding scheme, a main contribution of our work is to develop a general approach based on region growing to solve multi-route cut problems.
Our results and techniques We consider a natural LP relaxation for multi-route cut problems and extend the "region growing" technique of Garg, Vazirani, and Yannakakis [9] (see also [12, 14] ) to this case, providing improved approximations for several versions of the 2-route cut problem and the first non-trivial approximations for k-route cut problems.
In a traditional multicut problem the region growing technique guarantees the existence of a cut around every terminal of cost no more than a logarithmic factor larger than the total contribution to the LP objective of edges strictly inside the cut; a logarithmic bound on the approximation factor then follows from the disjointness of the cuts constructed. Consider a version of the multi-route cut problem in which every edge has cost either 1 or ∞. 2 Then our region growing lemma guarantees the existence of a cut around every terminal that has few infinity-cost edges crossing it, while having cost at most a logarithmic factor larger than the contribution to the LP objective of the 1-cost edges inside the cut.
In a traditional multicut setting, an approximation can be obtained by applying region growing successively at each terminal until all terminal pairs are disconnected; In particular, every region has diameter less than 1 and therefore cannot contain more than one terminal belonging to the same terminal pair. In the multi-route setting there are two problems with this approach. First, our LP relaxation defines h different metrics over the graph, one for each terminal pair. Regions are grown with respect to the metric corresponding to the terminal under consideration. Therefore, we can no longer ensure that no terminal pairs survive within a region, and are forced to recurse within regions. This leads to a further logarithmic loss in the approximation factor. Second, as we remove successive regions from the graph, since we do not remove all the boundary edges (specifically, the infinite cost ones), some paths through these regions survive and it becomes tricky to analyze the final connectivity between terminal pairs.
We are able to overcome all of these difficulties for the case of 2-route cuts, and provide O(log 2 h) approximations to 2-route multicut and multiway cut, where the previous best known approximations due to Chekuri et al. [8] were O(log 2 n log h) and O(log n log h) respectively. Here h is the number of terminals, and n is the number of vertices in the graph. Furthermore, while Chekuri et al.'s technique does not extend to the nodedisjoint version of 2-route multicut, ours extends easily and naturally giving the same approximation factors.
While our region growing lemma extends to the case of k-route problems with arbitrary k, overcoming the difficulties outlined above appears to require significantly new techniques. In fact, for general connectivity thresholds k > 2, the integrality gap of our LP relaxation can be as large as k (see Section 5.1). We therefore explore bicriteria approximations. Straightforward applications of region growing lead to a (2, 2h) and a (2h, 2) bicriteria approximation, where the first factor refers to the approximation in thresholds, and the second to the approximation in cost. By avoiding overlap between successive cuts more carefully, we show how to obtain a (6, O( √ h log h)) approximation. These are the first non-trivial approximations in the k-route cut case, for k ≥ 3. We also consider some special cases of the
Problem

Previous best result
Our result While our exposition focuses on edge-weighted multi-edge-disjoint-route cuts, all of our algorithms and analyses extend with little effort to the node weighted and node-disjoint versions as well. We detail the changes required for the node-weighted node-disjoint version in Section 3.2; The other two combinations are identical.
We summarize our main results in Table 1 . See Section 2 for precise definitions of the various instances of multi-route cut.
Problem set-up
Given a graph G = (V, E), a pair of nodes u, v ∈ V are called k-edge-connected if there are k edge-disjoint paths between u and v in G, and are called k-nodeconnected if there are k node-disjoint paths between u and v in G. In multi-route cut problems our goal is to remove a small number (or more generally a low cost set) of edges or nodes from a given graph so as to reduce the connectivity of given pairs of nodes to below certain thresholds.
Like traditional cut problems multi-route cut problems come in different flavors. We begin by formally defining the most general versions we consider. The input to the multicut version of the edge-disjointroute-cut problem (MC-EDRC) is a graph G with costs c e on edges, h pairs of vertices called terminals, {(s 1 , t 1 ), (s 2 , t 2 ), · · · , (s h , t h )}, and connectivity thresholds, k i for pair (s i , t i ). The goal is to produce a minimum cost set of edges E ⊆ E, such that for each i, s i and t i are at most (k i − 1)-edge-connected in the graph (V, E \ E ). Note that in the traditional multicut problem k i = 1 for all i. In the node-disjoint-route multicut (MC-NDRC) problem the goal is to produce a set of edges E ⊆ E, such that for each i, s i and t i are at most (k i − 1)-node-connected in the graph (V, E \ E ). Note that although we will mostly talk about edge weighted versions of the problem, our techniques and analyses extend to the node weighted versions as well.
We further study the following special cases:
• k-EDRC or k-NDRC: here all the connectivity thresholds are equal to a common value k.
• 2-EDRC or 2-NDRC: a special case of the above with k = 2.
• MW-EDRC or MW-NDRC (MultiWay multi-route cut): we are given a set T = {t 1 , · · · , t h } of terminals with a common connectivity threshold k for every pair (t i , t j ) ∈ T × T .
• SS-EDRC or SS-NDRC (Single Source multiple sink multi-route cut): we are given a single source s and a set T = {t 1 , · · · , t h } of terminals with connectivity thresholds k i for the pair (s, t i ).
• SS-EDRC-Uniform: the version of SS-EDRC where every edge has a cost of 1.
LP relaxatioñ
y i e = 1 represent an s i -t i cut of size at most (k i − 1) in the residual graph. Note that the LP defines h different shortest path metrics on the graph.
We remark that the algorithms developed by Chekuri et al. [8] were based on a similar but weaker LP. The LP relaxation for the node-disjoint version MC-NDRC is similar (see Section 3.2).
Notation We now develop some notation useful in our analysis.
• For a given subset of vertices, S ⊆ V , G[S] denotes the subgraph induced by S.
• d denotes the shortest path metric obtained when edge lengths are given by e . We use d i as shorthand for the metric d x+y i .
is the set of all edges incident on S.
We use E i (u, r) as short-hand for E(B i (u, r)).
• For a set S, the "k-cost" of S, denoted Γ k (S), is the total cost of all but the k − 1 most expensive edges in δ(S): Γ k (S) = min F ⊆δ(S);|F |≤k−1 e∈δ(S)\F c e .
• Finally, for β > 0, the "(β, x)-volume" of a set S measures the total contribution of all the edges incident on the set to the objective function: V β,x (S) = β + e∈E(S) x e c e .
Region growing for multi-route cuts
Our main tool for constructing approximations to multiroute cut problems is a region growing lemma. The lemma states that given a feasible solution to the program (ED-LP), we can find a cut with low 2k-cost. We begin by presenting the lemma for the edgedisjoint version of the problem. The following subsection shows the modifications necesary to obtain a version of the lemma for the node-disjoint case.
The edge-disjoint case
The intuition behind the region growing approach of Garg, Vazirani, and Yannakakis [9] is as follows. We grow a ball around a terminal, and track the increase in volume of the ball, where the volume is defined to be the total contribution to the objective value of the edges in the ball. The size of any cut defined by such a ball is equivalent to the "surface area" of the ball, and is the rate at which the volume grows. Since the total volume in the entire graph is small (equal to the LP value), it cannot be the case that for every radius r, the surface area of the corresponding cut is large. This implies the existence of a small cut. While we can still carry out a similar argument in the muti-route case, we additionally have to ensure that the cut we produce has few "y-edges". We ensure this by using Markov's inequality. Essentially, the fraction of radii for which the number of y-edges is no less than twice the average is at most 1/2. In the case of k = 1, we assert that at most half the radii can have at least two y-edges. The rest of the radii (a majority) have at most one y-edge. Using this approach we incur a loss of a factor of 2 in connectivity in general, but no loss when k = 1. We now present a few different versions of region growing formally. Lemma 3.1. Let G = (V, E) be a graph with costs c e on edges and terminals s and t, and x and y be vectors of lengths on edges, such that d x+y (s, t) ≥ 1 and e y e ≤ k − 1. Then for any β > 0 there exists a radius r < 1 such that for
Proof. We assume without loss of generality that for every edge e, exactly one of x e or y e is non-zero. We can ensure this by replacing any edge e = (u 1 , u 2 ) by a new vertex v e and two edges (u 1 , v e ) and (v e , u 2 ), each with a cost of c e . Then, setting the x-value of (u 1 , v e ) to x e and y-value to 0, and the x-value of (v e , u 2 ) to 0 and y-value to y e gives us a solution feasible for the new graph and with the same cost. It therefore suffices to prove the lemma for this new graph.
Let δ x (S) = {e ∈ δ(S)|x e > 0} denote the set of edges with non-zero x value, and δ y (S) = δ(S) \ δ x (S) as the set of edges in δ(S) with non-zero y-value. (We can simply remove from the graph all edges with total x + y value zero.)
For radius r ∈ [0, 1] let B(r) = B x+y (s, r), and Γ(r) = Γ 2(k−1) (B(r)). Also for an implicit radius r, we define q e , the "fraction" of edge e in the ball B(r), as follows. Edges with both endpoints in B(r) have q e equal to one; those with both endpoints outside B(r) have q e = 0. For an edge e = (u, v) in δ(B(r)) such that u is closer to s than v we set
Using this, we define the fractional (β, x)-volume as V β,x (r) = β + e∈E(B(r)) x e c e q e . Hence "change in volume", dṼ β,x (r) = x e c e dq e = e∈δ x (B(r)) c e x e dq e .
Next, we note that for most radii r, the set δ(B(r)) contains few edges with non-zero y-values. Formally, let Ω(r) be the indicator function for the event that |δ y (B(r))| < 2(k − 1). The following lemma shows that Ω(r) = 1 for a subset of measure at least 1/2.
Proof. We will show that 1 0 (1 − Ω(r)) dr < 1/2. By definition we have:
On the other hand, the following sequence of inequalities follows from the triangle inequality and ED-LP:
Therefore the lemma follows.
Next we relate the function Ω(r) to the change in volume dṼ β,x (r).
Proof. Recall that for any edge only one of x or y is non-zero. So if |δ y (B(r))| < 2(k − 1) we have Γ(r) ≤ e∈δ x (B(r)) c e since we can drop all y-edges from consideration while computing the sum Γ(r). On the other hand, for an edge e = (u, v) ∈ δ x (B(r)), x e dq e ≥ |d x+y (s, v) − d x+y (s, u)|dq e = dr, using triangle inequality and the definition of q e . Therefore,
Combining the lemma with the definition of Ω(r) we get the following corollary.
Finally, assume for the sake of contradiction that for all r ∈ [0, 1], Γ(r) > αV β,x (B(r)).
Since V β,x (B(r)) ≥Ṽ β,x (r) for all r ∈ [0, 1], we get dṼ β,x (r) > αΩ(r)Ṽ β,x (r)dr, which implies that
This leads to a contradiction as the left hand side of the inequality is ln V β,x (V )/β and the right hand side by Lemma 3.2 and the value of α, is at least that much. This concludes the proof of the region growing lemma.
While the above lemma suffices to construct approximate solutions to the SS-EDRC, for the multicut version we require additional properties from cuts in our algorithms and so need to consider cuts around both s i and t i for a terminal pair (s i , t i ). We therefore develop the following "two-sided" region growing lemma which shows that we can simultaneously find good disjoint cuts for both s i and t i .
be a graph with costs c e on edges and terminals s and t, and x and y be vectors of lengths on edges, such that d x+y (s, t) ≥ 1 and e y e ≤ k − 1. Then for every β > 0, there exist radii r 1 < 1 and r 2 > r 1 such that for S 1 = B x+y (s, r 1 ), and
Proof. The proof is nearly identical to that of Lemma 3.1. Once again we consider balls centered at s, and let Ω(r) denote the characteristice function denoting the radii where the ball has few (< 2(k − 1)) "y-edges". As before, the integral of Ω() is at least 1/2. Consider the balls corresponding to the first half of Ω's support. That is, we can find a break point ρ such that both, ρ 0 Ω(r) dr and 1 ρ Ω(r) dr are at least 1/4 A volume argument identical to the one used previously shows that for a radius r 1 ∈ [0, ρ], we must have Γ(r 1 ) ≤ 2αV x (r 1 ).
In order to find r 2 we consider the remaining interval [ρ, 1] in reverse order. That is, set B (r) = V \ B(r). We can again reapply the volume argument to get a set B (j) satisfying the required properties; r 2 would then be 1 − j. In particular the 2(k − 1) cost of the set is no more than (β, x)-volume inside it (or outside the corresponding ball B(1 − j)). By construction r 2 > r 1 , so we are done.
Finally, we note that if we are allowed to charge the cost of a cut to the volume of the entire graph and not just of the cut itself, then we can obtain a stronger version of the region growing lemma: Lemma 3.5. Let G = (V, E) be a graph with costs c e on edges and terminals s and t, and x and y be vectors of lengths on edges, such that d x+y (s, t) ≥ 1 and e y e ≤ k − 1. Then, for every β > 0, there exists a radius r < 1 such that for S = B x+y (s, r),
Proof. The proof is similar to that of Lemma 3.1. Again we consider balls centered at s, and let characteristic function Ω() denote the radii of balls with few (< 2(k − 1)) "y-edges". As before, the integral of Ω is at least 1/2. We continue to use the same notation. Thus
x e c e q e , and change in volume, dṼ β,x (r) = e∈δ x (B(r)) c e x e dq e . Note that we can bound the total increment in volume as follows:
As before we also have dṼ β,x (r) ≥ Ω(r)Γ(r)dr, for all r. Combining the last two inequalities we get
Say Γ(ρ) is the minimum value of Γ(r). This implies
Using Lemma 3.2 we get that there is a radius such that Γ(ρ) ≤ 2V β,x (B x+y (s, 1)).
3.2 Region growing for node-weighted nodedisjoint-route cuts We next consider the version of multi-route cut where we are required to produce minimum weight node cuts, and satisfy thresholds on nodedisjoint paths. The LP relaxation for the node-disjoint version MC-NDRC is very similar to program (ED-LP). Here P i is the set of all paths between s i and t i . Although this LP is exponential in size, it has an equivalent polynomial-size formulation as above.
Region growing works almost in the same way for node-disjoint-route cuts as for edge-disjoint-route cuts. Most importantly, while for the edge weighted case we used a continuous volume growth argument, in the node weighted case we necessarily need to use a discrete version of the argument. The discrete version is nearly identical and the interested reader can find details at [6] . We sketch below some of the definitional changes required to incorporate node-disjointness as well as node costs:
is the shortest path metric where the length of a path is the sum of the x v and y i v values of vertices present in it (both end points included). As before we use d i as short-hand for the metric d x+y i .
• As before B d (u, r) denotes a ball of radius r around u under metric d, and B i is short-hand for B d i .
• For a set S ⊂ V , the set of boundary vertices of S,
are the boundary edges of S.
• For a set S, Γ k (S) denotes the total cost of all but the k − 1 most expensive vertices in ∆(S):
• For β > 0, we define the "(β, x)-volume" of a set S to be the total contribution of all the vertices in the set to the objective function:
We therefore get the following node-disjoint analogue of Lemma 3.4. The other two lemmas have similar analogues.
Lemma 3.6. Let G = (V, E) be a graph with costs c v on vertices and terminals s and t, and x and y be vectors of weights on vertices, such that d x+y (s, t) ≥ 1 and v y v ≤ k − 1. Then for every β > 0, there exist radii r 1 < 1 and r 2 > r 1 such that for S 1 = B x+y (s, r 1 ), and S 2 = V \ B x+y (s, r 2 ), we have for α = 2 ln V β,x (V )/β:
2-route cuts
We now apply the region growing technique to 2route cut problems. A key difference from how the technique is used to find (1-route) multicuts is that we are now working with h different metrics and grow successive regions under different metrics. Nevertheless, in the single-source multi-sink case we can use region growing in much the same way as it is used to find (1-route) multicuts: we successively find small cuts around terminals, remove them from the graph, and recurse on the remaining graph. Unfortunately this simple approach does not work for the more general multicut version of the problem. In particular, while for a traditional multicut no region contains two terminals 409 Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 3. Let β =z/h. Pick a radius ri ∈ [0, 1) such that Γ 2 (B i (ti, ri)) is no more than αV β,x (B i (ti, ri)).
Set
Si ← B i (ti, ri) and update V ← V \ Si.
Let
T be the set of terminals that are connected to s in G[V ].
6. Repeat steps (2) to (5) until T = ∅.
7. Let the partitions generated in the previous steps be S1 through S l . Let δ (Si) the set of edges crossing Si and present
is the maximum cost edge in δ (Si). Figure 1 : Algorithm SS-2EDRC-Algorithm for single-source multi-sink 2-EDRC belonging to the same pair, in our setting it can. We therefore cannot simply remove subgraphs and ignore them; we must recursively produce cuts within each subgraph. We show how to do this repeated cutting at most log h times in each subgraph, leading to a final approximation factor of O(log 2 h).
Single-source multiple-sink 2-route cuts
Once again we will focus on the edge-disjoint case; our algorithm and analysis for the node-disjoint case is identical. Recall that program (ED-LP) provides a fractional solution (x, y) to the problem with cost e c e x e , and e y i e ≤ 1 for all i ∈ [h]. This fractional solution defines h different shortest-path metrics d i with d i (e) = x e + y i e for all i ∈ [h] and e ∈ E. Our algorithm for SS-2-EDRC is given in Figure 1 . The algorithm starts with an optimal fractional solution to the program (ED-LP). At every step it picks an arbitrary terminal still connected to the source, uses the region growing lemma to find an appropriate cut around the terminal, and removes the entire cut from the graph. It continues until no terminals are left. Then for every cut found, it puts back in the graph the most expensive edge in the cut.
To analyze the algorithm we first note that for all i ∈ [h] the vectors (x, y i ) together satisfy the conditions in Lemma 3.1 with k = 2, and moreover, 2 ln V β,x (V )/β ≤ 2 ln((β +z)/β) = 2 ln(h + 1) = α. Therefore, we can always find a radius satisfying the conditions of step (3) in the algorithm and the algorithm terminates. It remains to prove that the set E generated by the algorithm is a legitimate 2-route cut, and analyze its cost. We do this next. Proof. We claim that in graph H = (V, E \E ) any path from the sink s to a vertex v contained in partition S a for some a must cross e max a . The proof is by induction over a. For the base case we consider a vertex v in S 1 . S 1 is a cut separating v and s, so any path from v to s must intersect δ(S 1 ) = δ (S 1 ). But δ (S 1 ) \ E = {e max 1 }, therefore our claim holds. By the induction hypothesis we assume that the claim is true for all vertices in all partitions S 1 to S a−1 . Now consider a vertex v in S a . Consider any path P in H = (V, E \ E ) from v to s, and let e be the first edge (starting from v) on P that is contained in δ(S a ). For the sake of contradiction assume that P does not contain e max a , so e = e max a . This implies e ∈ δ (S a ) because δ (S a ) \ E = {e max a }. Therefore, e ∈ δ(S a )\δ (S a ). This means that e got removed from consideration when some partition S j was removed with j < a. One of the vertices of e survived to be included in S a thus e ∈ δ (S j ). But the only edge of δ (S j ) present in E \ E (that is in H) is e max j , so e = e max j and P must now go from a vertex inside S j to s without recrossing e max j . This is contradicted by the induction hypothesis.
To prove the lemma first note that the above claim immediately implies that any terminal contained in some partition S j is at most 1-connected to s in H. Input: Graph G = (V, E) with costs ce, a set of source-sink pairs T = {(si, ti)} along with metric weights on edges: xe and y i e (one for each source sink pair in T ).z = P e xece, β =z/h, and α = 2 ln(h + 1). Also given are global variables p and E . (Initially p = 0 and E = ∅.) Output: A set of edges E such that for all (si, ti) ∈ T , si and ti are at most 1-edge-connected in (V, E \ E ).
1. If T is empty, stop.
2. Pick a source-sink pair (sj, tj) from T .
3. Find radii r1 ∈ [0, 1) and r2 ∈ (r1, 1] such that Γ 2 (B j (sj, r1)) ≤ 2αV β,x (B j (sj, r1)) and Γ 2 (B j (sj, r2) r2) ). Note that B j (sj, r1) and V \ B j (sj, r2) do not intersect. from such a terminal to s in H, say e is the first edge (starting at t) on P which has exactly one of its vertices in some partition S i . Since t is disconnected from s in the final subgraph such an edge must exist. Note that e ∈ δ (S i ). The only way that e is not in E is that it is e max i but for the rest of the path to be in H, P must connect a vertex contained in S i to s without crossing e max i which by our claim is not possible. Thus terminals which are present in the final subgraph G[V \ ∪ l j=1 S j ] disconnected from s remain disconnected from s in H.
Finally we can analyze the cost of the solution. Note that by construction the l edge sets E(S 1 ), E(S 2 ), · · · , E(S l ) are pairwise disjoint. Therefore, l i=1 V β,x (S i ) ≤ βl + e∈E x e c e ≤ βh +z = 2z. The cost of the final set E generated by the algorithm is exactly i Γ 2 (S i ), which is at most α i V β,x (S i ) ≤ 2αz by construction. The theorem below now follows from noting thatz is no more than the cost of the optimal 2-route cut. 
2-route multicuts
We now consider the multicut version of 2-EDRC. As before our algorithm successively uses region growing to construct cuts around terminals. However, instead of recursing only on the remaining graph as in the single-source case, this time we need to recurse on both the components in the graph.
We show below that by constructing the cuts appropriately, the depth of recursion is at most log h, and therefore we can find a 2-route cut of cost no more than O(log 2 h) times the optimal.
The algorithm for 2-EDRC multicut is given in Figure 2 . We first note that the vectors (x, y i ) satisfy the conditions of Lemma 3.4 for terminals (s i , t i ) and therefore we can always find radii r 1 and r 2 satisfying the conditions in Step (3). Next we show that the cost of the final set E is not too large. Let S = {S 1 , S 2 , · · · , S l }, where l is the total number of cuts formed. We claim that every cut in S is contained in no more than log h other cuts in S. This follows by noting that, by construction, for any two sets S a ⊂ S b in S, the number of terminal pairs in G[S a ] is no more than half the number of terminal pairs in G[S b ]. We therefore have the following lemma. Proof. Note that cuts in S form a laminar family that is for S i , S j ∈ S either one is contained in the other or they do not intersect at all. Now consider the following collection of cuts S e = {S | S ∈ S, e ∈ E(S)}, and let l e = |S e |. Since all the cuts in S e intersect we have the following chain of containments over them: S p le ⊆ S p le −1 ... ⊆ S p1 , where p i is the cut index of the ith cut. By our earlier argument the length of such a containment chain can be no more than log h.
Finally, in order to bound the cost, as before we have p Γ 2 (S p ) ≤ 2α p V β,x (S p ) = 2α(βh + p e∈E(Sp) x e c e ). Unlike in the single-source case, the edges sets E(S p ) are not disjoint, however, by Lemma 4.2 we have p V β,x (S p ) ≤ βh + log h e∈E x e c e ≤ (log h + 1)z. Therefore, the cost of our cut is bounded by O(log 2 h) timesz.
It remains to prove that we obtain the desired connectivity among terminal pairs; For this we establish the following useful lemma. We say that a pair of vertices u, v are first separated by a cut S i ∈ S, if |S i ∩ {u, v}| = 1 and for all j < i, |S j ∩ {u, v}| = 1. Proof. The proof is by induction over the cut index i. For the base case suppose that u ∈ S 1 and v / ∈ S 1 . Now any path P from u to v must contain an edge from δ(S 1 ), say e is the first such edge (starting from u). When S 1 is constructed by MC-2EDRC, the subgraph under consideration is G itself, so δ (S 1 ) = δ(S 1 ). The only edge of δ (S 1 ) present in E \ E is e max 1 so e must be e max 1 .
Next we prove the claim for S i . Let u, v be a pair of vertices first separated by S i such that u ∈ S i and v / ∈ S i . Now for contradiction assume that there exists a path P from u to v in H = (V, E \ E ) such that e max i / ∈ P . Now P must contain an edge in δ(S i ); Say e = (u , v ) is the first such edge in P (starting from u), with u ∈ S i and v / ∈ S i . Again it is easy to see that e ∈ δ(S i ) \ δ (S i ). This implies that by the time S i was constructed e had been removed from the graph. Thus e ∈ δ (S j ) for some j < i. Since P is in H we have e = e max j . Next we show that S j first separates v and v but by (strong) induction hypothesis there is no path from v to v that does not contain e max j , which implies that P can not proceed from v to v in H. Say we label the vertices in P as follows
Here u through u are in S i and v / ∈ S i . Now consider the point of time at which the algorithm constructed S j . The graph under consideration at that time was G = (V, E \ (∪ j−1 k=1 δ (S k )). We know that e = (u , v ) ∈ E \ (∪ j−1 k=1 δ (S k )) since it is in δ (S j ). Also the path u → u 1 → ... → u is present in G; This follows from the fact that all cuts in S constructed before S i either contain no vertex of S i or contain all the vertices in S i . Moreover there is a path between u and v until S i is constructed (it is the lowest index cut separating u and v), so there is path from v to v in G. In other words no cut before j separates v and v. Moreover until we get to the construction of S i the path between u and v is intact. But e ∈ δ (S j ), so S j separates u and v . Thus S j separates v and v. This implies that S j first separates v and v, and we are done.
Proof. If we have some cut in S separating sourcesink pair (s i , t i ), then we consider the lowest index cut separating s i and t i ; Say it is S j , that is, S j first separates s i and t i . Then by the previous lemma any path from s i to t i must pass through e max j . This by Menger's Theorem implies that s i and t i are 1connected.
Note that there might be a source-sink pair (s i , t i ) that gets disconnected (MC-2EDRC continues till all the source-sink pair get disconnected) but no cut in S separates them. We show that such a pair remains disconnected in H hence proving the corollary.
For contradiction assume there is a path P from s i to t i in H. Since s i and t i are disconnected at the end of algorithm's execution, P must contain an edge from δ (S j ) for some j ∈ [l]. Sayẽ = (ũ,ṽ) is the first edge (starting from s i ) on P such thatẽ ∈ δ (S j ). P is in H so forẽ to be in E \ E we must haveẽ = e max j . Next we show that S j first separatesṽ and t i so by the previous lemma, P can not proceed fromṽ to t i without crossing e max j again, giving rise to a contradiction. Say we label the path as follows P = s i → w 1 → w 2 → ... →ũ →ṽ → ..t i . Note that all the edges on P beforeẽ = (ũ,ṽ) are present in H. Thus none of these edges belong to any δ (S i ) for i ∈ [l]. Sinceẽ ∈ δ (S j ) and all edges on P between s i andũ are present in H we have that S j separates s i andṽ. Then since no cut in S separates s i and t i , we have that S j separatesṽ and t i . Moreover we claim that no cut with a smaller index separatesṽ and t i . To see this, suppose that S k for k < j separatesṽ and t i . Since S k does not separate s i and t i (no cut does) we have that S k separates s i andṽ. But this implies that we must have an edge of δ(S k ) on every path between s i andṽ; In particular the segment of P connecting s i toṽ must contain an edge from δ (S k ). But this contradicts the assumption thatẽ was the first edge on P contained in some δ (S). Thus no path in H connects s i and t i .
From the cost analysis and Corollary 4.1 we get the following theorem. We now consider the EDRC and NDRC with larger connectivity thresholds. In Subsection 5.1 it is shown that (ED-LP) has a polynomial integrality gap even for the simple case of an s-t k-EDRC. A similar example can be constructed for (ND-LP). Given this large integrality gap, we investigate bicriteria approximations to the EDRC. An (α, β) approximation for the k-EDRC is a cut of cost at most β times the optimal and the removal of which reduces the connectivity between the terminal pair (s i , t i ) to α(k i − 1) for every i.
Integrality gap for LP (ED-LP)
We present a graph where the optimal integral solution has cost Ω(k) times the optimal fractional solution. Consider the graph in Figure 3 and suppose that we wish to find a (k + 1)-route cut separating source s from sink t. The graph has k + 1 parallel edges between s and u, each with cost ∞, and 2k unit cost edges between u and t. A feasible fractional solution with cost no more than 2 is obtained as follows: for every edge of infinite cost set y e = k k+1 and x e = 0, and, for all edges with unit cost, that is edges between u and t, we set x e = 1 k+1 and y e = 0. Note that e y e is no more than k and e x e c e is less than 2. Also under the specified edge lengths, the distance between s and t is 1. So we have a feasible fractional solution with cost no more than 2. However any integral solution with finite cost must remove k of the edges between u and t. Therefore any optimal integral cut has cost k, giving us an integrality gap of Ω(k).
5.2
The difficulty of applying region growing and some naïve approximations As mentioned earlier, although the region growing lemma works in the k ≥ 3 case as well, applying it successively for different terminals leads to the connectivity thresholds being violated by a large factor. Consider, for example, the following algorithm for the single-source k-EDRC. We solve ED-LP; then for each i, we successively apply region growing to the pair (s, t i ) and remove the resulting cut C i from the graph; our final cut is the collection of all but the k most expensive edges in each C i . The cost of this cut can be bounded by O(log hz) using Lemma 3.1. However, in the final graph, for any terminal t j with cut C j there may be several paths to s through cuts C i for i < j that do not cross C j . Therefore, the best bound we can obtain on the connectivity between s and t j using this approach is (k − 1)h/2. In other words, we get an (O(h), O(log h)) approximation.
This approach can be modified slightly to obtain an (O(h), 2) approximation. In particular, we solve the ED-LP and combine all the h metrics into a single metric. That is, set y e to be h i=1 y i e . The metric d, defined by setting d(u, v) = x e + y e for all edges e = (u, v), separates the source s from all the h terminals -d(s, t i ) ≥ 1 for all i ∈ [h]. Moreover we have e∈E y e ≤ kh. Thus by Lemma 3.5 we can find a cut S which 2kh − 1 separates s from all the terminals and has cost no more than 2z. This gives us a (2h, 2) approximation.
One way of avoiding this increase in connectivity is to find successive cuts in the original graph itself, instead of throwing away the previously found cuts. This ensures that connectivity thresholds are maintained to within a factor of 2. However, the cost of the solution can blow up to O(hz), implying a (2, 2h) approximation. Specifically, the (2, 2h) approximation is obtained by solving ED-LP and applying region growing in parallel to each pair (s, t i ). Lemma 3.5 implies that for each terminal t i we can find a cut S i which 2(k − 1) separates the terminal from the source and for which we have Γ 2(k−1) (S i ) ≤ 2V β,x (B x+y (t i , 1)). Note that V β,x (B x+y (t i , 1)) is no more thanz and so the total cost of the all such cuts is no more than 2hz. This gives us a (2, 2h) approximation.
5.3
Single-source multiple-sink k-route cuts In the remainder of this section, we focus on the singlesource case and present a number of different algorithms. The first is a general (6, O( √ h ln h)) approximation that relies on a stronger LP (ED-LP+) defined below. We then consider two special cases -in the first the number of terminals is constant, and in the second all edges in the graph have equal cost. We present a (4, 4) and a (2, 4) approximation for these respectively. These are the first non-trivial approximations for any variant of the k-route cut problem with k ≥ 3.
A key observation that we use for each of these algorithms is that the integral solution to SS-EDRC forms a family of laminar cuts. In particular, let E be the set of edges removed in an integral solution. By Menger's Theorem we know that for each terminal t i there exists a set of at most k i − 1 edges whose removal disconnects t i from s in (V, E \ E ). Consider any such set of edges, and let C i be the set of vertices in the connected component containing t i after these edges have been removed. We call this set a witness for t i . The following lemma shows that for any integral feasible solution we can find a collection of witness sets that are laminar, that is, no two of the sets cross.
Lemma 5.1. For any integral feasible solution to the SS-EDRC there exists a collection of witness sets that is laminar. When all terminals have equal connectivity thresholds, there exists a family of witness sets such that each pair of sets is either identical or disjoint.
Proof. Let E be an integral solution for the given SS-EDRC. Let H = (V, E \ E ), and note that by definition for any i ∈ [h] the edge connectivity of t i and s in H is no more than k i − 1. Of the witness sets for t i that have the fewest edges crossing them, let C i be a smallest set in terms of cardinality. We now show that no two smallest witness sets C i and C j can cross.
Suppose for the sake of contradiction that C i and C j cross each other, that is, all three sets C i ∩C j , C i \C j and C j \C i are non-empty. We denote δ H (S) = {(u, v) ∈ E \ E | |{u, v} ∩ S| = 1} and define the following mutually disjoint sets of edges,
There are three possible cases:
• Suppose that t i ∈ C i \ C j and t j ∈ C j \ C i . Then, if |I j | < |I i |, then C i \C j forms a smaller t i -s cut than C i , contradicting the fact that C i is a witness for t i . Likewise we cannot have |I i | < |I j |. Therefore |I i | = |I j |, but then C i \ C j is a strictly smaller witness set for t i , again contradicting our choice of C i .
• Suppose that t i ∈ C i \ C j and t j ∈ C j ∩ C i . This time we must have |I i | = |O j | but then C i ∩ C j forms a strictly smaller witness set for t j .
• Finally, suppose that t i , t j ∈ C i ∩ C j . As before we have |I i | = |O j | and |I j | = |O i | but then C i ∩ C j forms a strictly smaller witness set for both t i and t j .
Therefore the witness sets form a laminar family of cuts. Note that when all the connectivity thresholds are equal, if there are witness sets C i and C j with C i C j , C j also forms a witness set for t i . Therefore the lemma holds.
An (6, O(
√ h log h)) bicriteria approximation for single-source cuts In Figure 4 we present a 6, O( √ h ln h) bicriteria approximation algorithm for SS-kEDRC with general edge costs. The algorithm requires an optimal solution to an augmented version of ED-LP denoted ED-LP+.
Note that the new constraint (5.1) is a kind of triangle-inequality constraint but involves two different metrics-d i and d j . Lemma 5.1 implies that the optimal solution satisfies this constraint, and so ED-LP+ is a valid relaxation of the SS-k-EDRC. We note that the integrality gap instance of subsection 5.1 applies to this new LP as well. The new constraint is primarily required in Lemma 5.3 to show that the sets S found in Step 3 of the algorithm (that are constructed under different metrics) are disjoint.
Let us now analyze the algorithm. We first argue that we can always find the cuts required for Steps 2a and 3a. For the first, note that if we set x e and y i e to be zero inside B i (t i , 2/3) and scale them up by a factor of 3 outside the ball, then the pair (s, t i ) satisfies the requirements of Lemma 3.1, and so we can find the desired cut. For the second, if we scale x e and y i e by a factor of 3 inside B i (t i , 1/3) and set them to 0 outside the ball, then again the pair (s, t i ) satisfies the requirements of Lemma 3.1, and we can find the desired cut.
Next we claim that the connectivity thresholds are satisfied to within a factor of 6. To see this, consider for any terminal t i the iteration in which t i is removed from T and let S be the corresponding cut found. Then, S separates t i from s and we remove all but 6(k − 1) edges from δ(S). Therefore our claim follows. Finally, we present a cost analysis. We first show that the algorithm has few iterations. algorithm over all possible partitions and thus achieve a (4, 4) approximation. The linear program essentially determines l metrics, one for each partition in P and imposes the corresponding separation requirements.
The algorithm is similar to the algorithm for singlesource multi-sink 2-EDRC in Section 4.1 but in addition exploits the fact that each of the partitions have a distance of 1 between them in the optimal LP solution.
In particular, we employ the improved region growing lemma (Lemma 3.5) to argue that the total cost is small.
In order to analyze the algorithm, note that by doubling the x e and y e values we have ensured that balls centered at different meta nodes v i constructed in step (3) of the algorithm are disjoint. Since the x e values are scaled up by two we have the following: 1) ) ≤ 2z. By Lemma 3.5 we can find a cut S for each meta node v i , separating the terminals in set P i from s. This ensures that E is a legitimate 4(k − 1) route cut for all the terminals. Finally we have Γ 4(k−1) (S) ≤ 2V β,x (B i (v i , 1)) for all i ∈ [l]. Combining the last two inequalities we get that the total cost of E is no more than 4z. Hence the algorithm achieves a (4, 4) bicriteria approximation.
The uniform costs case
Next we consider single-source instances with general connectivity requirements (that is, different terminals are associated with different k i ), but where every edge has a cost of 1. We give a (2, 4) bicriteria approximation. Our approach is simple: we ignore terminals that are already less than 2(k i − 1) connected to the source; for the rest we use the characterization in Lemma 5.1 to argue that cost of a minimum (1-route) cut separating each terminal from the source is no more than 4 times that of the minimum multi-route cut. We therefore find and output the minimum 1-route cut. Figure 6 presents the details. Proof. Terminals with less than 2(k i − 1) edge connectivity do not influence the correctness, while terminals that are more than 2(k i − 1) connected to s are totally disconnected from s. So the claim about connectivity follows. Now consider an optimal solution E OPT for the problem, and let C = {C i } be the collection of witness sets guaranteed by Lemma5.1. Let C be the subcollection of sets C i such that for all C j ∈ C, C i ⊂ C j . We claim that ∪ Ci∈C δ(C i ) is a multicut for T of cost no more than 4OPT. The first part of the claim follows immediately by noting that each terminal in T is contained in some set C i ∈ C whereas s ∈ ∪ i C i .
For the second part of the claim, consider any C i ∈ C ; t i is the terminal associated with this set. Let E * i = E OPT ∩ δ(C i ). Since t i is at least 2(k i − 1) connected to Input: Graph G = (V, E), set of terminals T = {t1, t2, ..t h } with connectivity requirements ki, and a source vertex s. Output: A set of edges E of cost at most 4OPT such that for all i ∈ [h] s and ti are at most 2(ki − 1)-edge-connected in (V, E \ E ).
1. Remove all terminals ti from T that are at most 2(ki − 1) edge connected to s in G.
2. Using a standard mincut algorithm find a set of edges E that disconnects s from every terminal in T . Figure 6 : Algorithm SS-EDRC-Uniform-Algorithm for single-source multi-sink EDRC with uniform costs s in G, |δ(C i )| ≥ 2(k i − 1). On the other hand, by the feasibility of E OPT , |δ(C i )\E OPT | ≤ k i −1 ≤ 1/2|δ(C i )|. Therefore, |E * i | ≥ 1/2|δ(C i )|. Now, since any two sets C i and C j in C are disjoint (Lemma 5.1), any edge e belongs to at most two of the sets δ(C i ). Therefore,
Multiway cut and multicut with uniform costs
Finally we note that the approach taken in Algorithm SS-EDRC-Uniform does not work in the case of multiway EDRC or multicut EDRC. In particular, there is a family of instances of the multiway EDRC parameterized by k, containing √ k terminals, such that each pair of terminals is 2k + 1 connected, and yet the size of the minimum multiway cut is a factor of √ k larger than the size of the minimum multiway k-EDRC.
The family is described as follows. Let t 0 , · · · , t h−1 be the terminals with h = √ k. There are k parallel edges between t i and t i+1 mod h for all i ∈ [h], and an additional edge for each pair of terminals, for a total of Θ(k 3/2 ) edges. Then any multiway cut must remove all the Θ(k 3/2 ) edges, whereas in order to obtain a multiway k-EDRC, it suffices to remove all parallel edges between t 0 and t h−1 , as well as the O(h 2 ) additional edges, (leaving a "path" from t 0 to t h−1 ,) at a cost of O(k).
NP-Hardness of k-route s-t cut
In this section we show that a more general version of k-route s-t cut is NP-hard for large k. The red-blue kroute s-t cut problem is defined as follows. We are given a graph G = (V, E) with a source s and sink t, and a connectivity threshold k. The edge set E is partitioned into red edges, E R and blue edges, E B . Edges e in E R have connectivities k e associated with them and edges in E B have cost c e associated with them. The problem is to find an s-t cut C such that e∈δ(C)∩E R k e ≤ k − 1 and the cost e∈E B ∩δ(C) c e is minimized.
We reduce the knapsack problem to the red-blue k route cut problem. In an instance of the knapsack problem we are given a universe of n items along with a size bound B. Here item i has value v i and size z i . The objective is to find a subset S of items such that i∈S z i ≤ B and the value i∈S v i is maximized. We construct the graph G with n intermediate vertices numbered 1 to n, one for each item, along with a source s and a sink t. We connect the source s to each of the n intermediate vertices with a red edge (that is, E R = {(s, i)} n i=1 ). Edge (s, i) is associated with connectivity k (s,i) = z i . Similarly we connect the sink t to the intermediate vertices with blue edges with costs c (i,t) = v i .
It follows that finding a B-size bounded set S of items that achieves maximum value is equivalent to finding a min-cost (B + 1)-route cut in the constructed graph. In particular consider a cut C with t ∈ C and s / ∈ C. Then it is easy to see that the set C \{t} is a valid solution to the Knapsack problem. Furthermore the value achieved by this solution is exactly i v i minus the cost of the cut C. Therefore, minimizing the cost of C is equivalent to maximizing the value of a feasible knapsack solution, and we get the following theorem. We note that red-blue k-route s-t cut is equivalent to k-route s-t cut when the connectivities k (u,v) on edges are polynomially bounded. However, the algorithms developed by us apply to this more general version even with arbitrary edge connectivities. In particular, we can formulate a linear program (ED-LP-RB) for the redblue version, that is similar to the one developed for the k-route cut problem in Section 2. The LP ensures that only blue edges have non zero x e values and only red edges have non zero y e values.
The following lemma is a counter-part to Lemma 3.5 and shows that we can obtain a (2, 2)-bicriteria approximation for the red-blue k-route s-t cut problem. As before we use d x+y to denote the shortest-path metric defined by lengths x e and y e on edges. Lemma 6.1. Let G = (V, E B ∪ E R ) be a graph with cost c e and connectivity k e values associated with edges in E B and E R respectively. Also let x be a vector of lengths on edges in E B and y be a vector of lengths on edges in E R , such that d x+y (s, t) ≥ 1. Then for every β > 0 there exists a radius r < 1 such that for S = B x+y (s, r) we have e∈δ(S)∩E R k e ≤ 2(k − 1) and e∈δ(S)∩E B c e ≤ 2 e∈E B x e c e .
Proof. We argue along the lines of the proof of Lemma 3.5. We will consider balls centered at s and show that one of these satisfies the criteria in the lemma.
For radii r ∈ [0, 1] we have B(r) = B x+y (s, r), Γ(r) = e∈δ(B(r))∩E B c e , fractional volumeṼ β,x (r) = β + e∈E(B(r))∩E B x e c e q e , and change in volume, dṼ β,x (r) = e∈δ(B(r))∩E B c e x e dq e , where q e is one for edges with both end points in the ball and for edges in δ(B(r)) we have q e = (r − d x+y (s, u))/(d x+y (s, v) − d x+y (s, u)).
We define Ω(r) to be one if e∈δ(B(r))∩E R k e ≤ 2(k − 1) and zero otherwise. Note that the theorem statement is equivalent to the claim that for at least one value of r both Ω(r) is one and the cost of (blue) edges in δ(B(r)) ∩ E B is no more than two timesz. We show that this claim holds true.
Once again using Markov's inequality and the fact that e y e k e ≤ k − 1, we have 1 0 Ω(r)dr ≥ 1/2. Moreover, as before, triangle inequality implies that dṼ β,x (r) ≥ e∈δ(B(r))∩E B c e dr = Γ(r)dr ≥ Ω(r)Γ(r)dr. We get the following sequence of inequalities: Finally using the bound on the integral of Ω we get that Γ(ρ) ≤ 2z. Since Ω(ρ) is one by definition, the connectivity requirements are met at ρ and the theorem follows.
Open problems
The most important open question related to our work is that of designing sub-polynomial (bicriteria) approximations to k-EDRC. We believe that our region growing lemma will prove to be useful in this regard. Another open problem is to prove non-trivial hardness of approximation results. Currently we merely know that k-EDRC problems are at least as hard as their 1-EDRC counterparts. However, we suspect that these problems are much harder, especially for k > 2.
