Abstract. For a prime number p, we construct a generating set for the ring of invariants for the p + 1 dimensional indecomposable modular representation of a cyclic group of order p 2 , and show that the Noether number for the representation is p 2 + p − 3. We then use the constructed invariants to explicitly describe the decomposition of the symmetric algebra as a module over the group ring, confirming the Periodicity Conjecture of Ian Hughes and Gregor Kemper for this case. In the appendix, we use our results to compute the Hilbert series for the corresponding ring of invariants together with some other related generating functions.
Introduction
Suppose that V is a finite dimensional representation of a finite group G over a field F, i.e., V is a finitely generated module over the group ring FG. The action of G on V induces an action on the dual V * which extends to an action by algebra automorphisms on the symmetric algebra G and FG. Perhaps the right approach is to study F[V ] as a finitely generated module over the extended group ring F[V ] G G. Certainly, in the work of both Karagueuzian & Symonds [11] and Hughes & Kemper [10] , the finite F[V ]
Gmodule structure of F[V ] has been used to reduce decomposing F[V ] over FG to a finite problem.
For the remainder of the paper, we assume that F has characteristic p for a prime number p, and that G ∼ = Z/p r is a cyclic group of order p r . Choose a generator σ for G. The isomorphism type of a representation of G is determined by the Jordan canonical form of σ. Since the order of σ is a power of p, and since a field of characteristic p has no non-trivial p th roots of unity, all the eigenvalues of σ must be 1. If m ≤ p r , then the m × m matrix over F consisting of a single Jordan block with eigenvalue 1 determines an indecomposable FG-module which we denote by V m . Note that if m > p r , then the matrix has order greater than p r and does not determine a representation of G. It follows from the form of the matrix that V m is faithful if and only if p r−1 < m ≤ p r , and that V m is a cyclic FGmodule. It is clear that if the Jordan canonical form of σ consists of more than one Jordan block then the representation will be decomposable. Thus the complete set of inequivalent indecomposable FG-modules are, up to isomorphism, V 1 , V 2 , . . . , V p r . Furthermore, from the Jordan canonical form it is easy to see that these modules are naturally embedded into one another: V 1 ⊂ V 2 ⊂ V 3 ⊂ · · · ⊂ V p r . Note that the one dimensional space of G-fixed points, V G m ∼ = V 1 is the socle of V m . Moreover, V 1 is the unique irreducible module, V p r ∼ = FG is the unique projective indecomposable, and an FG-module is projective if and only if it is injective (see, for example, [1, Ch. II] ). Also, it is easy to see that the representation V m is induced from a representation of a proper subgroup of G if and only if p divides m.
For f ∈ F[V n ], we define the norm of f , denoted by N G (f ), to be the product over the G-orbit of f . Clearly
For a subgroup L = σ p t , we define the relative transfer Tr
The two main results we prove in this article concern the representation V p+1 and are stated as Theorem 1.2 and Theorem 1.3 below. The following example illustrates these theorems. Example 1.1. Let F be any field of characteristic p = 3. We consider the indecomposable four dimensional representation V 4 of the cyclic group G = Z/9 of order 9. The group G contains the subgroup L of order 3. Theorem 1.2 asserts that 
G is minimally generated by M and N together with the following 9 invariants:
The first few homogeneous components of F[V 4 ] decompose into indecomposable FG-modules as follows:
The (one dimensional) socle of the non-induced indecomposable summand in F[V 4 ] i for i = 0, 1, 2, . . . , 5 may be chosen to contain 1,
for some non-negative integers α, β and γ. Furthermore if 0 ≤ c ≤ 5 and if we denote by f a non-zero element of the socle of the noninduced summand in F[V ] c , then the non-induced summand in F[V ] d may be chosen such that its socle is spanned by N a f .
In Section 2 we develop tools for decomposing F[V n ] as an FG-module. We then specialise to r = 2 and n = p + 1. In Section 3 we construct generators for
We apply the "ladder technique" described in [15, §7] , using group cohomology and a spectral sequence argument, to prove the following.
2 and let L ∼ = Z/p denote its non-trivial proper subgroup. The ring of invariants
) and elements from the image of the relative transfer, Tr
Recall that the Noether number of a representation is the largest degree of an element in a minimal homogeneous generating set for the corresponding ring of invariants. In Section 4 we use the generating set given by Theorem 1.2 to show that, for p > 2, the Noether number for V p+1 is p 2 + p − 3. In Section 5 we use the constructed generating set to describe the FZ/p 2 -module structure of F[V p+1 ], confirming the Periodicity Conjecture of Hughes & Kemper [10, Conjecture 4.6] in this case and proving the following. 
We note that Symonds, in a recent paper [16] based on his joint work with Karagueuzian [11] , has proven the Periodicity Conjecture of Hughes & Kemper. He goes on to prove that for p r−1 < n < p r and d < p r , the FZ/p r -module 
Preliminaries
Let G = σ ∼ = Z/p r . It will be convenient to define ∆ := σ − 1 ∈ FG. It is easy to see that ∆ acts as a twisted derivation on F[V n ], i.e., ∆(a · b) = a∆(b) + ∆(a)σ(b). We denote the full transfer, Tr 
) and {e, ∆(e), . . . , ∆ m−1 (e)} is a vector space basis for V m . If we identify V m−1 with the submodule ∆(V m ), then, for m < p r ,
Thus we have the following filtration of W by FG-modules:
This filtration of W obviously induces a filtration of the subspace W G :
Definition 2.1. For a non-zero f ∈ W , we define the length of f , denoted by
We will refer to the above filtration of W as the length filtration and say that a basis B for W G is compatible with the length filtration if L G t (W ) ∩ B is a basis for L G t (W ) for all t (using the convention that the empty set is a basis for the zero vector space). Suppose that W is a finite dimensional FG-module and B is a basis for W G which is compatible with the length filtration. For each α ∈ B choose γ ∈ W with ∆ ℓ(α)−1 (γ) = α. (The existence of a suitable γ follows from the definition of length.) Define V (α) to be the FG-module generated by γ. Note that α spans the socle of V (α) and that dim(V (α)) = ℓ(α).
Proof. The natural homomorphism of the external direct sum of the V (α) to W is injective on the socle and is therefore injective. Thus the internal sum of the V (α) is direct. It follows from Lemma 2.2 that the dimension of W coincides with the dimension of ⊕ α∈B V (α), giving equality.
The above shows how we may obtain a direct sum decomposition of W into indecomposable submodules from any basis of W G which is compatible with the length filtration of W G . Clearly every such decomposition arises in this way. Furthermore, an element f ∈ W G has length t if and only if there is an
Computer computations together with various results, such as Proposition 5.3, lead us to make the following conjecture.
For n ≤ p r , choose an FG-module generator x n for V * n and define
Let F denote the algebraic closure of F and define V n := F ⊗ F V n . Let {e 1 , e 2 , e 3 , . . . , e n } denote the basis for V n dual to {1 ⊗ x 1 , . . . , 1 ⊗ x n }. Note that e 1 generates V n as an FG-module and that ∆(e n ) = 0. Using the inclusion F ⊆ F, allows us to interpret elements of F[V n ] as regular functions on V n , i.e., we identify F[V n ] in a natural way with a subset of
Lemma 2.5. Suppose p r−1 < n ≤ p r and let H denote the subgroup σ
Proof. The equality V Z/p r−t n = span F {e n−p t +1 , e n−p t +2 , . . . , e n−1 , e n } is easily ver-
follows from [8, Proposition 12.5] (see also [5, Theorem 12] ). This equality of sets may be expressed equivalently as the equality of ideals Im Tr
G (see, for example, [5, Proposition 11] ). Thus it only remains to show that if ℓ(f ) ≥ p t + 1 then
To see this suppose that
t +1 then f vanishes on the set span F {e n−p t +1 , e n−p t +2 , . . . , e n−1 , e n }.
♭ denote the span of the monomials in F[V n ] which, as polynomials in x n , have degree less than p t . The fact that
♭ (compare with [10, Lemma 2.9] and [14, § 2]). As noted above ℓ(Nf ) ≥ ℓ(f ). Suppose Nf = ∆ t (F ) and write
In this section we use the ladder technique described in [15, §7] to prove Theorem 1.2. We use the notation
Further note that the kernel of π is the ideal
Define an action, by algebra automorphisms, of Q on A by taking σ(z i ) = z i +z i−1 and σ(X i ) = X i + X i−1 for i > 1, σ(z 1 ) = z 1 and σ(X 1 ) = X 1 . Thus as FQmodules A ∼ = F[2V p ] and π is a map of FQ-modules.
The short exact sequence of FQ-modules,
L → 0, gives a long exact sequence on group cohomology
We will show that the inclusion of I into A induces an injection of
Since 2V p is a permutation representation of Q, after a suitable change of basis, Q acts on A by permuting the variables. Using the permutation basis, the orbit sums of monomials form a vector space basis for A Q . Since Q ∼ = Z/p, these orbits are of size p or size 1. The orbits of size p span projective FQ-module summands of
L while the orbits of size 1 span trivial summands. It easy to see that, in the original basis, the orbits of size 1 are polynomials in N Q (z p ) and N Q (X p ), while the orbit sums coming from orbits of size p are elements in the image of the transfer. Thus A Q is generated by N Q (z p ), N Q (X p ) and elements from Tr Q (A), giving Theorem 1.2.
The rest of this section is devoted to completing the proof of Theorem 1.2 by showing that the inclusion of I into A induces an injection of H 1 (Q, I) into H 1 (Q, A) (see Theorem 3.10 (b)). We start by describing H * (Q, A).
Proof. It follows from the discussion above that, as an FQ-module, A consists of projective summands and trivial summands with the trivial summands spanned by the monomials in N Q (X p ) and N Q (z p ). The projective summands do not contribute to the cohomology. The trivial summands contribute non-zero classes to both the first and second cohomology.
To compute H * (Q, I), we start by resolving I as an A − FQ-module using a Koszul resolution (see, for example, [4, §1.6]). Observe that I is generated by an A-regular sequence of length p − 1. Furthermore, these generators span the degree p homogeneous component, I p , of I and, as a FQ-module, I p ∼ = V p−1 . Let µ denote the Q-equivariant map from V p−1 ⊗ A to A given by identifying elements of V p−1 with elements of I p and then using the multiplication in A.
. This gives the following sequence of A − FQ-modules:
Since the generators of I form a regular A-sequence, it follows from [4, Corollary 1.6.14] that this sequence is exact. For i > 0, define K −i to be the kernel of the map ρ −i :
. For convenience, we define K 0 := I, K 1 := A/I, K a := 0 for a > 1, F 1 := A/I and F a := 0 for a > 1. Using the exactness of the resolution, we get a series of short exact sequences 0 → K
For each of these short exact sequences, we apply group cohomology to get a long exact sequence:
gives a bigraded exact couple which leads to a spectral sequence. This is essentially the construction given at the end of [12, Ch XI, §5]. We will use this spectral sequence to describe H 1 (Q, I). The following series of lemmas lead to a description of
Proof. It is clear that ζ i+1 followed by the natural projection from
Proof. If the representation ring R FZ/p is extended by adjoining an element α satisfying
Thus, in the augmented representation ring,
and for i odd,
. Therefore the dimensions are correct. Thus it follows from Lemma 3.2 that Λ i (V p−1 ) is a non-projective summand of Λ i−1 (V p−1 ) ⊗ V p−1 . Also note that the result is true for i = 0 and i = 1. We proceed by induction. Suppose the result holds for i. For i even this gives,
Proof. As an FQ-module, A is a direct sum of projective summands with socles contained in Tr Q (A) and one dimensional summands spanned by monomials in N Q (X p ) and N Q (z p ). It follows from Lemma 3.4 that Λ −a (V p−1 ) contains a a single non-projective summand. Note that projective summands do not contribute to the cohomology. Further note that for any module M and projective module P ,
) is a one dimensional vector space and
The following lemma is a preliminary step in evaluating d a,b : E a,b → E a+1,b for a < 0 and b > 0. Lemma 3.6. The inclusion of I p into A p induces an injection from H 1 (Q, I p ) to H 1 (Q, A p ) and the zero map from
Proof. To see that the inclusion induces an injection from H 1 (Q, I p ) to H 1 (Q, A p ), first note that ∆ is a twisted derivation and that ∆(f ), for f a generator of A, lies in Span F (z p−1 , . . . , z 1 , X p−1 , . . . , X 1 ). Therefore ∆(A) is contained in the ideal (z p−1 , . . . , z 1 , X p−1 , . . . , X 1 )A. As an FQ-module, I p is isomorphic to V p−1 with generator r :
is a one dimensional vector space with r representing a non-zero cohomology class. Since r does not lie in the ideal (z p−1 , . . . , z 1 , X p−1 , . . . , X 1 )A, this element does not lie in ∆(A) and, therefore, represents a non-zero class in
To see that inclusion induces the zero map from H 2 (Q, I p ) to H 2 (Q, A p ), observe that I p ∼ = V p−1 and A p is isomorphic to V 1 plus projectives. Thus the map on cohomology is determined by a Z/p-equivariant map from V p−1 to V 1 , and all such maps induce the zero map in second cohomology.
For a < 0, the first differential in the spectral sequence is the map on cohomol- 
It follows from Lemmas 3.2 and 3.4 that ζ −a induces an isomorphism in cohomology. Thus d a,b is determined by the inclusion of
For a odd, using Lemma 3.4, Λ −a−1 (V p−1 ) is isomorphic to V 1 plus projectives. Therefore, in this case, d a,b is induced by the inclusion of I p into A p . Thus, using Lemma 3.6, if a and b are both odd then d a,b is injective and if a is odd and b is even then d a,b is zero.
For a even, using Lemma 3.4, Λ −a−1 (V p−1 ) is isomorphic to V p−1 plus projectives. Therefore, in this case, d
a,b is induced by the inclusion of
is determined by the composition
This map clearly induces the zero map from
. Thus for a even and b odd, d a,b = 0. To show that d a,b is injective for a even and b even, we need to show that the given map from V 1 to V p−1 is non-zero. It follows from Lemma 3.6, that for the purposes of computing cohomology, the inclusion of I p into A p is the injection of V p−1 into V 1 ⊕ V p taking e ′ to (e ′′ , ∆(e)) where e, e ′ and e ′′ denote elements which generate the cyclic G-modules V p , V p−1 and V 1 respectively. The cokernel of this map is isomorphic to V 2 . Tensoring over F is exact so we have a short exact sequence
This gives rise to a long exact sequence in cohomology. Recall that Proof. Denote by ∂ a,b the connecting homomorphism from
Since ∂ 1−p,p = 0, we have F p−1 = H 1 (Q, I). Using the long exact sequence in cohomology coming from 0 → K
). We will prove the lemma by showing F 0 = F p−1 .
Using the definition a derived couple (see, for example, [12, Ch. XI, §5]), we have D
which lifts to a non-zero element of E −(t+1),t+1 t+1
. However, it follows from Corollary 3.8 that E −(t+1),t+1 2 = 0 for t ≥ 1. Thus E −(t+1),t+1 t+1 = 0 for t ≥ 1. Therefore F t = F 0 for all t ≥ 1.
These calculations give the following. 
This completes the proof of Theorem 1.2.
The Noether number of V p+1
In this section we use the description of F[V p+1 ] Z/p 2 given in Theorem 1.2 to prove the following. For the remainder of this section we will assume that p ≥ 3. We continue to use the notation described at the beginning of Section 3. Define M := N G (x p ) and N := N G (x p+1 ). The theorem is an immediate consequence of the following two lemmas. Lemma 4.3. The Noether number of V p+1 is less than or equal to p 2 + p − 3.
L generated by the homogeneous Ginvariants of positive degree, i.e.,
L /H is a finite dimensional graded algebra, the ring of relative coinvariants. Let B denote the set of elements of
k , with γ a monomial in {x 1 , . . . , x p−1 } of degree at most p − 2 and j, k < p. The methods of Section 3 of [9] show that B projects to a spanning set in 
G . In particular the Noether Number of V p+1 is at least p 2 + p − 3.
Proof. Define w := N L (x p+1 ) and z := Tr G . The degree of z as a polynomial in x p+1 is less than p 2 . Thus N does not appear in the decomposition.
We use the graded reverse lexicographic term order with x 1 < x 2 < · · · < x p+1 and denote the leading monomial of an element f ∈ F[V p+1 ] by LM(f ). It is easy to see that LM(M) = x 
Without loss of generality, we may assume f 1 h 1 = cM m α, where c ∈ F and α is a (non-constant) product of elements from Tr
Recall that λ∈Fp λ i = 0 unless i is a non-zero multiple of p − 1, in which case the sum is −1. Therefore Tr
only when j = p − 1 and k = p − 1. In this case, there is one additional term, −x
Since the monomials of degree kp + j taken to zero by π are less than x
Assume, by way of contradiction, that α is the product of at least two factors,
Therefore, since we are using the graded reverse lexicographic order,
, giving a contradiction. Thus we must have that α is an element of Tr 
, we have j, k ≤ p−1 and ℓ ≤ p−2. Thus j +ℓ ≤ 2p−3. Therefore, either m+k = p and j + ℓ = p − 3 or m + k = p − 1 and j + ℓ = 2p − 3.
We first consider the case m + k = p − 1 and j + ℓ = 2p − 3. Since j ≤ p − 1 and ℓ ≤ p − 2, we have j = p − 1 and ℓ = p − 2. Using the above formula for π Tr
The final assertion of the lemma follows from the fact that deg z = p 2 +p−3.
The main goal of this section is to describe the FG-module decomposition of G is generated by M := N G (x p ) and N := N G (x p+1 ) together with elements of the relative transfer, Tr
To identify the summands occurring in the decomposition, we need to determine the lengths of the basis elements.
] and thus ℓ(N) = 1. Similarly since the lead term
Proof. We consider ∆ qp (x i p+1 ) using induction on q. For q = 1 we have
1 Use any monomial order with
By induction this gives
Proof. The first equivalence is just the definition of length. For the second equivalence, first suppose that
by the previous lemma. Conversely, suppose that f ∈ (x
Proof. Applying Lemma 5.1 gives
Suppose then that q < p. By Proposition 5.2, we have qp
does not divide f , Proposition 5.2 also implies that ℓ(f ) − 1 < (q + 1)p. Write ℓ(f ) − 1 = qp + r where 0 ≤ r ≤ p − 1 and define s := ℓ(f ′ ) − 1. Since x 1 does not divide f ′ , Lemma 2.5 implies that 0 ≤ s ≤ p − 1. We will show that r = s.
Clearly there exists
Conversely we may write
where q! = 0 since q < p. This shows that f ∈ Im ∆ qp+s and thus qp + r + 1 = ℓ(f ) ≥ qp + s + 1. Therefore r = s as required.
Proposition 5.4. Let f be a non-zero element in the image of the relative transfer, Tr
G is generated by N, M and elements from Im Tr
G jp so that B is compatible with the length filtration. Applying Proposition 2.3 gives a decomposition
, Lucas' Lemma (see, for example, [7] ) implies that dim 
♭ gives a decomposition of F[V p+1 ]. Therefore the following theorem implies Theorem 1.3.
includes precisely one non-induced indecomposable summand. Divide p into d to get d = bp + c with 0 ≤ c < p. The non-induced summand is isomorphic to V cp+b+1 and the decomposition may be chosen so that the socle of the non-induced indecomposable is spanned by 
Appendix
In this appendix we will derive generating functions which give the multiplicities of the indecomposable FG-modules as summands in F[V p+1 ] n . We also derive the Hilbert series for F[V p+1 ]
G .
Throughout the appendix we will write n = αp 2 +βp+γ where 0 ≤ β, γ ≤ p−1. If β = p − 1 then by Theorem 1.3 we know that F[V p+1 ] n contains exactly one non-induced summand, V d(n) where d(n) = γp + β + 1. For convenience we will also define d(n) = γp + β + 1 = (γ + 1)p when β = p − 1.
Define integer valued functions a 1 (n), a 2 (n), . . . , a p (n) by (6.1) n + p p = d(n) + pa 1 (n) + 2pa 2 (n) + · · · + p 2 a p (n) .
Introduce the generating functions:
a i (n)x n for i = 1, 2, . . . , p.
In terms of these generating functions, the above recursive conditions, (6.2) and (6.3), become: Collecting terms this system becomes:
Note that, as is easily verified by integration, we have Thus the above system of equations becomes
