Autoregressive (AR) models with finite variance errors have been well studied. This paper is concerned with AR models with heavy-tailed errors, which is useful in various scientific research areas. Statistical estimation for AR models with infinite variance errors is very different from those for AR models with finite variance errors. In this paper, we consider a weighted quantile regression for AR models to deal with infinite variance errors. We further propose an induced smoothing method to deal with computational challenges in weighted quantile regression. We show that the difference between weighted quantile regression estimate and its smoothed version is negligible. We further propose a test for linear hypothesis on the regression coefficients. We conduct Monte Carlo simulation study to assess the finite sample performance of the proposed procedures. We illustrate the proposed methodology by an empirical analysis of a real-life data set.
Introduction
Suppose that {y 1 , · · · , y n } is a sample from the following AR(p) model:
where ε t , t = 1, · · · , n, are a sequence of independent and identically distributed errors and φ φ φ = (φ 0 , φ 1 , ..., φ p ) T is the parameter vector. When E(ε 2 t ) is finite, this AR model has been well studied in the literature. AR models with heavy-tailed errors have been proved to be useful in a variety of research fields, including but not limited to economics and finance (see Koedijk et al, 1990; Jansen and De Vries, 1991) , teletraffic data (Duffy et al, 1994, Willinger and Paxson, 1997) and hydrology (Castillo, 1988) . This paper is concerned with infinite variance AR models (i.e. AR (p) with E(ε 2 t ) = ∞). We refer it as IVAR for simplicity. Infinite variance imposes challenges in estimating φ φ φ. It is of great interest to develop new statistical procedures for IVAR.
There have existed some theoretical results in the literature on IVAR models (see Davis and Resnick (1985) , Davis et al. (1992) , Davis and Dunsmuir (1997) and Ling (2005) ). Kanter and Steiger (1974) proved weak consistency of the least squares estimator of φ φ φ. Hannan and Kanter (1977) showed the strong consistency with a convergent rate n 1/δ (Knight, 1987) . Resnick (1985, 1986) firstly gave the asymptotic result of the least squares estimator. Using point process techniques, they proved that least squares estimator converges weakly to a ratio of least absolute deviation (LAD) estimator and showed its strong consistency. An and Chen (1982) proved that the convergence rate of the LAD estimator is of n 1/δ and the asymptotic theory of the LAD and Mestimators converge weakly to the minimum of a stochastic process with rate a n = inf{x : P (|ε| > x) n −1 }. Mikosch et al. (1995) studied the Whittle estimate of the parameters of IVAR moving average models. This result was extended to long memory autoregressive fractionally integrated moving average models by Kokoszka and Taqqu (1996) . However, none of the limiting distribution in the mentioned has a closed form until Ling (2005) , in which the author used a self-weighted least absolute deviation estimation for IVAR and showed that this estimator is asymptotically normal.
Introduced by Koenker and Bassett (1978, 1982) , quantile regression has become a very useful alternative to the least squares approach. There is a growing literature devoted to applications of quantile regression to time-series models. Weiss (1991) studied least absolute deviation (LAD) estimation for a dynamic nonlinear model with neither independent nor identically distributed errors. Koul and Saleh (1995) extended the work by Weiss (1991) from the LAD estimation to quantile regression for AR models. Koul and Mukherjee (1994) showed asymptotic representations of the regression quantiles and the regression rank-scores processes in linear regression setting when the errors are a function of Gaussian random variables that are stationary and long range dependent. Koenker and Xiao (2006) proposed a quantile autoregression (QAR) model. Yang and Zhang (2008) proposed a self-weighted estimation procedure for the QAR with infinite variance.
The QAR model may be regarded as a special case of model (1) since Koenker and Xiao (2006) demonstrated that the QAR has an equivalent form of model (1) under some conditions. This paper considers weighted quantile regression for IVAR. To deal with computational issues related to quantile regression, we proposed a new smoothed quantile regression estimator, The proposed estimation procedure can be carried out by solving a differentiable convex optimization problem with Newton-Raphson algorithm or conjugate gradient algorithm effectively. The NewtonRaphson algorithm enables us to estimate the covariance matrix by directly using a sandwich formula, a conventional technique in the literature. Under mild conditions, we show that the difference between the smoothed estimator and original quantile regression estimator converges to zero in probability. This allows us to further establish the asymptotic normality of the smoothed estimator. Based on the asymptotic normality, we further develop statistical inference procedures for the regression coefficients.
The remainder of the paper is organized as follows. In Section 2, we propose a weighted quantile regression and its smoothed version for IVAR. Sampling properties of the proposed estimation procedures are studied. We also discuss the choice of the weights. An algorithm for the proposed procedure is given at the end of this section. Section 3 investigate the finite sample performance of the proposed procedures by Monte Carlo simulations and illustrate the proposed procedures by an empirical analysis of a real-world data set. Concluding remarks are given in section 4. All technical proofs are given in the Appendix.
Weighted quantile regression
Let us rewrite model (1) in the following form:
where uI(u < 0) be the quantile loss function. To ensure the identifiability of φ 0 , it is assumed that
The weighted quantile regression is to minimize the following objective function:
where w t 's are weights depending on {y t−1 , · · · , y t−p }. The purpose of using the weight w t is to downweight the leverage points (see Davis et al. (1992) ) in X t such that the covariance matrices Ω and Σ in Proposition 1 below are finite. Conditions on the weights will be given in Assumption 2 below. We will further discuss the choice of the weights in Section 2.2.
Note that the first order derivative ρ (u) = τ − I(u < 0) for any u = 0. The corresponding score function for φ φ φ is
Minimizing L n (φ φ φ) yields a weighted quantile regression estimate of φ φ φ:
where Θ is the parameter space.
Asymptotic normality ofφ φ φ n
We next study the asymptotic property ofφ φ φ n . The strictly stationary and ergodic condition of model (1) and (2) is given below. Let {ε t } be an independent and identically distributed sequence of random variables with distribution function F satisfying that as
where B is a lag-operator, has the unique strictly stationary solution Brockwell and Davis (1986) ).
The following assumptions are imposed throughout this paper. They may not be the weakest conditions, but they are used to facilitate the technical proofs. 
where φ φ φ 0 is the true value of parameter, Σ = E(w t X t X T t ) and Ω = E(w 2 t X t X T t ). Here and hereafter, L − → stands for convergence in distribution as n → ∞.
There are two challenges in estimation of φ φ φ and statistical inference for φ φ φ. One is to minimize the weighted quantile loss function since ρ(·) is not differential at the origin. The other one is to estimate the covariance matrix ofφ φ φ n since the asymptotic covariance matrix involved unknown quantity. Under certain regularity conditions, it can be shown that the score function U (φ φ φ 0 ) is asymptotically normal with mean zero and covariance matrix cov{U (φ φ φ 0 )} (See Koenker, 2005 , Ling, 2005 and Wang et al. 2009 ). We can further show that the asymptotic covariance matrix of φ φ φ n (see White, 1982) Λ 
A smoothed weighted quantile regression
, which is the asymptotic covariance matrix ofφ φ φ n . From
Instead of minimizing the nonsmooth objective function (3), we propose to construct a smoothed objective function, which is defined asL(
n Z)} where the expectation is taken over Z. However, this expectation cannot be evaluated as Λ n is unknown. We nominate a known matrix Γ as an initial value of Λ n , and then update Γ as an estimator for Λ n . A simple interpretation is that Γ 1/2 Z can be regarded as a perturbation to φ φ φ.
where Φ(·) and φ(·) are the distribution function and density function of N (0, 1), respectively. As
which is a smooth function of φ φ φ. As a result of Theorem 1 below, we can easily use ∂Ũ (φ φ φ)/∂φ φ φ as a smoothing estimator of A n . That is,
for given values of φ φ φ and Γ .
The new estimatorφ φ φ n for φ φ φ can be obtained from the smoothed score functionŨ (φ φ φ) = 0.
Obviously,L(φ φ φ) is a strictly convex function of φ φ φ, then it exists a unique minimizer of φ φ φ for each given positive definite matrix Γ . However, how the difference between the unsmoothed estimator φ φ φ n and smoothed estimatorφ φ φ n is? It is a natural question. Theorem 1 below shows that the resulting estimatorφ φ φ n is not changed much by such a smoothing method.
Theorem 1. Suppose that Assumptions 1 -3 hold. Assume Γ = Γ n are a sequence of positive definite matrices in n and
We have the following asymptotic normality:
The condition on Γ n is to facilitate the proof of this theorem. We will empirically investigate the impact of different choices of Γ n on the resulting estimate in our simulation study. From our simulation results, the resulting estimate is insensitive to the choice of Γ n provided that Γ n falls in a reasonable range. If we further assume that Γ n = O((n 3 log n) −2 ), we can show in the earlier version of this paper that
The covariance matrix ofφ φ φ n can be estimated by using the corresponding sandwich formula:
This together with Theorem 1 enables us to make the statistical inference easily. The detailed algorithm will be given at the end of this section.
The choice of the weights. To implement the newly proposed smoothed weighted quantile regression, we need to determine an appropriate data-driven weight. Obviously, there are many possible choices of the weights. Motivated by the influence function in Huber (1977) , we consider the following weight function:
where
and m is the median of data {y 1 , ..., y n }, C 1 and C 2 are the κ and 1 − κ quantiles of {y 1 , ..., y n }, respectively. In practice, we set κ = 0.05 or 0.10.
This weight satisfies Assumption 2, and will be used in our numerical study. From our simulation comparison (cf. Example 1 below), we find the result with κ = 0.05 is almost the same as that for κ = 0.10. This implies that the choice of κ is not very sensitive provided that it falls in the reasonable range. The weight shrinks the potential outliers in both tails. In the numerical studies, we can find that this weight downweights the covariance matrices with outliers. Thus, the larger
t is, the smaller the asymptotic variance is. However, when C is too large, the difference between distribution of estimateφ φ φ n and its limiting distribution becomes visible for small sample size n. As pointed out by Ling (2005) for LAD estimate, there is no theory to support the choice of constants C 1 and C 2 for weighted quantile regression. Further study on this issue is needed.
An algorithm. Let us summarize the newly proposed smoothed weighted quantile regression procedure as an algorithm as below.
Step 1 Initialize the value of Γ . Set Γ (0) = n −1 I p+1 .
Step 2 In the jth iteration (j = 1, 2, · · · ), we update φ φ φ (j) , which is the solution of functionŨ (φ φ φ) = E Z {U (φ φ φ + Γ (j−1) 1/2 Z} = 0 by using Newton-Raphson algorithm.
Step 3 Use φ φ φ (j) and Γ (j−1) to updateÃ n , and then obtain an updated
Step 4 Repeat the above iteration steps 2 and 3 until Γ (j) and Γ (j+1) is close enough, e.g.,
In our simulation, we set = 10 −6 .
It is worth noting that B n does not depend on Γ and φ φ φ. From our limited experience, the algorithm converges quickly. Suppose that the algorithm converges at J-step, the resulting estimates for φ φ φ and the covariance matrix Λ n are φ φ φ (J) and Γ (J) , respectively. In this algorithm, we set an initial value of Γ to be n −1 I p+1 , and update it so that it can be an estimator of Λ n . By the updating Γ , we hope the workingL(·) will be closer to E Z (φ φ φ + Λ 1/2 n Z). Theoretical investigation on the optimal choice of Γ is out of scope of this paper.
Statistical inference for φ φ φ
Theorem 1 provides us a basis for statistical inference on φ φ φ for IVAR model. Consider linear hypothesis:
where Ψ is a prespecified p 1 ×(p+1) matrix with full rank p 1 , and γ is a prespecified p 1 -dimensional vector. Based on Theorem 1, we define the Wald's test statistic as follows
Under H 0 , we can show that under the assumptions of Theorem 1, W n (p 1 ) → χ 2 p 1 , the Chi-square distribution with p 1 degrees of freedom.
As a direct application of the linear hypothesis, we may formulate a test for independent white noise against an AR alternative as
Thus, the corresponding Wald's test is given by
which follows a χ 2 p+1 asymptotically, under H 0 .
Theorem 1 also enables us to investigate the local power of W n (p 1 ) by considering the local alternative hypothesis:
where φ φ φ n = φ φ φ 0 + (ν/ √ n) and ν ∈ R p+1 is a constant vector.
Using techniques in the proof of Theorem 1, we can show that under the assumptions of Theorem 1, and under hypothesis H 1n , it follows that
Simulation Studies
In this section, we examine the finite sample performance of the proposed smoothed weighted quantile regression, and illustrate the proposed methodology by a real data example. All numerical studies were conducted by using Matlab code, which is available from the authors upon request.
Example 1. In this example, random samples were generated from the following AR(1) model:
where {ε t }, t = 1, · · · , n are a sequence of white noises. We consider n = 200 and 400. In our simulation, we consider three error distributions: Cauchy distribution, t-distribution with 2 degrees of freedom (denoted by t 2 for short) and N (0, 1). Note that both Cauchy distribution and t 2 have infinite variance. The normal distribution is included here as a benchmark. In our simulation, We first investigate how the order of Γ (0) affects the resulting estimate. To this end, we set
, and take γ n = n −1 , n −1.5 , n −2 and n −2.5 . Table 1 In Tables 1 and other tables in this section, 'Mean' stands for the average of 1000 estimates over 1000 simulations, 'SD' for the standard deviation of the 1000 estimates, and 'AD' for the average of 1000 standard error estimates using the sandwich formula in (11) over 1000 simulations. Table 1 indicates that the resulting estimate is quite robust to the order of Γ (0) . This is expected since We next investigate how the choice of κ in the weights affects the estimation procedure. To this end, we consider κ = 0.05 and 0.10. Table 2 summarizes the simulation results. Table 2 reports results for τ = 0.5 only. Results for other cases are similar. Labels in Table 2 are the same as those for Table 1 . From Table 2 , it can be seen that the results for κ = 0.05 and 0.10 are very close. This implies that the estimation procedure is insensitive to the choice of κ. Thus, we set κ = 0.05 in the rest of this section. Next we empirically compare the proposed method with that in Ling (2005) , in which the author considered τ = 0.5 only, and kernel density estimator was used to estimate f (0). Note that our simulation setting is the same as that in Ling (2005) . For purpose Table 3 reports simulation results for τ = 0.1, 0.25, 0.75 and 0.9 with κ = 0.10. Labels in Table 3 are the same as those for Table 1. From Tables 2 and 3 , it can be seen that the variance for τ = 0.1 and 0.9 are greater than that for τ = 0.25, 0.75, andφ φ φ has smallest variance at τ = 0.5. This is consistent with the theoretical results. Tables 2 and 3 also implies that the weighted quantile regression performs better for the lighter tail error distribution in terms of bias and variance. This is quite obvious by comparing the bias with Cauchy error and that with normal error. We also can see from Table 3 that the bias for Cauchy error distribution is quite large at τ = 0.1 and 0.9, but it reduces dramatically as the sample size increases from n = 200 to n = 400. We further examine the accuracy and variation of the proposed covariance estimator by sandwich formula. Table 4 depicts the sample standard deviations of the 1000 estimated standard errors.
From Table 4 , we can see that the variation of the proposed variance estimator is quite small for τ = 0.5. The variation become larger from τ = 0.5 to τ = 0.25 and 0.75, and become even larger when τ = 0.1 and 0.9. This pattern is consistent with the pattern for SD and AD in Tables 2   and 3 . It is expected that the larger asymptotic variance has, the large variation of its estimator will be. The differences between SD and AD in Tables 2 and 3 Table 5 indicates that the Wald's test keeps Type I error rate well for α = 0.10 and 0.05. For Cauchy error, the Wald's test also keeps Type I error rate well for α = 0.01, while it does not keep Type I error To investigate the power of the proposed Wald's test, we fix φ 0 = 0 and take φ 1 = 0.3, 0.4, 0.6 and 0.7. We also conduct 1000 simulations. The rejection rate is depicted in Table 5 , from which it can be seen that the Wald's test is quite powerful, particularly for Cauchy error.
Example 2. In this example, we illustrate the proposed methodology by an empirical analysis of daily electricity price collected in a district of New Jersey-Pennsylvania-Maryland area. This data set consists of 1000 daily electronic prices. After some preliminary analysis, we made a logarithm transformation on the electronic prices. That is, y t equals the logarithm of electronic price at day t, t = 1, · · · , n. The sample autocorrelation function and sample partial auto correlation function are depicted in Figure 1 , which implies that the process is approximately an AR(1) process.
We further estimate the tail index of y t , t = 1, · · · , n using Hill estimate (Resnick, 1997) with order 360. The tail index is displayed in Figure 2 , from which we can see that both left-and right-tail indices are far from 2. This implies that the error may be heavy-tailed. This motivated us to consider weighted quantile regression for AR(1) model: Figure 3 shows the scatter plot of y t versus y t−1 , and quantile regression lines with τ = 0.1, τ = 0.5, τ = 0.9.. We also plot the linear regression lines along with its 80% pointwise prediction interval for the response variable. Note that the quantile regression lines with τ = 0.1 and τ = 0.9 consists of a 80% pointwise predictor interval of the response variable.
From Figure 3 , the coverage probability of prediction interval based on the quantile regression is much better than that based on the least squares methods.
Conclusion
We proposed a weighted quantile regression procedure for autoregression models with infinite variance errors in this paper. We proved the asymptotic properties of the estimator and constructed a
Wald statistic for testing the linear hypothesis of parameters. This method can be used to other time series models. 
Appendix
Proof of Proposition 1.
Using the same strategy in Ling (2005) for median regression and Yang and Zhang (2008) for QAR, we can prove this proposition. To save space, we will provide a sketch of the proof. The detailed proof is given in the dissertation of the first author, and is available upon request to the first author.
where u u u ∈ R p+1 . So it follows thatθ n is the minimizer of L * n (u u u) on R p+1 . Using the identify Knight, 1998) . Thus, it follows that
where U n = √ nU (φ φ φ) and U (φ φ φ) is defined in Section 2. Denote
Recall that F (x) is the distribution function of ε t . It follows by the Taylor expansion and some calculations that
where s * ∈ (0, s). Denote
Thus, according to equations (14), (15) and (16), it follows that
We next deal with the residual term R n (u u u). By Assumptions 2 and 3, it can be shown that
1 ds by the CauchySchwarz inequality. Since
which is not more than
By the Taylor Expansion, it follows that
We can further show that
By Assumptions 2 and 3, for each u u u, it follows that
Using the property of conditional expectation, it can be shown that the last term of equation (20),
Thus, it follows by Assumption 2 that
This implies that R n (u u u) = o p (1) for each u u u.
By Assumptions 1 and 2 and the Ergodic Theorem, we have 1 n n t=1 (w t X t X T t ) → Σ, almost surely, the uniqueness of the minimizer. By the convexity lemma (see, e.g., Pollard, 1991; Hjort and Pollard, 1993; Knight, 1998) , it follows that
Moreover,û u u 0 = f (0) −1 Σ −1 Φ almost surely. Using Corollary 2 in Knight(1998) , we can show that
This completes the proof of Proposition 1.
Proof of Theorem 1. We first show that √ n(Ũ (φ φ φ 0 ) − U (φ φ φ 0 )) converges to zero in probability. By Markov's inequality, it is sufficient to show that E √ n Ũ (φ φ φ 0 ) − U (φ φ φ 0 ) → 0. Let Ũ t (φ φ φ) and U t (φ φ φ) be the contribution from the t-th observation toŨ (φ φ φ) and U (φ φ φ), respectively. 
This completes the proof of Theorem 1(B).
