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Foreword
This proceedings compiles selected papers presented at a workshop of social scientists on
‘Adapting social science to the changing focus of international agricultural research:
Rockefeller Foundation–ILCA Social Science Research Fellows workshop’, funded by the
Rockefeller Foundation. The workshop was held at the then International Livestock Centre
for Africa (ILCA, now the International Livestock Research Institute, ILRI), from 14 to 18
November 1994 in Addis Ababa, Ethiopia. The workshop began with opening remarks by
Dr Simeon Ehui who also introduced the participants to the workshop. Dr Hank Fitzhugh
gave the welcome address as Director General of ILRI. He gave a brief overview of the
programmes of the Institute. Dr Joyce Moock, Associate Vice President, the Rockefeller
Foundation, presented the objectives of the workshop. She indicated that the workshop
presented an opportunity to discuss how social scientists are addressing the problems of
technology development faced by international centres.
The papers in this proceedings provide a cross section of social science research in
international agricultural research centres (IARCs), where the objectives and research foci
within the Consultative Group on International Agricultural Research (CGIAR) have
changed substantially in the 1990s. As such, the proceedings provide a window how social
science supports these changing objectives and how social science methods are adapted to a
different set of research problems. The book is divided into five sections. The first explores
priority setting and research evaluation of commodity programmes. The second looks at
institutional issues. The third explores issues related to commodity policies and food
security. The fourth looks at the more incipient role of social science in the newer area of
natural resource management and biodiversity. The fifth section explores issues related to
technology evaluation, adoption and transfer and the role social science in IARCs helps link
with social science development in the national agricultural research systems (NARSs) and
support division of labour between IARC and NARS research.
Commodity programmes have long been the principal means of organising agricultural
research in the IARCs. The success of the rice and wheat technologies in Asia have not been
repeated for the other principal food commodities, especially in Africa. There has been a
significant decline in social science research to support commodity programmes, and
currently that work focuses primarily on constraints to technology transfer and diffusion.
Some of this leads to continued fine-tuning of technology design and research, and where
technology does diffuse, impact assessment becomes a tool for evaluating second generation
constraints on achieving further impacts on producer and consumer welfare.
The decline in social science to support technology development and diffusion in
commodity research programmes has been balanced by an increase in social science support
to more newly created natural resource management programmes and other aspects of the
sustainability agenda. Much of the work here focuses on problem definition and
characterisation, often a different scale from that normally applied within commodity
research. This is also reflected in a change from the farmer as focus of the analysis to the
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community as a key level of decision-making in natural resource management. A further
area of work is the integration points for biophysical and socio-economic systems
methodologies in the study of natural resources. However, much of this work on diagnosis
and characterisation has yet to lead to clear intervention points for either biophysical or
social technical solutions.
Finally, given the focus of commodity research on adaptive research and transfer and
the uncertainty on the part of NARSs in terms of how far they want to shift resources from
commodity research to natural resource management research, there has been a better
integration of social science research between the IARCs and NARSs, and an increasing
look at methods for improving research and social science capacity within the NARSs. This
extends from institutionalising participatory research within the NARSs, to research
priority setting, to organising social science research. Unlike the linkage of agricultural
scientists between IARCs and NARSs, there has been much less interaction in the sphere
of social science. At least five papers address issues and changing this balance.
Foreword
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Section I
Priority setting
and research evaluation
Processes and methods for research
programme priority setting: Experiences
of the Kenya Agricultural Research
Institute Wheat Programme
B.F. Mills1 and D.D. Karanja2
1. Kenya Agriculture Research Institute (KARI), Nairobi, Kenya
2. International Maize and Wheat Improvement Center (CIMMYT), Mexico City, Mexico
Introduction
The need to formally rationalise the use of agricultural research resources has been generally
accepted among national agricultural research systems (NARSs) in sub-Saharan Africa
(SSA). Most research institutes have undertaken formal priority setting exercises, usually
through the use of scoring models, which rank the potential contribution of research on
major commodities to national agricultural development objectives.1 Scoring models have
the practical advantage of being quick to implement with little quantitative data. This has
led to heavy reliance on the subjective opinion of senior research managers and scientists in
the formulation of research priorities. The limited degree of participation in the process,
accompanied by reliance on a subjective source of information, has caused the credibility of
many priority-setting exercises to be questioned. As a result, priority-setting exercises in SSA
have often had a limited impact on the actual allocation of research resources.
Heavy reliance on subjective opinion is often prompted by a lack of systematic
investment in information bases on commodity production and market conditions. If
investment in this type of information is made, the role of subjective opinion in the priority
setting process can be reduced to inherently subjective components such as the future
potential for technology generation and adoption. In many cases, the processes through
which priorities are set and translated into resource allocation decisions can also be
strengthened. Recent research suggests priority setting processes, which increase the degree
of participation as well as the spatial and sectoral scope of analysis, and can greatly improve
research programme relevance (for example, Bernsten and Staatz 1992; Collion and Kissi
1994; Pardey and Wood 1994). The need to integrate priority-setting exercises within the
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1. Scoring models rank potential research impact based on standardised scores attached to several weighted
research objectives. Nine of ten national research institutes in the Association for Strengthening
Agricultural Research in East and Central Africa (ASARECA) have set cross-commodity research priorities
with scoring models.
more general institutional processes for making research allocation decisions has also been
recognised (Stewart 1995).
NARSs now have a number of conceptual guidelines and concrete examples to draw
from when designing processes for agricultural research priority setting, which are specific
to the needs and available resources, particularly human, of their institutes. This paper
examines a programme level process for agricultural research priority setting developed by
the Kenya Agricultural Research Institute (KARI). The process has several unique features:
1. priorities are set spatially, as well as thematically, in recognition of the site specific nature
of much of the research conducted by the institute
2. the uncertain nature of technology generation and adoption is explicitly accounted for
in a novel conceptual framework for the elicitation of research potential
3. the procedure for eliciting technology generation and adoption parameters is structured
to rely on subjective estimates from technical scientists, but minimise the potential bias
inherent in such estimates and
4. the process attempts to build a consensus on medium-term programme priorities among
a wider stakeholder group and then tie those priorities directly to resource allocation
decisions.
The KARI Wheat Programme application has been followed by a number of other
commodity programmes within KARI including maize, millet, sorghum, horticulture and
cassava. Wheat is an important commodity in the Kenyan agricultural economy.2 Between
1989 and 1991 an estimated average of 148,390 hectares of wheat were planted and 288,717 t
were produced each year (Mills et al. 1994). However, long-term wheat production trends have
not been favourable. Over the period from 1972 to 1992 wheat production showed a sluggish
growth rate of 0.9% per year while demand for wheat products, spurred by population growth,
urbanisation and changing consumption habits, increased dramatically by 5.1% per year
(FAO 1994). This increased demand was met mainly through imports, which grew at a rate of
13.1% per year between 1972 and 1991. In a period of twenty years, Kenya went from being
self-sufficient in wheat production to relying heavily on the world market to meet its
consumption needs. Increases in research-induced productivity in existing wheat areas and
development of suitable technologies for potential expansion areas will be important factors
in mitigating this trend. Further, while the Wheat Programme has traditionally concentrated
on generating improved wheat technologies for large-scale production systems and breeding
for higher yields, it has also been mandated in recent years to address the technological needs
of small-scale wheat producers. To meet these challenges the programme has four major
research thrusts: plant breeding, crop management, plant protection and technology
dissemination.3
The remainder of this paper briefly describes the major research themes developed by
the Wheat Programme. The following section presents a method for identifying programme
target zones with the aid of geographic information systems (GIS), followed by a discussion
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2. In the 1991 institution-wide KARI priority setting exercise, wheat was ranked 11th overall, but second
among cereals behind maize (KARI 1991).
3. A more in-depth description of activities associated with these thrusts can be found in the programme’s
strategic plan (KARI 1994a). A further description of wheat production practices in Kenya and the
potential for productivity growth is found in Hassan et al. (1993).
on conceptual framework for the elicitation of the potential for technology generation and
adoption within target zones, along with a procedure designed to minimise the subjective
bias inherent in such ex ante estimates. The section also briefly presents the rationale for the
ex ante estimates developed by the KARI Wheat Programme. Kenyan wheat markets are also
briefly characterised in this paper, which then presents estimates on the change in economic
surpluses due to major wheat programme research themes by target zones and discusses the
sensitivity of the results to technology generation and adoption estimates. Finally,
conclusion and discussion of the research priorities identified by the programme
stakeholder group as well as the process for explicitly linking programme priorities to
resource allocation decisions are provided.
Programme target zones
Kenya, like many developing countries, is characterised by tremendous diversity in both
environment and agricultural production systems. As a result, research results are often
fairly site-specific. In an attempt to account for this diversity, the national mandate of the
Wheat Programme was divided into broad target zones for technology development. These
target zones demarcate areas within which the application of new technologies arising from
major research themes will have a relatively homogeneous biophysical impact on
production. Elevation, temperature and rainfall were identified as the key environmental
determinants of wheat production. Based on these environmental determinants and several
mapping iterations using GIS, the criteria shown in Table 1 were established as sufficiently
accurate spatial representations of five target zones.4
Table 1. Wheat programme agro-ecological zone.
Elevation
(m)
Rainfall
(mm)
Temperature
(°C)
Traditional
High mid-altitude moist 1800–2400 300–500 March–July n.a
High mid-altitude wet 1800–2400 500–750 March–July n.a
300–500 or 300–450
Highland long or short rains 2400–2800 May–July Oct.–Dec. n.a
Target expansion
Mid-altitude moist 1000–1800 300–500 March–July <32°C mean
Maximum April and
May
Mid-altitude wet 1000–1800 500–750 March–July <32°C mean
Maximum April and
May
na = not applicable.
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4. A more complete description of the geo-referenced climate data used for zonal classification is found in
Corbett (1994).
Zone areas and production estimates were then calculated based on the Kenya
Department of Resource Surveys and Remote Sensing average district level estimates for
1989–91 wheat area and production levels during the long-rains. Further discussion of
Kenya area, production and yield data is found in Mills et al. (1994). Two assumptions were
made in allocating district areas and production levels to zones:
a. district area and production estimates are distributed in proportion to the size of
agro-ecological zones (AEZs) in each district and
b. target expansion zones have no current area under wheat.
Table 2 presents these derived production estimates for each zone. Zone yield estimates
are calculated from the zone area and production figures.
Table 2. Area under wheat production in traditional wheat growing target zone.
Zone
High mid-altitude
moist
High mid-altitude
wet Highland Total
Area in traditional zone (%)a 48 41 11 100
Current production (t)b 105,595 148,215 34,907 288,717
Current production (% of total) 37 51 12 100
Estimate of yieldc 1.94 1.95 1.95 1.95
a. Based on district level area estimates.
b. Based on district level production estimates.
c. Based on zone area and production estimates.
The high mid-altitude wet zone has the largest estimated actual area under wheat
production due to high levels of wheat production in districts with a large percentage of
their land area in this zone. The high mid-altitude moist zone has the largest potential area
for wheat of the traditional production zones, but ranks second in terms of actual
production, while the highland zone is relatively small in terms of both potential area and
actual production. Based on area and production estimates, there is little variation in
current yield levels across zones. This result reflects the observed low variation in
district-level yield estimates. Finally, the two target expansion zones are quite large. The
mid-altitude moist zone covers an area equal to 95% of the combined area in the traditional
zones, while the mid-altitude wet zone covers an area equal to 58% of the traditional zones.
The full time equivalent allocation of Wheat Programme scientists is given in Table 3.
When divided between themes and zones, the human resource constraints faced by the
programme become apparent. For instance, less than half of the time of a full-time
researcher is allocated to technology dissemination in the three traditional wheat growing
zones.
6 Social science research in IARCs
Mills and Karanja
Table 3. Current allocation of programme scientists (full time equivalent).a
High
mid-altitude
moist
High
mid-altitude
wet Highland
Mid-altitude
moist
Mid-altitude
wet Totalb
Plant breeding 1.0 1.0 2.0 1.0 1.0 6(2)
Plant protection 2.0 2.0 2.0 0.0 0.0 6(1)
Crop management 2.0 2.0 0.0 4(1)
Technology dissemination 0.45 0.8 0.0 1.25(0.75)
a. Time allocation is in full time researcher equivalents. Shaded cells indicate an indivisible allocation of scientist time
across the traditional wheat growing zones.
b. Figures in parentheses indicate researchers currently on training.
Potential for generation and adoption
of technologies
Since the outcome of research investments will not be realised for many years, ex ante
technology generation and adoption parameters must be based on the subjective opinion of
informed sources. The most knowledgeable sources for this type of information are often
programme experts with vested interests in the outcomes of the priority setting exercise.
Priority setting processes must attempt to control for the bias inherent in these subjective
estimates of interested parties. A poorly developed conceptual framework for the elicitation
of parameters for technology generation and adoption often further compromises the
reliability of such estimates.
The KARI elicitation process incorporated three steps to control for potential bias. First,
a facilitator collected benchmark information on historical yield and production growth
trends in the target zones, along with available information on the adoption of previously
released technologies. This benchmark information served as a reference point when
examining the ex ante potential for technology generation and adoption. Second, a priority
setting working group composed of key programme scientists from different disciplines and
regions of Kenya reviewed the major constraints to wheat production in each zone and
identified the key problems to be addressed through thematic research.5 The potential
research impact from addressing these constraints was then reviewed by the group through
the structured elicitation process described below. Elicitation within a group setting
established some control on potential bias. If an individual scientist behaved too
strategically, the rest of the group, with other vested interests, would challenge the
information being provided and develop a consensus on more realistic assumptions.
Finally, the working group presented its assumptions on the potential for the generation
and adoption of technologies to the larger group of major research stakeholders, including
input and processing industry representatives, as well as farmers, for review and in some
cases modification. This process of client review placed further pressure on working group
members to provide realistic estimates.
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5. The working group consisted of an agronomist, an entomologist, a pathologist, a plant breeder and a
socio-economist.
The conceptual framework
The conceptual framework for the structured elicitation process can be divided into
technology generation and adoption profile parameters.
Technology generation
By the nature of the research process, technology generation is uncertain and best
represented as a distribution of possible outcomes. For commodities, outcomes are most
commonly conceptualised in terms of yield increases (or avoided yield losses). However,
such yield increases often require additional inputs, which lower the effective value of yield
gains. Therefore, the working group specified research outcomes in terms of net yield gains,
taking both yield increases and required additional input costs into account.
Net yield gains were specified in terms of minimum, most likely, and maximum possible
outcomes. The working group based these potential outcomes on expected allocations of
human and financial resources. Benefits are later standardised based on full time equivalent
scientists assigned to each theme and zone. For each major research theme and zone, the
threshold net yield gain needed for technologies to be released for dissemination was
defined accounting a number of factors such as farmer perception of technology risk and
additional labour and capital investments associated with the technology. For simplicity,
the potential net yield increases achieved by research were assumed to follow a triangular
distribution (see Figure 1).
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Let K represent the net yield gain of an innovation. The minimum possible net yield gain is Kl; the most probable
net yield gain is Km; and maximum net yield gain is Kh. The minimum net yield gain necessary for an innovation
to be released for dissemination is Ka, (a 3% net yield gain in this example). For every K there is a corresponding
probability f(K), which is assumed to follow a triangular probability distribution. The probability of achieving
Ka, Pr(K≥Ka) is given by the cumulative density function. In the example, the probability of a net yield gain from
research above 3% is quite low, approximately 15%. The expected net yield gain is simply the expected value of
K, conditional on Ka being achieved: E[KK ≥ Ka].
Figure 1. Modelling the probability distribution of research outcomes.
The expected net yield gain was then calculated as the product of two parameters derived
from the triangular probability density function:
1. The probability of exceeding the net yield gain threshold for the technology to be
released for dissemination and
2. The expected net yield increase conditional on the dissemination threshold being
exceeded.
Formulas for these calculations are given in Appendix 1.
The working group assumptions on the potential for technology generation are given in
Table 4 and the rationale behind the assumptions is available in the programme’s priority
setting document (KARI 1994b). However, we will briefly discuss some of the major factors
influencing parameter estimates. For plant breeding a major portion of net yield gains
accrue from maintenance research. In the high mid-altitude moist and highland zones, the
major constraint to be addressed by the plant breeding research theme was rust tolerance.
Rust tolerance breaks down (for two out of three varieties in three years, while one out of
three varieties retains resistance for more than ten years). Therefore, estimates of net yield
gains were based on the difference between the yield levels if varietial development research
was not continued and the expected yield levels from continuation of research. The
dissemination threshold also varies by zone for the plant breeding research theme, with the
non-traditional wheat growing areas (mid-altitude moist and mid-altitude wet) showing
higher dissemination thresholds. Farmers in these zones need significantly higher
observable yields to adopt new varieties. Finally, to highlight the interaction between the
dissemination threshold and the distribution of net yield gains, it has to be noted that the
dissemination threshold in the mid-altitude wet zone exceeds the maximum expected net
yield gain, resulting in a calculated probability of zero dissemination.
The elicitation of net yield gains associated with plant protection research is somewhat
more complex. In the traditional wheat growing zones, the major focus of plant protection
research is on the development of improved fungicide recommendations for rust control.
However, farmers usually used fungicides only when varietial resistance has broken down.
This is assumed to occur on average once every four years. The group examined the net yield
gains expected from improved fungicide recommendations and then adjusted net yield
gains by the one in four years within which benefits would occur. The dissemination
threshold was adjusted in the same manner. For the mid-altitude moist zone, yearly seed and
soil born pathogens are the main programme focus, but maximum expected net yield gains
do not exceed the dissemination threshold for the use of these plant protection
technologies in this zone.
Most of the crop management constraints to be addressed by the programme require a
significant increase in the use of inputs. As a result, the minimum expected net yield gain in
three zones is negative and the most likely net yield gain is negative in two of these zones.
The dissemination threshold also shows a good deal of variation across zones, as it is more
feasible to disseminate technologies with lower net yield gains to farmers in zones with
better input delivery systems, (high mid-altitude moist and mid-altitude moist). Finally,
technology dissemination was the most difficult theme within which to elicit the potential
for technology generation due to the difficulty of translating improvements in
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farmer–research–extension linkages into net yield gains. Potential net yield gains from
increasing the transfer of available research results onto farmers’ fields were used as a
benchmark for the specification of these parameter estimates.
Table 4. Potential for technology generation.
Theme/zone
Net yield gains (%)
Probability of
disseminationa
Conditional
expected net
yield increaseb
(%)Minimum
Most
likely Maximum
Dissemination
threshold
Plant breeding
High mid-altitude moist –3.00 4.50 19.45 10.00 0.27 12.77
High mid-altitude wet 3.60 8.90 31.44 10.00 0.73 16.28
Highland 0.90 6.16 35.20 8.50 0.72 16.32
Mid-altitude moist 4.25 17.40 34.25 20.00 0.40 24.17
Mid-altitude wet 0.00 1.00 8.70 20.00 0.00 0.00
Plant protection
High mid-altitude moist 0.00 2.50 3.75 2.50 0.33 2.87
High mid-altitude wet 0.00 1.25 1.90 1.25 0.34 1.44
Highland 0.00 1.25 1.90 1.25 0.34 1.44
Mid-altitude moist 0.00 2.50 3.75 10.00 0.00 0.00
Mid-altitude wet 0.00 0.00 0.00 0.00 0.00 0.00
Crop management
High mid-altitude moist 0.50 11.50 28.00 7.50 0.84 14.91
High mid-altitude wet 1.50 11.10 29.50 15.00 0.41 19.25
Highland –9.51 11.51 33.00 20.00 0.18 23.81
Mid-altitude moist –16.79 –2.00 13.00 10.00 0.02 10.88
Mid-altitude wet –15.90 –2.10 7.50 20.00 0.00 0.00
Technology dissemination
High mid-altitude moist 8.00 15.00 20.00 10.00 0.95 14.58
High mid-altitude wet 5.00 10.00 15.00 10.00 0.50 11.46
Highland 5.00 10.00 15.00 10.00 0.50 11.46
Mid-altitude moist 15.00 30.00 40.00 10.00 0.93 29.52
Mid-altitude wet 5.00 7.00 10.00 30.00 0.00 0.00
a. Pr(K ≥ Ka).
b. E[K/K ≥ Ka].
Technology adoption
Research impact depends also on the rate and extent of adoption of technologies. Thus, it is
essential to include an assessment of the likely adoption pattern. Figure 2 shows a generic
adoption profile. Several basic characteristics of the profile should be noted. These are in
the figure as:
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A. The research development lag, ending with the release of the new technology (at year
four in the example)
B. The initially increasing adoption rate as a growing number of farmers in the target area
become exposed to the technology
C. The adoption plateau where most target farmers have been exposed to the technology
and have decided whether or not to adopt and
D. The declining adoption rate as the technology becomes obsolete.
Combined, these components determine the speed and frequency with which research
results are translated onto farmer’s fields. However, the profile parameters also depend on
the magnitude of the net yield gain embodied in the technology being disseminated.
Expected net yield gains, conditional on the dissemination threshold being exceeded, were
used as the basis for estimating potential adoption profiles.
Like the technical potential of research, the ex ante specification of adoption profiles was
based on expert opinions of the working group and the review by the programme
stakeholder group. The components of the profiles are presented in Table 5 by theme and
zone. Plant breeding is characterised by a long development cycle, except in the mid-altitude
moist zone where the focus of theme activities is on screening existing material. However,
once released the adoption of new varieties is expected to be quite high in the traditional
wheat growing zones. Further, disadoption due to breakdown of rust tolerance is a
significant component of the profile.
Social science research in IARCs 11
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Figure 2. Technology adoption profile.
Table 5. Predicted adoption profiles.
Theme/zone
Research and
development
lag (years)
Maximum
adoption
(years)
Maximum
adoption rate
(%)
Start of
disadoption
(years)
Complete
disadoption
(years)
Plant breeding
High mid-altitude moist 12 18 60 23 25
High mid-altitude wet 12 18 60 24 30
Highland 12 17 70 22 24
Mid-altitude moist 8 16 30 24 32
Mid-altitude wet 13 20 20 29 37
Plant protection
High mid-altitude moist 4 6 25 9 11
High mid-altitude wet 4 6 7.5 9 11
Highland 4 6 25 9 11
Mid-altitude moist 5 7 50 10 12
Mid-altitude weta – – – – –
Crop management
High mid-altitude moist 9 14 50 na na
High mid-altitude wet 5 8 50 na na
Highland 5 8 40 na na
Mid-altitude moist 10 13 40 na na
Mid-altitude wet 10 18 20 na na
Technology dissemination
High mid-altitude moist 3 8 60 18 23
High mid-altitude wet 3 8 50 18 23
Highland 2 7 50 17 22
Mid-altitude moist 5 10 70 20 25
Mid-altitude Wet 10 20 30 30 35
a. Adoption potential extremely low.
na = no significant disadoption expected.
By contrast, plant protection research has a relatively rapid research development cycle,
(four years to screen new fungicides and five years to screen other chemicals). Rapid uptake
is also expected amongst the client group following KARI recommendations. However, this
client group is relatively small in most zones. For crop management, the length of the
research development period depends on whether one or two wheat experiments can be
conducted in the zone during a year. The adoption of improved management techniques,
which exceed the relative high dissemination threshold is expected to be rapid. Further, as
the future generation of technologies in this area is expected to build on available
management systems, no significant disadoption of technologies is expected. Finally, the
programme expects to move quickly to improve farmer–research–extension linkages for
technology dissemination. Except for the mid-altitude wet zone, where few technologies are
available, improved linkages are expected to result in rapid adoption of currently available
technologies among 50 and 70% of wheat farmers.
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Characteristics of the wheat market in Kenya
The change in economic surpluses (consumer surplus and producer surplus) is the most
commonly used measure, whether by ex ante or ex post methods, of the economic benefits
generated from agricultural research.6 Consumer surplus measures the surplus value of a
good to a consumer over the price paid. Producer surplus estimates the surplus of the price
received for a good over the variable costs of production. The distribution of both measures
is directly dependent on the structure of the market for the commodity.
In Kenya, there is currently substantial government intervention in wheat markets,
including:7
• a legal monopoly on internal and external trading of wheat by the National Cereals
Produce Board (NCBP) and
• government controlled consumer and producer prices, with a minimum producer price
set across Kenya based on import parity.
As discussed, despite efforts to promote domestic production, Kenya has moved from
being a net exporter of wheat to a net importer in the past 25 years. Yet, Kenya wheat
imports account for only 0.2% of world trade and, therefore, have no significant impact on
world prices. A fixed price of US$ 270 is used in the analysis, reflecting the world price of
wheat plus transport costs to Nairobi.8
At the same time, a number of studies have shown that wheat producers are very
responsive to price changes and, therefore, to agricultural technologies which affect the
profitability of wheat relative to other crops. Table 6 presents some of the available supply
elasticity estimates for Kenya. For modelling the impact of technical change the relevant
elasticity estimate is for the intermediate to the long run. The Kiori and Gitu (1991) supply
elasticity estimate of 0.50 lies in the middle of the presented long-run estimates and is,
therefore, used in the calculation of research impact in the next section.
Table 6. Supply elasticity estimates for Kenyan wheat.
Study Short run Long run
Maitha 1973 0.14–0.78 0.24–0.95
ECA (1983) 0.79
Kiori and Gitu (1991) 0.10 0.50
Gitu and Sangori (1992) 0.429 0.661
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6. See Alston et al. (1995, Chapter 2) for a complete discussion of economic surplus measures in agricultural
research evaluation.
7. A more complete description of NCPB wheat marketing system is found in Gitu and Sangori (1992).
8. Strictly speaking, the farm gate import parity price is measured as the world price plus the transport costs of
imported wheat to major consumption areas, minus the transport cost of locally produced wheat to major
consumption areas.
An economic analysis of expected research
impact
Since internal demand does not affect world prices, the Kenya wheat market can be
modelled as a small open economy.9 Figure 3 discusses how the economic surplus generated
from commodity research can be measured in a small open economy. The standard
formulas for measuring changes in economic surplus are then presented, along with the
estimates of the change in economic surplus due to research by theme and zone.
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In a small, open economy, the aggregate demand curve for wheat is horizontal. Consumers can get
all the wheat desired without changing the world price of the commodity. However, the supply
curve is upward sloping as producers are willing to devote additional resources to wheat production
at higher prices or lower costs. The slope of the supply response curve is determined by the supply
elasticity and, in the absence of any information to the contrary, the shift in supply due to research
here (as in most similar applications) is assumed to be parallel.
When measuring the economic surplus gains from research, the impact of a unit cost reduction will
increase the profitability of wheat production and shift the supply curve downward. In the ‘without
research’ case, producer surplus is represented by triangle Pwab (the summation of the area above
the supply curve and below the world price). With the research-induced supply shift, producer
surplus increases to triangle Pwcd. Thus, producer surplus gains due to research is equal to the area
Pwcd – Pwab = acdb. Because the derived demand curve is horizontal, consumers neither gain nor
lose from the research induced supply shift.
Figure 3. Modelling research impact in a small, open economy.
9. As a reviewer correctly points out, it is important to note that the exercise uses a partial equilibrium
framework and implicitly assumes the yield gains from research on competing commodities will continue at
their historic rate.
The total economic surplus change at time t due to wheat research is calculated from two
components: the proportional downward supply shift in each year, (Kt), and the change in
total surplus arising from this proportional shift, (δTSt). The proportional downward
supply shift for every period is simply calculated as the product of the expected net yield gain
and adoption rate for the specific period, divided by the supply elasticity:
( ) [ ]K K K E K K K At a a t= ≥ ≥Pr ~α
where At is the adoption rate at time t as determined by the trapezoid adoption profile and
parameters in Table 4; and α is the intermediate-run supply elasticity.
The change in total economic surplus is calculated as:
δ αTS K P Q Kt t t t t= +( . )1 0 5
where Pt is the market price in Kenya; (US$ 270 based on wheat price plus transport); and Qt
is the base quantity produced in the zone.
Finally, the net present value of total surplus changes across all years is calculated based
on a real discount rate of 5%. This rate reflects the long run real interest rate on government
funds for agricultural research. The results for the traditional wheat growing zones, by target
zone and major research theme, are presented in Table 7, along with the estimated benefits
per full time equivalent researcher.
Table 7. Wheat programme research themes-generated potential economic surplus.
High
mid-altitude
moist
High
mid-altitude
wet Highland
(US$ × 104 with 5% discount rate)
Theme
Plant breeding 41.9 254.2 54.5
Plant protection 9.0 1.2 0.8
Crop management 257.3 329.0 33.5
Technology dissemination 393.8 188.3 46.6
Full time equivalent researchera per theme
Plant breeding 41.9 254.2 27.3
Plant protection 4.5 0.6 0.4
Crop management 386.0 493.5 50.3
Technology dissemination 2625.3 1255.3 310.7
a. Researcher time allocated across more than one zone was divided equally to each zone.
In the high mid-altitude moist zone crop management and technology dissemination
appear to be the research themes with the most potential. The estimated change in total
surplus is large for these themes because of the high probability of generating technologies
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with large expected net yield gains. Further, benefits from technology dissemination are
higher than those for crop management due to a relatively rapid adoption profile. In the
high mid-altitude wet zone crop management continues to show high benefits, in spite of a
lower expected net yield gain from research. This is due to the large area under production
and the expected speed of adoption. However, the estimated change in economic surplus
from technology dissemination is small in the zone due to the lower potential for generating
significant net yield increases. The high mid-altitude moist zone plant breeding has a high
potential for generating net yield gains and, therefore, high surplus estimates. The highland
zone has relatively low benefit estimates across all themes, partially due to the small quantity
of wheat currently produced in the zone and to intensive past research efforts which limit
the possibilities for further technical advance beyond maintenance research. Finally, when
benefits are examined on a per full time researcher basis, technology dissemination benefits
increase relative to the other themes due to the small portion of researchers’ time allocated
to the theme. On the other hand, benefit estimates for highland plant breeding decrease
due to the concentration of two research scientists in this area.
In the target expansion zones it is difficult to formally model the impact of research
because the current area under wheat production is negligible. Additional assumptions
would need to be made with regard to the rate of area expansion and profitability of wheat
relative to other crops that may be displaced. Such calculations would require moving
towards an explicit multiple market frameworks to model the research impact.
However, an examination of probability of research success and adoption profiles in the
two target expansion zones reveals that none of the research themes in the high mid-altitude
wet zone shows a positive probability of developing technologies for dissemination. In the
high mid-altitude moist zone, by contrast, the technology dissemination theme has a very
high probability of producing rapid net yield gains. In fact, only 25 thousand hectares of
wheat need to be brought into production in the zone in order for this theme to generate
total benefits similar to those from technology dissemination in the high mid-altitude wet
zone.
Sensitivity analysis
Given the imprecision inherent in the ex ante technology generation and adoption
parameters, sensitivity analysis was conducted on the impact of 25% increases and decreases
in four sets of parameters:
1. minimum, most likely, and maximum net yield gains
2. technology dissemination thresholds
3. timing of adoption phases and
4. maximum adoption level for the plant breeding research theme.
The results of the sensitivity analysis are presented in appendix 2.
The simulation results suggest that benefit estimates are more sensitive to shifts in
technology generation parameters than technology adoption parameters. A shift in the
distribution of net yield gain parameters causes the greatest change in calculated research
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benefits. These changes range from 32 to 64% of base estimates. The largest change occurs
when the dissemination threshold is situated near either ends of the net yield gain
distribution. High mid-altitude moist and highland benefits per researcher overlap within
this range, emphasising the caution, which should be used when differentiating economic
surplus results, which lie within an order of magnitude of each other. However, the high
mid-altitude wet estimate, despite the large observed variance, continues to show
significantly greater research benefits.
An increase in the dissemination threshold will cause the calculated probability of
dissemination to decrease, but at the same time increase the conditional expected net yield
gain. Thus, a 25% shift in the dissemination threshold results in a smaller variation in
research benefits than a similar shift in the distribution of net yield gains. However, per
researcher benefits estimates in the high mid-altitude moist and highland zones still show a
small overlap. Similarly, research benefits show little variation due to changes in the timing
of all adoption profile parameters. In fact, decreasing the duration of all parameters in the
adoption profile can, surprisingly, result in lower calculated benefits. The rationale being
that, with a significant disadoption component to research and a relatively low real discount
rate, the decrease in the period within which the technology is adopted can outweigh the
gain of bringing the stream of discounted research benefits closer to the present. Finally, a
25% change in the maximum adoption rate transfers directly into a similar change in
research benefit estimates.
Linking the results to resource allocation
decisions
Since priority setting is primarily a consensus building process, care must be taken not to
make methods, models and data the end goal of priority setting exercises. There are no
‘correct’ priorities in terms of predicting agricultural research impact in future
environments. However, there are priorities which build a clear consensus on the direction
of a programme or institute using expert opinion, data and models as important tools. As
part of the consensus building process, economic methods for measuring potential research
impact must be combined with effective institutional structures for setting programme
guidelines on resource allocation decisions. As mentioned, the working group results were
presented to a larger group of programme research stakeholders where their assumptions
were reviewed and modified. The group then developed a consensus on high priority
programme research themes and zones (Table 8).
Due to competing interests, consensus was easier to build by concentrating on
guidelines for the future development of programme activities and human resources than
by examining potential changes in the immediate allocation of resources. The stakeholder
group recommended that in the medium term, the programme should:
• reduce the future emphasis on plant protection
• increase the programme focus on technology dissemination research themes,
particularly in the moist rainfall zones
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• concentrate crop management activities in the high mid-altitude moist and high
mid-altitude wet zones and
• concentrate wheat breeding activities in the high mid-altitude wet and moist
mid-altitude zones.
Table 8. Wheat programme priorities.
Programme prioritiesa
High
mid-altitude
moist
High
mid-altitude
wet Highland
Mid-altitude
moist
Mid-altitude
wet
Plant breeding
Plant protection
Crop management
Technology dissemination
a. Shaded cells indicate high priority research themes within the zones.
Since stability is an important factor in programme performance, the lack of a dramatic
shift in the immediate programme agenda was not necessarily negative. The outcome does,
however, highlight the political nature of research programme formulation, as well as the
need to clearly define the role of programme stakeholders and ensure their proper level of
participation in the priority setting process.
Effectively managing client participation in priority setting and programme formulation
remains a major challenge for many NARSs. The paper has presented a process, which
increases both the sources of information and participation in commodity research
programme priority-setting. However, there remain a number of possible steps for further
strengthening participation in the process, particularly in terms of better identification of
client constraints within research themes through linkages with farmers and problem-based
research efforts. As part of an institute-wide effort to continually strengthen research design
and implementation, KARI hopes to improve these linkages in future priority setting
exercises.
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Appendix 1. For a triangular probability density function
the cumulative probability of producing an innovation
with a net yield gain above K* is:
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Appendix 2. Research benefits with 25% change in technology
generation and adoption
Parameters: Minimum, most likely and maximum net yield gains (US$ × 106).
Decrease Increase Base
Plant breeding
High-mid moist 1.5 6.8 4.2
High-mid wet 15.7 37.9 25.4
Highland 1.8 3.6 2.8
Parameter: Technology dissemination threshold (US$ × 106).
Decrease Increase Base
Plant breeding
High-mid moist 5.7 2.5 4.2
High-mid wet 30.5 22.3 25.4
Highland 2.9 2.5 2.8
Parameter: Maximum adoption rate (US$ × 106).
Decrease Increase Base
Plant breeding
High-mid moist 3.1 5.2 4.2
High-mid wet 19.3 32.6 25.4
Highland 2.0 3.5 2.8
Parameters– (Timing of adoption profile): (Research lag, maximum adoption, start
and complete disadoption) (US$ × 106).
Decrease Increase Base
Plant breeding
High-mid moist 4.1 4.1 4.2
High-mid wet 25.0 21.5 25.4
Highland 2.7 2.8 2.8
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Introduction
The fact that production of maize, the major staple food in Kenya, has been growing at a
slower rate than that of the population motivated the emphasis of this research. If this trend
is not reversed, the country is expected to experience severe shortages in domestic food
availability. Given the stiff competition for land that maize is already facing from alternative
high value enterprises, especially in the high potential areas of Kenya, intensification of
maize production is considered an unlikely option for increasing domestic supply.
However, there seems to be a large potential for productivity improvement through
increased use of modern inputs and production methods, given the large gap between
potential and farmers' maize yields (Hassan et al. 1994c). Accordingly, sources of technical
inefficiency and potentials for gains and growth in maize productivity need to be adequately
researched.
It is important, therefore, to evaluate the efficacy, relevance and impact of maize
research in order to determine the potential for intensification in Kenya. Some of the
important questions that require in-depth and detailed investigation include: Is the Kenya
Agricultural Research Institute (KARI) producing the right technologies for maize farmers?
Are these technologies properly targeted at their potential users and environments? What is
the degree of satisfaction with and uptake of the released technologies among farmers?
What factors determine the suitability of maize technologies: the physical environment,
farmer needs or farming characteristics?
To address the above questions among others, the Kenya Maize Data Base Project
(KMDBP)1 used geographic information systems (GIS) techniques to:
a. the agro-climatic conditions of maize adapting zones
b. design, collect and integrate spatially referenced information from and about farmers
into the GIS format and then
c. use the integrated database (survey and spatial data) to:
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1. KMDBP is a collaborative research project between KARI and CIMMYT and is partially funded by the
Rockefeller Foundation.
i. evaluate the adequacy and refine the agro-climatic definition of maize production
environments for accurate targeting of maize research
ii. assess the state of maize technology adoption and impact at the farm level and
iii. characterise production systems, identify constraints and evaluate priorities of maize
research.
Methods and results of the spatial approach to research evaluation adopted by the
KMDBP are presented and discussed in this paper.
Agro-climatic characterisation of maize adapting
zones
The natural environment in which maize is grown defines the limits and potential for maize
production and adaptability. Climate and soil characteristics define the range of biotic and
abiotic factors that influence maize growth and development and determine the extent of
potential biological responses to technological interventions. Accordingly, major
agro-ecological domains in general commonly target research on crops. Maize research in
Kenya is similarly organised to serve broadly defined adaptation zones. Since the early
1960s, the objectives of maize improvement research in Kenya were to develop the following
maize germplasm to suit the four corresponding environments:
a. late maturing cultivars for the highland tropics (HT)
b. medium maturing cultivars for moisture-stressed mid-altitudes (MAT)
c. early maturing cultivars for non-moisture-stressed MAT (semi-arid) and
d. lowland (coastal) cultivars for the humid low tropics (LT).
These environments were separated on the basis of altitude and moisture availability
(Gebrekidan et al. 1992). It is also consistent with the International Maize and Wheat
Improvement Center's (CIMMYT) categories of maize mega-environments (MEs) defining
broad zones of similar biotic and abiotic conditions for maize production (CIMMYT 1988).
Two schemes of agro-ecological zonation were developed for Kenya: the agro-climatic
map of Kenya (Sombroek et al. 1982) and the Jaetzold and Schmidts (1983) agro-ecological
zones. The maps of these schemes provided very useful agro-climatic information for
general purpose applications such as identifying broad areas within Kenya that are suitable
for certain farming practices in crops and livestock production. Nevertheless, both schemes
were considered deficient in detailed crop or germplasm-specific information, mainly
because of the use of a single set of zones applicable to all crops and their fixed
crop-environment relationships. Due to their static nature, cartographic classification
systems suffer from various limitations such as the limited ability to integrate and assess
various combinations of climatic parameters and their interaction throughout the growing
season, use of discrete ranges of descriptive variables, i.e. higher than 1800 for highland
environments etc., and the inability to use temporal climatic attributes such as the timing
and frequency of biotic and abiotic phenomena and risks (Corbett 1994).
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Fortunately, geographic information systems (GIS) techniques for holding,
manipulating, processing and displaying geo-referenced digital data are now available. This
has enabled ease of reproducing boundaries of earlier classifications using a digital database.
With the use of GIS, spatial analysis and agro-ecological characterisation became dynamic
and enhanced in the ability to integrate spatial, temporal as well as survey and other
socio-economic data for various analytical purposes including spatial assessment of risk and
variability analysis.
This study uses a dynamic maize-specific classification developed by the KMDBP. Digital
climatic surfaces were constructed using long-term meteorological series. Mean monthly
minimum and maximum temperatures for Kenya were derived using data from 81 stations,
whereas mean monthly precipitation was derived using data from 979 stations (Corbett
1994). Dependencies between climate attributes such as temperature and precipitation on
elevation were exploited to help overcome the scarcity of data in interpolating monthly
climate values to areas between meteorological stations (Corbett 1994). Whereas the effect
of elevation on precipitation is less systematic, temperatures were observed to decrease by
about 6°C per 1000 m rise in elevation (Hutchinson 1991). The thin plate smoothing
method (Wahba and Wendelberger 1980; Hutchinson et al. 1992) was used to incorporate
elevation and the two usual spatial variables—latitude and longitude—for the spatial
interpolation and fitting of climate surfaces.
A digital elevation model (DEM) of 5.5 km resolution at the equator (3 arc minutes) was
available for Kenya from the Australian Center for Resource and Environmental Studies
(Corbett 1994). The Ward's minimum-variance clustering method (Ward 1963, SAS 1991)
was applied to the 23 thousand grid cells of 5.5 km. Initially each cell represented an
independent cluster. Clusters with similar characteristics were then merged in a step-wise
fashion. At each step, within-the-cluster variance was minimised by merging the two most
similar clusters. Cluster analysis was used to reduce the number of grid cells to be
interpreted into maize-specific adoption zones to a manageable number by merging most
similar ones based on purely statistical criteria.
Two criteria were used to interpret the climate data and place clusters into maize-specific
zones (Table 1). The first criterion corresponds to breeders' classification of maize
germplasm adapting boundaries used to organise maize research in Kenya. The second
criterion included a transitional zone between the MAT and HT zones (Figure 1). An
important improvement of the KMDBP classification over earlier alternatives is the use of
seasonal rather than annual climate values. Because of the seasonality of crop production,
data from periods falling outside the growing season, i.e. after the crop is harvested, was
considered irrelevant and might bias the definition of crop-specific climatic regions. Due to
the bimodal rain pattern, there are two cropping seasons for maize in Kenya. In most of the
country, the March (long) rains support the major growing season, whereas in the eastern
dry lands both the March and October (short) rains are of equal importance. The KMDBP
classification used data from the major season, i.e. March–August, since it was found to
adequately capture differences in maize growing conditions within Kenya.
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Figure 1. Final agro-climatic zones for maize in Kenya (March rains).
Table 1. Maize agro-climates in Kenya: Classification criteria, climate attributes, area under maize and sampling
densities.
Agro-ecological
zones
Elevation
(masl)a
Mean
seasonal
rainfall mm
(March–
August)
Mean daily
temperature
(°C)
(March–August)
Area under
maize
(× 103 ha)
(%)
Farmers in
sampleb
(%)
Average
density of
population
(× 103 person
per km2)c
Average
farm size
(ha)Min Max
Lowland tropics <800 <1000 20.0 29.4 33 7 121 2.4
(LT) (<1000) (3.2)
Mid altitude
(MAT)
Dry MAT 700–1300 <600 16.1 27.1 118 13 210 3.6
(Semi-arid) (1000–1600) (11.3)
Moist MAT 1100–1500 >500 15.9 28.3 118 13 310 2.3
(1600–1700) (11.3)
Transitional
(TNZ)
1100–2000
Dry TNZ <600 14 25.3 37 5.7 398 1.5
(3.6)
Moist TNZ >500 13.4 23.3 424 29.3 331 7.7
(40.9)
Highland > 1600 >400 10 23 307 32 238 10.9
tropics (HT) (> 1700) (29.6)
Total 1037 100 7.2
(100)
a. masl = meters above see level. Figures in brackets denote the initial clarification (without a TNZ zone) that was
developed to correspond to the scheme of zonation adopted by the maize research programme at KARI.
b. Sampling densities were determined on the basis of maize acreage and population density in the initial
zonation, i.e. without a TNZ zone. According to the initial clarification 57% of the total area sown to maize
fell in the MAT zone, from which 59% of the sample were selected (Corbett 1994; Hassan et al. 1994a).
c. Average of population density in surveyed sites within the zone (sample average) according to the 1989
population census.
The geo-referenced survey design
Data on farmers’ practices and resources, farming systems and the socio-economic
conditions under which maize is produced was compiled from geo-referenced farmer and
village level surveys. GIS techniques were employed to design a spatial frame for sampling
sites and farmers from major maize producing regions in the country. Geo-referencing was
necessary for resolving the false dichotomy between survey information and spatial data,
which are usually analysed and presented separately.
Four spatial data sets were used to develop the spatial sampling frame and design the
survey: the agro-ecological zonation, population census and intensity of maize cultivation
(area) maps plus the National Sample Surveys and Evaluation Program (NASSEP III)
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sampling frame (Hassan et al. 1994a). The agro-climate, population density and area under
maize were used to stratify maize regions into relatively homogenous clusters and determine
sampling fractions. The number of people and area likely to be affected are very important
factors in assessing the impact and potential gains from agricultural research. Data on the
mentioned attributes was available in compatible digital formats that were easy to merge.
A vector-based GIS software (ARC/INFO) was used to overlay the agro-ecological zones
map, intensity of maize cultivation and population coverage to create a union of the three
layers of spatial data. A cross-classification of the country by agro-climate, percent area under
maize and population density strata was produced. Farmers in the resulting
climate–population classes were sampled in proportion to area under maize and population
density. A summary of the outcome from overlaying agro-ecological zones, population and
maize area maps and the resulting sampling densities is given in Table 1.
Using budgetary measures, the total sample size was determined at 1400 farmers. A
sample of 20 farmers per site was selected from small to medium-size farms populations in
65 sites, whereas 10 farmers per site were considered sufficient (for reasons of relative
homogeneity) from the 10 sites of large commercial farmers groups purposively surveyed as
a separate stratum (Hassan et al. 1994a). Sub-samples of 75 and 50% of the selected farmers
and survey sites were randomly drawn from the original sample, i.e. 15 and 10 farmers out of
the 20 farmers surveyed in each site and/or 57 and 38 sites out of the original sample of 75
sites.
Results indicate that estimates obtained from 15 farmers per site (25% reduction) or
from 75% of the sites (with 20 farmers each) were not significantly different from original
estimates (Table 2). Deviations from original sample estimates became significant as the
number of farmers or sites were reduced by 50%. It is also clear that deviations were larger
when fewer sites were selected than when fewer farmers were considered. However, the cost
of interviewing an extra farmer in the same site is much less than the cost of surveying one
more site. According to Table 2, it appears that a sampling fraction of 15 farmers per site,
from 75% of the sites in our original survey, would have been a more cost effective design for
studying the listed attributes. It is necessary to note, however, that variable sampling
fractions allocated between sites in proportion to percentage of land, population etc. or
variability, could be more appropriate than the uniform sampling fraction applied to all
sites in the present exercise, i.e. equal number of farmers in all sites. This is mainly because
some sites may be more homogenous than others with respect to the examined attributes.
However, variable sampling fractions were used to allocate the total sample size between the
climate–population strata in proportion to the percentage under maize.
Integrating survey and GIS information
Geo-referencing of survey data made it readily integrable into the GIS format and was
subsequently combined with climate, population and other spatial attributes into a single
digital database. The integrated database was used in the following sections to:
• refine the agro-ecological zonation for accurate targeting of maize technology
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• characterise production systems and farm level productivity constraints and
• evaluate adoption and priorities of maize research.
Table 2. Adoption of maize germplasm by type of seed and other farmers’ practices in the major maize season.
Agro-ecological
zone
Area under late
maturity hybrids
Area under
medium
maturing hybrids
Area under
unimproved
seed
Varietal
releases in
past ten years
Farmers
double crop
maize
March
major
season
(%) (%) (%) (%) (%)
Lowland tropic 0 0 83 (83) 1 35 99
Mid-altitude 26 (45) 10 (9) 41 (26) 1 57 –
Dry 11 (8) 6 (7) 56 (62) 1 50 48
Moist 39 (63) 13 (11) 48 (26) 0 60 96
Transitional 68 (–) 11 (–) 20 (–) NT 45 –
Dry 3 (–) 17 (–) 80 (–) NT 76 46
Moist 79 (–) 10 (–) 10 (–) NT 40 98
High tropics 81 (81) 6 (7) 13 (12) 5 22 89
Total 61 (61) 9 (9) 27 (27) 8 41
Figures in brackets represent area in the classification with no TNZ zone.
NT refers to environments that were not targeted by the breeding programme.
A refined definition of maize production
environments
Adequacy of the current scheme of maize zonation in Kenya in terms of maturity
requirements and hence germplasm suitability is evaluated in this section against data on
farmers’ varietal adoption patterns and planting strategies. Four breeding programmes were
established at KARI to serve the four major maize environments described above, based at
Kitale (late maturing), Embu (medium maturing), Katumani (early maturing) and Mtwapa
(lowland tropics maize). Improved maize varieties released by KARI were accordingly
grouped into four categories: late maturing (600 hybrid series), medium maturing (500
hybrids), early maturing (short season–drought escaping) and lowland tropics (coastal)
materials. Except for HT, patterns of varietal adoption by maize farmers deviate significantly
from research recommendations (Table 3). The divergence between farmers’ practices and
existing zonal specifications was highest in the mid-altitude (MAT) zone, where more
farmers planted late maturing maize hybrids (600 series) than the medium maturing
materials (500 hybrids) developed for MAT environments. Lack of awareness, high cost or
poor access to improved seed were found to be the main reasons behind the low rate of
adoption among maize farmers in the LT (Hassan et al. 1994a). However, these factors
cannot be considered the reason for farmers’ preference for late maturing over medium
maturing hybrids in MAT zones, as both types of seed are sold for the same price.
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Table 3. The effect of lower sampling densities within sites vs. fewer survey sites.
Attributes
All
samplesa
(100%)
Within site
densitiesb
Number of survey
sitesc
75%
of sitesd 50%
density75% 50% 75% 50% 75% density
Yield
Mean (t/ha) 2.57 2.52 2.4 2.67 2.84 2.39 2.32
Standard deviation 2.26 2.21 2.05 2.25 2.13 1.99 1.91
t-value – 0.5 1.61 1.11 2.73 2.00 2.27
Basal fertiliser
Mean (kg/ha) 53 55 64 60 62 62 70
Standard deviation 160 179 196 175 145 202 238
t-value – 0.3 1.24* 1.02 1.32* 1.06 1.49*
Duration to maturity
Mean (days) 174 175 177 171 168 172 164
Standard deviation 57 57 55 56 59 56 57
t-value – 0.4 1.12 1.29 5.32 0.78 3.37*
Adoption of hybrid
seed (% using)
69 68 74 68 76 65 62
Double cropping
(% farmers)
41 41 44 51 58 46 56
Intercropping
(% farmers)
78 77 74 75 71 72 74
Sex of head of
household
(% female)
41 44 40 41 37 45 46
Use of manure
(% farmers)
55 55 59 55 48 45 41
Never received
extension advise (%) 40 39 36 43 46 40 38
Number of cases 1305 979 653 1097 768 770 513
*, ** indicate significance at 5 and 1%, respectively.
a. The total number of cases and sites in the original sample excluding large-scale surveys (102 farmers).
b. Denote the percent reduction in number of cases interviewed per site, i.e. 15 (75%) and 10 (50%).
c. Percent reduction in number of sites surveyed.
d. 15 and 10 farmers were randomly selected in each of the 75% of the sites in the original sample.
Inadequacy of the current agro-ecological zonation in characterising maize germplasm
adaptation requirements or dissatisfaction of farmers with the varieties targeted for their
environment may be the reason behind the inconsistency of farmers’ choices with research
recommendations. The dynamic and reproducible zonation scheme developed by the
KMDBP project was used to improve the current classification of maize agro-ecologies. New
boundary conditions were defined to differentiate a new zone transitional between typical
MAT and HT. This was based on the observation that what is currently classified as MAT in
Kenya is too vast for a single zone, i.e. contains about 60% of the total area under maize
(Table 1). It is also difficult to establish an abrupt boundary between typical MAT and HT
environments as the transition between the two zones seems to take place in a continuum of
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gradual changes in climatic features. Regions of the transitional zone (TNZ) were found to
be naturally cooler than typical MAT but warmer than typical HT environments (Table 1).
This is important for maize maturity since temperatures rather than elevation per se
determine plant growth and drive development.
The revised classification leads to a better characterisation of maize production
environments. While land under late maturing hybrids in MAT dropped significantly after
the separation of the TNZ, the reverse happened with percent area under unimproved
germplasm (Table 3). On the other hand, most farmers in the TNZ used late maturing
hybrids and behaved similar to typical HT farmers, especially in its moist segments.
However, medium maturity hybrids were used more frequently than the 600 series in the
drier parts of the new TNZ. While these results suggest that the TNZ and typical MAT zones
represent distinct environments for maize production, the tendency continued for MAT
farmers to prefer either late maturing hybrids or unimproved varieties over the 500 series
targeted for their environment (Table 3). This may indicate some degree of dissatisfaction
among MAT farmers with the available medium maturity cultivars. Failure of MAT
breeding programmes to improve on the existing varieties (medium and early maturing
cultivars) could be due to the historical bias in KARI’s emphasis in the past to favour HT
farmers and environments. Table 3 shows that while five new varieties were released for the
HT over the past decade, i.e. an average of a new variety every two years, compared to none
for the moist MAT and only one for the LT and dry MAT environments.
The high use of varieties that are relatively longer in maturity than the 500 hybrids in the
moist MAT, i.e. lake regions locals and 600 hybrids, indicate that these varieties were
preferred for qualities other than short maturity. This is particularly true if one considers
the high frequency of double cropping maize in this zone (Table 3). Better tolerance to low
fertility and biotic stress factors such as Striga may be more important to maize farmers in
this zone than earliness for double cropping (Hassan et al. 1994b). On the other hand,
shorter maturity (144 days on average) was preferred in the dry TNZ compared to the moist
MAT (163 days on average) due to the relative importance of the second season and the
need for quick maturity as a drought escaping technology in that area. The long (March)
rains were considered the major maize growing season for almost all farmers in the moist
MAT compared to less than half the farmers in the dry MAT and dry TNZ (Table 3). This is
one other important factor distinguishing the moist MAT from other early to medium
maturity zones such as the dry MAT and dry TNZ.
The dry TNZ is also higher in elevation and relatively cooler (Table 1) and hence maize
requires relatively longer periods to mature in this zone compared to the dry MAT (Table 3).
In addition to temperature variations, there are significant differences between the dry
MAT and dry TNZ in the density of human population and hence average farm size (Table
1) and percentage of farmers planting two maize crops every year (Table 3). These variations
have important implications for farmers’ planting strategies and germplasm suitability, and
suggest that important biophysical and socio-economic factors distinguish between the dry
MAT and dry TNZ, which are currently lumped together as one homogenous environment
for maize (the semi-arid or moisture-stressed MAT).
In the high potential zones for maize production (moist TNZ and HT), the majority of
farmers used late maturing maize cultivars. However, due to the relatively higher population
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pressure, warmer temperatures and bimodal rains in many parts of the moist TNZ, more
farmers compared to the HT want to double crop maize (Table 3). Higher yields are realised
from the 600 compared to the 500 hybrids in the moist TNZ but mature too late to allow a
second crop of maize in the short rains. The 500 hybrids, on the other hand, do not fit very
well the wet conditions of the moist TNZ and their second crop is usually hit by blight
(Njoroge et al. 1992; Hassan et al. 1994b).
Survey results show that, on average, maize reaches maturity within the range of
150–180 days in the TNZ (Table 3). At present, the maize-breeding programme at KARI
does not screen for materials requiring between 150–180 days. This is because the HT
programme at Kitale screens for materials of more than 180 days, while MAT programmes
at Embu and Katumani selects germplasm that require less than 150 days. Accordingly, this
process excludes the 150–180 days materials that seem to suit the physical and
socio-economic environment in the moist TNZ. These results indicate the demand for a
strategic research effort to develop the right maize variety for this environment, which
produces about half of all the maize in Kenya (Table 4). Table 3 also shows the variation in
maize farming practices and constraints to increased productivity among the six zones
described above. It also confirms the importance of the scale factor in determining cropping
patterns.
Evaluation of research priorities by
agro-ecological zone
Useful information on the relative importance of the various maize production
environments was obtained from the union of the agro-ecological zones map, the
population census and the area under maize coverages. This information is combined with
the geo-referenced survey data to evaluate priorities in directing future research efforts, and
allocating resources between the various maize environments serviced by the maize research
programme. To evaluate the relevance of maize research efforts at KARI, the derived
ranking is then compared with the share of each zone in the total number of experiments on
maize carried out over the past 20 years.
The weighted criteria model (Scoring method) is employed to evaluate priorities among
maize production zones. The scoring method provides a relatively formal and structured
alternative for setting research priorities when better methods, such as economic surplus
measures cannot be used for lack of data. If applied carefully the scoring method was shown
to generate results consistent with economic principles (Alston et al. 1995). This study uses
efficiency indexes proposed by Alston et al (1995) as good approximations of the economic
surplus measures. The first is the gross efficiency index (Gi).
Gi = PiQi* Eyi* pi * Ti (1)
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Table 4. Realised production, prices, probability of success and adoption of maize technology by agro-ecological zone.
Agro-ecological zones
Major season
areaa
Major
season
yieldb
Proportion of
area sown to
maize in second
seasonc
Second
season
yieldb
Total
productiond
Yield
potentiale
Feasible
proportional
yield increase
Proportion
potential yield
realised
Proportion of
farmers ever
bought
improved seed
Maize
pricesf
(× 103 ha) (t/ha) (t/ha) (× 103 t) (t/ha) (Eyi) (pi) (Ti) (ratio)
Lowland tropics (LT) 33 1.36 0.25 0.99 53 (2) 3.11 0.64 0.44 0.43 1
Mid-altitude (MAT)
Dry MAT (semi-arid) 118 1.03 0.41 0.83 162 (6) 2.67 0.84 0.39 0.67 0.78
Moist MAT 118 1.44 0.47 1.11 232 (9) 4.01 0.89 0.36 0.79 0.72
Transitional (TNZ)
Dry TNZ 37 1.21 0.79 1.08 76 (3) 3.34 0.88 0.36 0.91 0.78
Moist TNZ 424 2.76 0.1 1.5 1234 (46) 7.12 0.79 0.36 0.98 0.63
Highland tropics (HT) 307 2.91 0.03 1.73 909 (34) 7.71 0.83 0.38 0.98 0.65
Total 1037 2.31 0.2 1.33 2666 (100)
a. The reference period (season) is the March–August duration as the major season of maize production.
b. The average of three observations on farmers’ maize yields: yield in survey year (1992), yield in preceding year (1991) and yield in a normal year.
c. Survey data.
d. The total of major and minor seasons maize production. Figures in brackets denote percentage of total production.
e. Long-term experimental yield data from the National Performance Yield Trials (NPZ) sites (KARI 1993).
f. The ratio of the 1990–93 average price to that at Mombassa (border-FOB price) (Ministry of Planning and Economic Development 1993).
where PiQi measures a base line value of production, Eyi represents the expected
productivity gain measured as proportional unit cost reduction or yield increase, pi is the
probability of success measure, and Ti is the proportion of farmers likely to eventually adopt
the technology.
The second is the net efficiency index (Ni) derived as:
Ni = Gi/Ri (2)
where Ri measures research costs in zone i.
Due to lack of data on research costs for this study the net efficiency index was not
derived. These indices are considered ordinal measures of the efficiency objective and are
best used for ranking alternatives. They do not provide good basis for quantitative
allocation of resources. Data used for calculating Gi is given in Table 4. Feasible
proportional yield increase (Eyi) is measured as a proportion of potential yield gain.
Long-term experimental data on maize yields (March rains) was used to define the research
potential. As experimental yields do not reflect the true potential in farmers' fields, Eyi was
thus computed to be 50% of the research-farmer yield gap (Table 4).
Objective information or measures of the probability of success of research efforts to
achieve the feasible potential productivity increase was lacking. So, percent of potential
(research) yield realised by farmers was used as a proxy for pi to indicate probability of
success. On the other hand, percent adopters (Ti) were approximated by the percentage of
farmers that ever bought improved seed. This information was collected from farmers'
interviews through retrospective questioning (Hassan et al. 1994c). Several values were
computed for Gi.
G2i derives the efficiency index after spillover effects are accounted for. The proportion
of farmers from other zones using varieties developed for the zone in question was used to
approximate spillover effects. G3i accounts for an equity objective of maize research,
approximated by density of population in the zone, i.e. number of people likely to benefit
from the innovation. Zones with higher population densities are given higher priority
(Table 5). A sustainability criterion is accounted for by G4i, approximated by the percentage
of farmers indicating that soil erosion is a serious problem (Table 5). Higher weight is
assigned to higher probability of soil erosion.
The four efficiency indices are presented in Table 5. Moist TNZ ranked first in priority,
followed by the HT, moist MAT, dry TNZ, semi-arid and LT, respectively. The same ranking
was maintained under alternative criteria accounting for equity and sustainability
objectives. This was mainly due to the large production advantage (differences in area and
yield) differences between the various zones. It is, however, clear from Table 5 that KARI
had over invested in the HT and under invested in the priority zone for maize, the moist
TNZ.
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Table 5. The contribution of maize zones to efficiency, equity and sustainability objectives.
Agro-ecological zone
Gross
efficiency
index
Spill-
over
effect Index
Population
density
(×103 per km2) Index
Percent
farmers with
serious
erosion Index
Number of
experiments
(%)
G1i Si G2i
(a) Mi G3i
(b) Ri G4i
(c) % of total(d)
Lowland tropics (LT) 6.4 0.01 0.1 121 0.03 0.23 0.01 93
(P6) (P6) 0.31 (P6) (P6) 12.2
Mid-altitude (MAT)
Dry MAT (semi-arid) 27.7 0.13 3.6 210 1.9 0.48 0.91 105
(P4) (P5) 0.53 (P5) (P5) 13.8
Moist MAT 42.3 0.22 9.3 310 7.3 0.34 2.5 14
(P3) (P3) 0.78 (P3) (P3)
Transitional (TNZ)
Dry TNZ 17.1 0.22 3.8 398 3.8 0.56 2.1 42
(P5) (P4) 1 (P4) (P4) 5.5
Moist TNZ 216.7 0.28 60.7 331 50.4 0.32 16.1 142
(Pl) (P1) 0.83 (P1) (P1) 18.6
High tropics (HT) 182.6 0.29 53 238 31.8 0.38 12.1 367
(P2) (P2) 0.6 (P2) (P2) 48.1
a. G2i = G1i * si
b. G3i = G2i * mi
c. G4i = G3i * ri
d. Compiled from records of experimental research on maize at KARI between 1980 and 1992.
Conclusion
The results of this study confirmed the appropriateness of the agro-ecological approach to
planning and evaluation of agricultural research. This was mainly because agro-ecological zones
are more relevant than administrative boundaries for defining production environments.
However, the study also showed that, although biophysical suitability is crucial, it is not
sufficient for characterising the suitability of biological technologies. Several other
socio-economic, farmer-specific, institutional and policy factors influence the suitability of
technologies to various target groups. Those factors are therefore critical for proper definition of
production environments and accurate targeting of agricultural research. Geo-referencing
proved to be essential for integrating non-climatic attributes with spatial descriptors for proper
evaluation of the appropriateness, relevance and potential impacts of research.
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Use of comparative studies
as a mechanism for institutional change
K.C. Nelson
CIES Carretera Panamericana y Periferico, Chiapas, Mexico
Introduction
Our understanding and use of participatory research processes that incorporate farmers and
scientists in agriculture investigation and development has been evolving with increasing
emphasis in the last 20 years. The philosophies, methods and techniques used today find
their origins in farming systems research, farmer participatory research, participatory action
research, participatory investigation, community development approaches and other
methodological currents (Farrington and Martin 1988; Chambers et al. 1989; Fals-Borda
and Rahman 1991). Despite the many years of evolving methods and much debate over
their appropriate use, there has been very little institutionalisation of these participatory
research processes within research organisations (Tripp 1991; Farrington et al. 1993;
Merrill-Sands and Collion 1994; Rocheleau 1994). Some critics would liken research
institutions to high-walled stone fortresses in a raging river of debate—surrounded but
unchanged.
There are many reasons why institutionalisation of participatory processes has been
slow. When participatory methods are used, it is often because individual scientists want
more farmer involvement in their particular research project. The problem in such
instances is that participation comes and goes subject to the discretion or whim of the
individual researcher. In other cases, participatory methods are only applied to special
projects and are not integrated with the larger research programme. In both instances,
participatory processes are marginalised within the research institution. They are seen as
something extra being done because they are of special interest to the donor, because a
graduate student has ‘wild ideas’, or because researchers are trying to ‘do something with
people.’
Research institutions are highly complex social organisations with well-established
cultural norms that resist change due to the existence of an entrenched scientific paradigm,
professionalism, centralisation and established hierarchies (Merrill-Sands et al. 1991;
Chambers 1993; Pretty and Chambers 1993; Farrington et al. 1993). Often, participatory
methods have not been institutionalised because there is little organisational support for
such methods (Rölings and Fernandez 1990). In many research programmes, organisational
goals and incentives have been established to reward large, well-financed, high-technology
projects that produce many academic articles and an endless flow of information. In
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contrast, participatory methods tend to be used with small, community-based, low-input
projects that emphasise small-scale technology generation and relationship building
between farmers, extensionists and scientists.
The marginalisation of participatory processes within research institutions has several
consequences. First, farmers have had minimal influence over the broader research agenda.
Within a participatory programme, farmers may identify problems, analyse data, and
evaluate technologies, but few of their opinions and ideas filter back into the organisational
planning process to influence the next round of research projects (Tripp 1991). Second,
participatory programmes are short lived, resulting in minimal trust by the farmers that
anything will ever come of such projects. Scientists that do use participatory methodologies
often establish contacts with new farmers or return to work with previously contracted
farmers after an institutionally imposed hiatus due to lack of funding, shifts in
responsibilities etc. Third, the failure to institutionalise the participatory process means
that scientists rarely have the opportunity to develop their own methodologies, appropriate
for the socio-cultural, ecological system where they are working. Instead, research teams
tend to apply methods created for other places or use cookbook participatory methods as
they talk with the farmers (practically with book in hand). Fourth, this intermittent, ad hoc
approach means that the scientist team is not able to build on its experiences to reach a more
sophisticated understanding of participation in the context of its work. Fifth, most
importantly by not taking participatory methods seriously, research organisations miss the
opportunity to evaluate whether participatory methods would improve their technology
generation and transfer programme.
Many research institutions realise that problems exist in their current programmes of
investigation, but institutions change slowly—usually only as a result of constant external
and internal pressure (Nelson 1994a). Recent discussions have focused on how external
pressure can be created by organising and funding farmer research groups, campaigning for
and influencing specific government policy issues, and building and maintaining
non-governmental organisation (NGO) research networks (Sims and Leonard 1990; Ashby
1993; Cornwall et al. 1994; Thrupp et al. 1994). Many have found a ‘lack of internal
motivation’ (Merrill-Sands and Collion 1994) but internal motivation for change is
developed and nurtured within an organisation through a complex series of social
interactions. One mechanism that can facilitate institutional change internally is the use of
comparative studies (Nelson 1994a).
Comparative studies are commonly used by sociologists to study socio-political processes
through time and space. To evaluate participatory methods, one might compare two or three
research models with different forms or varying degrees of participation. An organisation
might create a simple comparative study by following different kinds of farmer/scientist
participation in two villages over the same time period and then comparing the experiences as
case studies. Or an organisation might establish a more rigorous study by comparing two or
three different participatory models with replicates in several villages. The following
discussion focuses on two cases where comparative studies are used to broaden and enrich the
internal discussion about participatory processes in research institutions. The first case
examines a comparative study done within an organisation; the second case examines the
beginnings of a comparative study between organisations. In both instances, the comparative
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studies go beyond research to function as tools for institutional change and development. I
will present the two cases and discuss more generally the advantages of a comparative study for
opening the analysis of participatory methodology and institutional change.
Comparative studies within organisations:
Integrated pest management programme,
CATIE/MAG, Nicaragua
The comparative study was associated with the national integrated pest management (IPM)
programme run by the Centro Agronómico de Investigación y Enseñanza (CATIE) and the
Nicaraguan Ministry of Agriculture (MAG)–hereafter referred to as CATIE/MAG–IPM.
The interdisciplinary team of scientists was charged with the generation and transfer of IPM
technologies for cotton, coffee, plantain and tomato. This group of eight scientists divided
into four disciplinary teams—entomology, phytopathology, weeds and socio-economics—
with a foreign principal investigator and a Nicaraguan assistant in each team.
As a visiting investigator, I accepted the task of initiating a comparative study for the
generation of tomato technologies so the scientist team could evaluate the best approach to
use for IPM research in Nicaragua. The core of the programme was two models for
generating IPM technology in tomato. Participatory methods focused on scientists and
farmers working together to resolve pest problems in tomato. Another level of the study was
the participatory research project in which the scientists evaluated their involvement in
both the technology generation models. The final level was the more classic,
non-participatory nature of my socio-organisational analysis.
To elucidate the critical factors in the debate over differing technology generation,
participation and empowerment approaches, I designed two prototypical models: a
scientist-led and a farmer-led model. These two models represent two points on a continuum of
involvement from total scientist control to total farmer control.1 The scientist-led model
represents the approach most often used by agricultural institutions when they do on-farm
research. It has a vertical process of technology generation and transfer (Figure 1). Its goals
are the generation of technology by scientists and the adoption of that technology by
farmers. In the first stages, researchers gather information from the farmers and analyse the
critical problems in the system. The scientists then review the literature, begin basic
scientific studies in laboratories and experiment stations, and develop a technological
package. Up to this point in the process, only the scientist has had a hand in generating
technology. The technology package is then validated in on-farm trials. Finally, the
technology transfer process begins as extensionists host farmer field days-group visits to the
on-farm trials to discuss the advantages of the new technology. The farmer has control over
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1. These models are Weberian ideal types—‘ideal’ not in the sense that they are ideological but rather that they
are pure, rarefied versions of a social construct. Once defined, these types can then be applied to social
settings to judge the model’s explanatory validity. In this study, we can look at the scientist-led and
farmer-led theoretical constructs as extreme, rarefied options that provide different qualities that can be
tested in a comparative field study at the same moment in history.
the process only in the final stage, when he/she decides to accept, modify or reject the new
technology package.
The second prototypical model is the farmer-led model. It is an organising model in
which the generation and transfer of technology is a simultaneous exchange process (Figure
2). Its goals are the generation of technology that promotes farmer empowerment and the
development of networks for future technology exchange between farmers, technicians and
scientists. Farmers and scientists share responsibilities, thereby bringing two ways of
knowing to bear on a problem—the positivist scientific and experiential historical. The
process is driven by a series of meetings between farmers, technicians and scientists. The
stages of the process may vary, depending on the specific goal of the generation and
exchange programme, and may include problem identification, selection of technology
options, field experiments and final evaluation. The critical difference between this and the
scientist-led model is that farmer opinion and experience are as valuable as the scientist’s
empirical knowledge—both early in the generation process and later during evaluation
stages.
The study was conducted during the agricultural cycle from September 1990 to June
1991 in the principal tomato-growing region of the Department of Matagalpa (Region VI).
The area is located in the north-central section of Nicaragua, in a mountainous zone with
one large central plain, the Sébaco Valley. The region is known for campesino production of
fresh market tomatoes and industrial tomatoes for processing and internal consumption.
Each model took place in three separate communities.
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Figure 1. Ideal type for sceintist-led model for technology
generation.
The critical comparison examined the differences between the scientist-led model and
the farmer-first model. As a participant observer, I actively worked with the farmers and
scientists in each community while recording and analysing the characteristics of each
process. Overall, the study focused on: (1) the technology generation process, (2) IPM
technologies and farmer opinion of IPM, (3) forms of participation and empowerment by
farmers and scientists, and (4) institutionalisation of the two models. In personal interviews
and through participant observation, I analysed the preferences and opinions of all
participants—farmers, technicians and scientists. Pre- and post-interviews with 101 tomato
farmers in the six communities focused on their level of satisfaction, the programme’s
ability to meet their expectations, technology evaluation and their opinions about future
modifications in the respective programmes.
Various members of the four scientist teams participated in the farmer meetings or
when the subject matter pertained to their respective disciplines. The bulk of the
investigation was co-ordinated by the socio-economic team.2 The entire scientist group met
every month to comment on their perceptions of how the two models were evolving, analyse
their own participation, and evaluate the outcomes at the end of the season.
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Figure 2. Ideal type for farmer-led model for technology
generation.
2. Diego Gómez was the agronomist co-ordinator of the project. He worked with the technical assistance of
Carolina Espinoza, Virgílio Dávila and Cairo Valle Meza.
Participation and empowerment
In an extensive analysis from the first year of research,3 farmer participation was greater in
the farmer-led model than in the scientist-led model in number of farmers and farm units
involved. Farmers achieved five forms of influence, and six out of eight levels of
empowerment, in the farmer-led model. In the scientist-led model, farmers achieved two
forms of influence and two out of eight levels of empowerment. Farmer evaluations were
varied and complex. In general, farmers in the scientist-led model encouraged
CATIE/MAG–IPM to host more meetings and expand farmer involvement. In the
farmer-led model, the farmers enjoyed the biological information, new technologies and
discussion. They also suggested changes for future meetings. Programme costs were
essentially the same between models. The scientist-led model was more costly by 0.23% than
the farmer-led model.
IPM technologies
With regard to the IPM technologies, the two models resulted in the selection of different
priority pests, different criteria for selecting technologies, and different technologies under
experimentation (Nelson 1994a). In the scientist-led model, the scientists decided to
evaluate a package of action thresholds for Heliothis/Helicoverpa zea, Spodoptera, Keiferia and
Liriomyza and apply to a mixture of biological (B.t.) and chemical insecticide if, after
sampling, any of the insect populations were above the threshold level. On two farms in
each of the three communities, they prepared an IPM treatment plot to be compared to a
traditional chemical management plot. Six host farmers controlled the agronomic
management of the experiments. In the farmer-led model, in three separate communities
the farmers in group meetings decided whitefly (Bemisia tabaci) was the principal problem.
To attack this pest, all communities selected bean trap crops around the nursery with
applications of a cooking oil/soap mixture for the first 45 days after planting. One
community also tested Neem applications against whitefly, and another community added
the action thresholds with biological insecticide applications against Heliothis/Helicoverpa
zea, Spodoptera, Keiferia, and Liriomyza once the tomatoes were in the field. All of the
communities compared IPM treatment plots with traditional chemical management plots.4
In the scientist-led model, there were too few trials for statistical analysis, but a
qualitative assessment showed that the threshold technology was effective against
lepedopteran population but it did improve yields. High whitefly populations infected the
plants with Gemini virus, which drastically reduces yields. In the farmer-led model,
according to the farmers’ evaluations and the later analysis done by the scientists using
step-wise multiple regressions, all the IPM treatments ‘worked’ (controlled their target
insects and contributed to yield increases) except the bean trap crop. The farmer groups
made essentially the same claims as did the scientists-bean trap crop received mixed reviews,
but their analysis came eight months earlier. The scientists’ analysis had more detail about
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3. For a complete analysis of the results, see Nelson (1994a, b).
4. For a complete analysis of the technology generation process see Nelson (1994a).
insect populations, and the farmers’ analysis expanded on use criteria and costs, but the
overall recommendations were similar. The farmers believed the most promising
technology would be oil/soap applications in the nursery. At the field, action thresholds
with Javelin/Methomyl applications, and oil/soap applications slightly improved yields by
controlling their respective insects. More research was suggested in order to fine tune the
oil/soap technique, retest bean trap crop, to test action thresholds with only Javelin
applications, to evaluate Neem in other communities, and to study the basic ecology of
whitefly.
Scientist evaluation
After the 1990–91 research season, the participating scientists were asked what they
believed the advantages and disadvantages were for the scientist-led and the farmer-led
model. None of the scientists carried out a specific investigation to evaluate the model, so
their opinions are based on what they perceived and believed to be true. Such opinions of
the participating scientists are important factors contributing to our understanding of how
receptive professional scientists would be to either model.
Throughout the project, the scientists actively debated the merits of each model. During
the interviews, the majority of the scientists cited several similar advantages and disadvantages
(Table 1). The scientists believed that the scientist-led model allowed for a more controlled,
less time-consuming experimentation process in which scientists were comfortable and did
not have to organise farmers. They recognised the disadvantages of the model to be that
without farmer participation, research might focus on the wrong problem; research would
also require a validation and transfer stage. The scientists believed that the main advantages of
the farmer-led model were farmer education and training, scientist understanding of farmer
realities, and an evolving relationship between scientists and farmers. They felt that farmer
participation would increase the chances of attacking the principal problem and of
successfully transferring technologies in the future. They believed the disadvantages to be the
difficulty of co-ordinating, organising, and experimenting within a joint farmer/scientist
process. They were also concerned that the model would require more scientist time and yet
might not produce positive experimental results. When they were asked what they would
change about the research, the majority of the scientists wanted to end the comparative study
and use a modified farmer-led model for on-farm research. They were convinced that it would
produce the best long-term results. They would use on-station research to investigate basic
ecological questions or technologies that the farmers were not interested in researching.
All the scientists wanted to move toward more systems analysis and away from
discipline-driven, reductionist experimentation. Some scientists suggested working with an
IPM package that included nematode sampling, action thresholds, and the most promising
whitefly technologies. Everyone also mentioned that the team needed to improve its
interdisciplinary interaction. Not all disciplines had participated fully in the comparative
study. In the first year, they discussed interdisciplinary work at the staff meetings, but all
field research was disciplinary in nature. The ‘interdisciplinary’ concept needed to diffuse
out of the office and into the field. Along with broadening disciplinary involvement, the
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scientists wanted to broaden institutional involvement as well. Finally, they all wanted to
begin thinking about the tools needed for the extension of any IPM technologies that
emerge from the generation process. They suggested that the CATIE/MAG–IPM
programme produce audiovisuals and technical bulletins. Generally, the scientists were
ready to strengthen their research with farmers and to take a more interdisciplinary systems
approach to research while encouraging scientists in other institutions to join them.
Table 1. Scientists’ evaluations of the relative advantages and disadvantages of the scientist-led and farmer-led models
for IPM technology generation.
Scientist-led model Farmer-led model
Advantages
• Farmer is given a technology known to be good • Farmers are trained during the process and give
their time
• Scientist has more control over the experiment • Farmers learn to evaluate technologies
• A more capable person (scientist) is handling the
experiment
• Scientists learn to understand farmer logic
• Scientists take their own data and plan their own
study
• Active participation by farmers
• Scientists are used to working in this model • Scientists and farmers build a relationship of
confidence
• Less time is needed • Technology transfer begins with the first interview
• Do not need to organise the farmer groups • Easier to ‘transfer’ results of the study
• Attacks the principle problem of the farmer
Disadvantages
• Little participation by the farmers • Need more community organising
• Could be investigating something that is not really
a problem
• Difficult to co-ordinate work
• Requires a second stage for farmer validation and
transfer
• Scientist does not have complete control applying
his/her methodology
• Cannot be sure the experimental results will be
positive
• Requires more time by scientist
The scientists were also asked if they thought the comparative study had any impact on
their personal research. One scientist said no, the study was not completed and we would
still have to see which model was the best for the CATIE/MAG–IPM team. Six scientists
said yes, the comparative study had forced them to think more integrally and more like a
farmer. Others said it gave them both the sense that the farmers were open to research and a
better understanding of the farmer’s reality. One scientist said it gave him ‘more energy for
working on-farm’ now that he knew it would not ‘explode in his face’.
Institutional barriers and change
Organisational changes are necessary for the successful incorporation of either approach
into CATIE/MAG–IPM’s long-term research programme. Institutionalising the
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scientist-led model would require relatively minor adjustments in the existing organisation.
Five out of twelve scientists had experience with this approach; all that was needed was
training of the rest of the staff and CATIE/MAG–IPM’s counterparts in on-farm
experimental methodologies. For the scientist-led model, the CATIE/MAG–IPM team
itself needed to examine three problematic areas: hierarchy of roles, poor inter-scientist
communication, and lack of linkage with other research projects. The hierarchy of roles in
the first year meant that the principal scientists designed and analysed the experiments
while the field teams implemented them. This division resulted in mistakes and confusion
at many points in the process and also exacerbated poor communication among the
scientists. Everyone was busy with several research projects; often a researcher would assume
a decision or procedure was clear when in reality it was not understood by all team members.
Finally, in its first year, the on-farm research was viewed as isolated, with few implications for
other experiments on-station or in the laboratories. The overall impression was that if an
experiment is on-farm, then it constitutes a validation process and will not lead to new
research interests. This was not the case with the action thresholds, because the Heliothis
threshold had never been tested in Nicaragua, and the thresholds for Spodoptera, Keiferia,
and Liriomyza and the Javelin/Methomyl mixture had never been tested anywhere.
In the next two years, the principal scientist moved much of the experimental station
research to the farm sites, improving the level of both basic and applied research done
on-farm. This move also meant that the principal scientist, the supervising scientist, and the
field technicians visited the farm sites at least once a week, eliminating the mistakes due to
the former hierarchy of roles and greatly improving communication among the scientists.
Gradually, the scientist team developed a more collaborative relationship with at least a few
farmers.
The scientist-led model was initially better than the farmer-led model at supporting
inter-institutional linkages among researchers studying tomato. Continuing with this
emphasis on inter-institutional relations, CATIE/MAG–IPM facilitated a tomato research
coalition that improved linkages among researchers in government agencies, universities
and CATIE/MAG–IPM.
There were more institutional barriers to and more formidable organisational changes
needed for incorporating the farmer-led model into CATIE/MAG–IPM’s long-term
research programme. CATIE/MAG–IPM scientists had to be open to developing linkages
with other research projects, modifying their scientific culture and skills, and redefining
organisational goals and financing. In the first year of the farmer-led model, the farmers
experimented in relative isolation from other research projects supported by
CATIE/MAG–IPM. The scientists viewed the farmers’ study as unique and did not
consider its implications for other research decisions. None of the farmers’ decisions about
target pests or criteria for selecting technologies influenced experimental designs or data
collection in on-station or laboratory research. For the farmer research to have any impact
on the long-term research agenda, linkages needed to be developed to incorporate farmer
ideas, criteria and decisions into all organisational research stages.
A more dramatic organisational change was needed to modify the dominant scientific
culture and the scientists’ skills. The scientists’ previous training emphasised a detached,
controlled, systematic scientific method. In contrast, working with farmers required an
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openness to other methods and forms of knowledge. The scientists were trying to improve
their ability to produce effective IPM technologies by working with the farmers. Many of
them approached the process by assuming that the farmers needed to learn about the
scientific method rather than assuming that as scientists, they had to broaden or modify
their approach.
For the project to continue, the scientists had to be open to an interaction that allowed
for collaborative creativity by farmers and scientists. This change was encouraged by an
evolving focus on the way the researchers ‘did’ their science and how their attitudes and
beliefs influenced their creation of knowledge. Initially in the comparative study, the
scientists became most interested in how to encourage farmer participation, but as the study
evolved, they were increasingly aware that I was also interested in how they participated in
the process. This caused the team to reflect more often on their own choices and to question
the validity of their standard norms and methodologies for studying IPM problems. An
option for facilitating incorporation of the model would be to encourage scientists to spend
more time working and even living with the farmers. In the first years of IPM education,
young scientists are rarely required to work for a farmer in the production end of the
operation. Early in the formation of their ‘culture of science’, these researchers need to
develop an understanding of the farm reality and a research epistemology that includes
farmers and scientists working together.
Most scientists also needed to improve their interpersonal communication and project
organising skills (Cornwall et al. 1994). People can be trained to listen well and to
communicate their own ideas in a non-patronising way. Most scientists do not receive this
training in the course of their academic career; however, it is not difficult to remedy this
problem using workshops, seminars and behavioural modelling during research meetings.
Scientists working in the farmer-led model had to facilitate collaborative problem-solving
meetings with the participation of both farmers and scientists. Most IPM research requires
an individual who can work with other people and negotiate decisions. Initially, a single
individual trained in organising and facilitating groups can assist the other team members
in their research project, but eventually all of the scientists must be able to participate in and
facilitate collaborative research. There is little room in contemporary IPM research for the
classic isolated scientist working on one small problem. Most strategic and applied IPM
research requires interdisciplinary and collaborative problem-solving.
Institutional goals and budget had to be modified to support farmer-led research; an
active farmer-led research programme needed to be an explicit objective. Finally, the
researchers also had to ask themselves, ‘What’s in it for the farmer?’ Depending on the
project structure, farmers can gain new knowledge, decision-making influence over IPM
research, and links to government agencies and policy makers. However, farmer
participation can also be perverted into a slick ‘mining’ of farmers’ knowledge which
benefits the scientists tremendously but gives little in exchange to the farmer. If this
happens, it is a waste of the farmers’ time and can be discouragingly disempowering.
Farmers must demand a guaranteed level of commitment from the scientists before they
agree to dedicate their time and energy to IPM research. Once scientists make that
commitment, they have the moral obligation to see the project through to a mutually
satisfactory conclusion.
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The next four years
The comparative study of two models for technology generation influenced the personal
research of many scientists. It also influenced the way the CATIE/MAG–IPM team
developed its research agenda for future years. Each scientist had come to the project with
his/her unique history of research, and some had had substantial experience with on-farm
investigations. However, when they talked about their beliefs and understandings, they all
used different referents from different contexts. Their arguments were abstract or came
from singular experiences. After one year in the comparative study the scientists shared an
experience and evaluation of participation in on-farm research that allowed them to
communicate about the various advantages and disadvantages associated with each model.
They had been involved with these models within the socio-political context of Nicaragua,
and they could use their experiences to plan research in other crops. The comparative study
influenced the way these researchers choose to do science in Nicaragua.
After one year of the study, the CATIE/MAG-IPM team decided that a comparative
study was no longer necessary. The scientists decided to work with slightly modified versions
of the farmer-led research process. In several communities, they maintained the group
meetings, and in other communities, they focused on establishing strong collaborative ties
with one or two farmer/experimenters. The scientists also decided that the farmers were
correct in targeting whitefly and shifted tomato research emphasis to approximately 70%
time on whitefly and 30% on other disease and insect problems. In the scientist-led model,
the researchers had taken the cautious, safe decision to study Heliothis. They were following
a well established path for investigation that had dominated IPM research on tomato in
Central America for the past eight years. They ‘knew their bug’ and felt comfortable working
with technologies to control it. The farmers’ decisions in the farmer-led model really
jump-started the IPM research agenda. The farmers dramatically and boldly told the
scientists that they had to work with whitefly and must get started now! The scientists knew a
great deal less about whitefly biology than about Heliothis biology; they anticipated that they
would need ten to twenty more years of laboratory and experimental station research before
they were ready to talk with farmers. The farmers responded that they were already talking
about whitefly, and the scientists needed to work with them now to solve the problem. To
their credit, the CATIE/MAG–IPM team called together all of the national scientists
interested in whitefly research and other tomato issues.5 As a result, Nicaragua today has
one of the strongest research programmes on whitefly in Central America. A research
coalition co-ordinates investigation between government agencies, universities, NGOs and
farmer groups.
After five years, preliminary observations suggest that farmers indeed have become
involved with experimentation and research agenda-setting at many levels. They have
moved on to test other IPM technologies against whitefly. CATIE/MAG–IPM scientists are
working in the five major tomato growing zones. They are collaborating with 12 institutions
(non-governmental organisations, government extensionists, universities etc.) that are
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5. Many people had been working on whitefly problems and general tomato research relevant to their own
discipline or departmental mandate but there was very little co-ordination between researchers or
institutions.
working in 22 communities serving approximately 40% of the tomato growers. During the
past year, 35 farmers representing 14 communities gathered for a two-day seminar during
which they exchanged tomato production issues, experimental results and plans for future
studies. The farmers initiated and ran the seminar; CATIE/MAG–IPM scientists had a
minimal role in the event. As one scientist put it, ‘Tomato research has taken off. We’re only
a small part of it now’. The Las Cañas farmers host regular visits from farmer groups
interested in seeing the IPM technology and learning more about the experiments. In
addition, several farmers have participated in advisory committees for the Ministry of
Agriculture experimental station in the Sébaco Valley
CATIE/MAG–IPM is planning a formal adoption study for the coming year but one
scientist thought that all the farmers growing tomatoes in the five zones were adapting the IPM
technologies to control whitefly, and most of the groups were beginning experiments for IPM
technologies against lepidopteran pests. There is some evidence that the IPM technologies are
diffusing to other tomato growing regions. This year a Sébaco farmer hosted a visit to his
experiments by his cousin and other friends from the Leon region. The farmer from Leon
immediately set up a trial with the help of his cousin6 in Sébaco and is evaluating the IPM
technologies for another region. CATIE/MAG–IPM has continued its modified farmer-led
model for tomato research for the past five years. Based on their experience in tomato, they
also modified the farmer-led model for use in coffee and plantain research.
Advantages of comparative studies
within institutions for achieving change
Evaluation of options
Participatory approaches will vary depending on the culture, socio-political system,
ecosystem and/or technology. A comparative study provides research institutions, NGOs
and farmer organisations a chance to evaluate several options. Many times it is not clear
how, or even if, participatory methods will enhance a research programme. It is even less
clear which approach is the best approach.
Adding rigor to the debate
Studies also add rigor to the debate over participatory processes. A comparative study allows
the testing of many questions that are usually debated in the abstract or left unanswered
because we only have case study material that differs tremendously in content, context, time
and space. Social scientists need to push institutions to use their existing programmes to study
the research process and to learn something from the experience. Experiments (or even
quasi-experiments) can be established whenever a new project is started. In the Nicaraguan
study, some people questioned ‘using people as guinea pigs. If one way is better, the others will
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6. Farmers are spreading the news about the experimental process and IPM technology for tomato by word of
mouth and through family networks.
loose out.’ However, most of the time we do not know which way is better. Certainly one
would not test a method that did not obviously fit the culture or technology; but among the
possible options, there is still much to be learned. In addition, comparative studies appeal to
the scientific mentality. Such studies provide legitimacy within the scientific world for the
results and recommendations that emerge after a participatory process has been ‘tested’.
Allowing for differences in opinion
Studies do not assume that everyone has the same understanding of participation. Often
people that promote participatory methods assume that everyone else has the same viewpoint
or should, if they do not. In a comparative study, no one assumes a similar level of acceptance
or understanding of ‘participation’. It allows differences to emerge, opening a stage for
informed debate. This debate over participation within a particular institution will frame the
options that can be tested. For example, in the CATIE/MAG–IPM study I initially suggested a
comparison of the farmer-led model and a farmer/experimenter model with minimal
involvement by scientists. When the programme director heard the proposal he screamed:
‘What—go back twenty years! You want us to fund farmers experimenting on their own and
watch them go over the same ground we just covered in twenty years of research. Forget it!’ I
had not accurately assessed the different team members’ opinions about farmer involvement
in research. It became evident that the scientist-led model was a comfortable option for most
of the team and that a farmer-led model with scientist collaboration was the acceptably risky
next step. Institutions change slowly. In comparative studies, one needs to determine the step
for change that the group finds comfortable and then propose a comparison with another less
familiar option. The same is true for NGOs or farmer organisations that are uncomfortable
with scientist involvement in their research and development programmes. In this case, a
possible comparative study might involve only farmers using traditional processes to evaluate
technologies vs. several contracted studies done by scientists under supervision by the farmers.
Scientists using experiential learning
Comparative studies give the scientist team as well as the individual scientists a chance to
observe and evaluate themselves acting in different participatory modes within similar
constraints of time and space. Each scientist is given a period for experiential learning or
praxis within his/her own research programme; scientists learn about participatory
methods, not from classes or books, but rather from experience, the best teacher. They can
use this time to practice new forms of communication, the key in all participatory
approaches (Cornwall et al. 1994) and new roles. The co-ordinator, trained and adept in
participatory methods, can model new roles, from facilitation of decision-making meetings
to the conduct of collaborative experimentation.
Very importantly, comparative study experience permits individuals to take risks in one
option at the same time that they act in a more comfortable role in another option. From the
safe roles and responsibilities in the better-known option, the scientists develop greater
confidence in working on-farm with farmers. They can then move into the less familiar
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forms of interaction from a base of self-confidence—an extremely important attribute for
building the foundations for change.
Scientists reflect and act as individuals, but as a team, they can study themselves in a
process that allows for feedback and change. Periodically the team can meet to reflect on the
differences in the technology generation process, the forms of farmer involvement,
problems that need to be addressed, and the relative achievement of their goals. The farmers
can also evaluate the process simultaneously and provide direct feedback to the
scientists—not only about the technologies being investigated but also about the evolving
research relationship.
Change in behaviour produces change in attitudes
A comparative study creates a situation in which the scientists are going through a change in
behaviour. They are ‘doing their science’ in a different way, acting in a different relationship
with farmers. This new behaviour happens before any change in attitudes. In their
professional formation, many scientists may be resistant to participatory methods and the
involvement of farmers in what was traditionally a purely scientific domain. Often it is not
necessary to forge a change in these professional attitudes before an institution can change
its research processes. In many cases, a change in behaviour often leads to changes in
attitude rather than the reverse (Chambers et al. 1989). People will adjust their attitudes to
reduce the cognitive dissonance that results from behaviour and attitude contradictions.
Comparative studies can provide a safe place to practice these new behaviours long before
any attitudinal changes occur.
Creating legitimacy among other institutions
A scientist team that uses a comparative study to evaluate different models for technology
generation can defend their ultimate selection because they took evaluation of the
participatory process seriously. They can deflect the criticism that they merely tacked on
nominal farmer involvement to placate donors, colleagues in NGOs, or other forms of
external pressure. Differences of opinion about levels of influence and empowerment may
still exist but at least the institution is contributing to the debate with a well organised study.
Having different experiences with participatory methods also gives the institution
legitimacy with other research organisations and with NGO and farmer groups. Within
research networks, a group that has completed a comparative study can defend itself against
attacks from more conservative institutions that challenge their technology generation
process. They can say, ‘We have tested both methods, and in this country, with this problem,
the form of participatory technology generation process we selected is the best option.’ They
can also serve as an example to other organisations that want to enhance their participatory
processes. In another arena, scientists who have done a comparative study gain legitimacy with
NGOs or farmer groups that advocate participatory methodologies because they have real
experience working with farmers. They have demonstrated that they are open to new ideas
and change. The scientists are also better able to understand NGO goals and methods for
52 Social science research in IARCs
Nelson
research and development. They can establish a common experiential base from which they
can strengthen the links necessary for productive technology generation and transfer.
Gradual institutional change based on experience
A comparative study allows the institution to change in moderation as needs emerge from
real experiences. The organisation can make small changes with minimal risk in financial
outlay, staff time, or reputation by analysing the comparative study as a pilot programme in
the first year(s) and then planning changes that will improve the functioning of the
programme. The reflective nature of the study allows the organisation to analyse
institutional incentives and adjust them as needed. The scientist group can also use the
study as a source of information for research programmes in other crops, systems, regions,
or technologies without having to do the same study over again. One study may be enough,
or a more sophisticated study might be considered for a different context.
In all cases, the attitude of the project leadership is essential for the successful use of
comparative studies for institutional change. The leadership has to take the study seriously,
participate in the reflection/evaluation process, and be dedicated to using the study results.
The scientist team will be very involved with their own participation in the study and can
become cynical about possibilities for change if the institutional leadership does not take the
study seriously. Overall, the entire team must have a feeling of ownership for the study rather
than viewing it as something being done by an ‘outsider’ to evaluate the group. When the
leadership and scientist team own the comparative study institutional change is possible.
Comparative studies between organisations:
The Rockefeller Foundation’s natural resource
management programme in Mexico
The Rockefeller Foundation initiated a programme in Mexico in 1993 to support linkages
between NGOs, research institutions and farmers (Puentes 1994).7 The programme is
designed around promising field projects that organise themselves into a network for
promoting co-operation in research and development of models for science-based
agricultural and natural resource management. The overarching goal of the programme is to
demonstrate various forms of sustainable low-resource natural resource management that
are viable for Mexico. The fourteen projects selected for the programme illustrate the wide
range of cultural, socio-economic, and biophysical diversity of Mexican peasant agriculture
from the north to the south. Agro-ecologies vary from the dry tropics of Sinaloa to the pine
forests of the Oaxacan highlands to the humid tropical forests of Chimalapas and
Lacandona. The majority of the projects include indigenous communities. Some projects
focus on a few technologies for a specific crop while others focus on the planning and
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7. The following paragraph is a summary of the 1994 Programme Description and Progress Report produced
by Dr Ruben Puentes and collaborating project representatives.
management of an extensive community resource base. Universities, federal research
institutions, NGOs and farmers unions constitute the organisations in the network. All the
projects incorporate some form of research and development for sustainable natural
resource management.
In the first year of the programme (1993–94), the project representatives identified five
priorities. The network should strive to:
1. improve experimental designs and strategic research programmes
2. investigate the process of participation and empowerment of scientists and low-resource
farmers in research
3. serve as an instrument for exchange of ideas and information
4. develop network working groups on topics of interest and
5. facilitate project evaluation and develop a participatory evaluation process within the
network.
I joined the network in January 1994 as a social science advisor and as someone who
could co-ordinate inter-project studies. It was obvious that the projects had spent some time
documenting the biophysical system in which they worked and the technologies under
investigation, but very few projects had reflected about, much less analysed, their research
process. I proposed that each project begin a reflection/action process of self-analysis about
their research process: goals, philosophy, strategies, methods and techniques employed.
This comparative study of the research in natural resource management is a
participatory research project, not research done by an ‘outside expert’. All 14 projects are
involved in the first phase. In June 1994, the project representatives agreed to initiate ‘The
comparative study of research in natural resource management’ to accomplish several of the
previously mentioned objectives. They wanted to analyse how their own research processes
function, who participates in the various research stages, the strengths and weaknesses of
the different methods, and the effectiveness of certain research methodologies for work
within specific socio-economic and/or biophysical systems. To establish baseline
information in the first year of the study, each project team would write a case study about
their respective research process based on a common study guide that could be modified
according to individual needs. Two to three colleagues from other projects would provide
feedback on the initial document, and the project members could rewrite their case study
based on their colleagues’ opinions. In the years that follow, comparative studies would be
developed around themes that emerge from the case study data. At the end of the five year
programme, the network will be in a position to carry out a final comparative study of the
evolution of their research processes.
Case studies developed in a participatory reflective process are the preferred initiating
methodology because they can be used as research methods and project development
techniques. The case study investigation and analysis process had to comprise something of
value for each project on its own. With case studies, project members can use the interviews,
analysis and writing process to reflect about their past and present activities. This reflection
process can result in improved self-awareness, modifications in methods and improved
planning. As a research method, the case studies from 14 projects together form a data base
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for the participatory comparative study of research processes in the network for natural
resource management.
Each project has designed its own unique approach to developing its case study. I
provided a guide based on common topics that should be covered in the document, but
each project has its own methods for gathering information, analysing the data, and writing
the final document. In some projects, one individual has been selected to write the case
study with other members offering feedback on the final document. In other projects, I am
participating in a series of group discussions about each topic with the members of the
technical team. Each member will write a different section, with comments and revisions by
the other team members. In still other projects, the process is evolving: through interviews,
the farmers are documenting their perspective about investigation, the scientists their
perspective, and I as a ‘participant observer’ yet another perspective.
It is too early for results from the comparative study but individual comments on the
research to date are instructive. In every project people remark that they should be doing
‘this kind of reflection’ more often. Technical staff in NGOs say they never have time to
think about the research process because they are always functioning in a crisis mentality,
trying to make the few resources they have at their disposal meet the tremendous demand of
the communities where they are working. Scientists in the large research institutions say the
individualistic culture of the organisation blocks both work in teams and joint reflection
about research approaches. Farmer experimenters do not often distinguish between their
‘research’ activities and production activities. At this stage in the comparative study, each
project is getting to know itself better so that it can present its process to the larger group.
Advantages of comparative studies between
institutions for achieving change
Comparative studies between institutions do not have the same advantages as comparative
studies within institutions. Very rarely can one develop experimental designs; more often,
one must rely on the analysis of single cases and the detection of common themes between
cases. Project scientists or farmers do not experience different methodologies but rather see
their own methodologies in relation to others. They do not have the advantage of trying
something new or of gradually adjusting institutional incentives or goals.
Generating self awareness
Participatory comparative studies between institutions do have some advantages. Preparing
the case study for the comparative research allows a group to identify its methods, reflect
within team about these methodologies, and evaluate these methodologies in the
socio-economic, biophysical context of the project. This study of self is the first step toward
change. If researchers do not know themselves, they cannot achieve planned change: the team
cannot analyse where they have been, where they want to go, or how successful their research
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process has been so far, nor can they envision how they are going to reach their goal. Very few
of these benefits are likely to be achieved if the comparative study is done by an ‘outside
expert’. The team can use the final document from an expert as information, but they will
have failed to develop their own reflective process that can continue beyond the study.
Public discussion of methodologies
Comparative studies between institutions provide a space for scientists to evaluate their
own methodologies in relation to other work in the same field. They can learn about new
methodologies and perhaps shortcut their own testing of different methods given the
insights of their colleagues in other projects. Comparative studies also allow projects to
formalise their methods and present them to the broader public for critique. So many
research strategies and methodologies are unanalysed and unknown outside of the project.
Public discussion of methodologies permits critique, promotes change and adoption of new
methods and strengthens research programmes in natural resource management.
Common themes for future work
Comparative studies between institutions that include self-reflection, documentation of
methodologies and public discussion create a space for collaborative work on common
themes. Scientists who know each other—and who know not only the technologies or
ecosystems under study in other projects but also their process for research—have a much
better chance for successful collaboration. Scientists in many institutions often think that
the subject matter determines successful collaboration, similar crops or similar ecosystems.
In many cases, it is the research methodology and process that is more important than the
subject matter. Institutions that share similar visions of the best research strategy or
methods may have greater success in collaborative projects than those who focus merely on
similar crops.
Conclusion
The institutionalisation of participatory processes will likely not take place without external
and internal pressure. Comparative studies within institutions can serve as a viable
mechanism for creating the internal motivation for change. Though not as rigorous,
comparative studies between institutions also have some advantages for organisational
reflection. We need to increase the use of comparative studies to evaluate what participatory
methodologies will be successful in different cultural, socio-economic and biophysical
situations. We should not assume that any methodology will or will not work—be it
conventional, scientific or participatory. We need to take seriously the evaluation of
research methodologies and study our options. Very few institutions have arrived at the
perfect research process, nor will there ever be one permanent solution for all projects at all
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times. Institutions need to incorporate an evolving, reflective process that responds to the
dynamic problems and systems in which they work.
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Rural institutions and choice:
Alternative approaches to resource
access and allocation for technology
adoption in African agriculture
E.L. Crowley
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Introduction
Current and potential farm resource endowments that are mobilised simultaneously,
through different, inter-locked and nested institutions affect technology adoption at the
local level. Scientists link technological change with trends towards agricultural
intensification, yet the precise processes by which new technologies are adopted, modified,
or rejected, at any given stage, remain unclear. Some scholars emphasise farmer choice,
others stress socio-historical opportunities and constraints as the key processes guiding the
acceptance and use of new technologies. Technological forecasting depends on the ability of
scientists to make accurate judgements about farm resource endowments, as well as
assessments of realistic investments from farmers of time, labour, know-how and materials.
Farm resource endowments are commonly viewed as stable assets, yet focusing on
institutions that can provide a more realistic picture of resource flows, endowments, and
exchanges and a better basis for judgements about where and which technologies are likely
to be adopted. The key question is: ‘In what ways do institutions condition the acquisition
and application of labour and thus, influence farmers decisions to adopt, modify or reject
technologies?’ This author addresses the above question arguing that certain technological
changes require accompanying rural institutional arrangements and institutional change in
order to be effective. In other words, a mismatch between technologies and rural
institutional environments can impede the technological innovations, which facilitate
economic growth. Technological change and institutional change must go hand in hand.
This paper focuses on labour and presents a preliminary conceptual framework for
analysing how farmers allocate resources to agricultural enterprises and new technologies
while providing an intermediate focus on some of the rural institutional factors, which
shape how resources are applied to new technologies. I focussed on labour because it is a
resource which has been particularly difficult to characterise, yet is crucial to paradigms of
agricultural intensification and technology forecasting. Institutionally based differences in
labour endowments influence both the historical patterns of land and natural resource use
and the ways social groups respond to new opportunities, including new technologies.
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Choice and control: Alternative approaches
Agricultural research on farm resource endowments and technology adoption usually
employs one of two analytical approaches, which might be called the ‘choice’ and ‘control’
schools. These approaches are guided by scientists’ perspectives of the relative importance
of choice and control as the basic motivations, which determine farmers’ behaviour. Actual
motivations usually fall somewhere on the continuum between the extremes of choice and
control (Stein and Wilson 1993). Rational choice theorists tend to focus on the choice end
of this continuum, seeing technology adoption as being fundamentally an outcome of
individual or, in farming systems research, household decisions. Technology adoption is
viewed, essentially, as an act of individual farmers who, guided by incentives in the
environment, attempt to maximise outcomes. Representatives of this school assume that
the preferences of multiple individuals may be aggregated up to reveal a spatial area in which
a particular technology is likely to be adopted by a significant section of the population.
At the other end of the spectrum, theorists in political economy, such as those using
dependency theory, tend to focus on control, domination, and relations of force. In this
perspective, class relations and historical power structures determine which social groups
adopt or reject agricultural technologies. For example, newcomers or recent immigrants in
populated African frontiers (Kopytoff 1987) would be unlikely to adopt oxen plows in the
short run because of limited access to land, which both reduces the need for a technology to
prepare large expanses of land and the possibility of sufficient grazing resources to support
oxen. Weaker representation of recent immigrants in local meetings with extensionists
would also mitigate against their adoption of this technology or even public expression of
their technological preferences. Thus, historical power relations essentially compel the
adoption or rejection of technologies among social groups and subgroups in this paradigm.
Some researchers of farming systems have combined this perspective with choice theory, by
regrouping farms into typologies according to similar assets, to take into consideration some
of the class-based influences on technology adoption decisions. However, as some scholars
have shown (e.g. Peters 1986), such typologies often obscure the networks, which crosscut
resource-owning categories and enable individual households to operate within each
‘recommendation domain’ (Peters 1986).
A theoretical middle ground: New institutional
economics
Despite their obvious shortcomings, these two perspectives underlie most
technology-oriented social science research in agriculture. Political economic theorists
would argue that the focus on decisions is a convenient simplification of the social forces
which propel technology adoption and is incapable of explaining group dynamics
diachronically, while rational choice theorists would argue that the focus on macro-social
relations negates the power of individuals to control their own destinies. Clearly, the
realities of human behaviour, including technology adoption, lie somewhere between the
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alternative extremes. In fact, behaviour in most agricultural societies appears to be guided by
both choice and control factors.
Some advances in establishing a theoretical middle ground have been made by the
economists, political scientists, anthropologists, historians, and sociologists in the school of
New Institutional Economics. As the name implies, institutions are central to the approach.
An ‘institution’ may be defined as ‘the rules of the game in a society, or more formally,… the
humanly devised constraints that shape human interaction [and]… structure incentives in
human exchange, whether political, social or economic… (North 1990).’ More concretely,
institutions consist of formal rules, informal constraints and enforcement. This broad term
incorporates social groups and categories, which may be important to distinguish in future
analyses. These have been formally defined as colleges, commissions and corporate groups
(Smith 1974). Institutional analysis has the advantage of being able to focus on the
relationships between institutions, ideology, organisations, bargaining power and
individual choice, which are usually treated as exogenous to models of agricultural change.1
New Institutional Economics has focused mostly on the ways in which market relations
are mediated by institutions, which create or reduce transaction costs, rather than on
questions of technology adoption. Nevertheless, some study has been made of property
regimes, natural resource management and irrigation systems (Ostrom 1990; Schlager and
Ostrom 1991; Thomson and Tall 1991; Ostrom 1992). These include the development of a
framework for analysing institutional incentives in community forestry (Thomson 1992)
and an irrigation institutions and systems database (Ostrom 1992), which has been used by
some International Agricultural Research Centres (IARCs). Although institutional analysis
still suffers from many of the shortcomings of neoclassical models of the rational actor (see
Stein and Wilson 1993), it nonetheless provides an interdisciplinary framework that helps
to explain a ‘situational logic’ behind the strategies of farmers at particular points in time
(Peters 1993). Rather than providing a critique or extension of the New Institutional
Economics approach, inspiration from the analytical focus and precise terminology
developed in this school might offer insights useful to research on technology adoption.
Specifically, a methodology for analysing how institutions affect farm resource endowments
and farmer abilities to expand and contract them might help us to understand some of the
key constraints to technology adoption.
Problems of employing institutional analysis
in farming systems research
While the significance of institutional relationships in shaping rural resource endowments
and objectives has been an important focus in anthropology for almost five decades (e.g.
Richards 1939; Gluckman 1941; Fortes et al. 1949), rural institutional environments are
often ignored in farming systems research. The reasons for this are three-fold. First, as has
already been mentioned, institutions are usually treated as exogenous and, like tastes and
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1. Endogenous variables in land use change models (e.g. van den Bergh 1991) generally include physical
environment, population, technology, relative prices, and sometimes distributional effects.
preferences, are usually considered to be constants and have little bearing on technology
adoption. Secondly, since institutions are locally variable and complex, their study poses
methodological problems for agricultural research. Particularly, the problem of
extrapolating that results from one field site to a broader ‘land use system’, becomes a
sufficient pretext for rejecting these variables from characterisation and analysis of land use
systems. Finally, institutions are crucial, yet intangible. Farmers are rarely experienced in
analysing their social environments in terms of institutions and institutional relationships.
Before a survey of institutional arrangements affecting farm resource endowments can be
conducted, farmers must often become familiar with this level of abstraction, and think
through on a case by case basis, to provide their own rather subjective analyses of
institutional arrangements. Furthermore, even when institutional relationships are widely
recognised, farmers may attempt to disguise the institutional relationships in order to
present their ideal structures, rather than their actual functioning.
Instead of being treated as deterrents to analyses of rural institutions, these ‘problems’
could be taken as opportunities for exploring new areas of research. As New Institutional
Economics has shown, there is considerable room for developing an interdisciplinary
analytical framework within which disciplinary assumptions and foci can be easily
co-ordinated. Secondly, at least some of what is dismissed as site-specific data may, in fact, be
amenable to generalisations at other scales. Clearly, there is an urgent need to develop a
common terminology and theoretical framework for understanding institutional
influences on land use and technology adoption. The new institutional usages of incentives,
constraints, and outcomes are an important step in this direction.
Evidence that certain types of generalisations are possible comes from theoretical and
methodological advances in land tenure studies. This work shows how institutional
constraints and opportunities under different property regimes affect long and short term
investments in land. Many of the institutional variables which are encompassed in this
framework (e.g. incidence of disputes, incentive structures, rights of exclusions and transfer)
were once considered to be difficult to extrapolate, but are now widely accepted in
development and policy circles. The existence of these cross-site comparative variables may
be less a function of any inherently generalisable quality of the variable, than of the
availability of sufficient cross site data to categorise them and demonstrate at which level
they apply.
The importance of labour in African agriculture
and technology adoption
Labour is perhaps the most important resource in African agriculture. Not only does it
enable farmers to exploit their holdings, but it also permits the mobilisation and application
of other resources (capital, water, organic matter etc.), which are crucial to agricultural
production. For over three decades, students of land use change and agricultural
intensification have recognised that labour, and particularly returns to labour, are key in
explaining why and when technologies are adopted (Boserup 1965; Gleave and White
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1969; Grigg 1974; Ruthenburg 1980). The relationship between labour and technology
adoption in one common agricultural intensification paradigm is illustrated in Figure 1. In
this paradigm, changes in labour inputs and returns, that is, input per unit area and output
per person hour, are key both to technology adoption and to land use change.
As the returns to labour argument suggest, labour is the application of physical energies
to the work of production. Labour consumes time, and is generally not a sufficient end in
itself, but performed for the sake of a product. These two characteristics, time and the
product for which it is performed, are usually the bases for measuring labour. The
relationship is usually described as ‘output per man hour’.
The problems in our understanding of how labour constrains or facilitates technology
adoption centre on inadequate methods for evaluating three areas: labour requirements or
inputs, returns to labour and labour availability. After a brief discussion of the problems of
evaluating labour inputs and returns, I focus on labour availability. Through an analysis of
rural institutional environments and labour flows, I attempt to provide a better
understanding of the institutional constraints to the availability of the resources needed to
adopt new technologies.
Evaluating labour inputs
The first reason that labour becomes a constraint to technology adoption is because
scientists have inadequate methods for assessing the inputs required for ‘labour saving
technology’. Inappropriate methods lead scientists to underestimate these requirements, so
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Increased labour input/area Decreased output/person hour
New technology adopted
Increased demand for arable land
Soil fertility declinesFarm size declines
Increased demand for foodPopulation growth
Figure 1. Labour in the paradigm of agricultural intensification and technology adoption.
that returns to labour of the new technology are actually higher compared with existing
practices. This is a very common error and there is an urgent need to develop labour
requirement profiles which make explicit the types of labour investments required for a
technology and the institutional arrangements they entail.
Both sides of the ‘output per man hour’ equation are problematic. Person hours of
labour are difficult to measure or standardise. First, labourers differ in the amount and
character of training, degree of skill, intelligence, capacity to direct their own work and
technical efficiency. Secondly, person hours of labour alone cannot grasp the differences in
the types of tasks, which are intimately linked with farmer incentives to provide labour.
Some tasks are more irksome than others, even though they take the same time to complete.
Also, solitary labour may have proportionately lower returns and higher costs than more
entertaining group labour. Clearly, labour is effort, and a function of the task performed,
not just time.
Evaluating returns to labour
The second major reason that labour becomes a constraint to technology adoption is that
new technologies are often designed in such a way that the labour inputs required are
disproportionately greater than any benefits the innovation can provide, in most land use
systems. For example, except in the densely populated highlands of East Africa and a few
other areas, the labour costs of intensive manure production and mulching, may be
inefficient on large areas, compared to the alternatives of simple manuring, fallows,
rotation, intercrops and small quantities of fertiliser (McIntire et al. 1992). Thus, the other
side of the output per man hour of labour formula also presents problems, as measuring
labour by the quantity and value of the product it yields is not always straightforward.
Assessments of returns to labour in inducing technological change and adoption are
often based on the assumption that the people who get the returns are also the farmers who
provide the labour. However, in many cases, the actual yield, or a large percentage of it, does
not go to the one who worked the land at all.
Another common return to labour is social status. Offsprings of farm families in many
parts of Africa attach higher status to semi-skilled or salaried employment than to
agricultural labour, making it difficult to entice segments of resident populations into
agriculture, even when they are earning only meagre salaries. Similarly, Tuareg of noble
descent in Mali consider pastoral activities to be appropriate, and manual labour, including
agricultural labour, to be unfit for people of their high status (Cisse 1980).
Labour outputs are also measured in terms of opportunity cost, that is, by reference to
other possible products that might have been secured by means of the same labour, or other
uses of time given to labour. Opportunity costs vary greatly depending upon the individual
and his/her status. The cost of labour for males who are also responsible for political
activities, where these are given higher value, may be greater than for females. The
opportunity costs of agricultural labour are often closely associated with timing of activities.
Early planting, for example, which requires the ability to mobilise labour at key moments,
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may produce higher yields per unit of labour than later planting. This inter-temporal quality
of labour returns makes fixed measures for labour particularly difficult.
Evaluating labour availability
The third reason that labour constitutes a constraint to predictions of technology adoption
is that labour availability in target areas is often inaccurately assessed, or targeted farmers are
unable to mobilise the type of work force required to make the technology work. Since
assessments of availability are key not just to labour, but also to other resources, this section
explores some of the major ways in which labour availability is determined and the problems
with these methods. I argue that population indicators and even levels of unemployment are
inadequate for determining labour availability. An analysis of institutional means of access
to labour should help to reveal some of the constraints farmers face in mobilising this crucial
resource.
Many scholars believe that labour availability is particularly important and determinant
in African agriculture, because historically low population densities in most of the
continent have made labour more scarce and valuable than elsewhere in the world.
Similarly, scholars commonly equate population movements with labour migrations, and
assume that less labour is available in the origin and more in the target zone, regardless of
whether or not studies have been conducted on migrant population activities in either site.
In farming systems research, scientists implicitly assume that labour availability for adopting
intensive technologies increases as population increases. All of these lines of reasoning
suppose that population densities indicate labour availability. Clearly, in many contexts,
population density alone is an insufficient measure of labour availability (Boserup 1981).
Nevertheless, this population density–labour availability equation insidiously suffuses
many levels of agricultural research and raises the question: ‘what approach might be more
appropriate for determining resource availability for technology adoption? Institutional
analysis of resource endowments provides some crucial insights into this question.
A rural institutional environment
Rural areas in Africa are organised around a myriad of nested and overlapping institutions.
Some abstract institutional relationships have tangible counterparts: organisations.
‘Organisations’ are created when people group themselves together to achieve some
common objective. Most have rules of formal membership, control over a set of resources or
an estate, and a defined range of affairs, which usually requires meetings or communication
among members, however sporadic.
One typical rural institutional environment is depicted in Figure 2. The upper half of
the figure presents mostly formal organisations, while the lower half are more intangible
and temporal institutions. The figure shows that, in addition to such organisations as
watershed management committees, village associations, households, and marketing
co-operatives, familiar to most researchers in agriculture, there are numerous other longer
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standing organisations in African rural landscapes. The most common are those in which
membership is determined along the principles of descent (e.g. lineages, clans), of seniority
or age (e.g. age sets and grades, title associations), of territorial residence (e.g. wards, village,
chiefdoms), of religion (e.g. church groups), of gender (e.g. women’s groups), or along some
combination of principles (e.g. domestic units, initiation societies).
Furthermore, contrary to common wisdom, many of these rural organisations are
directly or indirectly involved in the mobilisation of resources for agricultural pursuits. The
arrows in the illustration depict some of the resources that a select number of these
institutions commonly control. Despite this focus on agricultural functions, the ranges of
action and objectives of most institutions are much broader. So, for example, distinctions
among lines of descent (e.g. lineages, clans) are logical divisions not just for organising
labour, but also for structuring landed holdings, support in disputes, social reproduction,
and political action.
Many of the institutions shown in the illustration are interrelated and affect each others’
resource endowments. Members of domestic units both supply and receive labour from age
grades, wards, and reciprocal labour groups. In areas where reciprocal labour groups are
common (e.g. Mali, Guinea-Bissau), domestic units with larger numbers of members may
have exponentially higher and more stable labour endowments because of the abilities of
multiple members to tap into these diverse groups. For example, the major basis of
stratification in Bambara and Minyanka villages is the size of the residential patrilineage
(van Dusen 1979; Toulmin 1986). Larger groups have the advantage of a more complex
66 Social science research in IARCs
Crowley
Figure 2. Relationships between institutions and resource endowments.
internal structure, with networks of cross-cutting institutions, which allow them to
minimise conflict of interests between members. Because of greater availability of labour,
they have time to dedicate to more diversified activities that provide income, thus reducing
risks to overall income of the residential lineage, even with migration. They produce a
greater surplus, which can be reinvested in productive assets. Larger groups are also less
vulnerable to illness or death of one of their members.
What is clear from the illustration is that domestic units almost always relate to a
number of other institutions, presenting members with an array of institutional choices of
where resources might be obtained. Also, while most scholars from African or Western
industrial nations intuitively recognise that households are not ‘unitary, neatly bounded
units’, researchers do not translate this recognition into any modification of the household
model, or into methods more able to take full account of the multiple intra-household aims
or inter-household linkages (Peters 1986). Although scientists preoccupied with other
aspects of technology development and adoption tend to dismiss these micro-level processes
as ‘detail’, there is ample evidence to suggest that a better understanding of them is crucial to
accurate assessments of the ‘when’, ‘where’ and ‘whom’ within which technological
packages or their components are actually adopted.
Resource availability, access and allocation
This institutional approach has revealed some of the problems with the assumptions of
choice theorists who depict technology adoption as a household decision, which optimises
benefits from a situational array of technological alternatives. Nevertheless, the existence of
alternative sources of resources as options for supplementing individual and production
unit endowments are distinct from farmer rights to the resources and their abilities to
mobilise them. These distinctions are important and merit closer examination, in order to
solve the labour enigma in technology adoption. The distinctions between ‘availability’,
‘access/entitlement’, and ‘allocation/operative control’ are illustrated in Figure 3.
Availability vs. access
As was shown in the preceding section, ‘availability’ in agricultural research usually refers to
the physical existence of a resource in an environment. Characterisation studies usually
estimate labour ‘availability’ through synchronic surveys of population densities or
numbers of household members. However, even if a household contains twelve potentially
active males, junior males in the household may not be entitled to or have rights of access to
this labour, as Figure 3 suggests. In fact, in some systems farmers are only entitled to a small
portion of their own labour. For example, junior Minyanka farmers in Mali are usually
allowed only to cultivate on personal plots (djonkani) during evenings and during two days of
the week (Jonckers 1987). The rest of the time, they are expected to cultivate jointly with
other domestic unit residents on a common plot (foroba).
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In order for a farmer to have access to labour (or other resources), even in his or her own
household, the farmer must have a formal or informal juridical basis to claim the resource.
This normative or juridical right of access to a resource is known as an entitlement (Sen
1981). A farmer’s labour entitlement is the set of labour resources in the institutional
environment, over which he/she can establish a juridical or normative claim.2 The
importance of entitlements has been made hauntingly clear in Sen’s work on the Bengal
famine (Sen 1981), in which he illustrates how the collapse of entitlement systems provoked
food shortages and eventually the starvation of some three million people.
The problem of rights being neither homogenous nor evenly distributed across society
or even within households, and the value of an analytical segregation of social categories
along these lines to illuminate structural constraints, have been clearly demonstrated in
gender studies and studies of inter- and intra-household processes (Moock 1946). Seniority
and descent are just two of the criteria around which entitlement to resources and factors of
production are often structured.
Labour access becomes an important explanation for labour shortages for technology
adoption in agriculture because in many areas, certain groups have easier access, or greater
juridical authority to dependent hamlets, or slave labour, for instance, than other groups.
Because of such differences in entitlements, members of genealogically senior domestic
units, like senior farmers, may almost always have sufficient labour supplies, while junior
households and farmers, may almost always suffer from labour shortages.
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Figure 3. Access and allocation of information of institutional resources.
2. Although labour is the resource studied here, information about resources, which feed decision making is
often also structured by institutional entitlements.
Access vs. allocation
Juridical or normative entitlements only provide part of the picture, however, since access
(juridical possibilities) and allocation (operative control) over resources are distinct, as
shown in Figure 3. Allocation may be defined as ‘operative control’ (Sen 1981) over labour
or the ability to acquire and manage a given resource to a specified end or use. This ability
often requires bargaining power and cultural and management skills. For example, a senior
female of a farm household may have juridical rights of access to labour in that household,
but this right receives low priority in relation to the claims of senior males to the same labour
pool. Because of this low priority, she lacks the ability to acquire labour from the institution
when she needs it. Allocation, in essence, is what permits the ‘mise en valeur’ of the landed
resources to which farmers are entitled.
From a farmer’s perspective, the main requisite to labour allocation is the ability to
maintain and service those institutional ties capable of providing the resource. This
‘servicing’ usually requires some investments of time, labour, information, cash, or other
resources. Such investments are aimed at establishing priority over others within the
institution. In order to make these investments, farmers must have some control over
another set of resources. For example, farmers wishing to obtain church group labour
assistance during peak periods may need to invest time on Sundays in their church groups.
In short, the ability to increase priority status within an institution or to inspire timely
allocation of institutional resources requires a certain bargaining power.
While wealth can improve a farmer’s negotiations within an institution and thus, the
probability of operative control, it is not enough to guarantee labour allocations. Migrants
who return to their home villages after having accumulated resources and resided abroad for
many years, often need to invest a good portion of these resources in validating their social
memberships and statuses, in order to obtain some operative control over institutional
sources of labour. Alternatively, Manjaco migrants to France regularly invest large amounts
of money and time to service institutional relationships in their homelands. Even after
having lived abroad for the better part of their lives, these men continue to return to
Guinea-Bissau to undergo the painful and costly initiation and circumcision ritual at 30 or
40 years of age. Without the status and legitimacy that the rite affords, they would be
considered permanent social juniors and never acquire the allocation and bargaining power
that would enable them to mobilise the rural labour resources needed for survival during
retirement.
Disregard of the required investments in institutions can serve as a constraint even in
the acquisition of hired labour, where free markets supposedly reign supreme. Studies in the
West Indies (M.G. Smith, personal communication) have shown that even in areas of high
rural unemployment, coffee growing farmers, who employ hired labourers, may experience
labour shortages even when offering competitive wages. In these areas, a farmer with money
is unable to obtain hired labour, if he/she does not respect the social norms which require
that he/she participate in the work and provide home cooked food, norms considered
essential if a worker is to sell his/her labour to another without loss of status.
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Farmers sometimes hire labour because they have been ineffective in servicing
institutional ties, and are, thus, unable to tap into these sources of labour. Hired labour may
also provide greater certainty of investments, in that the ill-defined, but regular investments,
which other rural institutions require, do not always guarantee priority among contesting
claims for the same labour pool. Alternatively, the opportunity cost of doing work oneself
may be too great for ‘farmers’ earning income from salaried employment.
Thus, the labour required for technology adoption is not simply a question of
availability, measured in terms of population density, people not otherwise employed, and
purely economic assessments of opportunity cost, but a negotiated process, intricately
determined by cultural practices, social norms, status, entitlements, and political and
economic leverage. In essence, the entitlements, which structure resource acquisition
possibilities, and the timing, managing and control of resources are part of a negotiated
process.
Possible field methods for institutional analysis
of farm resource endowments
Institutions do not correspond neatly to any single scale, but rather to supra-farm or
inter-village linkages. Much of what goes on on-farm is because of supra-farm rationales and
institutions, which cannot be captured exclusively by on-farm surveys, unless certain
institutional questions are incorporated. Since these relationships are crucial to resource
endowments and potentials of units at each scale, they should not be ignored. Indeed,
without an understanding of these relationships, it would be difficult to assess ‘domestic
unit endowments’ as anything other than fixed assets. These supra-farm linkages may
someday prove to be a useful mechanism for associating and shifting between scales of
analysis.
The cross-cutting nature of institutions is, however at present, somewhat of a deterrent
to institutional analysis at the farm level. One way to overcome this is to adopt, as one
analytical focus, the tangible, corporate, and physical manifestations of some of these
abstract relationships: organisations. Lists of organisations in an area, criteria for
membership, the benefits they offer and the investments they require, might provide a
useful indication of alternative labour sources.
Extensionists in Kenya, for example, are increasingly working with women’s groups in
the belief that they will reach a cross section of the population that is normally
disadvantaged because of gender status. It might be useful to examine how these groups are
constituted, for they may not always be composed of the disadvantaged members that they
seem. Who becomes a member and who does not? How have they evolved and what
resources do they control? How do they regulate the affairs of members and what powers of
enforcement do they have? What types of activities can they realistically be expected to
manage, and which ones are beyond their competencies? How are they related to other
social organisations and to what extent are their resource endowments conditioned by these
relationships?
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Focusing on organisations, however, cannot provide the whole picture. Patron–client
relationships (land grants, patronage), matrilaterally based kin assistance in patrilineal
societies, particularistic relationships (e.g. nepotism), and joking relationships tend to be
slippery institutions. Many important institutional relationship, such as strong, but
unorganised social sanctions against farmers who dam a stream and divert water used in
other areas on to their plots, cannot be grasped by this focus, if no formal watershed
committee or water management organisation exists.
Inquiring about procedures contrary to existing technological practices might be one
simple technique for identifying the institutions and sanctions underlying current resource
endowments, farmer rationales for maintaining and servicing these linkages, and some of
the problems that might arise in applying new technologies in a similar set of circumstances.
Another method for obtaining data on institutions is by performing a wealth ranking
exercise, and analysing bases of differences between categories. For example, in a wealth
ranking exercise in Kabras (Western Kenya), all eleven farmer groups contacted identified
oxen numbers as one of the critical differences in farm productivity (Crowley 1994).
Wealthier households were distinguished from middle and poor households on the basis of
whether they possessed full (four) or partial (one to three) oxen teams, or no oxen. The
reason this was crucial, farmers explained, was that it influenced land preparation and thus,
planting time. Wealthy farmers could plow their fields when they wished, while middle
strata farmers had to combine with other farmers to create full team, slightly delaying some
operations. Poorer farmers had to plow by hand or wait until others had finished, to borrow
oxen plows. Two institutions were important here: (1) the ad hoc combinations of farmers
which permit plow and oxen sharing and (2) the patron–client relationships and rental
contracts which permit temporary transfers of oxen teams. Additional information about
these institutions can be acquired through questions about mobility between wealth
categories and by investigating the rules governing duties, obligations, liabilities, and
exposures of the institutional actors involved (see Thomson 1992 for another method).
Another challenge in agriculture research is to come up with more accurate measures of
labour costs, outputs and opportunity costs. In assessing returns to labour, scientists might
consider eliciting indigenous evaluations of labour efficiency. Scientists in agricultural
research also need to make explicit the labour requirements that new technologies involve.
Furthermore, different types, timing, and structures of labour are best satisfied by different
types of institutions.
Finally, because of the uneven distribution of rights across society, analysis of labour
flows could yield important insights into the structural constraints to labour entitlements.
Because the value of human effort varies from society to society and from social category to
social category; labour contributions tend to flow asymmetrically between statuses.
Nonetheless, although often unequal, there is usually some concurrent flow of resources in
the opposite direction, such as bride-wealth payments, security, credit, favours, or
respectability. In addition to providing a sense of who contributes and who obtains labour
regularly, an analysis of resource flows may also reveal which farmers are most likely to adopt
technologies under existing institutional arrangements and which are most likely to benefit
from the technology.
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Institutional change and technology adoption
Agricultural and natural resource management systems are intimately associated with
specific institutional configurations. Rural institutions in transhumant pastoral areas of
West Africa tend to be decentralised and flexible in order to allow livestock free-ranging
access to a spatial area of natural resources that fluctuates over time. In adapting to a
changeable environment, the advantages of access to diverse resources outweigh exclusive
access as the major management consideration. Among the Tuareg, for example,
transhumance units permit the movement of entire families with their herds. Small,
detachable and mobile herding groups, cattle loans, and exchanges of priority rights to
pasture lands are some of the institutions which have facilitated the availability, access, and
allocation of labour in these production systems over the centuries.
In contrast, agriculture in more stable ecological conditions appears to require a
minimum permanent labour force. Among the Bambara, for example, the ability of
compounds to respond to new opportunities and to improve their standards of living
appears to be dictated by labour power as measured principally by family size. Households
with many able bodied members have access to a wider range of income-earning activities
and are able to rely on their own labour for acquiring capital and labour assets (e.g. well and
granary construction; winnowing millet to purchase cattle; acquiring wives to produce
larger families; benefiting from age grade labour). Those with fewer able-bodied members
have fewer opportunities to earn wages, less money to invest, and thus spend more of their
cash income on basic food supplies. Thus, in contrast to pastoral groups for which
sub-household divisions are a regular feature of seasonal activities, among the agricultural
Bambara, household splitting may produce more equitable intra-household distribution in
the short run, but threatens the long-term security of production units by reducing their
labour allocations. Compounds, which are able to remain unified over time and increase
their labour power accordingly also have a greater chance of accumulating wealth in the long
run (Koenig 1987a, b).
These institutional differences highlight some of the problems that pastoral groups
encounter in adjusting to sedentary production systems, such as resettlement programmes.
Whereas the small social groupings that characterise nomadic institutional environments
are well adapted to the exigencies of seasonal movements, the nomadic conjugal family
tends to be smaller than that of sedentary peoples and so often lacks the labour power
necessary to cultivate agricultural lands, particularly when these are already of secondary
quality (Cisse 1980). At the same time, the very institutional characteristics of labour that
mitigate against successful agricultural pursuits make possible the highly mobile and
transient labour force of the Tuareg.
Given the intricate ways in which rural institutions condition access to the resource
endowments that farmers need to farm and manage natural resources, it is clear that certain
changes in the natural resource base or in the technologies used in farming would require
accompanying changes in the institutional environment (Crowley 1991). The importance
of the ‘fit’ between new technologies and the institutional environment is clearly
demonstrated in water control schemes. A new technology, irrigation, introduced under
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the Office du Niger, permits permanent cultivation along the banks of the Niger River in
Mali. However, the technology was introduced in an institutional vacuum. New institutions
had to be created. Water control committees have been developed to ensure that settlers use
the water and irrigated lands in ways that would not undermine the long-term interests of all
users. The imposed institutions have never been able to function properly because their
rules conflict with the risk reduction priorities of farmers, who prefer to diversify crop
production along the edges of the scheme and follow their own post-harvest distribution
principles.
Matching technologies to institutions
Different technologies require different institutional environments. New technologies
must fit not just within the physical environment, which most biophysical scientists
recognise, but also within more variable, and specific local institutional environments.
Figure 4 sketches the differences between the two institutional environments, in reference
to the earlier case contrasting transhumant pastoral and irrigated agricultural systems. The
figure shows that unlike the decentralised and transient bases of pastoral systems, irrigation
systems commonly require fairly centralised, hierarchical management bodies to govern
and co-ordinate the interests of diverse users with competing short-term objectives for the
sake of common longer term objectives. When the centralised institutions which support
this technology disintegrate, the continuity of the production system may also be in
jeopardy. The decline of tidal rice cultivation in Manjaco areas of Guinea-Bissau can be
attributed to the decline of the chieftaincy under colonial rule, and the control this
institution had over the timing of agricultural activities and the mobilisation of highly
organised forms of collective labour.
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Figure 4. Institutional foundations of technological change.
Indeed, sometimes rural institutional change may be a precondition for technological
change. One example of new or transformed rural institutions is co-management
arrangements in which a mix of state and local institutions manage the use of large-scale
resources, such as forests. Certain technologies also appear to induce institutional change.
Bambara food and cash crop production, for example, require and engender slightly
different institutional bases and increased cash cropping is often associated with the
tendency towards greater financial and social independence of juniors. The ability of
Bambara compounds to respond to new opportunities and to improve their standards of
living appears to be conditioned, in part, by institutionally based variations in labour
endowments. Indigenous co-operative farming networks are threatened when labour is
taken away from the staple food crops and dedicated to commercial or specialised
agricultural production or pastoral activities. In contrast, crops that can be grown by anyone
tend not to disrupt co-operative farming networks (van Dusen 1979).
However, new rural institutions, as all institutions, entail costs. The economic costs of
setting up a committee to improve watershed management and encouraging people to
participate are, nevertheless, hardly less concrete and measurable than estimating the costs
of earth moving equipment. Since technological change has been conditioned, facilitated,
and quickened by institutional change, new tools to measure these costs would be
invaluable. Fan (1991), for example, has shown how institutional changes affecting resource
allocation and the transaction costs associated with decision-making have yielded a greater
increase in agricultural productivity than technological investments in China. This work
corroborates the findings of some scholars in new institutional economics who have shown
that ‘economic growth comes not merely from technological change, as has been the
emphasis in most neoclassical analyses, but also from institutional change, particularly by
the reduction in transaction costs’ (Ensminger 1992).
Conclusion
International Agricultural Research Centres (IARCs) spend millions of dollars each year
generating improved technologies to alleviate rural poverty in the developing world. Yet
farmers often fail to adopt these technologies, and modify them in ways that significantly
reduce their potential agronomic value. Understanding why this is so has been the focus of
almost two decades of socio-economic research at the international centres. Most
explanations for technology rejection centre around two general causes. One is that the
initial characterisation and diagnosis when planning the research inaccurately assessed the
priorities, problems, and constraints of the farmers. A second common explanation is that
farmers were not given enough incentives and support to adopt the technologies.
This paper has presented a third possible explanation, which is frequently overlooked.
This is that technology adoption is governed by farmers’ abilities to stake claim to and
negotiate with the multiple institutions to which they belong, and through which they gain
access to, and make use of natural, financial and human resources. This interpretation
focuses on the ways in which new technologies fit into local institutional environments and
respond differentially to the land, labour, capital, knowledge and other resources, including
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culture, which they control. After providing some background on a conceptual framework
being developed, the paper draws on examples from West and East Africa, to illustrate how
institutions shape access to and allocation of the resources required to make technologies
work. It concludes that certain technological changes require accompanying rural
institutional arrangements and institutional change in order to be effective. A mismatch
between technologies and rural institutional environments cannot only slow economic
growth, but also impede the technological innovations, which facilitate this growth.
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Introduction
There exists a general agreement among most authors on development issues that
sustainability within the context of agricultural development refers to the maintenance of
long-term productivity. By and large, two important factors have influenced the evolution of
this new development concept and our concern for it. These are: environmental
degradation (or the deterioration in the quality of the natural resource base), and
uncertainties concerning improved technologies.
There is anecdotal evidence that the quality of the natural resource base in many
developing countries is deteriorating because of resource mismanagement. One of the
major types of resource degradation that has drawn much attention is land degradation
resulting from soil erosion, deforestation, overgrazing etc. There is no doubt about the
negative effects of these factors on future agricultural production as confirmed by recent
empirical findings in sub-Saharan Africa (SSA) (Stocking 1986; Ehui and Heertel 1989).
However, mainly because of methodological problems, explanations are rare concerning
their direct and indirect impact on agricultural productivity. This has sometimes led to
contradictory or conflicting reports—for instance with respect to yield losses as a result of soil
degradation via erosion and advancing desertification because of over-stoking/over-grazing.
Long-term research activities in the Sahel have started producing evidence against the
common belief that livestock have been the major deriving factor of desertification in the
Sahel. Hiernaux (1993) attributed the reduction in the productivity of the rangeland and
the associated structural and floristic changes to the drying of the climate in general. In some
cases, there has been country-wide extrapolation of yield losses on the basis of soil losses at
few sites. Yet, at the same time other findings have shown that yield levels over the period of
observation have not declined much (Biot et al. 1992). Such contradicting reports make the
formulation of appropriate policy measures to combat further resource deterioration a
difficult exercise. Similarly, methodological problems are also still apparent when
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attempting to explore the effect of other types of environmental degradation like climatic
changes, biodiversity etc.
On the need for technological change, when we look at the recent history of agriculture
of the last decades, we find ample empirical evidence of sustainable agricultural
development in the developed world. This constant development is largely attributed to
technological and institutional changes and not because the natural resource is richer now
than it was several hundred years ago (Crosson 1986). According to Crosson (1986), the
sustainability of agricultural production in the developing world will continue to depend on
technological advance and institutional structures that encourage it.
There are, however, conflicting views with regard to the contribution of viable
technologies to sustainable agricultural development. On the one side, it is argued that
further intensification of agriculture using higher inputs is not sustainable in the long-term
because of rising environmental costs resulting from increased use of chemical fertiliser and
pesticide to mention just a few. Yet, agricultural production growth through higher inputs
should not necessarily lead to increased environmental costs—if the right policy instruments
(area and system specific) are imposed to regulate their appropriate use. Moreover, some of
the worst types of resource degradation mainly resulting from poverty induced resource
mismanagement are observed in the developing world, where the use of higher inputs is
rather low. Resource degradation because of mismanagement may not be offset alone by
technological improvement. Yet, it can be argued that further degradation could be stopped
by increasing the productivity of available resources through the introduction of adaptable
improved technologies. Under this assumption, the following questions seem logical: Do
we have superior technologies? If they exist, why are they not under wider use? What are the
factors that determine the adoption and use of such technologies on a wider scale? Do
prevailing agricultural policies promote or hinder the adoption process? This paper
addresses these issues.
The adoption process
Definition of adoption should go beyond the initial introductory phase and refer to the
degree of use of a new technology in long-run equilibrium when the farmer has full
information about the new technology and its potential. The mere fact that a new
technology is introduced to a smallholder farmer by itself alone does not guarantee a
widespread adoption and efficient use. Experience shows that success in this respect
depends on the fulfilment of specific economic, technical and institutional conditions.
Firstly, from the farmer’s perspective, the new technology must be economically more
profitable than the existing alternatives. Secondly, the new technology should be technically
easily manageable by smallholders and adaptable to the surrounding socio-cultural
situations. Finally, the availability of the new technology and all other necessary inputs to
smallholders at the right time and place and in the right quantity and quality should be
secured.
There are two types of adoption analyses: ex post and ex ante. Ex post analysis of the process
of adoption is based on the identification of factors that explain inter-farm variations;
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whereas the ex ante analysis deals with the assessment of farmers’ perceptions and the
adoption potential. Ex ante analysis of adoption is usually based on modelling of the
promising and recommendable technology (the new practice) under average conditions and
comparing results with actual situations to assess the adoption potential. Technically,
modelling the typical farm and observing the impact of the new technology through the
help of analytical methods like linear programming could accomplish this. Certainly, there
are problems of simulating the actual factor requirements of the new technology—
particularly if this is a result of on-farm trials—e.g. labour data from trial plots.
The second step in the assessment of the adoption potential should be to compare
farmers’ actual resource endowments with the factor needs of the new practice under
consideration. This should be made with a view to identify the compatibility of the new
practice with the goals of production and the prevailing mode of resource allocation.
Finally, the assessment of the adoption potential should as well take into consideration the
perceptions of farmers about the particular new technology. This is, of course, a qualitative
problem as far as the a priori assessment of adoption potential is concerned. If the
recommended new practice is a result of repeated on-farm trials, this could, largely, be
accomplished during the trial phase through observations and spontaneous discussions in
view of exploring their subjective expectations. Indicators in this case could be farmers’
readiness to invest on supplementary and complementary inputs, willingness to change
certain management aspects, e.g. changing established patterns of factor allocation like
land, labour etc.
Specification of determinants (ex post analysis)
Ex post analysis of the adoption process begins with the identification or specification of
possible determinants and the formulation of the underlying hypotheses. Undoubtedly, the
most decisive among them is the agronomical and economical superiority of the new
technology over the old (existing) alternatives. But in some cases, superiority may not elicit a
positive decision and farmers may still stick to their old practices. In such circumstances,
other internal and external factors (socio-economic, personal, institutional, cultural and
geophysical conditions) that not only influence the basic properties of the technology in
question, but also the characteristics of the farm household, and the availability of the
technology itself should be considered and their impact analysed.
Most adoption studies deal with ex post analysis of the process of adoption and
socio-economic factors at the micro-level predominate the specification of adoption
determinants. Among household factors, for instance, the age of the household head,
educational background, family size, resource endowments, wealth etc. have often been
considered as important determinants of technology adoption. With regard to external
factors, this is mostly restricted to few variables like distance to market places and credit
availability although the availability of the technology and necessary inputs at the local level
is a decisive determinant. These require the existence of a well functioning physical and
financial infrastructure and other supporting programmes like an efficient extension
network and conducive economic policy strategies.
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Although some known determinants tend to have general applicability, it is difficult to
develop a universal model of the process of technology adoption with defined determinants
and hypotheses that hold true everywhere. This is difficult because of the socio-economic
and ecological distinctiveness of the different sites, and the dynamic nature of most of the
determinants. Hence, there is the repeated need for analysis under different conditions.
Specification of analytical framework
The adoption decision of a farm-household is essentially a dichotomous choice, i.e. the
household either adopts or not adopt the new technology in question. The decision
depends on a vector of X influential factors and a vector of unknown parameters ß.
Nevertheless, a positive decision takes place only when the combined effect of the
influential factors (X’ß ) reaches a certain unobservable critical value T. This critical value
reflects the household decision threshold and plays the role of the error term (Goldberger
1964). By denoting the decision variable as Y that takes the value of 1 if a positive decision
occurs and 0 otherwise, the dichotomous adoption decision model for the ith household
could be specified as follows:
Yi = 1 if Xi’β> Ti
= 0 if Xi’β< Ti
where i = 1, 2,…N.
This dichotomous character of the adoption decision determines the further
specification of the analytical framework. The main objective in the estimation of such
qualitative response models is not the reconstruction of the decision variable Yi, but the
conditional probability that Yi assumes one of the specified values. The second aspect that
needs due attention concerns our own perception of adoption. Adoption, as usually
thought, is not only a question of deciding to adopt or not to adopt, but as well the intensity
of use after a positive decision. Experience shows that, in most cases, the potential embodied
in new technologies, e.g. fertiliser use level, new variety and late replenishment are not well
exploited by farmers. Furthermore, farmers sometimes make their decision dependent on
the availability of immediate cash—meaning they use certain (divisible) technologies
irregularly—leading to erroneous analysis of adoption. Hence, the specified analytical
framework must be in a position to estimate both the probability of adoption decision and
the intensity of use after adoption.
To overcome these estimation difficulties of dichotomous choice models a number of
other alternative approaches have been developed. Among these different approaches the
probit and the Tobit analysis models have been increasingly in use to predict both the
probability of adoption and the intensity of use thereafter. The parameters of these models
are estimated by maximum likelihood methods. These models were applied to investigate
the adoption process of selected modern farm practices (use of chemical fertiliser and
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bullock traction) in the Northern Region of Ghana in the 1986/87 cropping season and the
results are presented below.
The major work hypothesis of the case studies is that the adoption of the above
mentioned farm practices is chiefly constrained by institutional factors that govern the
availability of necessary inputs at the right time and place. This formulation was based on
previous findings and parallel work undertaken by the same research institute in the same
area to investigate the economic superiority of the mentioned practices. According to these
findings, there exists strong empirical evidence that these practices are economically
superior over alternative ones. For instance, Panin (1988) and Rungee-Metzger (1991)
calculated 65.5 and 56.5% internal rates of return (IRR), respectively, for bullock traction
investment. Similarly, both studies have also reached the same conclusion concerning the
positive impact of chemical fertiliser on factor allocation and productivity. Hence, the
hypothesis is intentionally limited to institutional factors and did not consider the
economics of the practices.
Empirical results
Fertiliser adoption
The maximum likelihood estimates of the Tobit model of the determinants of fertiliser
adoption and use level are presented in Table 1. Based on the likelihood ratio-test (LRT) the
Tobit model specified to examine the adoption and use intensity of fertiliser is significant at
the 99% level and predicted 81% of the cases rightly. This confirms that the explanatory
variables in the model as a whole do influence farmers’ fertiliser adoption decision
behaviour.
Similarly, according to the asymptotic t-values of the coefficients in Table 1, most of the
household factors included in the model were found to be significantly related to the
adoption of fertiliser and confirm the hypothesis specified above. The results concerning
the technological level of the farm household, as measured by the use of related innovations,
were rather mixed. Out of the five variables used in this case as indicators, only three of
them, namely, rice cultivation, the use of tractor and improved varieties were significantly
associated with the adoption of fertiliser. But the use of agrochemicals and bullock traction
technology, although positively related, were not found to be significant at the 90%
confidence interval. However, it must be noted here that these technologies are mostly
promoted in remote areas by non-governmental organisations where the supply of fertiliser
is quite irregular.
Amongst the locational and market factors considered in the Tobit model, the time
factor of the availability of fertiliser (delivery index), distance to regional centre and credit
were found to be significantly associated with the adoption and use of fertiliser.
Nevertheless, the distance to the nearest sales point neither showed the expected sign nor
was it found to be significant. This was essentially because 40% of those households who
reported fertiliser use did not purchase their fertilisers in the survey season from the nearest
sales points. Instead, they had to travel longer distances. This is as well the reason for the
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seemingly negative influence of the number of zonal sales points. Since price differences do
not justify longer distances (retail prices are the same in all sales points), these variables give
good indications about the unsatisfactory supply situation at local level.
Table 1. Estimates of the determinants of fertiliser adoption: Tobit model, northern region of Ghana, 1986–87.
Variables Regression coefficients Standard error Asymptotic t-values
Family labour 82.943 35.384 2.3441b
Educational level 74.823 31.775 2.3548a
Extension contact 169.53 66.678 2.5425a
Age of household head 8.865 7.563 1.1722
Distance to regional centre –3.789 1.580 –2.3982a
Distance to sales point 11.754 19.486 0.6032
Storage capacity 1.110 1.366 0.8124
Number of sales points –143.34 79.448 –1.8042b
Credit 1028.3 420.602 2.5459a
Improved varieties 607.94 247.512 2.4562a
Bullock farming 210.12 308.501 0.6811
Tractor 565.37 241.683 2.3393b
Agrochemicals 302.84 271.654 1.1148
Delivery index 946.46 297.003 3.1867a
Rice cultivation 477.79 232.106 2.0585b
Attitude 56.862 33.972 1.6738b
Constant –1862.9 600.025 –3.1047
Standard error of estimate 1237.1
Likelihood-ratio test 121.6a
Expected amount of (EY) 197+
Observed amount of fertiliser (EY) 757+
Sample size 262
Estimated rate of adoption 0.28
Observed rate of adoption 0.38
Percentage of right predictions 0.81
Mean predicted probability of adoption
among adopters 0.75
among non-adopters 0.20
Significance levels a = 99%, b = 95%.
+ Expected amounts are calculated at mean values of all explanatory variables.
Source: Zegeye (1990).
The estimated coefficients of the Tobit model provide no direct information alone
about the effect of changes in the explanatory variables on the expected value of the
dependant variable, in this case the expected amount of fertiliser to be used. This prediction
is first possible when these regression coefficients are weighted by the predicted probability
of fertiliser use (McDonald and Moffit 1980; Maddala 1983). On the basis of McDonald
and Moffit (1980), the elasticity of the expected value with changes in the explanatory
variables has been decomposed to determine the elasticity of the predicted probability of
adoption and the elasticity of the conditional expected amount of fertiliser. The results are
Social science research in IARCs 83
Sustainable agricultural development and adoption of improved farm practices
summarised in Table 2 and they show that all explanatory variables tend to influence more
the probability of adoption than the expected amount of fertiliser to be used. Interpretation
of these elasticities is direct and simple. For example, a policy that improves the fertiliser
delivery time problems at local level by 10% would lead to a 3% increase in the probability of
adoption and to a 1% increase in the amount to be used.
Table 2. Elasticities of predicted probability of adoption and expected amount of fertiliser used.
Variable
Elasticity* of probability
of adoption
Elasticity* of expected
amount of fertiliser used
Family labour 0.3624 0.1145
Educational level 0.2993 0.0945
Extension contact 0.8852 0.2795
Age 0.4590 0.1450
Distance to regional centre –0.5090 –0.1607
Distance to sales point 0.1571 0.0496
Storage capacity 0.1101 0.0348
Number of zonal sales points –0.1068 –0.0337
Credit 0.1571 0.0488
Improved varieties 0.4643 0.1466
Bullock farming 0.0350 0.0114
Tractor 0.3057 0.0965
Agrochemicals 0.0745 0.0235
Delivery index 0.2963 0.0936
Rice cultivation 0.1442 0.0455
Attitude 0.1208 0.0382
*Elasticities are computed at mean values.
Source: Zegeye (1990).
As indicated, the elasticities above are computed at the mean values of the explanatory
variables and as such provide information only on the potential areas of policy changes and
the general trend of possible outcomes. Yet, it could be asserted from the results that policy
alternatives that ensure the right time availability of fertiliser at local level seem to be
preferable.
Adoption of bullock traction technology
In accordance with the log likelihood test, the probit model specified to examine factors
affecting the adoption of bullock traction technology is significant at the 99% level (Table
3). Moreover, the model predicted 87% of the cases rightly. Regarding the cases incorrectly
predicted (13%), there were more cases wrongly predicted as non-adopters than as adopters
and thus there was a slight underestimation of the actually observed rate of adoption. This
indicates that there are other factors that explain the differences among sample respondents
concerning their decisions to adopt or not to adopt bullock traction technology.
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Table 3. Estimates of the determinants of adoption: Bullock traction technology, probit model, 1986/87,
northern region of Ghana.
Variable
Estimated
coefficient Standard error
Asymptotic t
values
Elasticity of predicted
probability*
Family labour 0.0667 0.0422 1.5813c 0.3123
Educational level 0.0281 0.0380 0.7401 0.0369
Age 0.0113 0.0092 1.2198 0.5939
Extension contact 0.2521 0.0775 3.2536a 0.5521
Distance to regional centre –0.0023 0.0021 1.0881 0.3133
Distance to sales points –0.0768 0.0264 –2.9078a –0.8700
Number of zonal sales points 0.2015 0.0610 3.3036a 1.1881
Organisation index 1.1314 0.3303 3.4258a 0.3255
Tractor use –1.1424 0.3451 –3.3108a –0.2836
Rice cultivation 0.2702 0.3407 0.8788 0.0803
Agrochemicals 0.1299 0.3127 0.4153 0.0382
Fertiliser use 0.8122 0.2969 2.7256a 0.3959
Improved variety 0.4327 0.2703 1.6006c 0.1370
Constant –3.7458 1.0208 –3.6695 –3.6831
Likelihood-ratio test 80.59a
Sample size 262
Estimated rate of adoption 0.142
Observed rate of adoption 0.164
Percentage of right predictions 0.87
Mean predicted probability of adoption:
among adopters 0.62
among non-adopters 0.10
Significance levels: a = 99%, b = 95%, c = 90%
* Sum of individual elasticities weighted by the probabilities.
Source: Zegeye (1990).
On the basis of the t-values of the individual coefficients, most of the explanatory
variables included in the model were found to be significantly related with the adoption of
bullock traction technology. Nonetheless, some did not show the expected sign and few did
not prove to be significant. Among the household factors, the age variable was unexpectedly
found to be positive but not significant and hence the usual presumption that younger
farmers are more inclined to accept innovations than older ones could not be confirmed.
However, this result is in conformity with the findings of Panin (1988), who also observed in
the same area a positive relationship between the adoption of bullock traction technology
and the age factor. His explanation to this was based on the strong traditional values
connected with old age in African communities. Also similar to his findings was the
important role of the family labour in this respect. This explanatory variable was as well in
this case found to be statistically significant and confirms the expectation that with
increasing family labour force the probability of adoption of bullock traction technology
also increases. However, the educational level of a household head was positively related but
did not prove to be significantly associated with the adoption of bullock traction
technology. This may be partially because farmers with formal educational background
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usually see a ‘better’ alternative in tractor use. Moreover, there exists a negative relationship
between educational background and family labour force. The correlation coefficient
between these variables was –0.169. A larger family labour force seems yet, as just shown, an
essential precondition for the adoption of bullock traction technology.
Apart from the variable concerning the use of tractor, all of those included in the model
as indicators of the technological level of a farm household have a positive relationship with
the adoption of bullock traction technology. The model rightly estimated a negative
relationship between the adoption of bullock farming and the use of tractor, as these
technologies practically exclude each other. This variable was included in the model,
because few bullock farmers as well used tractors in the survey year. It can thus be asserted as
well in this case that the use of related technologies clearly promotes the adoption of others.
Among the locational factors considered in the model, the distance to the regional
centre neither showed the expected sign nor was it statistically significant. A negative
relationship was in particular expected in this case as the only producer and supplier of
implements for bullock traction at the regional centre does not have any other sales outlets
of its own at local level. The explanation to this lies in the fact that this technology is
relatively concentrated in few areas where missionaries who are predominantly engaged in
bullock training programmes supplement activities of the official extension network. The
presence of the missionaries is more distinct in remote areas than around the centre.
Like in the previous case, the parameter estimates of the specified probit model of
adoption also have to be interpreted with some care. Firstly, since the magnitudes of these
estimates depend on the unit of measurement and that they are expressed as indices they are
not comparable with one another (Shakya and Flinn 1985). Secondly, these estimates, like
the Tobit model, do not provide alone direct information about the effects of changes in the
explanatory variables on the probability of adoption. Rather they reflect the changes in the
standard deviations of the normally distributed variable (Hanushek and Jackson 1977).
These effects could be predicted from the derivative of the probability with respect to a
particular independent variable and can be shown to equal (see Maddala 1983, 23):
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where f(X’iß) is the value of the normal density function at X’iß and βk is the estimated
coefficient of the kth explanatory variable. The amount of the increase in the probability
depends upon the original probability and thus upon the initial values of all the
independent variables and their coefficients (Judge et al. 1985). Hence, the above derivative
needs to be calculated at different levels of the explanatory variables to get an idea of the
range of variation of the resulting changes in the probabilities (see Hanushek and Jackson
1977; Maddala 1983). For the purpose here, the above derivative is expressed in form of
elasticity as an indication of the magnitude of responses. Thereby the weighted aggregate
elasticity, i.e. the sum of individual elasticities weighted by the probabilities (Hensher and
Johnson 1981) is chosen since, because of the above arguments, elasticities calculated at the
mean may tend to overestimate the actual response.
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The mean predicted probability of adoption among adopters of bullock traction
technology was 62% whereas among non-adopters was only 10%. Because of this low level
of probability among non-adopters, the aggregate elasticities of the predicted probability
corresponding to those significant variables tend to be relatively larger.
Predictive characters of estimates
The other major advantage of using applied qualitative models in this case is the possibility
of reclassifying a given adoption domain as adopters and non-adopters by calculating
individual probabilities at varying levels of the determinants specked. Herewith the change
in the share of potential adopters as a result of hypothetical policy alternatives in relation to
significant determinants could be estimated—and serve as a basis for selecting policy
instruments.
On the basis of the results described above, some of the explanatory variables that
proved to be significantly related and have direct policy relevance were selected to test the
effects of their changes on the predicted probabilities of adoption, and in the case of
fertiliser on the expected amount used. The magnitude of these changes is assumed given as
direct effects of hypothetical changes in the policy setup. Since the motive in this case is to
show primarily the effects of every influential factor in isolation, indirect effects that may be
caused by these policy alternatives on the other ones are not considered. Hence, when
considering the effects of changes in a single explanatory variable, all others have been held
constant. Nevertheless, the combined effects of all selected policy variables will also be
treated as an alternative for comparative purposes.
a. Fertiliser: Out of the vector of explanatory variables fitted to the Tobit model of fertiliser
adoption, six were selected as potential areas of policy interventions. Accordingly, each
were made to change as a result of policy changes and for every observation probabilities
were calculated to determine the share of the adopting farm households. The impact of
these changes as contrasted with the original situation are presented in Table 4.
The decomposition of the elasticities of the expected value in Table 2 has shown that
changes in the explanatory variables affect more the probability of fertiliser adoption than
the expected amount of fertiliser used. Accordingly, the results in Table 4 show that in every
case the change in the share of the farm households are adopting (probability of adoption) is
greater than the relative change in the expected amount of fertiliser used by those who have
already adopted.
With regard to individual policy measures, all alternatives did show increases in the
share of those adopting. However, policy measures that ensure access to credit for all
farmers, e.g. fertiliser purchases on credit basis, and the right time availability of fertiliser (all
sales points are delivered before the agricultural season commences) had separately the
greatest impact both on the probability of adoption and the expected amount of fertiliser.
Following these are improved availability of related technologies, intensification of
extension services and lastly incentives to promote rice cultivation. Although these changes,
as compared to the original situation, seem to be plausible, none of these policy alternatives
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alone were able to change the situation among a substantial number of sample respondents.
Even under the relatively best policy alternative (possibility of credit purchases), only a
narrow majority (53%) was predicted to be adopting. However, the predicted effects both in
the probability of adoption and the expected amount of fertiliser used were remarkably
higher when all policy alternatives listed in Table 4 are realised simultaneously than when
adopted separately. Nearly all sample respondents were predicted as adopters (an increase of
357% over the original situation) and the expected amount of fertiliser used increased by
269% because of this combination.
Table 4. Possible effects of selected hypothetical policy alternatives on the predicted probabilities of fertiliser adoption
and expected amount used, northern region of Ghana, 1986/87.
Policy variablesa
Estimated rate
of adoption
(N = 262)
Change from
original
situation
(%)
Mean expected amountb
of fertiliser used (kg)
Change from
original by
adopters
(%)Whole sample Adopters
Original situation 28 – 347 1097 –
Incentives to cultivate rice1 36 29 427 1167 6.4
Intensification of extension
activities (50% more contact)2 37 32 484 1291 17.7
Free access to tractor schemes3 38 36 443 1168 6.5
Access to improved varieties4 40 43 495 1259 14.8
Timely fertiliser availability5 50 79 652 1375 25.3
Possibility of credit purchases6 53 89 731 1516 38.2
Simultaneous realisation of 2–67 100 357 2570 2952 269
a. Direct policy effects simulated.
b. Averages of individual predicted expected values of the entire sample and the sub-sample already using.
1. All sample respondents cultivate rice.
2. The present level of contact frequency is raised by 50%.
3. All sample respondents have equal access to tractor schemes and are taken as users.
4. Availability of improved varieties is assumed to be no more a problem and all households are taken as growers.
5. Fertiliser delivery to all enumeration centres is assumed to take place before May.
6. Access to credit for fertiliser purchase is assumed to be free and all respondents use the opportunity.
7. All of the above effects are assumed to take place in combination.
Source: Zegeye (1990).
b. Bullock traction technology: The result of the probit model in Table 3 have shown that the
density of sales points, extension contact, bullock training programme and the
availability of fertiliser were significantly associated with the adoption of bullock
traction technology. Accordingly, these variables were selected to examine the impact of
hypothetical policy alternatives on individual probabilities. The method is similar to the
preceding case and the results are presented in Table 5.
Results in Table 5 clearly show that relative changes from the original situation because
of every policy alternative adopted are considerably high. However, because of the very low
rates in the original situation the overall impact on the rate of adoption in each case
remained quite below the average of sample respondents. Among the individual alternative
policies that led to a 50% increase of the density of local sales points and intensified offer of
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bullock training programmes did remarkably good. Nonetheless, similar to the previous
case, the highest predicted impact was attained when all policy alternatives were realised in
combination. The predicted adoption rate because of this combination was 76%, i.e. a
543% increase over the original situation and 24% were still predicted to be
non-adopters.The results presented in Tables 4 and 5 should, however, be interpreted with
some caution, since they only serve as indicators and could not be directly used as sufficient
criteria to select policy instruments. The final choice of appropriate policy measures
certainly depends on the evaluation of the benefits and costs of individual alternatives.
Table 5. Possible effects of selected hypothetical policy alternatives on the predicted probabilities of the adoption of
bullock traction technology, northern region of Ghana, 1986/87.
Policy variables*
Estimated rate of
adoption
(N = 262)
Change from
original situation
(%)
Original situation 14 –
Intensification of extension activities (50% more contact)1 23.3 66.4
Increased fertiliser availability/use2 25 79
Increased density of sales points (50% higher)3 29 107
Increased offer of bullock training programme4 35 105
Simultaneous realisation of 2–55 76 543
* Direct policy effects simulated.
1. The present level of individual frequency of extension contact is raised by 50%.
2. Fertiliser availability is no more a bottleneck and all respondents are assumed as users.
3. The present number of sales points in every enumeration area is raised by 50%.
4. Supplementary extension activities by other groups are presumed intensified and as a result bullock training
programmes are offered increasingly (derived from the organisation index)
5. All policy effects enumerated are made to act in combination.
Source: Zegeye (1990).
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Annex I. Definitions of variables in the models
Dependent variable Quantity of fertiliser in kg, used by the farm household during the survey year
for the Tobit model; for the probit analysis (improved varieties, bullock farming
and agrochemicals): 1 if the technology is used in that year, and 0 otherwise
Family labour Available family labour for farm work measured in persons
Educational level Number of years of formal education by the household head
Age Age of the household head measured in year
Extension contact Annual frequency of visits to extension offices
Distance to regional centre Distance between the nearest sales point of the farm household and the
regional centre measured in km
Distance to sales points Distance between farmer’s village and the nearest sales point measured in km
Storage capacity Storage capacity of the nearest sales point measured in tonnes
Number of sales points Number of zonal sales points in a zone where the farm household is found
Organisation index
The presence of a non-government development organisation in the area,
measured by a dummy variable: 1 if the farmer affirmed and 0 otherwise
Fertiliser, tractor,
agrochemicals, bullock
farming, improved varieties
use
Use of complementary inputs measured by dummy variables: l if the farmer
used the mentioned technology in the survey year and 0 otherwise
Credit Measured by a dummy variable: 1 if the farmer received credit during the survey
year 0 otherwise
Rice Measured by dummy variable: 1 if the farmer cultivated this crop that year and
0 otherwise
Delivery index Measured by a dummy variable: 1 if fertilisers were delivered on time and
farmers were able to purchase before May and 0 otherwise*
Subjective evaluation Amount of harvest increase expected by a household from using fertiliser in
percent of the situation without any application.
*According to the regional cropping calendar, basic fertiliser application is done on most crops.
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The changing role of sweet potato
in South Nyanza, Kenya
J.W. Low
International Potato (CIP), Nairobi, Kenya
Introduction
Nyanza Province, consisting of the districts surrounding Lake Victoria to the east and north,
is Kenya’s principal sweet potato growing area. According to the Kenya Ministry of
Agriculture (1992) survey, in 1990–91 some 52% of all sweet potatoes grown in the country
came from South Nyanza District. The district has since been split into four entities (Homa
Bay, Migori, Kuria and Suba) with Homa Bay District being the principal source of sweet
potatoes. Since most secondary data (e.g. National Census in 1989) are based on the
previous boundaries, the South Nyanza terminology will be retained in this paper.
Mutuura et al. (1992) established that sweet potato is an important food crop in many
parts of Kenya, particularly when maize yields are low and in months when other foods are
scarce. Smit and Matengo (1995) documented farmers’ cultural practices for sweet potato in
South Nyanza, noting the growing importance of sweet potato as a cash crop in certain areas
of the district. This study builds upon this previous work by seeking to understand the
evolving role of sweet potato as an important source of household income in South Nyanza,
emphasising differing agro-climatic conditions, infrastructure, age and gender, which may
affect an individual’s decision to sell sweet potatoes. Specific objectives are to:
1. describe the current roles and trends for sweet potato in distinct agro-ecological settings
and constraints to expansion in sweet potato production and marketing
2. ascertain the most significant determinants of commercialised sweet potato production
3. document existing gender roles in sweet potato production and explore the positive and
negative aspects of commercialisation of the crop on such roles and
4. investigate whether farmers selling sweet potatoes have preferences in varietal
characteristics that are distinctly different from farmers cultivating sweet potato for
home consumption only.
Survey methodology: Study areas
Four distinct areas were chosen in South Nyanza Province, three from Homa Bay District
(Ndhiwa, Kabondo and Kendu Bay), and one from Migori District (Rongo), each being
distinct in annual rainfall patterns (Figure 1), soil type and the relative importance of sweet
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potato to the household.1 These four areas constitute an agro-ecological gradient of
descending mean annual precipitation as one descends from Rongo (altitude 1350–1500
metres above sea level, masl) towards Kendu Bay (1100—1200 masl), bordering Lake
Victoria. In terms of yield potential for sweet potato, Kabondo ranks highest, Ndhiwa
second, Rongo third and Kendu Bay last. Note that in all areas the peak planting period for
sweet potato occurs a month after the onset of the main rains, as priority is given to planting
maize and sorghum.
Sampling frame
A single visit, structured household survey was conducted among 81 key sweet potato
growers, with 20 growers selected from each of 4 areas during a 2 week period in 1995 (1
week during May and the second week in July). If more than one person was cultivating
sweet potato in the household, the grower with the largest amount of land under sweet
potato production was interviewed. First, within a given area, lists of sub-locations having
population densities of at least 150 persons/km2 and known to produce sweet potato, were
constructed with assistance from the resident Ministry of Agriculture staff. One village was
randomly selected from sub-locations at least seven km from the main road, another among
sub-locations within 2–3 km of the main road. Ten households were subsequently chosen in
both the near and distant village within the sub-location using the following guidelines: 5
key growers under 36 years of age and 5 key growers greater than 35 years of age. Within
these categories, farmers were randomly selected from a list provided by the village elder.
The final sample had 81 households, 21 in Rongo, 20 each in the remaining areas. The key
sweet potato growers interviewed comprised 43 growers over 35 years old, 38 growers under
36 years; 17 of the growers were widows, three of whom were less than 36 years old. This
framework was chosen so that agro-ecological, infrastructure and age effects could be
adequately examined.
In addition, more detailed discussion of production costs and history of sweet potato
commercialisation were held with four households in Kabondo which produced more
sweet potatoes annually than any other households included in the survey. Because sweet
potatoes are harvested progressively (entire sections uprooted at a given time) in these larger
commercial operations instead of piecemeal (mature roots being removed periodically),
recall estimates of input use and total output could be obtained.
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1. Kenya’s administrative categories are as follows: Province, District, Division, Location, Sub-Location and
Village.
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Figure 1. Mean monthly precipitation in mm near research sites and percentage of farmers planting sweet potato.
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Results
Current role and trends in use of sweet potato as food
and cash crop
Overall, sweet potato’s most important role in South Nyanza was still as a supplementary food
crop, ranked 3rd in importance by 42% of farmers (Table 1). Only 12% of farmers did not
mention sweet potato as one of their top six food crops. Maize was the most important food
crop in all areas, except Kendu Bay, where sorghum ranked first in 90% of the households.
Table 1. Ranking of importance of sweet potato as a food and as a source of cash.
Use 1 Highest 2 3 4 5 6 Not important
(Percent of 81 respondents)
Food security 0 5 42 21 14 6 12
Women’s cash crop 32 15 7 1 3 1 41
Men’s cash crop 9 3 4 1 1 2 80
Only 59% of households had women ranking sweet potatoes as one of their top six cash
crops. Thirty-two percent of the women ranked sweet potato as their most important cash
crop (Table 1). Sweet potato’s importance as the principal cash crop varied considerably by
area, it being an extremely important source of cash for women in Kabondo and to some
extent in Ndhiwa and Rongo (Table 2). Groundnuts was far superior to sweet potato as a
source of cash for women in Rongo, and in Kendu Bay, groundnuts, cotton, and sorghum
were the most significant sources of cash. However, among these cash crops (groundnuts,
cotton, sorghum, maize), sweet potato is the only income source whose harvesting can be
extended over several months. As shown in Table 3, 31% of Kabondo women relied only on
sweet potato as their sole cash crop. Almost a fifth of the women in the Rongo and Ndhiwa
samples obtained over 50% of their crop sale income from selling sweet potatoes.
Table 2. Important cash crops and trends in sweet potato production and consumption.
Cash crops
Sites: (Sample sizes) (Percentage of respondents within site)
Rongo
(21)
Kabondo
(20)
Ndhiwa
(20)
Kendu Bay
(20)
All sites
(81)
Most important cash crop for
women
Groundnuts Sweet potatoes Sweet potatoes,
groundnuts
Groundnuts
Maize 15 4
Sorghum 15 4
Sweet potatoes 24 70 30 5 32
Cassava 10 3
Groundnuts 71 5 25 25 32
Sugar-cane 5 5 5 4
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Cash crops
Sites: (Sample sizes) (Percentage of respondents within site)
Rongo
(21)
Kabondo
(20)
Ndhiwa
(20)
Kendu Bay
(20)
All sites
(81)
Vegetables 5 5 5 4
Cotton 20 5
Fruit (bananas, oranges) 10 5 4
Legumes (e.g. cowpeas) 5 5 5 4
Coffee 5 1
Most important cash crop for
men
Groundnuts Sweet potatoes Sugar-cane Cotton
Maize 5 5 1 4
Sorghum 10 3
Sweet potatoes 5 25 5 9
Cassava 5 1
Groundnuts 33 10 5 12
Sugar-cane 19 10 15 5 12
Vegetables 5 15 5
Cotton 20 5
Fruit (lemons) 5 1
Legumes (e.g. beans) 10 2
Coffee 10 2
During past five years land
planted to sweet potatoes
Increasing 43 47 60 40 48
Decreasing 19 26 15 15 19
Same amount 33 11 25 45 29
Yields of sweet potatoes
Increasing 52 29 50 40 44
Decreasing 14 12 10 40 19
Same amount 24 35 40 10 27
Home consumption of sweet
potatoes
Increasing 48 37 15 45 36
Decreasing 14 5 15 15 12
Same amount 33 58 70 40 50
Sales of sweet potatoes
Increasing 61 56 65 67 62
Decreasing 11 28 0 8 12
Same amount 28 0 35 25 22
Only 59% of the households had the principal man selling agricultural produce raised
on the farm independently of the woman. The most important cash crop for men differed in
each agro-ecological zone: groundnuts being most significant in Rongo, sweet potatoes in
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Table 2. cont’d.
Kabondo, sugar-cane in Ndhiwa,2 and cotton in Kendu Bay (Table 2). Not surprisingly, the
average amount of cash obtained from sweet potato sales during the year prior to the survey
(the 1994/95 season) for those households marketing sweet potatoes was highest in
Kabondo (Kenyan Shilling, Ksh 5766)3 and lowest in Kendu Bay (Ksh 500). Moreover, 40%
of total gross income of these households came from selling sweet potato (Table 4).
Table 3. Percentage of cash income earned by women from selling sweet potatoes (Percentage of women within
each agro-ecological zone).
Sites: (Sample sizes)
Cash earned (%)
Rongo
(21)
Kabondo
(16)
Ndhiwa
(16)
Kendu Bay
(16)
All sites
(69)
100% of cash earned 10 31 12 0 13
50–99% 10 31 6 6 13
25–49% 14 19 44 0 19
<25% 19 12 25 6 16
No cash earned from sweet potato 37 4 12 88 39
Table 4. Amount of cash obtained from sweet potato sales in the past year: 1994/95 on households selling sweet
potatoes and percentage of total household income from sweet potatoes.
Sites (Sample sizes)
Rongo
(14)
Kabondo
(19)
Ndhiwa
(16)
Kendu Bay
(2)
All sites
(51)
Mean cash obtained from sweet potato
sales in 1994/95 (Std. dev.)
702
(652)
5766
(8953)
2038
(2309)
500
(565)
3000
(5703)
Percentage of total cash revenue from
selling sweet potatoes
30 49 37 42 40
At least 40% of growers in all areas increased the area planted to sweet potatoes over the
past 5 years (Table 2). Ndhiwa had the highest number of growers increasing the amount of
land planted to sweet potato (60%), whereas somewhat surprisingly, 26% of Kabondo
growers were decreasing the amount planted to the crop.
The most common reason cited for expansion of area under sweet potato was its
increasing importance as a source of cash. A few respondents mentioned having more land
under their control or increasing family size. Limited landholding size was the major reason
farmers did not increase the area under production. The dominant reasons for decreasing
area produced were primarily due to labour shortage caused by old age and illness. Cases
citing inadequate planting material, limited land, and soil fertility decline as principal
reasons for decreasing amount planted were also encountered.
Almost half of all growers felt their sweet potato yields were increasing, compared to 19%
citing declining yields, and 27% giving no major yield changes over the past 5 years. Declining
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2. In many other areas of South Nyanza, sugar-cane production is based around central processing factories
run by societies which provide farmers with inputs, and assistant in planting, harvesting, and transporting
the cane. This is not the case in Ndhiwa, where farmers either process the cane themselves locally, sell it as
an unprocessed snack, or must arrange their own transport to the nearest processing plant.
3. Ksh = Kenyan Shilling. In 1994/95, US$ 1 = Ksh 45.45.
sweet potato yields appear to be a particular problem in Kendu Bay. Improving rains and the
use of new varieties were the primary causes of improved yields, while yield declines were
attributed to drought, weevil attack associated with drought and continuous cropping.
Increasing sweet potato consumption is occurring in a significant number of
households in Rongo, Kabondo and Kendu Bay, while 70% of Ndhiwa farmers had levels of
sweet potato consumption similar to those 5 years prior to the survey (Table 2). Enlarging
families were the major reason for increased home consumption, with cultural
characteristics such as the ability to plant sweet potato when other crops cannot grow, its
ease of cultivation, and improving yields also cited.
In contrast, the majority of farmers in all areas noted the positive trend of the importance
of sweet potato as a cash crop. Sixty-two percent of the sample stated that their sales of sweet
potato had been increasing during the last five years. Most cited improved marketability and
prices as the reasons, with a few noting that this is principally due to higher urban demand for
sweet potatoes as a bread substitute for breakfast and decline in maize availability.
The decline in sweet potato sales reported by 28% of Kabondo growers is disturbing, given
the established reputation of the area as a commercialised sweet potato centre. There are
problems of market glut periodically occurring in the Kabondo region, as an increasing
number of farmers are selling their sweet potatoes and many tend to plant to target
well-known selling periods, such as Ramadan. In addition, there is increasing competition
from other parts of Western Kenya where sweet potato production for sale is also increasing
(e.g. Kakamega, Webuya).4 Moreover, the tarmac road which has long served as the link to
major markets in larger urban centres has deteriorated significantly, with several farmers
noting a consequent decline in larger trucks willing to transport sweet potatoes out of the area.
Seasonality of sweet potato consumption, sales
and purchases
The seasonal nature of sweet potato consumption, sales and purchases is evident in Figure
2. Peak periods of consumption centre around the months of March through June (prior to
the main maize harvest) in the well-rain fed areas, compared to August through October in
drier Kendu Bay. There are clear gaps in the calendar, particularly November through
March in Ndhiwa and Rongo, where sweet potato could play more of an important role in
the diet if made available as other food sources (particularly maize) are low in stock in many
households. Farmers in the well-rain fed areas clearly rely on home grown sweet potatoes for
consumption. No Rongo farmer in the survey, for instance, ever purchased sweet potato.
Only Kendu Bay farmers purchase sweet potatoes in large numbers at certain times of the
year (e.g. March through July).
Selling of sweet potatoes in Rongo occurs year-round on a small-scale basis. Rongo town
itself has an active daily market, as it is a crossroads for transporters of goods and people to
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4. A trader woman remarked that she had switching from selling her sweet potatoes in Kisumu (the largest urban
centre in Western Kenya) to nearby Ahero (which serves the Nakuru and Nairobi markets) three years ago,
because sweet potato growers in Kakamega were now meeting the demand in Kisumu at a lower cost.
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Sample sizes (55): Rongo = 13; Kendu Bay = 13; Kabondo 14; Ndhiwa = 14.
Figure 2. Seasonal distribution of sweet potato consumption, sales, purchases and prices (percentage responding that sweet potato activity occurs in a given month).
other parts of South Nyanza, Kisii and even to Tanzania. Very few Kendu Bay households
are actively engaged in selling sweet potatoes, and roots planted during the main rains are all
harvested and disposed of by the end of October. In-ground storage is less of an option in
Kendu Bay due to the massive weevil infestation, which occurs if roots are left in the ground
beyond September.
While over a quarter of Kabondo farmers are selling sweet potatoes in all months, except
from July through October, Ndhiwa farmers concentrate their sales during the months of
April through November. Periods of high sweet potato prices in Kabondo and Ndhiwa are
juxtaposed next to those of the lowest prices. Before maize is harvested in June and July,
sweet potato prices rise. As more sweet potatoes mature from the middle and short rain
planting periods, a glut of fresh roots appear on the market, coinciding with the start of the
maize harvest, whereby sweet potato prices drop significantly. Sweet potato prices can
collapse to a half or a third of the highest price obtainable during other times of the year
(Figure 3). Kabondo, with the greatest year-round sweet potato supply of all sites has the
lowest mean prices per kg in local markets among all the agro-ecological settings.
On a per kg basis, sweet potato is cheaper than maize and much cheaper than
groundnuts in all locations (Figure 3). It is most frequently purchased in the market when
maize prices are high. It is clear why groundnuts are often the preferred cash crop to sweet
potatoes, with per kg prices being five- to ten-times higher than sweet potato. However,
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Figure 3. Mean market prices per kg during highest and lowest seasonal sweet potato prices.
sweet potato becomes more attractive as a cash crop when productivity is taken into
account. Using average yield figures for each agro-ecological zone, sweet potato is quite
competitive with groundnuts5 on a per hectare basis during the highest sweet potato price
period in all agro-ecological zones except Kendu Bay. Moreover, it matches or outperforms
maize year-round in gross revenue in all sites (Figure 4).
Sweet potato is predominantly sold fresh and consumed after boiling. Storage of fresh
roots occurs in-ground, with the roots being highly perishable once removed. Techniques of
curing and longer-term fresh storage are not known. However, 58% of farmers have
prepared sweet potato flour at some time in their life, although only 52% of those that know
how to prepare flour do so regularly. Households typically dry sweet potato roots only when
there is an excess production.
Constraints to production
Farmers rated the severity of the problems they face in sweet potato production, the results of
which are shown by area in Figure 5. Earlier works (Mutuura et al. 1992; Smit and Matengo
1995) indicated that moles are the greatest hazard to sweet potato production in wet, higher
elevation zones, while weevils and lack of planting material are the predominant problems in
drier areas. These results are confirmed here, with one significant caveat. In Smit and
Matengo’s (1995) survey, Kabondo farmers reported weevil as a slight to moderate problem,
whereas in this survey sweet potato weevil attack in roots is a severe problem for 30% and a
moderate problem for 55% of farmers in the well-rainfed area of Kabondo. This may indicate
that intensification of sweet potato production in this area has enhanced the spread of weevil
among closely spaced sweet potato plots. Since buyers reject weevil-infested roots, education
of farmers on preventive cultural practices should be given high priority in this area.
Apparently, Ndhiwa farmers suffer from significant mole infestations during the wet periods,
while weevil attack is a major problem when their black cotton soils crack in the dry season.
Over 40% of farmers in all areas reported insufficient family labour to assist in sweet
potato production. Female labour was dominant in all sweet potato activities except for field
clearing whether or not sweet potatoes were strictly for home consumption. The
contribution of male labour only becomes meaningful in other activities (except planting)
when sales of the crop were an important source of household cash (Figure 6). While hired
labour was readily available, its high cost was also a major constraint, particularly in Rongo.
Kendu Bay residents had the fewest problems with lack of buyers and transport, but this was
no doubt due to the low level of sweet potato commercialisation in that area. Lack of
transport was the most severe problem from the marketing standpoint in Ndhiwa, Rongo,
and even Kabondo. Over a third of farmers complained of having problems finding a
sufficient number of buyers as well. Clearly, expansion of sweet potato production on a
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5. The following yield estimates (kg/ha) were used when constructing Figure 4: Sweet potato: 9000 kg/ha for
Rongo, Kabondo and Ndhiwa; 7000 kg/ha for Kendu Bay. Local maize: 2790 kg/ha in Rongo and
Kabondo; 2269 kg/ha for Ndhiwa and Kendu Bay. Groundnuts: 1129 kg/ha in all sites. Sweet potato
figures are based on national performance trial results; Maize and groundnuts average yields are from
Jaetzold and Schmidt (1982).
large-scale is dependent on the development of support infrastructure and the existence of
sufficient market demand in relevant urban markets.
Commercial vs. non-commercial operations
Sweet potato farmers are categorised on the basis of agro-ecological zones, distance from
home to the main road, the amount of produce sold in the main rains, and the short rains in
1994/95 (Table 5). Clearly, Kendu Bay farmers, with their single growing season, rely on
sweet potato for home consumption. Overall, 28% of respondents sold at least half of their
sweet potato crop. However, in Rongo, only farmers near the main road sold at least half of
their sweet potato production. In contrast, a significant proportion of farmers distant from
the main road were able to overcome transport constraints in Kabondo and Ndhiwa and sell
half or more of the sweet potato they produced.
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Figure 4. Cash value per hectare of sweet potato, local maize and groundnuts in study areas at seasonally high and low
sweet potato price periods (Evaluated at average yields for given agro-ecology).
Another way to examine the extent of commercialisation is to categorise farmers on the
basis of the total amount of cash earned from sweet potato during the previous year.
Twenty-seven percent of growers earned Ksh 1000 (about US$ 22) or more in 1994/95,
while 36% sold less than Ksh 1000 worth of sweet potato, and 47% sold none. While
farmers near to the main road in Rongo and Kabondo had higher average sale levels than
more distant farmers in those areas, the opposite held in Ndhiwa, where 50% of the more
distant farmers earned Ksh 1000 or more, compared to 30% of farmers nearer to the main
road (Table 5). The randomly selected distant village in Ndhiwa had many farmers using
sweet potato to feed pigs, a phenomenon not seen in any of the other areas surveyed. Hence,
there was a significant local market for sweet potato roots in that location.
A multivariate framework can be used to explore the relative contribution of different
factors in determining whether significant sales of sweet potato occur in the household.
Ideally, one would like to have the actual percentage of total sweet potato production sold as
the dependent variable indicating the degree of commercialisation. However, such precision
for a piecemeal harvested crop such as sweet potato is difficult to achieve. Hence, a simple
binary indicator was selected for use as limited dependent variable for a probit analysis
examining the determinants of sweet potato commercialisation. A value of 1 for the binary
variable indicates that sweet potatoes ranked as the first or second most important cash crop
for key growers during the previous year (40 cases), with zero assigned to the remaining cases.
Thus, the variable is not based on the absolute amount of cash earned from sweet potato sales,
but on whether sweet potato was a very important cash source for the household.
Key potential determinants that consist variables reflecting agro-ecological zones
(dummies for the study sites) are:
• ease of marketing (dummy for being within two km of the main road)
• characteristics of the key sweet potato grower (age, education)
• labour availability in the household (additional adult men and women residing in the
household besides the key sweet potato grower)
• wage rates in alternative non-farm activities in which the farmer was engaged
• wealth (remittances from outside the household, per capita landholding size)
• capital (tools plus livestock)
• consumption indices (housing plus durable goods) and
• resource control (hectares of land managed by the key sweet potato grower and whether
the head of household is polygamous or part-time resident).
As only 6% of the key growers in the sample were male, the gender of the grower could
not be included in the model. It should be noted, however, that all male sweet potato
growers in the survey were selling at least half of their total production.
The expected signs and results for the probit analysis (using the software LIMDEP,
version 7.0) are shown in Table 6. The expected signs reflect whether a positive or negative
impact of the variable is predicted, based on previous work on commercialisation (e.g. von
Braun et al. (1989). For the categorical variables representing agro-ecological zones, Kendu
Bay was not included. The percentage of outcomes being correctly predicted is high (92% or
37 of the 40 actual cases).
106 Social science research in IARCs
Low
Table 5. Characteristics of sweet potato production and sales by agro-ecological zones and distance to main road, 1994–95.
A. Percentage of respondents in each category
Site and distance to main road: (Sample size)
Rongo
Near
(11)
Rongo
Far
(10)
Kabondo
Near
(10)
Kabondo
Far
(10)
Ndhiwa
Near
(10)
Ndhiwa
Far
(10)
Kendu Bay
Near
(10)
Kendu Bay
Far
(10)
All sites
(81)
Amount of sweet potato production sold in main rains
Did not plant 18 30 30 30 40 18
None sold 9 30 40 80 40 20 70 50 42
One-quarter or less 27 40 20 50 20 10 21
Half 36 10 6
More than half 9 40 20 30 12
Amount of sweet potato production sold in short rains
Did not plant 9 60 10 10 20 30 17
None sold 9 20 10 30 20 70 70 28
One-quarter or less 36 10 30 30 10 12
Half 18 20 5
More than half 27 70 40 10 20 21
Growers earning
1–999 Ksh from sweet potato sales 64 40 20 60 40 40 10 10 36
1000 Ksh or more from sweet potato sales 27 0 80 30 30 50 0 0 27
1
0
7
cont’d...
Site B. Averages (Standard deviations in parentheses)
Rongo
Near
Rongo
Far
Kabondo
Near
Kabondo
Far
Ndhiwa
Near
Ndhiwa
Far
Kendu Bay
Near
Kendu Bay
Far All sites
Mean household size
6.2
(1.3)
4.6
(2.8)
8.2
(2.0)
6.1
(3.2)
5.5
(1.6)
7.6
(3.0)
6.5
(2.0)
6.1
(2.7)
6.3
(2.4)
Average education (years)
Key sweet potato growers
5.4
(4.0)
1.9
(2.7)
6.4
(2.3)
4.7
(3.3)
3.7
(4.2)
3.4
(3.3)
6.0
(3.8)
1.9
(2.6)
4.2
(3.3)
Mean no. sweet potato plots
Key sweet potato growers
1.5
(0.7)
1.3
(0.7)
1.8
(0.8)
1.3
(0.4)
1.5
(0.8)
1.2
(0.4)
0.9
(0.6)
1.0
(0)
1.3
(0.6)
Mean size of largest sweet potato plot (acres)
Key sweet potato growers
0.11
(0.11)
0.09
(0.08)
2.71
(4.34)
0.43
(0.61)
0.08
(0.05)
0.13
(0.05)
0.08
(0.14)
0.22
(0.57)
0.48
(1.71)
Mean no. of other plots
Key sweet potato growers
3.5
(1.7)
3.8
(0.6)
4.2
(1.9)
4.0
(2.4)
4.5
(2.9)
3.1
(1.4)
3.9
(2.0)
2.9
(1.5)
3.7
(1.5)
Mean agricultural index
(Tools + livestock)
21,059
(18,839)
19,957
(29,099)
56,291
(50,398)
5494
(4685)
26,228
(28,303)
118,875
(169,568)
41,909
(43,160)
29,146
(20,416)
39,637
(71,646)
Mean consumption index
(Housing + goods)
17,514
(23,360)
13,530
(21,986)
49,478
(54,848)
11,910
(9464)
9464
(11,681)
35,022
(55,707)
62,913
(58,421)
13,145
(7603)
26,509
(40,087)
Table 5. cont’d.
Statistically significant predictors of the sweet potato as a significant cash crop in the
household are highlighted in bold in Table 6. Strongly significant positive determinants of
commercialisation were the three agro-ecological zones: Rongo, Kabondo, and Ndhiwa;
being within two km of the main road, per capita landholding size, and the household head
being a part-time resident. Both the magnitude and the direction of the signs for the
agro-ecological dummies are as expected, with the probability of sweet potato being among
the top two cash crops for the households being greater in Kabondo than in Ndhiwa, greater
in Ndhiwa than in Rongo, and greater in Rongo than in Kendu Bay.
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Figure 5. Problems reported by farmers in South Nyanza.
Table 6. Probit analysis for sweet potato as one of top two cash crops for key grower or spouse during the 1994/95
agricultural season, four sites in South Nyanza, Kenya.
Variable
(0, 1) dummies unless indicated
Sweet potato among top two cash crops in household
Expected
sign
Co-
efficient
Asymptotic
t-ratio
Pro-
bability
Marginal
effect
Sample
mean
Constant –0.179 –0.072 0.942 –0.071
Rongo + 1.333 1.717 0.086 0.530 0.26
Kabondo + 3.292 3.877 0.000 1.309 0.25
Ndhiwa + 2.035 2.641 0.008 0.810 0.25
Within two km of tarmac road + 2.010 3.190 0.001 0.800 0.51
Age of key sweet potato grower (years) + 0.011 0.424 0.671 0.004 40.85
Some primary school education
(Key sweet potato grower)
+ –0.547 –0.745 0.456 –0.217 0.49
Finished primary school
(Key sweet potato grower)
+ –0.960 –1.066 0.286 –0.382 0.20
Number of other adult men
(>13 years old) in household
+ 0.266 1.015 0.310 0.106 1.70
Number of other adult women
(>13 years old) in household
+ 0.191 0.700 0.484 0.076 1.07
Number children under 6 years – 0.213 0.820 0.412 0.085 0.91
Daily wage rate in non-farm activity (Ksh/day)* – –0.0006 –0.225 0.822 –0.0003 53.59
Receives regular remittances from outside + –0.677 –0.983 0.325 –0.269 0.32
Per capita land holdings (estimated acres) + 0.385 2.263 0.023 0.153 1.63
Land under control of key grower(estimated acres) + –0.106 –0.880 0.378 –0.042 2.94
Agricultural capital index (natural logarithm) + –0.506 –2.456 0.014 –0.201 9.59
Consumption capital index
(natural logarithm)
+ 0.118 0.494 0.621 0.047 9.34
Head of household is polygamous + 0.251 0.455 0.649 0.010 0.23
Household head part-time resident + 1.980 2.313 0.020 0.788 0.11
Sample size 81
Mean of dependent variable 0.49
Maximum likelihood estimates:Log-likelihood –27.984
Restricted (slopes=0) log-L –56.138
Chi squared (18) 56.309
Significance level 0.000007
Frequencies of actual and predicted outcomes: Predicted
Actual 0 1 Total
0 34 7 41
1 3 37 40
Total 37 44 81
* In 1995, US$ 1 = Ksh 45.45.
Being near a main road also significantly improves the probability that sweet potato is an
important cash crop for the household. This is not surprising given the difficulties in
transporting bulky, perishable storage roots. Particular attention should be paid to the
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column entitled marginal effects in Table 6. When evaluated at the mean values for the
regressors, the marginal effect approximates the change in probability that the dependent
variable (i.e. sweet potato being an important cash crop) will be true (that is, equal to one
instead of zero). An example is provided in Figure 7, where the probability curves for
households close to the tarmac and those at least seven km from the tarmac are shown
plotted against the range of per capita landholding size found in survey households, with all
other variables held at their sample mean values. At the mean value of 0.25 ha per capita, the
probability of a household having sweet potato among their top two cash crops is
significantly greater in households close to the tarmac. The effect of distance to tarmac at
this sample mean for landholding size on the probability is 0.8. As the graph clearly
indicates, the influence of distance to tarmac is much lower on this probability for
households with higher per capita landholding size than those with lower values. This
would be expected as larger operations have more resources at their disposal to overcome
distance to market barriers (e.g. owning their own ox-carts and oxen).
In addition, most part-time household heads are working elsewhere and providing
remittances to the household, which can contribute to hiring labour, the major input to
sweet potato production. As shown in Table 6, the marginal effect of having a part-time
head is as high as that for distance to tarmac. It is somewhat surprising, however, that having
additional adult men and women available within the household was not statistically
significant, given that half the household reported lack of family labour as a moderate to
severe constraint.
The significant negative sign on the agricultural capital index implies that farmers with
greater agricultural assets are less likely to have sweet potato as one of their top two cash
crops. These households are more likely to be engaged in sugar-cane or groundnut
production as their major sources of cash income.
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Figure 7. Probability of sweet potato being among top 2 cash crops by per capita landholding size and distance to
tarmac road (probit results).
The results reinforce the descriptive findings. Small-scale commercialisation of sweet
potato is heavily dependent on having at least two growing seasons and adequate market
access, being within a reasonable distance to tarmac roads, and having access to remittance
income to hire labour. While increasing landholding size contributes to the likelihood that
sweet potato will be one of the top two cash crops, farmers having higher levels of
agricultural assets are more liable to sell crops other than sweet potato to obtain cash.
Case studies of commercial households
A detailed examination of four larger scale commercial operations in Kabondo reveals the
dominating nature of the marketing constraints and the contrasts between sweet potato
production designed for home consumption and that for sale. Two of the key case study
growers were women and two were men. The husband of one of the women was resident on
the compound, but not engaged in sweet potato production; the other woman received
regular remittances from her spouse. Both wives of the two key male growers also had sweet
potato plots from which they sold roots, but on a much smaller scale than their husbands.
Commercially-oriented growers cultivate fewer varieties, tend to plant pure stands, engage
in progressive (harvesting one section completely at a time) or one-time harvesting of the
entire field, rely heavily on oxen to plow and harvest, and employ significant amounts of
hired labour (Table 7). Moreover, in three of the four case studies, the farmers rented
additional land to expand their sweet potato production.
Table 7. Characteristics of farms growing sweet potatoes principally for home consumption compared to those growing
mainly for cash.
Characteristics of farms growing sweet potatoes
principally for home consumption
Characteristics of farms growing sweet potatoes
principally for cash
• Diversity of varieties, with differing maturation
periods
• 1–3 varieties, all meeting qualities demanded by
market (e.g. red-skinned, white-fleshed)
• Piecemeal harvesting as needed (in-ground storage) • Increase in demand for early-maturing varieties
• Relay and intercropping dominates pure • Progressive or one-time harvesting (rely on
in-ground storage)
• Average plot size rarely exceeds 0.2 ha • Pure stands dominate relay planting and
intercropping
• Never rent land strictly for sweet potato
production
• Plot sizes often exceed 0.2 ha; sometimes rented
• Limited male labour involvement, except for land
clearing
• Increased male and female labour involvement
(especially number of household members involved)
• Oxen used only occasionally on heavy soils for
plowing; never for harvesting
• Increased oxen use for plowing, harvesting, and
transporting to market outlets
• Dominance of soils of average fertility • Intensification of pest problems, due to inadequate
rotation, decrease in use of proper cultivation
practices
• Preference for very large tubers • Preference for medium-size tubers (easy to pack)
• Planting material purchased by farmers only in
areas with one annual growing season for sweet
potato
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Using the wage rates of hired labour for the different activities and reported market fees
and transport costs from the case studies, the component costs for producing and selling 0.4
ha of sweet potato roots were derived. For example, in 1995 it would cost Ksh 6620 to
produce 30 bags (about 3600 kg) of sweet potatoes in Kabondo and sell them 42 km away in
Ahero (Figure 8). A third of that cost is due to transport and marketing fees, which are
charged on a per bag basis (e.g. Ksh 50 per bag for transport and Ksh 15 per bag for market
entrance fees). Land rental, harvesting and plowing with oxen are the next most expensive
components. Oxen rental is common and most cost effective for growers with larger
landholdings, as even small plot holders must pay a minimum fee. All growers try to
substitute family labour and their own oxen for hired labour and rented oxen whenever
feasible. Hired labour is viewed as being less skilled than family labour, particularly for such
activities as planting, weeding and harvesting.
When budgets were constructed for the four case studies, only two of the four farmers
made a profit, even when a much lower value than the hired labour rate was assigned to
family labour. The profitability of commercial sweet potato production in Kabondo is
extremely sensitive to seasonal price fluctuations and yields. As shown in Figure 9, a farmer
renting land at about Ksh 1800/ha would have to produce about 85 bags/ha (10,300 kg per
hectare) to break even, if a bag of sweet potato was selling for Ksh 200 in Ahero. The break
even point would drop to around 45 bags/ha when the price of sweet potatoes rose to Ksh
300/bag. For perspective, average prices in Ahero were Ksh 300/bag from January through
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Figure 8. Percentage of total cost for activities comprising one acre of sweet potato production in Kabondo (30 bags per
acre).
April, Ksh 250/bag during May through September, and Ksh 400/bag from October
through December. Regardless of the final price per bag, farmers on average spend Ksh
75/bag in transport and marketing fees. Staggering planting periods and maintaining high
yields are the best current strategies for dealing with these price fluctuations given the lack of
knowledge and unknown profitability of post-harvest fresh root storage techniques.
Factors influencing continued female dominance
in sweet potato production
As sweet potato becomes more important as a cash crop, men tend to become more
significantly involved, and the mean number of women involved in sweet potato
production within the household also increases (Figure 6). In Kabondo, a significant
number of men have control over their own sweet potato fields, which are strictly grown for
sale. However, several women have also been able to become successful larger-scale growers,
either in partnership with or independent of their spouses. The most important factors
enhancing the likelihood that women will continue to play a dominant role in sweet potato
production are:
• the continued importance of sweet potato’s role as a food crop
• the ease of entry into sweet potato production (low input requirements, and its ability to
be relayed cropped or intercropped) means women can expand production on limited
available land if required
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Figure 9. Revenues and costs for one acre of sweet potato production in Kabondo, 1995.
• low margins of profitability during certain times of year
• the perception of sweet potato as a woman’s crop (varietal knowledge, proper planting
and harvesting techniques)
• male out-migration is likely to remain high among Luos (the dominant people in this
area), which provides a sources of remittances for hiring labour and land but leaves crop
management to women
• acceptability and current prevalence of women as sweet potato traders and
• greater likelihood of women than men to provide the labour for any introduced
processing activities (chipping, drying etc.).
In contrast, there are other extant factors, which mitigate against continued female
dominance of sweet potato production and encourage men to enter. These are summarised
as:
• ease of entry applies to men as well as women
• decline of profitability of cash crops typically in the male domain, e.g. sugar-cane, cotton,
coffee
• inheritance laws that leave men as the predominant owners of land and oxen
• less access to capital (credit, off-farm employment) for women than men for hiring
labour and renting or purchasing land and
• knowledge of varieties and proper harvesting techniques becomes less important as
more commercialised operations tend to grow fewer varieties and harvest using oxen.
In this sample, when men were significantly involved in sweet potato production for sale
(18 cases), there were only 2 instances where their wives were not also have land for growing
sweet potatoes for sale. Mean income earned from sweet potato sales was higher for men on
individually managed plots (Ksh 5428 for the previous year) than on plots jointly managed
with their wives (Ksh 1257). On average, women who were involved in selling sweet potatoes
but did not have husbands who did engage in sweet potato cultivation did not earn
significantly different amounts of cash from their sales (Ksh 2739) than did women whose
husbands also had their own plots for sweet potato production (Ksh 3500). Although men
living in the area have greater access to land through inheritance and ability to rent, several
women were also able to rent additional land either through using remittances from
husbands working elsewhere or having access to cash from previous sweet potato harvests,
other crop sales or off-farm employment (e.g. teaching).
The low chemical input requirements and relative ease of management of sweet
potatoes means that it is easier for either gender to expand or enter into sweet potato
production than for most other crops. While greater demand would no doubt stimulate
greater male entry into sweet potato cultivation, it is highly unlikely that women would be
excluded from commercialised systems in the near to medium term for the reasons listed
above.
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Characteristics preferred by commercial vs.
non-commercial growers
A list of desirable characteristics for a hypothetical sweet potato variety was obtained from a
sub-sample of 41 farmers6 to discern if differences exist in preferences based on whether or
not the farmer sells sweet potato. For several traits, all farmers are in agreement: the texture
of the root must be dry, the vines should spread horizontally as opposed to having an erect
stance, and any new variety must be acceptable to buyers. There was also little difference
between sellers and non-sellers regarding the length of time storage roots should be able to
stay in the ground without rotting once mature. Overall, 49% desired storability for 3 to 4
additional months, 10% for 5 months, 20% for 6 months, with the remainder requiring
longer periods of 8 to 12 months.
Some differences do exist, however, between characteristics desired by sellers and
non-sellers. Sweet potato traders prefer white-fleshed varieties because there is a
conventional wisdom that such varieties can be easily sold. This preference is translated
down the marketing chain. White-fleshed varieties are highly preferred by sellers, whereas
home consumers were equally divided between white and yellow-fleshed sweet potatoes.
Sellers also desired red-skin colour, while non-sellers liked both red and purplish-red
skinned varieties. Only 17% of farmers preferred white-skinned sweet potatoes. All home
consumers wanted varieties which matured in 4 months or less, with 80% stipulating 3
months. In contrast, while 80% of sellers wanted varieties maturing in 4 months or less, the
remainder favoured maturity periods ranging from 5 to 9 months. Home consumers
endorsed very sugary roots, whereas the top category of sellers was equally divided between
somewhat sugary and very sugary. Only 7% of the growers fancied roots that were not sugary
at all. The majority of home consumers want very large tubers (as one woman said, the larger
the better for impressing your husband) compared to sellers who prefer medium size tubers
(e.g. 300 gm) for ease of packing into bags.
The desire for a variety that is weevil resistant was slightly more important to sellers than
non-sellers, but the main variation in preferences was by agro-ecological zones. Weevil resistance
was critically important for the majority of farmers in Rongo, Ndhiwa, and Kendu Bay, but not
for those in Kabondo. This is somewhat surprising given that almost 90% of Kabondo farmers
indicated that sweet potato weevil is a moderate to severe problem (Figure 5).
Sweet potatoes are propagated vegetatively. Staggering harvests across time and planting
small plots in damp, year-round areas like swamps are the principal strategies by which
farmers maintain their planting material for the coming season. Varieties with very thin,
elongated vines appear particularly susceptible to dying when drought stressed for a
significant period of time. Vine survival during the dry season was critically important
characteristic for almost all farmers in Rongo, Ndhiwa, and Kendu Bay. In contrast, 36% of
Kabondo farmers felt the ability of vines to survive the dry season was not important in a
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6. Due to the length of the questionnaire, only half the farmers in the survey were queried on this topic. Of
these, 9 were farmers having sweet potato sales in 1994/95 of Ksh 1000 and above, 17 with sales below Ksh
1000, and 15 not selling whatsoever. Sellers in this section refer to those having any sales of sweet potato
whatsoever.
new variety. This probably reflects the ease with which planting material can be obtained
from others in the Kabondo area and perhaps rather favourable agro-ecological conditions.
When queried as to what desirable characteristics the varieties they now possess lack,
three major areas of concern emerged: weevil resistance (44% of respondents), vine survival
during the dry season (39%), and storability of the roots in ground once they have matured
(27%). It is somewhat surprising that Ndhiwa farmers did not mention early maturity, given
the seasonal gaps in sweet potato consumption previously noted.
Conclusion
The importance of sweet potato as cash crop for the household is likely to continue to
expand, while maintaining its traditional role as a food crop, particularly in areas
experiencing declining maize yields. Agro-ecological factors, distance to major roads, per
capita household landholding size and the residence status of the household head were
found to be key positive determinants of sweet potato commercialisation. The crop is likely
to remain principally in women’s hands in the near to medium future, given the ease with
which its production can be expanded, its seasonally variable profit margins, and continued
male out-migration. Expansion of commercial production is severely constrained by the
bulky, perishable nature of the crop, poor infrastructure, and a marketing system notable
for its relatively high cost per unit sold. Without a significant increase in urban demand
and/or the development of alternative uses for the crop (e.g. animal feed, large-scale food
processing using sweet potato as an ingredient), sweet potato is likely to remain an excellent
source of timely (i.e. sold as needed), but relatively small amounts of incomes for most rural
South Nyanza households. Farmers are particularly interested in new varieties, which are
weevil resistant, whose vines can survive the dry season and whose roots can remain in the
ground for at least an additional 3–4 months once they have matured.
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Introduction
The semi-arid zone of West Africa is an important livestock producing area. Periodic
drought and increased population pressure in the region in recent years have encouraged
the extension of cropping into marginal lands that were previously used for livestock
production. This encroachment has reduced the area of rangeland available for livestock
grazing. Livestock population in the zone has, however, been rising partly due to a decline in
transhumance and partly because of regional shifts in livestock ownership. Together, these
processes have put pressure on the resource base and created a compelling need for more
efficient management of natural resources, including rangelands.
The grazing systems in semi-arid West Africa (SAWA) involve the joint use of range
resources by animals. However, most of the previous studies of grazing systems in SAWA
have focused primarily on single species grazing. The joint use of range resources by
different species involves issues of competition and complementarity that cannot be
adequately addressed by analysis of mono-grazing systems. For example, multiple use of
range resources raises important issues of management such as under what conditions it is
appropriate to take advantage of the opportunities to produce more than one product, or to
what extent should one product be sacrificed for another where the several products are not
perfectly complementary.
The optimum solution to such problems thus requires the combined expertise of animal
scientists, ecologists and economists. This paper demonstrates the usefulness and
importance of an holistic approach in analysing complex production systems.
The objectives of this paper are to determine:
a. the optimum stocking rate and species mix that will maximise profit and compare this
with the biological optimum stocking rate and species mix and
b. the effects of output price variation on the optimum stocking rate, species mix and
maximum profit.
Social science research in IARCs 119
Methods
Details of the grazing experiment analysed here are taken from ILCA (1993). Forty hectares
of rangeland, 48 rams (each weighing approximately 33 kg) and 48 bucks (each weighing
approximately 28 kg) were used in a factorial arrangement of two stocking rates and four
ratios of goats to sheep. The experiment reported here was conducted from April to
November 1993. Animals were weighed every two weeks for three consecutive days. Table 1
shows the stocking rates, goats to sheep ratios, and mean liveweight gains obtained from the
experiment.
Table 1. Treatments, stocking rates and mean liveweight gains (April–November 1993).
Treatment
Gains (kg/ha) Stocking rates (TLU/ha) Proportion
of goatsGoats Sheep Goats Sheep
1 7.25 6.35 0.15 0.08 0.66
2 17.58 8.71 0.30 0.15 0.67
3 22.84 0.00 0.26 0.00 1.00
4 0.00 15.30 0.00 0.35 0.00
5 9.68 19.02 0.15 0.27 0.35
6 26.19 0.00 0.46 0.00 1.00
7 0.00 14.28 0.00 0.20 0.00
8 5.30 14.64 0.07 0.16 0.32
9 0.00 17.34 0.00 0.35 0.00
10 9.45 8.76 0.16 0.08 0.66
11 14.17 12.71 0.25 0.16 0.62
12 21.39 0.00 0.26 0.00 1.00
13 6.19 26.10 0.14 0.28 0.33
14 4.09 14.75 0.07 0.16 0.31
15 23.26 0.00 0.45 0.00 1.00
16 0.00 15.32 0.00 0.21 0.00
Based on earlier work reported in ILCA (1992, 1993), the production function specified
in equation 1 was used to derive the biological optimum stocking rate and species mix.
Y a S a S a S R a S R u
i i i i i i i
= − + − +1 2
2
3 4
2 (1)
where Yi = total liveweight gain (kg/ha) for stocking rate i; Si = i
th total stocking rate
(TLU/ha), Ri = proportion of goats in stocking rate i; u = error term.
The derivation of the stocking rate and species mix that maximise profit (i.e. the
economic optimum) was done in two stages. First, profit per hectare for each level of
stocking rate and species mix was estimated using equation 2.
( )P G P G P i C S C S V S V Ss s g g s s g g s s g g= + − + − − (2)
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where P = profit in FCFA/ha
GS, Gg = final liveweights of sheep and goats in kg/ha
PS, Pg = selling prices of sheep and goats in FCFA/kg liveweight
1
i = interest rate (%)
Cs, Cg = costs of sheep and goats in FCFA/TLU
Ss, Sg = stocking rates of sheep and goats in TLU/ha and
VS, Vg = variable costs of sheep and goats in FCFA/TLU.
Secondly, the stocking rate and species mix yielding the highest profit were determined
by estimating the profit function specified in equation 3.
P b S b S b S R b S R u
i i i i i i i
= − + − +1 2
2
3 4
2 (3)
where all variables are as previously defined.
The stocking rate and species mix that maximised profit were derived by setting
DP dS
i i
and dP dR
i i
= 0
The sensitivity of the profit maximising stocking rate and species mix to changes in
prices was determined by varying the selling prices of sheep and goats in accordance with
historical trends.
Results
The estimated liveweight production function is shown algebraically in equation 4 and
graphically in Figure 1.
Y S S SR SR= − + −86 04 93 47 69 74 57882 2. . . .
(11.0) (30.2) (24.4) (21.8) (4)
(Figures in parentheses are standard errors)
R2 = 0.96, F-value = 182.2
The biological optimum occurs at a stocking rate of 0.57 TLU/ha and when goats
constitute about 60% of the livestock mass. Equation 5 and Figure 2 indicate that the
economically optimal combination of input is found when the stocking rate is 0.39 TLU/ha
and goats make up about 47% of the livestock mass.
P S S SR SR= − + −14169 3 234578 17306 8 185111 2. . . .
(3116.6) (8562.3) (6919.5) (6198.4) (5)
(Figures in parentheses are standard errors )
R2 = 0.85, F-value = 30.0
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1. Data on prices and animal costs were obtained from Republique du Niger (1993).
Figures 3 and 4 indicate that the optimum stocking rate and species mix are sensitive to
price changes, with changes in sheep prices exerting more influence on the two variables
than changes in goat prices.
Two important points emerge from this analysis. First, the profit motive based on the
economic optimum leads to a lower stocking rate than maximum sustained yield implied by
the biological optimum. On privately owned rangeland, use of the economic optimum
stocking rate will lead to a lower level of resource use and a system that poses less risk of
range degradation. Secondly, the sensitivity of the optimum stocking rate and species mix to
changes in prices clearly indicates that a universally stable optimum does not exist. This
suggests a need for a flexible management system to respond rapidly to changes in economic
conditions.
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Figure 1. Total weight grain as a function of stocking rate and proportion of goats.
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Figure 2. Profit as a function of stocking rate and proportion of goats.
Figure 3. Effects of price variation on optimum goat–sheep rate..
Conclusion
This paper provides empirical evidence in support of the hypothesis that economic and
biological optima differ significantly for a given grazing system.
The economic optimum occurs at a lower stocking rate and goats to sheep ratio than the
biological optimum. The use of the economic optimum stocking rate and species mix,
particularly on privately owned rangeland, will lead to a lower level of resource use and the
emergence of a system that poses less risk of range degradation.
Given that profit maximisation is only one of several objectives pursued by low-income
livestock producers in developing countries, further empirical analysis of the effect of
multiple goals on stocking rate and species mix would prove particularly useful.
Nonetheless, this analysis demonstrates that the relevance of management
recommendations will be enhanced if such recommendations are based on an analysis of
both the economic and biological factors influencing grazing systems.
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Figure 4. Effects of price variation on optimum goat-sheep ratio.
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Introduction
Egyptian agriculture is in a transitional period. The two decades of the 1960s and 1970s
were characterised by heavy government intervention in agriculture. Output prices were
controlled, inputs were subsidised, quota deliveries at fixed prices of the major food
commodities (wheat, maize and broad beans) were compulsory, and land rent was
controlled. Cropping pattern was influenced by area allotments required for cotton, sugar
cane, rice and wheat. Those policies affected output and input marketing, distribution and
credit systems, and heavily influenced farmers’ decisions. However, in the late 1980s, as part
of an economic reform programme, agricultural market liberalisation was initiated to
reserve the above trends. In addition, research and extension activities were intensified
through on-farm verification trials and demonstration fields. The development and
introduction of high-yielding varieties and improved cultural practices have increased
productivity of most of the major cereal crops including maize, rice and wheat for the last
several years (Abdel-Salam 1993). The liberalisation policies are still being gradually
implemented and their full impact on agriculture is not yet known. The problem is that
there are no previous studies on the impact of modern wheat technology against which to
measure the effects of recent agricultural policy changes.
The objectives of this study were to:
1. determine the adoption levels of modern wheat production technologies in Upper
Egypt and estimate their impact on the profitability of wheat enterprise
2. estimate the economic benefits from the adoption of improved wheat technologies and
3. measure the extent that the profitability of these technologies and their economic
benefits were affected by the recent agricultural pricing policy reforms in Egypt.
The rest of this paper is organised into five main sections. In the section immediately
following this introduction, improvement of wheat in Egypt is reviewed and productivity
trends of wheat are analysed. This is followed by the presentation of survey results on the
adoption of wheat technologies in the heat-stressed environment of Upper Egypt. Next, the
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technological impact on wheat yields, net returns and production value are analysed; and
the impact of recent policy changes on the profitability of wheat technology is also
discussed. Then, the economic returns of wheat research in the study area are examined
followed by concluding remarks.
Technological improvement and productivity
trends of wheat in Egypt
Wheat improvement
Wheat research has continued in Egypt for over 80 years. In the first 26 years, from 1914 to
1940, the breeding programme was confined to introduction of foreign material, mass
selection and individual plant selection. Some durum varieties such as Baladi 116, Dakar 49
and Dakar 52; and bread varieties such as Mabrouk, Mokhtar and Giza 135 were selected
from local material. Other varieties such as Hindi 62, Hindi D and Tosson were selected
from material introduced from India (Enayat 1993). This was followed in the early 1940s by
the introduction of a crossing programme, which resulted in the development and release of
numerous improved bread wheat varieties such as Giza 139 (1947),1 Giza 144, 145, 146, 147
(1958). In the 1960s, the wheat research programme increased its international
co-operation with agencies such as the Food and Agricultural Organization of the United
Nations (FAO), the United States Department of Agriculture (USDA), and the
International Maize and Wheat Improvement Center (CIMMYT). An increase in
manpower training and upgraded equipment aided the further development of the wheat
improvement programme. The crossing programme was intensified by a greater access to
sources of genes for useful traits through international co-operation. Consequently, the
bread varieties Giza 148, 150 (1965), and the widely adapted rust resistant variety Giza 155
(1968) were developed. Although these long-statured varieties, particularly Giza 155,
significantly boosted wheat productivity in Egypt, they were susceptible to lodging and had
yield potential of not more than 3.8 t/ha under farmers’ conditions.
This led to the introduction of dwarf lines in the crossing programme and the
subsequent development of the first high-yielding semi-dwarf varieties in the 1970s and
1980s. Among these varieties were Super X and Mexipak (1972), Chenab 70 (1973), Sakha
8, Giza 157, 158 (1977), Sakha 61, 69 (1980), and Giza 160 (1982). The durum variety Stork
(Sohag 1) was also recommended for Upper Egypt. During the 1980s, the capacity of the
wheat improvement programme increased considerably and greater emphasis was given to
the development of high-yielding varieties, which are tolerant to different environmental
stresses like heat, salinity and drought. Thus, in 1987 new bread wheat varieties such as
Sakha 92, Giza 162 and Giza 163 were released for the Delta Region, the heat-tolerant
variety Giza 164 was released for the Middle and Upper Egypt while the durum wheat
variety Sohag 2 was recommended for Upper Egypt (Enayat 1993). More recently (since
1990), new bread wheat varieties Giza 165 (for Upper Egypt) and Gemmeiza 1 (southern
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1. The number in parenthesis is the year a variety is released.
Delta) and durum varieties Beni Suef 1 and Sohag 3 (for Middle Egypt) were released. The
spread of the first generation of high-yielding varieties depended a lot on the environment
and the application of new research approach to support and sustain the successful transfer
of the modern technologies. The new research approach adopted in the mid-1980s and its
impact in Upper Egypt is discussed later in this paper.
Wheat productivity
From 1980–92, wheat production grew at an estimated average rate of 6.2% annually,
achieved due to growth in area cultivated with wheat (2.5%) and growth in yields (3.9%);
even though production stagnated during the 1980–84 period. The area cultivated to wheat
was on a decline until 1984, but expanded dramatically between 1986 and 1989. After
1989, it declined again probably in response to the decline in real wheat prices and of
unfavourable changes in relative prices.
The diffusion of modern farm technologies, including high-yielding wheat varieties and
improved cultural practices, has increased wheat productivity in Egypt leading increases in
average yield by over 50% from 3.4 t/ha in 1981–83 to 5.4 t/ha in 1990–92 (Table 1). The
combination of higher yield levels and higher output prices resulted in a higher profitability
in wheat enterprise. The net returns from wheat-based rotations have recently exceeded
those from other major rotations. This was mainly responsible for the rapid growth of wheat
area after 1986.
Table 1. Growth rate of wheat production, area and yield for Egypt and major wheat producing areas, 1980–92.
Production, area and yields Growth rates
(%)* 1980–921981–83 1984–86 1987–89 1990–92
Egypt
Production (× 103 t) 1984 1872 2920 4170 6.2
Area (× 103 ha) 573 500 606 771 2.5
Yield (t/ha) 3.4 3.7 4.9 5.4 3.9
Delta
Production (× 103 t) 1219 1106 1652 2482 5.9
Area (× 103 ha) 329 284 344 446 2.5
Yield (t/ha) 3.7 3.9 4.8 5.6 3.5
Middle
Production (× 103 t) 340 344 582 822 7.4
Area (× 103 ha) 99 90 109 148 3.4
Yield (t/ha) 3.4 3.8 5.3 5.6 4.2
Upper
Production (× 103 t) 425 423 686 866 5.9
Area (× 103 ha) 145 126 153 178 1.7
Yield (t/ha) 2.9 3.3 4.5 4.9 4.4
* Calculated based on (ln (90–92) – ln (81–83))/12, where 12 is the number of years under consideration.
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Wheat technology adoption in Upper Egypt
The study area
The two governorates of Sohag and Qena in Upper Egypt were selected for this study
because wheat is the most important winter crop, accounting for 24% of the total wheat area
in Egypt. Although yields are lower, wheat enterprise is an important source of farm income
in the study area and recent research and extension efforts have been directed to increase
farmers’ adoption of the improved wheat technology. Low wheat yields in Upper Egypt were
attributed to natural environmental factors like higher temperatures during grain filling
stage and management factors such as lower seed rate, lower fertiliser application rate and
use of old varieties. Farmers’ adoption of the modern technology was retarded by the
inadequate access to extension information.
Technology transfer: A farmer participatory approach
In the period between 1984 and 1986, average wheat yield in Upper Egypt was 3.3 t/ha (Table
1). Almost all of the wheat area was sown with the old variety Giza 155 despite the fact that the
heat-tolerant variety Giza 160 had been available since the early 1980s. Second generation
heat-tolerant varieties such as Giza 164 became available in 1987. These varieties have a high
yield potential of up to 6 t/ha. Diffusion of modern varieties was, nonetheless, slow in Upper
Egypt compared to the Delta and Middle Egypt. High winter temperatures, poor crop
management and farmer attitude towards the short-statured varieties were among the main
constraints. Weak extension service and seed multiplication were also limiting factors. New
varieties, however, required good management in order to produce higher yields than
traditional varieties under the heat-stressed environment of Upper Egypt. A new research
approach was, therefore, required if the new varieties were to be widely accepted by farmers.
In 1987, the wheat research programme embarked on a technology transfer programme in
co-operation with the International Center for Agricultural Research in the Dry Areas
(ICARDA) and implemented through a regional programme—The Nile Valley Regional
Program (NVRP). The NVRP is a co-operative research programme between the national
agricultural research systems (NARS) in Egypt, Ethiopia, Sudan and ICARDA, which
provides support in generating and testing improved technologies for cereals and cool-season
food legumes. The research activities of the programme are mainly adaptive in nature with the
main objective being to disseminate improved agricultural technologies by increasing farmers’
access to the technology and to enhance researcher–farmer–extension interaction through
on-farm trials and field demonstrations. Hence, many trials and demonstrations are
conducted every season on farmers’ fields to evaluate improved technologies under farmers’
conditions and educate farmers and extension staff on their benefits.
The technological package, which was developed by the Wheat Research Program of
Egypt and popularised among farmers under the NVRP includes:
1. planting modern high-yielding varieties such as Giza 160, Giza 163, Giza 164, Sohag 1
and Sohag 2
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2. planting in the first half of November with a seed rate of 158–178 kg/ha
3. proper seed bed preparation to ensure good crop establishment
4. applying fertiliser at the rate of 180 kg N/ha and 35.7 kg P2O5/ha
5. pest and weed control and
6. five to six irrigations at 2–3 week intervals ( Shafi et al. 1993).
In Sohag and Qena demonstration fields, where the full package of technologies were
applied, produced significantly higher yields than the farmers’ fields. The yield gap was
attributed to the use of old varieties (Giza 155, Beladi and Indian), poor crop establishment,
lower seed and fertiliser rates, inadequate irrigation regime and delayed date of planting (Abdel
Shafi et al. 1993). Table 2 shows wheat yields attained by farmers participating in the NVRP’s
farmer-managed demonstration fields compared favourably with non-participant farmers’
fields. The data are a summary of many demonstration plots conducted at different locations in
Sohag and Qena governorates over four years. The average yield from the demonstration fields
was 6.3 t/ha, whereas the average yield from the non-demonstration fields was 4.3 t/ha.
Table 2. Wheat grain yields (t/ha) from demonstration and non-demonstration farmers’
fields in Sohag and Qena, Egypt, 1989–93.
Year
Demonstration farmers Non-demonstration farmers
Sohag Qena Sohag Qena
1989 6.13 4.74 3.87 3.70
1990 7.36 8.60 5.21 5.28
1991 5.68 4.72 3.40 3.58
1992 6.12 6.39 4.04 4.54
1993 6.93 6.60 4.45 4.71
Average 6.44 6.21 4.3 4.4
Source: Abdel Shafi et al. (1993).
Technology adoption: Results of a field survey
To test the adoption of the new technology, three districts were first selected from Qena and
Sohag provinces and from each district two villages were selected. The districts and villages
were selected because of their importance in wheat production as determined by the
cultivated wheat area. Fifteen farmers were randomly drawn from the list of wheat growers in
the 1992/93 winter season, thus giving a random sample of 90 wheat growers from each
province. A questionnaire was prepared and pre-tested. Trained enumerators and supervisors
administered interviews with farmers. Data on farmers’ practices, their awareness and
evaluation of technologies, and on costs of production were collected. Adoption levels of
different components of the improved wheat production package were estimated.
Results of the survey shows that most farmers in Upper Egypt (83%) ranked wheat as the
most important winter crop. Faba beans, tomatoes, and Egyptian clover (berseem) were
ranked as their most important winter crop by only 6, 7 and 3% of the sample, respectively.
Wheat is grown for home consumption and for cash. Although wheat is a profitable
commodity, small farmers in Upper Egypt mainly grow it for consumption. About 69% of
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the farmers interviewed set aside more than 50% of their total wheat production for home
consumption. This indicates that small farmers in Upper Egypt have the tendency to secure
their stable food supply from the farm rather than relying on the market.
In terms of adoption, the survey indicates that in the 1992/1993 season, there were high
adoption rates among farmers of some technologies such as variety (64%), planting date (73%)
and irrigation interval (77%), whereas the adoption rates were low for other technologies such as
crop establishment practices (12%), seed rate (12%), nitrogen fertilisers (7%) and timing of first
irrigation (37%). Table 3 provides the adoption rates of selected wheat technologies. The least
adopted technologies were planting method, seed rate and nitrogen fertiliser application.
Table 3. Adoption rates of improved wheat technologies by farmers in Upper Egypt, 1992/93.
Technology
Percentage of farmers adopting1
Sohag Qena All
Variety
Giza 164 (1987)2 58 71 64
Sohag 1&2 (Durum) 8 – 4
Giza 155 (1968) 26 28 27
Others 8 1 5
Planting date
Before 1 November 7 – 3
1–15 November 64 80 73
After 15 November 30 20 24
Seed rate3
Recommended 12 11 12
< recommended 68 43 58
> recommended 20 36 30
Planting method
Wet 94 82 88
Dry 6 18 12
Nitrogen fertiliser4
175–185 kg N/ha 7 8 7
< 175 kg N/ha 49 53 51
> 185 kg N/ha 44 39 42
Irrigation interval5
< 21 days 67 87 77
> 21 days 33 13 23
First irrigation
< 21 days 20 53 37
> 21 days 80 47 63
1. Adoption rates are estimated from survey data, 1992/93 season.
2. Year released.
3. Recommended seed rate (190 kg/ha) for Sohag and (155 kg/ha) for Qena.
4. Fertiliser use is for the modern wheat varieties (Mvs).
5. Two to three week irrigation intervals are recommended for wheat in Upper Egypt.
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Farmers’ high awareness of the latter technologies did not translate into high adoption
levels. Farmers considered the recommended levels of these technologies inadequate. This
suggests that the constraints for lack of adoption were mainly lack of effective extension
information on these technologies. Greater farmer participation in the agronomic and
economic evaluation of these technologies is, therefore, imperative.
Impact of new modern technology on productivity
and profitability of wheat in Upper Egypt
Farmers’ adoption of modern wheat production technology in Upper Egypt has resulted in
an average annual yield growth rate of 5.6% for the last 12 years (1980–92), (Table 1).
Average wheat yields in Upper Egypt increased by 48%, from 3.3 t/ha in 1984–86 to 4.9
t/ha in 1990–92. The average wheat yield in the study area is estimated from the survey data
as 4.9 t/ha, which is 29% higher than the average yield levels for 1989. The variability of
wheat yields was due to the different levels of technology and management practices
adopted.
In spite of the wheat yield increment achieved in Upper Egypt, this study indicates that a
significant yield gap still exists among the farmers and between the demonstration fields
where a full package of wheat production technologies was applied and farmers’ fields where
a lower level of technology was used. Hence, there is a potential to increase farm income in
Upper Egypt by enhancing the adoption of improved technologies.
Impact on profitability
Profitability of wheat was analysed for 1992/93 using enterprise budgets. Total variable
costs, gross and net returns from wheat under three technological options were estimated.
Cost of operating capital was computed using 20% interest rate. The net returns were the
returns to land, management and risk. The marginal rates of return were also calculated.
The survey data, in addition to data from on-farm trials and demonstration fields, were used
to estimate input levels and potential yields for three technological options (Table 4).
In the first technology option, it is assumed that farmers used a traditional wheat variety
(Giza 155) and applied seed and fertiliser rates lower than recommended. In addition, the
wet planting method locally known as ‘Hirati’ and longer irrigation intervals are assumed.
This lower level of technology represents the practices of many farmers in Upper Egypt who
still use traditional methods. Thirty-two percent of the farmers in the survey, for example,
used Giza 155 and other traditional wheat varieties. The average yield of these varieties is
3.75 t/ha (Abdel-Salam, personal communication). The average wheat yield for the study
area in 1989 is estimated at 3.8 t/ha for the non-demonstration farmers’ fields. However,
14% of the surveyed farmers fall below this yield level category.
In the second technology level, it is assumed that farmers used modern wheat varieties,
such as Giza 164, recommended seed bed preparation, planting method and planting date
132 Social science research in IARCs
Aw-Hassan
while the recommendations on seed rate, fertiliser levels and irrigation regime were not
adopted. This technology represents farmers who use modern wheat varieties but apply
lower seed and fertiliser rates. Experimental results show that modern wheat varieties have
greater yield advantage at higher seed and nitrogen fertiliser rates (Abdel Shafi et al. 1992).
The average wheat yield under the intermediate technology and management is estimated at
5.2 t/ha for the study area. Thirty-two percent of the farmers interviewed reported this yield
level or higher.
Table 4. Average input levels and potential yields of wheat under three technological options in Upper Egypt, 1992/93.
Input
Technology options
Traditional Intermediate Full package
Variety Traditional
(Giza 155)
Modern wheat varieties
(Giza 164)
Modern wheat varieties
(Giza 164)
Land preparation Wet plowing Dry plowing (conventional) Dry plowing (conventional)
Planting method Wet (Hirati) Dry Dry
Planting date 1–20 November 1–20 November 1–20 November
Seed rate (kg/ha) 120 120 170
Fertiliser rate
(kg N/ha) 100
140
180
Phosphorus rate (kg P2O5/ha) 36 36 36
Irrigation 4 5 6
Grain yield (t/ha) 3.8 5.2 6.3
Yield increment (%) – 37 21
Farmers reported above this
yield (%) 86
32
8
Costs/returns*
Total variable costs (EGP/ha)** 1351 1543 1748
Gross margin (EGP/ha) 1040 1728 2234
MRR*** (%) – 358 247
* Total variable cost includes computed cost of operating capital using 20% interest rate.
** EGP = Egyptian pounds. In 1998, US$ 1 = EGP 3.388.
*** MRR = Marginal rate of return.
In the third technological level, it is assumed that the modern wheat varieties were used
and all recommended input levels and management practices were applied. This high-level
technology and management scenario represents farmers who adopt the full package of
recommended technologies. The average yield of the demonstration fields is estimated at 6.3
t/ha for the study area over four years. Only 8% of the farmers have reached this yield level.
As shown in Table 4, profitability of wheat significantly increases when producers adopt
the improved technologies. The profit of wheat for 1993 is estimated at 1040, 1728, and
2234 EGP/ha, respectively, for the traditional, intermediate, and full-package technologies.
The marginal rate of return (MRR) from the adoption of the intermediate technology was
estimated at about 360%, while the MRR from a further shift from intermediate to
full-package technology was about 250%. The average net return per hectare from wheat in
Egypt is estimated at 2038 EGP for the three years (1990–93).
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Policy impact
Agricultural price policy affects the adoption of improved agricultural technologies because
of its impact on the incentives for producers. The price data for 1992–93 are used in this
study to measure the impact of the recent agricultural pricing policy changes on the
profitability of wheat technology adoption. The whole period of 1982–93 was divided into
three four-year periods, i.e. 1982–85, 1986–89 and 1990–93, representing three stages in
price policy changes. In the first period, which is referred to as the pre-reform period, prices
were distorted by heavy government intervention. New pricing policies were initiated and
implemented in the following years. The two periods, 1986–89 and 1990–93, are separated
because of the different policy measures successively taken and their impact on the relative
prices of wheat and inputs. The policy measures taken during the former (1986–89) period,
called reform period I, had relatively greater impact on wheat prices than on input prices,
and the converse was true in the later (1990–93) period. This period is referred to as the
reform period II. Average net returns from wheat under alternative wheat technologies were
compared for the three periods. The marginal rates of return on shifting from low to high
technology options are estimated and compared for the different price scenarios.
The results show that the new pricing policy significantly affected wheat and input
prices. Table 5 shows the average producer prices of wheat grain, straw, inputs and
fertiliser–wheat price ratios for the three periods (pre-reform period, reform period I and
reform period II). Before the policy reform the price of wheat was affected by area
allotments, quota delivery at fixed prices, and wheat and flour imports and pricing policies.
In 1986, area allotments and quota delivery were eliminated and floor price introduced.
The marketing of wheat has been liberalised since 1987. More recently, since 1991, the
prices of flour and bread were increased (IFDC 1993). As a result of those policy reforms,
actual wheat prices increased dramatically. Domestic wheat prices are now comparable with
the border equivalent prices. The average producers’ price of wheat increased by over 300%,
from 122 EGP/t in the pre-reform period to 500 EGP/t in the reform period II (1990–93).
The average real price (deflated by the GDP with 1980 = 100) of wheat, however, increased
by 44%, from 95.6 EGP/t in the pre-reform period to 137.5 EGP/t in the reform period II.
But, since 1990, the real price of wheat has been decreasing.
The recent pricing policy reform also affected input prices. Since 1988, fertiliser retail
prices have been successively increasing and in 1991, the subsidy was removed (IFDC 1993).
As shown in Table 5 the prices of inputs increased significantly. For example, the average
actual price of urea more than tripled, from 125 EGP/t in the pre-reform period to 390
EGP/t in the reform period II. The average real prices of urea barely exceeded the rate of
inflation, increasing by only 3%, from 100 EGP/t in the pre-reform period to 103 EGP/t in
the reform period II.
Real profits of wheat under the three technology options for the 1980–93 period were
higher for the full package and the intermediate technologies than the traditional
technology. The average actual and real costs and returns for the three periods are given in
Table 6. The average real net returns for the traditional, intermediate and full-package
technologies were 167, 353, and 494 EGP/ha, respectively, in the pre-reform period. In the
reform period I, the average real net returns increased, because of the higher wheat prices, to
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321, 547, and 719 EGP/ha, respectively. The higher the technology option assumed, the
higher the increase in real net returns per hectare, thus increasing the incentives for
technology adoption. However, in the reform period II the average real net returns from
wheat declined. The estimated average real profits for this period were 320, 515 and 659
EGP/ha, respectively, for the traditional, intermediate, and full-package technologies. The
decline occurred because of the relatively higher increases in input prices following the
removal of subsidies, and because of a decline in the real wheat prices due to accelerated
growth in aggregate price levels. The decline in real profits that occurred in the reform
period II is probably overestimated because of the constant technology assumed.
Technology is not constant over time because farmers continuously respond to price signals
by adjusting their input use and production practices. One can observe from Table 6 that if
farmers producing wheat under the intermediate technology in the reform period I shift to
the full package in reform period II, their average real profit per hectare increase (by 20%);
whereas there is a decline (by 6%) if they continue using the same technology.
Table 5. Average actual and real prices of wheat outputs and inputs and price ratios, 1982–93.
Pre-reform period
1982–85
Post-reform periods
I1986–89 II 1990–93
Output/input Unit Actual Real Actual Real Actual Real
Output
Grain (EGP/t)* 122 95.6 281 136.3 500 137.5
Straw (EGP/Hamli)** 21 16.9 25 12.9 24 6.5
Input
Seed (EGP/t) 192 140 376 274 770 316
Urea (46.5%) (EGP/t) 125 100 167 80.7 390 103
Ammonium nitrate (33.5%) (EGP/t) 89 71.8 110 54.1 299 77.6
Single superphosphate (15%) (EGP/t) 30 24.2 42 20.1 152 39.6
Malathion (EGP/l) 2 1.9 6 3.2 11 2.8
Price ratio
Nitrogen/grain 2.3 1.3 1.7
Phosphate/grain 1.8 1 2
Straw/grain 0.69 0.36 0.19
* EGP = Egyptian pounds. In 1998, US$ 1 = EGP 3.388.
** 1 Hamli = 250 kg.
The marginal rates of return on improved technologies are estimated for the three
periods and presented in Table 6. Private returns on investment in modern farm
technologies were greater in the pre-reform period than in the reform period. For example,
farmers who shifted from traditional technology to intermediate technology would realise a
return of nearly 250% in the pre-reform period; and, respectively, 370% and 415% in the
reform periods I and II. Similarly, a farmer who would further shift from intermediate to
full package technology would realise a MRR of about 210% in the pre-reform period; and,
about 290% in both reform periods I and II.
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Table 6. Average returns and costs of wheat under three technological options for 1982–93, Upper Egypt.
Pre-reform period
1982–85
Post-reform periods
I1986–89 II 1990–93
Item Actual Real Actual Real Actual Real
Gross income EGP*/ha
Traditional technology (TT) 897 706 1579 780 2378 654
Intermediate technology (IT) 1226 966 2162 1067 3254 895
Full-package technology (FT) 1492 1176 2631 1299 3961 1090
National average 908 714 1899 927 3306 904
Total variable costs**
Traditional technology 678 539 917 458 1226 335
Intermediate technology 771 613 1040 520 1396 381
Full-package technology 857 682 1160 580 1583 431
National average 461 363 758 379 1268 339
Net returns
Traditional technology 218 167 663 321 1153 320
Intermediate technology 455 353 1121 547 1856 515
Full-package technology 636 494 1471 719 2378 659
National average 447 351 1141 548 2038 565
MRR of shifting
From TT to IT 253% 370% 415%
From IT to FT 209% 288% 286%
* EGP = Egyptian pounds. In 1998, US$ 1 = EGP 3.388.
** Total variable costs include computed cost of capital.
The study shows that, in spite of the recent decline in real net returns from wheat, the
impact of the policy reform on the profitability of modern farm technology was positive.
The policy reform has improved the financial viability of wheat enterprise. Private returns to
investment in improved wheat technology have increased, hence, raising the incentives to
producers for technology adoption.2
Impact on the production value
The average annual real gross farm income from wheat in Upper Egypt (deflated by the gross
domestic product (GDP) deflator with 1980 = 100) increased by 83%, from 81 million EGP
in 1981–86 to 148 million EGP in 1987–92. This dramatic rise was a result of increased
production and higher grain real prices. As a result of increased area (21%) and yields
(49%), average wheat grain production in Upper Egypt rose from 424 thousand tonnes in
1981–86 to 775 thousand tonnes in 1987–92, and straw production increased from 544
thousand tonnes to 995 thousand tonnes (Table 7). The average real gross farm income per
hectare has, therefore, increased by 50%, from about EGP 600 in 1981–86 to EGP 900 in
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2. The decline in the MRR in the post-reform period II when a producer shifted from intermediate to high
level technology was expected since this technological level has the highest production cost and the cost
increased faster than the prices during this period.
1987–92. This increment in farm income per hectare was due to higher grain yields and
prices because, as expected, the straw value per hectare has declined.
Table 7. Average wheat production, area, yield, real price and income and their growth rates in Upper Egypt.
Average
1981–86
Average
1987–92
Growth rates
(%)
1978–92
Share of
income growth1
(%)
Area (× 103 ha) 136 165 4.2 38
Yield (t/ha)
Grain
Straw
3.14
4.02
4.69
6.01
3.4
3.4
30
Production (× 103 t)
Grain
Straw
424
544
776
995
7.6
7.6
68
Prices (1980 EGP2/t)
Grain
Straw
102
68
141
40
3.6
–18.4
32
Production value (EGP × 106)
Grain
Straw
Total
EGP/ha
44
37
81
599
111
38
149
899
11.2
–10.8
5.1
–
100
1. Since the growth in production value is due to grain value, only the distribution of its growth is shown.
2. EGP = Egyptian pounds. In 1998, US$ 1 = EGP 3.388.
Furthermore, as shown in Table 7, the production value of wheat (grain) in Upper Egypt
grew at an average rate of 11.2% during the period 1987–92, 30% of which was due to the
growth in yields, 32% to higher real prices, and 38% to increased wheat area. The growth in
wheat area was affected by the increased profitability as a result of higher prices and yields.
Economic returns to wheat research in Upper Egypt
In this section, economic returns to wheat research in the study area (Sohag and Qena
governorates of Upper Egypt) are analyse. A stream of net of returns to research and
extension and costs of wheat research for the period 1988–99 are estimated. The rates of
return were estimated for different price scenarios and technology (new variety) diffusion
levels.
A model for estimating the benefits from research
Different techniques are used in estimating the benefits from the adoption of improved
farm technologies. A commonly used method is the producer–consumer surplus model
(Akuino and Hayami 1975, Mohamed and Sanders 1991), which requires price elasticities
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of demand and supply and assumption about the nature of the supply curve shifts. Another
approach for estimating benefits from research is the standard cost–benefit method. This
method was used here because reliable estimates of elasticities were not available. The data
required included price of wheat, yield gains, costs of production, diffusion rate of modern
wheat varieties and their expected economic life. The model for estimating economic
benefits is described below:
B P Q g Ct t t t t= −. . (1)
where
g Y Y At t m t= −( / ).1
and B is the undiscounted benefits from research and extension, P and Q are the price and
quantity of wheat, g is the growth in wheat production estimated by multiplying the
percentage yield gain by the proportion of area (A) cultivated to the modern variety, Ym and
Yt are average yields of the modern and traditional varieties, respectively, and C is the
increase in cost of production due to the use of modern wheat varieties and improved
cultural practices.
Table 8. Adoption of wheat varieties in Sohag and Qena for 1985/86 and 1992/93 seasons.
Variety
Year
released Yield
1985/861 1992/932
Sohag Qena Total Sohag Qena Total
Area (%)
Giza 155 1968 3.8 79.3 47.5 60.9 14.7 22.3 18.8
Giza 160 1982 5.5 11.6 – 4.9 * * *
Giza 164 1987 5.54 – – – 67.1 76.8 72.3
Sakha 69 1980 5.53 9.1 51.8 33.8 – 0.9 0.5
Stork 1977/87 5.51 – – – 12.3 – 5.7
Others – – 0.7 0.4 5.9 – 2.7
* Less than 1%
1. Sallam et al. (1989).
2. Computed from a survey data.
Prices and wheat production data were obtained from the Ministry of Agriculture and
the USAID–Cairo agricultural database. Cost of production was estimated using the 1993
wheat enterprise budgets. Proportions of area grown with modern wheat varieties were
estimated by a logistic function. The technological change, measured as yield gains, is
estimated from the results of on-farm research trials. The average yield of Giza 164 and Giza
155 is, respectively, 5.2 t/ha and 3.8 t/ha. The value of increased production is estimated by
the first term of the right hand side in equation 1. Stream of benefits from research and
extension for the 1988–99 period are calculated as the difference between the value of
increased production and the increased cost of production.
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Three price scenarios were used in order to examine the effects of price policy changes
on benefits from research. The price scenarios were the 1983–85 (pre-reform) mean
domestic wheat price and the 1991–93 (post-reform) mean domestic and border equivalent
prices. All prices used were at the 1980 constant levels.
Cost of wheat research
The cost of wheat research was estimated by multiplying an average total expenditure per
researcher (Pardey et al. 1991), and by the number of researchers working in the wheat
programme (ARC 1994). A stream of research costs for 1978–90 is estimated assuming 10
years for varietal development and three years for seed multiplication and farm
demonstrations.3 In this analysis, the total number of researchers is used rather than the full
time equivalent because time series data for full time equivalent were not available. The use
of the total number of researchers is expected to overestimate costs.
It is difficult to partition research costs by province or by specific wheat technology; such
as a single variety, because of the highly centralised research system and the great degree of
spillover. The share of production approach used in this analysis, however, implies that the
wheat producing areas should cover total research cost in proportion to their production.
Therefore, the share of the wheat research expenditure for Sohag and Qena provinces was
assumed to be equal to 14%, which is the study area’s share of the total wheat production in
Egypt (Table 8).
Analysis and results
The net present value (NPV) of benefits from research and extension, assuming a 12%
discount rate and 12 years as the economic life of the modern wheat variety, is estimated for
three adoption levels and three price scenarios (Table 9). The NPV of benefits from the
adoption of Giza 164 in Sohag and Qena varied from, approximately, 17 to 40 million EGP,
depending on the diffusion ceiling and prices assumed. The NPV of benefits and
annualised returns were, respectively, 34 million EGP and 5.4 million EGP, when a
maximum adoption of 70% and the post-reform mean price were assumed. When
pre-reform prices were used, the NPV of benefits fell down to 29 million EGP. There was
little difference in benefit estimates in the two price scenarios because domestic wheat prices
were increasing and their mean was not much different from the mean of border equivalent
prices for the post-reform period.
The internal rate of return (IRR), was estimated using the following equation:
( ) ( )B K rt t
t
T t
− + =∑ 1 0 (2)
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3. Pardey et al. (1991) provide estimates of real (1980 constant US dollars) average total expenditure per
researcher for 1961–86. The research expenditure for 1987–90 was assumed to be constant in real terms.
This overestimates research costs since real research expenditures were decreasing.
where Kt and Bt are the undiscounted wheat research costs and benefits, respectively, in year
t, and r is the discount rate. The IRR was 36% when the post-reform prices and 70%
adoption ceiling were assumed. But it fell down to 28% when the lower (pre-reform) prices
and a lower adoption ceiling (60%) were assumed (Table 9). These estimates are comparable
in magnitude with those of other studies of returns to wheat research, which generally fall in
the range of 25 to 80% (Andrea and Byerlee 1993).
Table 9. The net present value (at 12% real discount rate) of benefits from the adoption of
modern wheat variety (Giza 164) and internal rates of return to wheat improvement research
in Upper Egypt for 1980 constant prices.
Adoption ceiling
60% 70% 80%
Price scenario (EGP* × 106)
Pre-reform prices
Present cumulative value 17.2 20.1 23.0
Annual returns 2.8 3.2 3.7
IRR (%) 28.0 30.0 31.0
Post-reform prices
Present cumulative value 28.8 33.6 38.5
Annual returns 4.7 5.4 6.2
IRR (%) 34.0 36.0 37.0
Border equivalent prices
Present cumulative value 30.1 35.1 40.1
Annual returns 4.9 5.7 6.5
IRR** (%) 34.0 36.0 38.0
** IRR = internal rate of return.
* EGP = Egyptian pounds. In 1998, US$ 1 = EGP 3.388.
The above results indicate that wheat research investment, when partitioned by the
production shares by area, was highly profitable in Upper Egypt. In addition, the
agricultural pricing policy that prevailed in Egypt before the reform, which artificially
lowered commodity prices, had reduced the returns to wheat research investment and this
could have resulted in misallocation of resources.
Conclusion
Wheat production in Egypt has recently increased following an increase in the area planted
with wheat and the productivity per unit area. The increased wheat area was a result of
increased profitability in wheat production due to higher prices and yields.
In Upper Egypt, farmers’ adoption of some technologies such as improved variety, date
of planting and irrigation regime was high but low for other technologies such as seed rate,
nitrogen fertiliser and crop establishment practices. Farmers’ high awareness of these latter
technologies did not translate into high adoption levels because the extension message was
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not effective, lacking essentially in farmers’ participation in the agronomic and economic
evaluation. Profitability analysis in this study shows that adoption of improved wheat
technologies substantially increased net farm returns. Marginal rates of return of 404% is
estimated for the farmers who would change from traditional to intermediate technology,
and MRR of 281% for those who would further shift from intermediate to the
recommended package at the 1993 wheat prices.
The impact of the recent changes in agricultural policy on the profitability of wheat
technology is examined. It is found that the recent pricing policy reforms in Egypt have
increased farmers’ returns on the investment in modern wheat production methods. The
higher the technology adopted, the greater the increase in net returns per hectare, thus
increasing the incentives for technology adoption.
It is estimated, in this study, that the average real gross farm income per hectare of wheat
in Upper Egypt increased by 50% between the two periods 1981–86 and 1987–92. This
increase in farm income was a result of productivity growth due to improved technology and
higher real wheat prices.
Economic benefits from the adoption of improved wheat variety (Giza 164) in Sohag
and Qena are estimated for 1988–99. The NPV of benefits from research and extension, at
70% adoption ceiling, is estimated at 34 million EGP with an annualised return of 5.4
million EGP and a rate of return of 36%, when the 1991–93 (post-reform period) mean
wheat prices are assumed.
The study indicates that wheat research investment, when partitioned by the production
shares by area, had a high payoff in Upper Egypt. In addition, the agricultural pricing policy
that prevailed in Egypt before reform had reduced the returns to wheat research investment,
which could have resulted in misallocation of resources.
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Introduction
The kabuli type of chickpea (Cicer arietinum L.) is an integral part of both the diet and
dryland farming systems of the rural population in North Africa and West Asia (WANA). It
provides an important source of protein and income for resource poor farmers. Chickpea is
also an important commodity in regional trade. Since the mid-1970s there has been a
three-fold increase in both production levels and trade volumes (Kelley and Rao 1992).
However, almost all of this can be attributed to growth in chickpea area. In Turkey,
attractive government incentive policies have encouraged farmers to replace traditional
annual fallows with chickpea (Keatinge et al. 1994). Despite increasing national and
international chickpea consumption, other major WANA producers, particularly Algeria,
Morocco, Syria and Tunisia have not been able to increase production levels, and they
continue to experience large annual variations in both area planted and yields.
Increase in chickpea production based on area expansion in Turkey appears to have
reached its limit. Indeed, there has even been a slight decline in Turkish yields as chickpea
spreads into more marginal agricultural environments. In Syria, the successful drive to
achieve self-sufficiency in wheat production has been at the expense of potential chickpea
area. The situation in North Africa is less clear, but the trend is not to expand chickpea areas
(Oram and Belaid 1990). National yields in North Africa have remained low: generally
between 500 to 1000 kg/ha. National planners and agricultural researchers in WANA
countries have recognised that future improvements in chickpea production must come
from yield gains per hectare rather than increasing area planted.
Much of the explanation for the failure to raise yields despite favourable market demand
lies in the traditional system of chickpea production. Mediterranean WANA countries are
characterised by cool, and often cold, rainy winters and hot, dry summers. The rainfed
agricultural season is in the winter, but successful crop production could be subjected to
extreme variations in annual precipitation and unpredictable distribution of rainfall within
seasons. Unlike cereals and other legumes that are planted in the late autumn before the
main rains, chickpeas are planted in the spring (February to May) in order to avoid cold
temperatures that may damage young plants and the uncertainty over how much rain will
fall during the season. Although spring sowing allows farmers to reduce the risk of crop
failure by not planting in very low rainfall years, the spring-sown crop is largely raised on
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residual soil moisture and is unable to make maximum use of the rain that fell before
planting. Limited moisture availability contributes to lower yields, but spring planting also
means that the reproductive growth phase coincides with sharply increasing and possibly
limiting temperatures toward the end of the growing season.
In 1989, the International Center for Agricultural Research in the Dry Areas
(ICARDA) began a partnership with a number of national programmes for a series of
farm-level studies to assess the potential of innovative chickpea cultivars that can be sown
during the winter. Winter sowing allows the crop to make better use of seasonal rainfall,
escape spring droughts and high temperatures and significantly increase yields. The studies
were designed to establish a dialogue between the scientists who are developing winter
chickpea technology and the farmers who are the intended beneficiaries. The studies have
several objectives:
1. identifying the farm-level incentives and constraints regarding adoption of winter sown
chickpea
2. evaluating performance of the new technology in farmers’ hands
3. assessing the benefits farmers derive from winter chickpea and
4. providing farmers with the means to participate in the further development of the new
technology.
This chapter presents some of the findings of research with farmers in Morocco and
Syria and relates these to the broader issue of the potential for introducing winter chickpea
among the farmers of the Mediterranean basin. Morocco and Syria were chosen as the
initial venues for the studies because of the progress made by the national programmes in
these two countries in developing and locally adapting winter sown chickpea cultivars and
because both countries have large areas of the lowland environments where winter sowing
would seem most appropriate and promising.
A technological solution: Winter sowing
From a strictly biophysical point of view, the most yield-limiting constraint for chickpea in
WANA is the lack of moisture availability. An obvious strategy is to advance the planting
date so that the crop can take advantage of winter rainfall while escaping late spring drought
and high temperatures. ICARDA research in the late 1970s demonstrated the potential
inherent in a winter planting strategy, at least for low to medium elevations where winter
cold is not too severe (Walker 1992). However, as temperatures rise in moist conditions, the
young plants are susceptible to attack by ascochyta blight (Ascochyta rabiei), a fungal disease
endemic to the WANA region, which if left unchecked, can destroy the entire crop.
Researchers concluded that avoidance of ascochyta, rather than freezing temperatures is
probably the principal reason why farmers plant chickpea in the spring rather than winter
(Hawtin and Singh 1984). Since there exists no means of control that is both clearly effective
and easy to apply, the development of new cultivars resistant to ascochyta while also tolerant
to cold has been followed as the best means of overcoming low and unstable yields in the
Mediterranean basin.
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Impressive results have been achieved. By 1993, national agricultural research
programmes in 14 circum-Mediterranean countries had released 44 kabuli chickpea
cultivars for winter sowing with ascochyta blight resistance and cold tolerance. Verification
trials throughout the region demonstrated the yield advantages of winter planting using the
new cultivars. While recognising that weather factors cannot be completely overcome,
research indicates that over a multi-year period the new cultivars should outperform the
local spring chickpeas considerably, both in terms of yield and economic return (Saxena
1984).
Economic feasibility was evaluated using partial budgeting techniques. Careful records
of variable costs were kept in on-farm trials and these were compared to those for spring
chickpea. Improvement in net benefit was in the order of 45–65%. The differences in
income benefits were due largely to yield differences. Production costs were much the same
for both types, but with one important exception. Weeds that emerge with winter rainfall
are eliminated during tillage and planting of spring chickpea, but producers of winter-sown
cultivars must somehow control weed infestations within the growing crop. Commercial
herbicides can be used, when available, but it is expected that weed control will most often
be done by hand, as it is for other food legume crops.
The additional weeding cost, however, is expected to be more than compensated for by
the yield improvement and by the possibility of mechanical harvesting of winter chickpea.
Because of the more moisture conditions and selective breeding, winter-sown cultivars tend
to be substantially taller than spring-sown landraces. Additional height allows the use of
combine harvesters, provided that there is adequate preparation of the field before planting.
Mechanical harvesting is generally less expensive than using hand labour. Throughout the
region, farmers have already adopted mechanical harvesting for cereals in response to rising
labour costs, and there is no reason not to expect a similar development with regard to
winter-sown chickpeas. Moreover, winter-sown chickpea matures as much as four to six
weeks earlier than spring-sown chickpea. This allows harvesting well before the peak harvest
time for cereals. Machinery and labour are more available and at lower prices at this time in
the season because of less demand from competing crops.
Winter chickpea technology has emerged as a package with a number of complementary
components. Early planting should be done using the new ascochyta and cold tolerant
cultivars. Weed control is necessary, either using a sprayed chemical (usually recommended
as a pre-emergence herbicide applied at sowing) or later hand weeding. There are also
recommendations, differing slightly by country, regarding seed rate, row spacing and
planting method. Finally, mechanical harvesting is encouraged.
Researchers have identified some possible constraints to easy adoption. Most notably,
the earlier released winter cultivars were characterised by a markedly smaller seed size than
the spring-sown landraces. This trait could be disadvantageous in terms of acceptance by
farmers as well as consumers, depending on the nature of the consumer market. The overlap
in planting date with cereals and other winter crops might cause farmers problems in terms
of machinery and labour availability. This can be avoided by delaying winter chickpea
sowing until January, but there might be problems planting in heavy, saturated soils.
Furthermore, the question remains if farmers are willing to take risks with chickpea in the
same way that they must take risks with other crops planted before the major rainy period.
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Winter chickpea in Morocco
Moroccan scientists have given considerable attention to winter chickpea technology as a
possible way of improving and stabilising national production. Beginning with germplasm
developed at ICARDA, scientists at the Institut National de la Recherche Agronomique
(INRA) started the process of adapting winter chickpea technology to the conditions of
Moroccan farmers (Kamel 1990). Two cultivars, ILC 482 and ILC 195 were catalogued and
released for winter sowing in 1987/88. A nation-wide programme of farmer-managed
demonstrations comparing winter sowing with traditional spring sowing was begun by the
Direction de la Production Vegetable (DPV) in the same year.
The results were promising. The demonstrating farmers obtained much better yields
with the new winter cultivars than with the local spring chickpea. The demonstration
programme was expanded for the 1988/89 and 1989/90 seasons. To understand farmers’
reactions to the new technology, on-farm surveys were conducted following the 1989 and
1990 harvests.
Two categories of farmers were interviewed: 1) the participants in trials and
demonstrations and 2) a random sample of farmers who had experimented with winter
sowing independently without support from the demonstration programme or extension.
The design allows for the comparative evaluation of incentives and constraints to adoption
according to real farm conditions. For measuring acceptability, adoption was defined as the
farmer deciding to use winter sowing in the years following an initial year of production.
Non-adoption was defined as abandoning winter sowing following one or more years
experience with the technology. These distinctions produced four categories of farmers: 1)
those participating in demonstrations who adopted winter sowing, 2) those who
independently adopted winter sowing, 3) those who participated in demonstrations and did
not adopt, and 4) those who independently experimented with winter sowing but chose not
to adopt.
The surveys were conducted in four provinces: Fes, Khemisset, Safi and Settat. Fes and
Khemisset are currently important chickpea producing areas. The two southern provinces,
Safi and Settat, are formerly important chickpea areas in which chickpea has been now
largely replaced by cereals, forage maize and weedy fallow. Safi and Settat are lower rainfall
areas, and it is hoped that winter-sown cultivars will facilitate the re-introduction of
chickpea into these regions.
Climatic conditions in the initial year of demonstrations were favourable for winter
sowing, and the yields of the new cultivars were much higher than those of local spring
chickpea. But in the following year, 1988/89, heavy April rains created conditions
conducive to the spread of ascochyta in all areas except Fes province, but even there the
absence of ascochyta was little consolation to the majority of farmers who suffered from
extraordinary weed infestations and hail storms. Spring chickpea suffered equally in
1988/89 because of the lateness of the ascochyta development. Overall, the mean yield for
winter chickpea was 970 kg/ha, and spring chickpea was 840 kg/ha. But in Settat and
Khemisset provinces, spring chickpea managed to outyield winter chickpea—360 and 180
kg/ha, respectively. Winter sowing had been adopted by 61% of farmers who had
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experience with the new cultivars before the 1988/89 season. The damage of the 1988/89
ascochyta epidemic are reflected in the acceptance rating of first-time winter chickpea
producers in that year, which fell to only 40%. The extent of the setback to adoption of
winter cultivars is further revealed by the abandonment of previous adopters. Some 26% of
pre-1988/89 winter chickpea adopters decided to no longer grow the crop after 1988/89.
Based on the results of the first year of survey work following the 1989 harvest, the
Moroccan national programme made four revisions for the next season. Since the survey
showed that the cultivar ILC 482 had been more affected by ascochyta than had ILC 195, it
was decided to use only ILC 195 in the 1989/90 demonstrations. Second, because
ascochyta had been less severe in Safi and Fes provinces, the demonstration programme for
the next year would put relatively more emphasis on these provinces and adjacent areas away
from Settat and Khemisset. Third, the extension agents who were introducing winter
chickpea to demonstration participants were given additional training in the various
agronomic practices associated with winter sowing so that they could give advice to farmers
should problems arise. Fourth, a weed control component was added to the demonstrations
should farmers request it. Weed control was intentionally targeted to the demonstrations in
the wetter areas.
The success of these changes is amply demonstrated from the results of the 1989/90
monitoring survey. The acceptance of winter chickpea among farmers growing the new
cultivars for the first time in 1989/90 was 70%. This constitutes a major recovery for efforts
to introduce the new technology. It is all the more significant because practically none of the
farmers gave up growing winter chickpea in the 1989/90 season.
Farmer adoption decisions provide the lesson that introducing winter chickpeas at the
farm level is not mechanistic nor is there a fixed prescription, which can be followed for all
farmers in all locations in all years. Rather, the transfer from researchers to farmers is an
interactive process. Setbacks like the 1988/89 season should be expected, and the strategy
followed should be flexible and capable of considerable revision. A key part of the process
from one year to the next is the dialogue developed between farmers and researchers
through the technology transfer activities. In this case, the dialogue was established through
farmer evaluations of new cultivars. By quantifying these evaluations through monitoring
surveys, the Moroccan national programme was able to either verify or falsify a number of a
priori assumptions about the acceptability of winter-sown chickpea.
According to responses to questions posed during the survey, the principal factor
constraining future adoption and expansion of winter chickpea technology in Morocco is
the small seed size of the released cultivars (Table 1). Moroccan scientists suspected this long
time ago. The reason is not the technical aspects of production, seed quality or even food
quality, so much as the Moroccan consumers’ preference for eating boiled, whole chickpeas.
Large ‘seededness’ is greatly preferred from an aesthetic point of view. In terms of producers,
this consumer preference is usually translated into a range of prices offered by purchasers,
particularly in local markets. Large seeded chickpeas such as the local spring landrace
command distinctly higher prices than the smaller seeded winter cultivars.
An important discovery from the surveys is the importance farmers place on the
‘information constraint’. This is especially revealed in the factors limiting adoption of
winter chickpea. This appears to confirm a distinction made by many researchers in the
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region between simply planting chickpeas in the winter rather than spring and
understanding that winter planting requires new cultivars that are resistant to ascochyta.
Farmers clearly understand the moisture, and therefore potential yield, advantage of early
planting, but what they need is information about the new varieties and the associated
agronomic practices.
Table 1. Principal constraints to adoption of winter chickpea by farmers, by adoption category, Morocco.
Constraints
Independent
adopters
Trials
adopters
Trials
non-adopters
Independent
non-adopters
Total
samples
Small seed size 7 32 64 60 47
Need more information 22 25 5 – 13
No seed available 14 15 2 10 8
High labour costs 7 10 7 – 7
Weed control 14 12 2 – 7
Diseases and pests – 3 10 10 7
Poor market and prices 7 – 7 20 6
Conflict with cereals 22 – – – 2
Low or uncertain yields 7 – 2 – 2
No constraint given – 3 1 – 1
Total 100 100 100 100 100
Comparisons among different categories of farmers according to experience with the
new technology revealed another important dimension to the incentives–constraints
matrix. Although diseases and pests were seen as very significant problems encountered in
production, their significance diminished considerably when making the decisions to adopt
the new technology or to expand winter chickpea area. Despite the ascochyta attacks of
1988/89, farmers generally ranked winter chickpea as better than local spring chickpea for
resistance to diseases and pests. Winter cultivars also got much better ratings for other
characteristics which breeders have carefully selected: higher yield, more stable yield, greater
straw production, plant stand and vegetative growth. Also mentioned as distinct economic
advantages were the winter cultivars’ earlier maturity and taller stature allowing mechanical
harvesting. Earlier harvesting means that poor farmers can take advantage of off-peak lower
wage rates, higher chickpea prices before the spring sown harvest glut, and obtaining needed
cash to pay off debts and finance the up-coming cereal harvest. For richer farmers with larger
fields, the ability to mechanically harvest winter chickpea means lower costs from reduced
labour requirements. Winter sowing provided larger commercial producers with sufficient
incentives to greatly increase their annual chickpea area.
The small seed and lower price constraints do not apply uniformly to all winter chickpea
producers. First, there are those producers who can realise advantages from economies of
scale. By growing large areas, mechanically harvesting, and receiving a significant yield
advantage over spring chickpeas, a proportion of winter-sown chickpea adopters easily
accept a lower selling price because their increased volume of production still results in
higher profitability. Some small producers using mostly family labour with a low
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opportunity cost also prefer winter chickpea because of a perceived lower risk of crop
failure. Nonetheless, the importance of the aesthetic value placed on large ‘seededness’
should not be undervalued. A number of farmers disregarded discussions of profit margins
and reduced risk and flatly stated that their self-esteem as farmers would not allow them to
sell their chickpeas at a lower price than their spring sowing colleagues.
The price disadvantage of winter-sown chickpeas varied greatly by location, time of sale
and by farmer market position. In general, the larger producers and the early sellers
experienced the smallest price disadvantage due to seed size. They also tended to have access
to better market outlets, such as wholesalers and even exporters in large cities. Those most
dissatisfied with the seed size and subsequent prices tended to be medium- to small-scale
producers who relied on local weekly market-places and selling in small quantities from time
to time. Well over half the producers sold chickpeas in small quantities in local
market-places. Ironically, some of the most vocal advocates of winter chickpea are small
farmers (and often sharecroppers) who sell small quantities in local market outlets. But
these farmers sell their chickpeas as seed to their neighbours, receiving good prices but
taking the risk of dissatisfied customers should there be problems the following season.
The lesson learned is two-fold. First, winter chickpea is evaluated by farmers for its
commercial potential, not for subsistence production or its role in a complex dry land
farming system. Second, the commercial incentives and constraints for winter chickpea are
different for different farmers. This is not simply a question of technical production
problems or even calculated net benefits. Rather, circumstances external to the farm,
particularly access to market outlets must be considered along with internal circumstances
such as farmer self-evaluations and the opportunity costs they assign to unpaid family
labour. To illustrate this point, standard partial budgets were calculated using imputed
values for family labour (based on prevailing wage rates for individual activities and times)
and prices averaged for locations and times. Profitability on this basis could only account for
some 60% of actual winter chickpea adoption. Obviously, although farmers
overwhelmingly cite price incentives and profitability in their evaluations, other factors,
perhaps other than those employed in standard economic analyses, need to be considered.
Tables 2 and 3 compare adoption decisions with farm production conditions and
producer price experience across all conditions for all four provinces. In total, 44% of
farmers with experience of winter sowing adopted the new technology, but there was
considerable variation from one province to another. Winter sowing averaged a 27% yield
advantage over spring chickpea, but the small sized seeds experienced a price disadvantage
of –33% in the market-place and incurred an average 13.5 extra labour days per hectare for
weeding. No single technology or price indicator easily explains the different adoption rates
among the four provinces. Rather, the figures in Table 2 suggest that adoption decisions are
based on a combination of factors at the farm level.
The evidence in Table 3 supports this conclusion, where adoption categories are
compared in terms of yield increase, price differential, hand weeding days and farm size. The
pattern is consistent. The independent adopters enjoyed the highest yield gains, the best
prices, the lowest weeding costs and they had the largest farms. These large farmers clearly
demonstrate the commercial potential of winter sowing. It should be noted that many of these
farmers rely on non-paid family labour and that they are looking at winter chickpea as a source
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of additional farm income. Despite the price differential from the smaller seeded cultivars,
these farmers recognise a real potential to increase yields with winter sowing. Non-adopters in
the demonstration programme tended to experience the worst combination of factors:
marginal yield improvement, lower prices and higher costs. The seeming inconsistency is the
independent non-adopters, but if their yields are excluded, their experience with the other
factors is consistent with the other non-adopters. Looking more closely at the history of the
independent non-adopters, we find that a high percentage of them had, in fact, decided to
adopt winter chickpea until the ascochyta epidemic of 1988/89 persuaded them to give up the
new technology. For the most part, after experimenting with winter chickpea technology, the
independent non-adopters decided to abandon chickpea production altogether, and devoted
their former spring chickpea land to cereals.
Table 2. Winter chickpea experience, Morocco.
Location (Province)
Descriptors for comparison of winter and spring chickpea
Winter
acceptance
(%)
Yield
differentials
(%)
Price
differentials
(%)
Winter hand
weeding
(days/ha)
Fes (n = 26) 54 + 39 – 44 10.7
Kemisset (n = 30) 33 + 36 – 34 29.9
Safi (n = 39) 62 + 27 – 25 6.2
Settat (n = 28) 21 – 20 – 28 11.7
Total (n = 123) 44 + 27 – 33 13.5
Table 3. Winter chickpea by adoption category, Morocco.
Adoption category
Descriptors for comparison
Average
arable
area per
farm
(ha)
Average chickpea
area (ha)
Yield
differentials
(%)
Price
differentials
(%)
Winter hand
weeding
(days/ha) 1990 1991
Independent adopters (n = 14) + 82 – 20 8.9 189 8.7 45.9
Adopters from trials (n = 40) + 25 – 35 11.6 90 2.0 3.9
Non-adopters from trials (n = 59) + 4 – 39 16.0 57 3.5*
Independent non-adopters (n = 10) + 30 – 50 27.3 187 1.0*
* Spring chickpea area average for the two years.
Table 3 indicates the potential impact of winter chickpea. At the 1990 harvest, chickpea
area for all categories of farmers was only a modest proportion of their farm area. Following
their adoption of winter chickpea, however, both the large farmers in the independent
adopter group and the mid-size farmers in the demonstration adopter group greatly
increased their chickpea area. Non-adopters, on average, did not increase their spring
chickpea area. Although fewer than half the farmers adopted winter chickpea, the area of
winter chickpea almost tripled between 1990 and 1991. Since non-adopters did not
increase their chickpea area while adopters greatly expanded production, by the end of the
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five-year study period, winter chickpea accounted for the majority of total chickpea
production by all the surveyed farmers, adopters and non-adopters together.
Winter chickpea in Syria
The technical problems of producing chickpea in Syria are slightly different from those in
Morocco. Disease is somewhat less severe, but problems associated with erratic rainfall and,
especially, frequent killing frosts as late as March are of greater significance. Average
chickpea yields (650 kg/ha) have tended to decline in Syria since the 1960s, with wild
year-to-year fluctuations in areas planted. Winter chickpea technology is appealing because
of its promise to stabilise area planted and reverse the negative trend in yields. The first
winter sown chickpea cultivars in Syria were Ghab 1 (ILC 482) and Ghab 2 (ILC 3279), both
released in 1986, one year before winter chickpea was released in Morocco.
The Syrian national programme has followed a strategy for transferring winter sown
chickpea technology that is very different from the one used in Morocco. Rather than
devoting themselves to a modest programme of targeted demonstrations in the years
following release, the Syrian decision was to undertake a large-scale programme of seed
multiplication using private farmers under contract to the General Organization for Seed
Multiplication (GOSM). Multiplication was done on plots of 1–12 ha. The results were
encouraging. Yields were high, there was no major incidence of diseases or pests, and
economic analyses showed high profit margins. Once GOSM had accumulated sufficient
stocks of certified seed, a media campaign and the extension services were used to inform
farmers about winter chickpea’s advantages and the availability of the new varieties.
Distribution of the new seed varieties began in 1989. In the same year, the
Socio-Economic Studies and Training Section of the Syrian Scientific Agricultural
Research Directorate, together with ICARDA scientists, organised a farm-level survey to
assess the performance of the new technology under farmer conditions and to obtain an
evaluation from the farmers themselves of the potential for adoption and positive impact.
The survey was conducted for two successive years, and the sampled farmers were selected
from lists of farmers growing winter chickpea in different locations, provided by the Ministry
of Agriculture and Agrarian Reform and GOSM. The sample contrasted farmers on the basis
of their experience with winter chickpea: those growing for the first time in 1989/90 or
1990/91 (68% of the sample) and those already with a year or more previous experience (32%
of the sample). About one-third of the farmers were also growing spring chickpea. The sample
was distributed over three provinces in 1989/90: Aleppo and Hama (north-western) and
Hassakeh (north-eastern). In 1990/91, Daraa province (south-western) was added to the other
three locations. Research trials had indicated that Hassakeh province, in particular, has great
potential for maximising winter chickpea performance and impact.
Winter chickpea acceptance and adoption were defined in the same way as in the
Moroccan study. Overall, of the 185 farmers surveyed in the two years, 55% found the new
cultivars acceptable and had adopted them. As in Morocco, the total average masks
differences in the year-to-year and location-to-location acceptance rates. In 1989/90, the
acceptance rate in the three provinces surveyed averaged 57%, but it ranged from only 32%
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in Hama (where there were killing frosts and little rain) to 58% in Aleppo and 78% in
Hassakeh (where temperatures were mild and rainfall adequate). Acceptance among
farmers growing winter chickpea for the first time in 1990/91 averaged 50% over the four
provinces covered that year. Again, Hama and Aleppo were disappointing, with acceptance
rates of 50 and 29%, respectively. Daraa had an acceptance rate of 45%, while Hassakeh had
an acceptance rate of 90%. Rates of acceptance over the two-year period by province are:
Hama 36%, Daraa 46%, Aleppo 53%, and Hassakeh 81%. These results indicate that the
Syrian national programme strategy of encouraging winter chickpea in Hassakeh province
was successful.
Climatic conditions were cited most frequently as the biggest problem encountered by
winter chickpea producers, and not surprisingly this was mentioned more often by
non-adopters than those who decided to adopt the new varieties (Table 4). Frost and low
rainfall were the most discouraging factors in Hama and Aleppo provinces, even though
winter chickpea actually performed as well as or better than local spring chickpea in these
locations during the two years. Low rainfall was also a factor in Daraa, where a number of
farmers said that they would not have normally planted spring chickpea in 1990/91 because
of the disappointing rains. In contrast, mild temperatures and adequate rainfall in
Hassakeh allowed farmers the full yield advantages of winter sowing.
Table 4. Production problems encountered by winter chickpea producers, Syria.
Inputs
Adopters
(%)
Non-adopters
(%)
Total
(%)
Climatic conditions 43 58 50
High costs 27 24 25
Weed problems 14 12 13
Labour availability 11 14 12
Input availability 16 5 11
Other factors 19 11 15
Economic constraints appeared less important than adverse climatic conditions. Only
25% of farmers cited higher cost–benefit ratios for winter as opposed to spring chickpea.
This is in sharp contrast to the Moroccan case where winter chickpea suffers adverse prices
and additional weed control requirements raise production costs and lower profit margins
for many producers. Syrians consume chickpea primarily in ground and pureed forms, thus
seed size has little aesthetic value. There was no significant price difference between winter
and spring varieties in Syria, winter varieties tended to out-yield spring chickpeas, and weed
control was not reported as a major constraint.
What showed up in the survey results is the relatively greater economic incentives to
adopt winter chickpea felt by the larger, commercial-oriented farmers than smaller
producers. Large producers contrast with small producers in terms of the mechanisation of
production. The large producers, who are mostly located in Hassakeh, tend to have
mechanised all operations, including weed control by spraying herbicides and combine
harvesting, whereas small producers continue with more costly hand weeding and hand
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harvesting. Large producers are evidently more willing to take the rainfall and frost risks
associated with winter planting chickpea. Although adopters of winter chickpea have a
much larger average farm size and substantially higher yields per hectare than non-adopters
(Table 5), the very large farms and the high rate of adoption in Hassakeh distorted this
figure. When adoption and non-adoption is divided between farm size categories, some
44% of small farms (i.e. those less than 35 ha) have adopted the new varieties. The adoption
rate among large farms is 68%. Perhaps more indicative of the impact of winter chickpea is
the area sown to either type of chickpea in the year following the adoption or non-adoption
decision. Winter chickpea adopters, both large and small size farmers together, will increase
their chickpea area by 25%. Those who do not adopt will increase their (spring) chickpea
area by only 1.2%. If this trend continues, then substantial progress will be made towards
the objectives of stabilising the year-to-year area differences and increasing yields.
Table 5. Comparisons of field characteristics and yields between adopters and non-adopters of winter chickpea based on
latest survey year, Syria.
Characteristics
Adopters Non-adopters Total
Average SD Average SD Average SD
Farm size (ha) 180 572 52 81 123 432
Food legume area (ha) 11 44 2 9 7 33
Fallow area (ha) 6 30 1 5 4 22
Winter yield (kg/ha) 1254 640 741 672 1038 700
Spring yield (kg/ha) 811 359 730 513 781 420
The survey demonstrates that winter chickpea is considered a commercial crop by Syrian
farmers. Only 1% of the produce is withheld for home consumption. Some 6% is kept for
the next year’s seed, and the remaining 93% is sold either to government agencies or to the
private market. Prices do not vary much between these two outlets or between winter and
spring chickpeas. This is due in part to the fact that government purchasing agencies play a
major role in the marketing of field crops, and they set prices in advance. Private chickpea
marketing is usually localised and involves the remainder offered for sale after the
government has ceased purchasing after the harvest. The prices offered are often lower than
the government prices.
Overall, there seem to be few technical or economic problems for winter chickpea
producers. The principal constraint during the two survey years was frosts in Hama and
Aleppo provinces and low rainfall in Hama, Aleppo and Daraa. Moreover, spring chickpea
producers suffered just as much from these factors as did winter chickpea producers. But
spring producers had the option of waiting to see if the rains were sufficient to warrant
planting in 1989/90 or 1990/91. Winter producers did not, and many of them in Hama
and Aleppo suffered low (and unprofitable) yields. In retrospect, they felt that the risk of
adverse climatic conditions did not justify planting winter chickpea again. Whether or not
they would be more amenable to the new cultivars, given that the climatic conditions had
been more favourable in the particular survey years, remains an open question.
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Bearing in mind the different acceptance rates across locations, it is interesting to
consider what options adopters see for expanding winter chickpea cultivation. The most
obvious possibility is shifting from spring to winter chickpea. This is primarily an option in
Aleppo and Daraa provinces, where chickpea production is presently concentrated.
However, on the basis of constraints mentioned by farmers, there are still serious concerns
about risk in Daraa and uncertainty in Aleppo. Another concern expressed in Aleppo was
the possible negative effect of winter chickpea on following crops in the diversified cropping
rotation in the province. Many farmers felt that winter chickpea uses more moisture than
spring chickpea and therefore depresses yields in the following crop. A second possibility for
expanding winter chickpea area is to reduce fallow. The survey data show that fallow, except
in Daraa, is only a small percentage of arable land and it is unlikely, even if all fallow land
were to be planted in winter chickpea, that large production increases would be achieved.
This is particularly true if Daraa farmers are reluctant to forego the fallow option in their
traditional rotation.
There are, however, some indications that winter chickpea can substitute spring
cultivars. Among the sample farmers in 1989–90, winter chickpea constituted 84% of land
sown to the crop. Despite the fact that 53% of the farmers said they would not grow winter
chickpea in 1990–91, the proportion of winter chickpea would increase to 90%. There are
two reasons for this. First, winter chickpea adopters intended to increase their chickpea area
by substituting winter for spring cultivars and also to marginally increase their total area
planted to chickpea. Second, the non-adopters in Aleppo and Hama (and, to a lesser extent,
Daraa) not only stopped production of winter chickpea, but they also sharply reduced the
total area planted to spring chickpea. If farmers do as they stated, then area planted in
chickpea following rejection of winter chickpea will represent a reduction of 22% of the
previous year’s area, but winter chickpea will be a higher proportion of the total than in the
previous year. This is similar to the tendency seen in Morocco.
In Hassakeh, where chickpea is not traditionally grown, winter chickpea had a tendency
to replace lentils, primarily because of the problems associated with lentil harvest
mechanisation and the consequent dependence on increasingly expensive hand harvesting.
When farmers were asked their opinion on constraints to adoption, the most popular
response in Hassakeh and Aleppo where winter sowing had the highest acceptance rates was
that farmers did not know about or understand the new technology (Table 6). Whether they
would adopt if they did know was another question, which received a mixed response.
Farmers assumed that if other farmers experienced high yields and good economic returns,
then logically they would adopt.
In Hama and Daraa, where there was less enthusiasm for winter sowing, there was a
contrast between the Hama farmers who were concerned about commercial potential and
profitability and Daraa farmers who were worried about risky yields. The proper
interpretation of the small seed size response, particularly evident in Hama, is not clear. It
was mentioned by about a quarter of all farmers surveyed, but they were equally distributed
between adopters and non-adopters. Small seed size is probably not the reason farmers
chose not to adopt. Rather, the reason more obviously lies in the relatively lower economic
return from chickpea than is possible from other alternatives within their farming systems
and climatic conditions. It could be argued that seed size affects prices and therefore has a
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negative effect on economic benefit (as in Morocco), but prices farmers received in Syria do
not support this argument.
Table 6. Constraints to widespread adoption of winter chickpea, Syria.
Constraints
Aleppo
(%)
Daraa
(%)
Hama
(%)
Hassakeh
(%)
Total
(%)
Lack of knowledge 50 – 21 32 33
Chickpea prices 19 30 45 11 24
Small seed size 18 15 59 4 24
Seed availability 7 – 7 21 10
Risky yield 4 70 – – 9
Weed control 5 – 14 4 7
Conclusion
The problem posed by spring chickpea to national agricultural planners and farmers alike
was its low productivity and highly variable annual planted area. This creates an uncertain
production situation from year to year. Although spring planting allows farmers to escape
the risk of crop failure due to poor rainfall, it also means they must accept lower production
levels and a less than optimal land-use intensity. Since economic pressure on land is
increasing dramatically, the economic benefit farmers can obtain from chickpea is arguably
in decline relative to other crops in the farming system, except, as in Turkey, where
government financial resources are being used to encourage chickpea production relative to
other land uses.
Winter sown chickpeas promise to solve these problems because of their higher yield
potential and more productive use of land. In principle, winter-sown varieties could serve as
a mechanism for stabilising the area planted, allowing planners and farmers alike to allocate
resources in a more rational manner than presently possible. However, even if winter
sowing stabilises crop area, there remains the question of whether it will stabilise yields and
economic returns. With spring planting, in a dry year a farmer may decide not to plant,
neither getting a yield, nor losing an investment. Of course, this advantage does not hold
true for all producers. The results of the survey research in both Syria and Morocco indicate
that large-scale commercial producers have little interest in the fallow option. They are
interested in intensification, and winter chickpea is clearly an option if higher yields can be
achieved and additional costs minimised.
Perhaps the most important conclusion from the survey is the significance of annual
variations in climatic conditions on adoption. One year is not an adequate test, or even an
adequate sample, of farmer adoption response. The impact of the 1988/89 ascochyta
epidemic on winter chickpea acceptance in Morocco is striking. The shortage of rain and
the late frosts in Syria, particularly in Hama Province, distorted adoption responses by
masking performance differences between winter and spring chickpea. Under these
conditions, there could not be an adequate test of the effects of weeds and/or diseases and
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pests. Similarly, the favourable weather in Hassakeh probably painted too rosy a picture of
the new technology. In fact, in 1992/93, the year following the adoption surveys, there was a
devastating ascochyta attack in Hassakeh and the Syrian government response was to ban
the planting of chickpea of any type in that province for three seasons in an attempt to
control the future spread of the disease.
Farmer evaluations of the new technology have been useful in both countries for setting
medium-term priorities for the further adaptation of winter sowing technology. In terms of
breeding, the results confirm that in Morocco emphasis should be placed on increasing seed
size while strengthening resistance to ascochyta blight. In Syria, cold tolerance combined
with ascochyta resistance is paramount and seed size is of lesser importance. Associated
agronomic practices, particularly in terms of weed control and mechanical harvesting, need
to be further identified and refined for extension messages.
The survey results in both countries indicate that cultivar performance and resistance to
biotic and abiotic stresses may not be, in the final analysis, sufficient incentive for farmer
acceptance of winter sowing. First, both acceptance patterns and farmer responses to
evaluative questions indicate a strong inclination to judge winter chickpea on the basis of
economic return. Yield is not the objective per se . Rather, farmers are interested in monetary
returns. There is little indication, if any, that production for household use is an important
factor in the adoption process. Second, in terms of volume of production, large-scale
farmers are immediately adopting winter chickpea as a commercial crop. Larger scale
producers in both Morocco and Syria had slightly lower per hectare costs and spent
proportionately less on weed control and harvesting. However, the coincidence of
large-scale cultivation, high yields and high adoption rate can be strongly affected by climatic
and disease conditions.
Third, farmers appear to be using slightly different evaluation criteria depending upon
their years of experience with winter chickpea. In the first year of cultivation, a high yield is
very important for deciding to adopt. The implicit comparison is with spring chickpea.
However, the second season’s outcome may be judged not so much on yield as on net
revenue. Other, subtler variables come into the calculation. Prices, seed and input
availability, seed quality, land use allocations, weed control, and use of family vs. hired
labour are important factors to consider, both from the standpoint of continuing winter
chickpea and deciding planting areas.
Indications are that early in the adoption process winter chickpea serves as a substitute
for spring chickpea. However, once the substitution takes place, then the choice for winter
chickpea becomes subject to different issues, broader than chickpea itself and extending to
the place of chickpea in the farming and market systems. Ultimately, the spread of adoption
may depend mainly on the comparative advantage of chickpea and other food legumes
vis-à-vis alternative crops in the farming system. A hint of this important area for research was
given by the farmers in both Morocco and Syria when they identified low selling prices as a
constraint to expanding winter chickpea area. They were not referring to winter vs. spring
chickpea prices, but rather to chickpea prices in general as being too low to sustain present
production area.
Not coincidentally, non-adopters, when taken as a whole, do not intend to plant as large
a chickpea area following experimentation with winter chickpea as they did before. They
156 Social science research in IARCs
Tutwiler
express reservations about the future of chickpea and even food legumes in general as being
risky and having declining profitability relative to other land use alternatives. They are
clearly looking for a solution to the challenge of the wider economic environment.
The largest factor contributing to an overall decline in chickpea area in the sampled
farmers is the decline in spring chickpea among non-adopters. Winter chickpea adopters
are increasing their area planted to the new varieties and, therefore, their chickpea area in
general. Thus, the answer to the chickpea question continues to be mixed, but where winter
sowing has been successfully introduced, the results are encouraging.
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Household food security through home
gardening: Evidence from Bangladesh
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Introduction
Home gardening is a family food-production system widely practised in developing
countries in many forms. Its contribution to overall food supply is generally overlooked in
national and international consumption statistics. Nevertheless, a review of the literature
on gardening and case study research on traditional and promoted gardens in Asia and
Central America reveal that food production in small quantities close to the house
contributes significantly to household food supply and cash savings on food and/or income
generation, thereby to overall food security (Midmore et al. 1991; Soleri et al. 1991).
Gardens tended and controlled by women contribute especially to improving
maternal/child nutrition, and to meeting family food needs during lean periods (Marsh and
Talukder 1994).
Home gardens can be grouped into two basic categories: ‘traditional’ gardens, which are
cultivated independently of any intervention, and ‘promoted’ gardens, which have been
supported from an outside organisation. Gardens can further be categorised by type of crop
and animal mix, size and cultivation intensity, as well as costs and benefits for the
household. Traditional tropical gardens typically exhibit a wide diversity of primarily
perennial crops, trees and shrubs, maintained with local, low-cost materials. Promoted
gardens are typically small, mixed vegetable gardens (because of the frequent emphasis on
improving micronutrient intakes), with varying degrees of biodiversity and land use
intensity (Hoogerbrugge and Fresco 1993). In urban settings, container gardening and
simple hydroponics that require little or no land and minimal cash resources have been
shown to be effective in improving household food security (Urban Agriculture 1993).
Most gardening projects are implemented by non-governmental organisations (NGOs)
such as the United Nations Development Programme (UNDP), Helen Keller International
(HKI), CARE, Save the Children and many local NGOs that promote community
development in low-income rural areas and urban squatter settlements. The involvement of
governments in support of gardening has been minimal, and generally only the health and
nutrition sectors get involved. Ministries of Agriculture (MoAs) tend to discount the actual or
potential importance of home gardening as a development strategy. Consequently, few
extension agents are trained in gardening techniques, especially in mixed tropical gardening.
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An interesting trend in some countries is the co-ordination of the NGOs and public and
private sectors, typically with support from the donor community, in implementing home
gardening and various types of development initiatives. For instance, CARE and HKI are
training MoA extension agents in low-input sustainable gardening techniques in
Bangladesh. In The Philippines, the Silang-based International Institute for Rural
Development (IIRR) works with the Departments of Agriculture and Education, Culture and
Sports in The Philippines to promote bio-intensive gardening in homes and schools. The
United Nations Children’s Fund (UNICEF) is advising the MoA in Indonesia on the
nutritional component of their food diversification programme; and in Mexico and Central
America the MoAs are restructuring to delegate much of their research and extension
responsibilities, including horticulture, to universities, NGOs and private research institutes.
This paper discusses the results of a case study, in Bangladesh, carried out as part of a
broader comparative study on home gardening systems for the Asian Vegetable Research
and Development Center (AVRDC). The objectives of the study were to:
1. analyse the dynamic role of home gardens in supplying food and income to rural
households under a range of institutional, ecological and demographic conditions
2. determine the costs and benefits of home gardening as compared with viable alternative
land and labour uses and
3. identify key needs for technical assistance that might be addressed by the AVRDC
Garden Program.
The study area
In Bangladesh, a number of NGOs, certain government sectors and international donors
are interested in the development of homestead production. Among the factors that create
interest, the most important one is the growing landless and near landless (less than 0.4 ha
of land) households in rural Bangladesh. In 1992, about 9.5 million or 68.8% of total rural
households in Bangladesh were in this landless or near landless category (BBS 1992).
Among this group, less than 9% have no homestead land available for cultivation. The
national average homestead area equals 0.015 and 0.03 ha for the landless and near
landless, respectively (BBS 1992). This land is typically underutilised.
Widespread protein-energy malnutrition in Bangladesh is clearly related to the high
proportion of rural landless population. Anthropometric data drawn from household
expenditure surveys of the Bangladesh Bureau of Statistics (BBS) show that 15% of children
under 6 years of age manifested signs of acute malnutrition or wasting, while two-third of
children surveyed suffer from chronic malnutrition or stunting (World Bank 1992). In a
study taken place between 1990 and 1995, the Nutritional Surveillance Project (NSP) has
documented rates of stunting in rural children aged between 6 months to 5 years to be from
61 to 72%, respectively depending on the season.
Micronutrient deficiencies are also prevalent. Nutritional blindness among pre-school
age children is a persistent problem caused by vitamin A deficiency. Every year, over 900
thousand children under 6 years old suffer some degree of xerophthalmia, and 30 thousand
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or more children become permanently blind; half of them die within the first few months of
the blinding episode (HKI 1991). National level statistics show that 90% of rural
Bangladeshis’ source of dietary vitamin A is from vegetables, and 88% of all households
have deficient dietary intake. They also show marked seasonality in availability of fruits and
vegetables.
Women and children disproportionately suffer the effects of malnutrition, largely a
function of discrimination in intra-household food distribution (World Bank 1992).
Among the children, girls suffer higher levels of malnutrition than boys and the gender
disparity increases at higher socio-economic levels and at higher levels of male household
heads’ education (HKI 1993b). Apparently, somewhat more educated and affluent male
household heads seek to improve conditions for their sons but not their daughters.
However, mother’s education level is positively correlated with improved nutrition of girls,
underscoring the importance of incorporating education and training of women in
nutrition intervention efforts.
The HKI Home Garden Project
HKI is an organisation that works globally to reduce the incidence of nutritional blindness
and raise awareness of the importance of vitamin A in the diet. In Bangladesh, it is
promoting an integrated strategy of nutrition education, home gardening and social
marketing to improve nutritional levels among vulnerable households, focusing in
particular on vitamin A consumption.
Between 1990 and 1993, HKI implemented a home gardening and nutrition education
project in Panchagaor District, in north-west Bangladesh. The project incorporated a strong
research component to permit a ‘before and after’ analysis of effects of gardening on family
consumption, nutrition and health.
The target group were village households meeting the following criteria: 1) ownership of
less than 0.32 ha of land, including the homestead area; 2) not involved in any other NGO
promotion activities; 3) with at least one child under six years old; and 4) a woman
representing the household for home gardening training and management. One thousand
families were selected from 81 villages. An additional 200 families were selected from nearby
villages as a control group. To ascertain any indirect effects from the project, 100 households
were selected from the same target villages to form an ‘interaction’ group. Households
belonging to the interaction group did not receive direct assistance from HKI. Criteria for
selection of control and interaction households were the same as for the target group.
The survey data showed that the three groups of households are similar with respect to
basic characteristics such as family size, education, agricultural and homestead land area,
and principal occupation. Of the target households, 48% had no agricultural land, and
among those that did possess land, the mean size was about 0.1 ha. The majority of families
earn their livelihood as sharecroppers or day labourers in neighbouring rice fields.
Homestead land is available to every household for gardening. However, statistically
significant differences existed between the target and control groups in terms of number of
children, education levels and religion.
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Project extension methodology
In each target village, working groups of 10 to 20 women gardeners were formed. These
women chose among themselves a leader to organise technical assistance and seed
distribution for the project. HKI provided training for the group leaders lasting a day every
six months for two years. In training, leaders discussed how to resolve the kinds of problems
that might arise, or had arisen, in their respective communities while implementing the
project, whether technical, financial, cultural or interpersonal.
One field officer with an advanced degree, and six extension workers with secondary
level education in agricultural science, three men and three women, were hired to work full
time in the field with the group leaders and gardeners. Being from the region, they spoke the
local dialect and were familiar with local culture and customs. HKI experts from Dhaka
trained the extension staffs in intensive 3 to 4 day sessions several times a year. Training was
multidisciplinary and practical.
In December 1992, two years after the baseline survey, a multidisciplinary team of
externally recruited professionals—a medical doctor, an expert in anthropometric
measurements, an agronomist and a social scientist—conducted a comprehensive mid-term
project evaluation. All households in the target, control and interaction groups were
evaluated through detailed questionnaires, observations and measurements. Prior to the
exercise, team members received intensive training from HKI, including pre-testing of
questionnaires. Data collected in the field were checked daily and follow-up visits were
made when necessary to ensure the reliability of the data.
Mid-term evaluation results
The results of the mid-term evaluation are presented under six headings, namely:
production, time allocation, principal constraints, income, gender effects, and
consumption and health.
Production
Figure 1 shows the changes, on average, in number of garden varieties, garden production,
and garden size from the baseline survey to the mid-term evaluation for the target group of
1000 families. At the time of the baseline, 50% of the households reported having a home
garden of mean size 0.006 ha and an average of 3.1 varieties of vegetables in the ground. Two
years later, 100% of the households had gardens of mean size 0.0138 ha, and the average
number of vegetable varieties increased to 17 (a 500% increase). Monitoring round data
show that total production of vegetables increased even more steeply than garden size,
indicating improving yields over time.
Table 1 compares the same characteristics for the target and control groups at mid-term.
Among the control group, only 25% of households maintained gardens of about the same
average size as the target group. Among target gardeners, the average number of vegetable
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varieties grown throughout the previous year was 33 compared to 9 grown by gardeners in
the control group, for the same period. Similarly, at mid-term evaluation, target gardeners
were growing 17 varieties compared to an average of 4 varieties observed among gardeners in
the control group.
Table 1. Home garden characteristics, target and control groups compared, mid-term.
Variables
Target (T) Control (C)
T/C
100
N = 980
25
N = 48
Mean SD Mean SD
Size of garden (ha) 0.0138 0.0113 0.013 0.0157 1.06
No. of vegetable varieties per year 33 4 130 157 3.67
No. of varieties/year per m2 0.354 0.156 2.27
No. of vegetable varieties currently 17 4 4 2 4.25
No. of vegetable varieties currently/m2 0.178 0.064 2.78
Use of garden produce last month % %
Consumption 47 56
Consumption and sale 53 31
Others/NA 0 13
Diversity in number and types of vegetables grown in the garden is an important
indicator of success because diversity is correlated with higher vegetable consumption levels,
especially among children, and higher aggregate nutritional value (HKI 1991).1
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Figure 1. Changes in number of garden varieties, garden production and garden size over time,target group.
1. From an agronomic point of view, garden diversity is important for suppressing pests and enhancing soil
fertility. Furthermore, where income generation is an objective, a small but diverse supply of vegetables can
command higher prices in local markets, especially during ‘off’ seasons.
Improvements in garden production, both in terms of number of varieties and
production per unit of land (yields), were possible because of changes in garden production
practices. In light of extremely limited financial means, extension workers and group leaders
promoted reliance on local materials for soil fertilisation (compost, other organic matter)
and pest management (botanical pesticides, ash, mechanical control), as well as crop
rotation and use of legume crops. For both economic and ecological reasons, use of
agrochemicals was discouraged. Seeds were provided at subsidised rates during the first two
years, phasing out seed provision by the third and last year.
Time allocation
The mid-term evaluation included questions on the time allocation of the female head of
household during a typical day. These questions were designed to ascertain what time of day
gardening is done, and whether time spent gardening may compete with other important
income-generating or domestic activities. Women were asked to choose among a set of
activities which correspond to their first priority in early and late morning, early and late
afternoon.
Most striking is the low priority given to gardening in the control and interaction groups
as compared with the target group. Among women in the target group, late afternoon is
clearly the preferred time for gardening, with 50 and 48% responding that gardening is their
first or second priority at that time, respectively. Gardening does not appear to conflict with
‘work outside’, but may take time away from washing, cooking and childcare. Still, washing
is concentrated in the early morning and cooking in the early afternoon, leaving the late
afternoon relatively free for garden work. Children often accompany their mother while she
tends the garden.
Principal constraints
The principal constraints with home gardening, as reported by the target, control and
interaction groups at mid-term are common among gardeners in developing countries
worldwide. For instance, lack of fencing around the garden to keep out farm animals is often
cited as the major obstacle to successful gardening.
Problems addressed by the HKI project, such as technical knowledge, seed availability,
soil fertility and pest management, are listed as constraints by only a minority of target
gardeners, but continue to be principal constraints for the control and interaction groups.
However, lack of irrigation, land and fencing, problems not fully addressed by HKI, are still
significant constraints for many target gardeners. In fact, as the garden grows in importance
for family nutrition and income, the household has a greater interest in protecting (fencing)
it and ensuring year-round production (irrigation).
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Income
The objective of the HKI project, as explained earlier, was to enable families to improve
their nutrition and health through home gardening, focusing particularly on vitamin A
intake by women and children under five years. Thus, women were encouraged to preserve
the bulk of their produce for home consumption. Nevertheless, during the first two years of
the project, as surpluses became available, there was a shift toward increased sale of garden
produce. At baseline, only 4% of target households reported selling some garden vegetables,
which increased to 53% at mid-term.
Of the 53% of households selling some fruits and vegetables, the average income earned
during the 30 days prior to the mid-term evaluation was Taka2 85. Even this small amount is
significant when placed in the context of overall cash income earned. Total cash income
earned 30 days prior to mid-term was estimated at about Taka 694 for the target group, slightly
higher than the control and interaction groups. Therefore, for the subset of target households
that sold garden vegetables, income earned was equal to nearly 15% of total cash income.
Gender effects
Evaluation data show that, respectively, 65, 25 and 26% women among target, control and
interaction households decides whether or not to sell garden produce. The husbands are
more likely to make decision in the control and interaction groups. Women are more than
twice as likely to receive and exercise control over income earned from garden sales in the
target group (67%), as compared with the control (31%) and interaction (17%) groups. As
expected, given the high percentage of total cash income spent on food, most income
earned from gardening is likewise spent on food. This may have significant nutritional and
health benefits, as discussed later in the paper.
Focusing on women both in technical assistance and nutrition education, the gardening
projects have had an important ‘empowering’ effect. It is hoped that, through example, this
effect will also influence their daughters. The importance of improving the social status of
women as a precondition for improving family nutrition, especially for female members,
cannot be overstated in the Bangladesh context. Statistics that affirm the wide ‘gender gap’
were cited earlier. Home gardening that results in tangible benefits for the household—food
on the table, extra income, healthier children—is a means for Moslem women to
demonstrate their worth without having to break religious taboos about working outside
the home (purdah).
Consumption and health
A primary objective of many home gardening projects is to improve availability of
vitamin-rich vegetables year-round. Figure 2 compares vegetable availability for target,
control and interaction households during the three main seasons prior to and including
the mid-term evaluation. Generally, undernutrition by wasting (low weight for height) is
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2. In 1994, US$ 1 = Taka 37.78.
most prevalent between August and October after the mid-year monsoons and prior to the
aman (August–November) rice harvest3 (HKI 1993d). Both rice and vegetable availability
are highest during the dry and cool boro (December–May) season.4
In no season did target households report vegetables not available, whereas the control
group, and to a lesser degree the interaction group, reported lack of vegetable in the aus
(April–July) and aman (August–November) seasons. Over 95% of target households reported
that vegetables are available and adequate in the aman and boro seasons, while 37% reported
availability not adequate in the lean aus season. Vegetable growing during the hot monsoon
season presents the greatest challenge to gardeners, a challenge best met by relying on
indigenous leafy vegetables resistant to high temperatures and humidity as well as local diseases.
Table 2 compares vegetable consumption at baseline and mid-term for the three groups.
For the target group, vegetable consumption increased from an average of 5.8 kg to 7.5
kg/week, or 30% and 82% of vegetables consumed came from their home gardens. On a per
capita basis, this equals nearly 200 g/day, which just meets the Food and Agriculture
Organization of the United Nations (FAO) recommended daily intake of vegetables.
During the same period, vegetable consumption for the control group increased by 6%
from 5.1 to 5.4 kg/week (16% from their home gardens), while vegetable consumption for
the interaction group declined by 20% to 5.0 kg/week (43% from their home gardens).
The mid-term evaluation included questions on frequency of vegetable consumption by
young children because of the importance of adequate vitamin intake for normal physical
and mental development in the early years. Figure 3 compares vegetable consumption by
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Target Control Interaction Target Control Interaction Target Control Interaction Target Control Interaction
0
20
40
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80
100
Available/adequate Available/Not adequate Not available
Available/adequate 63 1 12 94 5 15 96 7 22 83 5 17
Available/not adequate 37 37 75 6 58 76 4 68 68 16 31 49
Not available 0 62 13 0 37 9 0 25 10 1 64 34
Aman
(August–November)
Last 7 days
(Nov.–Dec.)
Aus
(April–July)
Boro
(December–May)
(%)
Figure 2. Seasonal vegetable availability.
3. The largest rice crop corresponds to the aman growing season, harvested in November.
4. Vegetable production during the dry season is possible because of high water tables and common use of
hand driven tube wells, ring/dug wells and treadle pumps.
children under five years for the target, control and interaction groups. Among the target
group, fewer babies of 6–11 months (55%) and toddlers of 12–23 months (17%) are not
eating vegetables at all, as compared with the control (83%, 40%) and interaction groups
(79%, 31%). Thus, mothers in the target group are beginning to include strained vegetables
in weaning foods, a change from traditional practices. It is still of concern that 17% of target
households appear not to be feeding their toddlers vegetables on a daily basis, or perhaps
not at all.
Table 2. A comparison of household vegetable consumption during the baseline and mid-term evaluation periods.
Variables
Target group (1) Control group (2) Interaction group (3)
BL(*) MT(**) MT/BL BL MT MT/BL BL MT MT/BL 1–2 1–3
Consumed vegetables
last week (%)
98 100 1.02 100 100 1.00 99 100 1.01 0.02 0.01
By children (%) 93 97 1.04 99 97 0.98 98 100 1.02 0.06 0.02
Quantity consumed last week (kg)
Mean 5.8 7.54 1.30 5.08 5.36 1.06 5.90 5.00 0.85 0.24 0.45
Median 5.0 7.00 1.40 4.00 4.00 1.00 5.00 3.00 0.60 0.40 0.80
BL = Baseline; MT = Mid-term.
(*) December 1990–January 1991.
(**) November–December 1992.
Both the baseline survey and mid-term evaluation included anthropometric
measurements to ascertain overall nutritional well-being, as well as specific medical
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Target Control Interaction Target Control Interaction Target Control Interaction
0
20
40
60
80
100
No vegetable meal/day 1 Vegetable meal/day 2 Vegetable meals/day 3 Vegetable meals/day
0 meals/day 55.1 83.3 77.8 17.2 39.5 31.2 5.1 16.6 10.2
1 meal/day 18 16.7 22.2 31.9 31.3 43.8 36.5 43.8 61.4
2 meals/day 21.3 0 0 44.8 22.9 25 46.6 34.9 27.3
3 meals/day 5.6 0 0 6.1 6.3 0 11.8 4.7 1.1
6–11 months 12–23 months 24–59 months
(%)
Figure 3. Vegetable consumption by children.
assessments of vitamin A and iron deficiencies. The data indicate that night blindness in
children, a sensitive indicator for vitamin A deficiency, declined from 2.3 to 1.2% in the
target group, although prevalence beyond 1% is still considered of public health
significance. The prevalence of severely underweight children under five years old (weight
for age) declined by 7% in the target group (from 25 to 18%), and by 3% in the control
group (from 22.3 to 19.3%).
HKI staff interpreted the latter finding to be related as much or more to increased
consumption of rice, purchased with income or cash savings from home gardening, than to
any direct effects of vitamin A intake on growth (HKI 1993c). For the average target
household, 90% of calories consumed are from rice, complemented with small amounts of
dal (lentils), dried fish and cooking oil. Therefore, given the overwhelming importance of
rice in the diet and widespread seasonal deficits in rice consumption, it is likely that a
significant portion of the income earned from home gardening is spent on rice. Even among
gardening households who do not sell vegetables, reduced spending on vegetables frees up
cash for purchase of additional rice.
Benefit/cost analysis
Table 3 presents the results of a benefit/cost analysis for the project in which only monetary
benefits and programme costs for target households were considered. Since the principal
benefits of the project are non-monetary, actual benefits are substantially underestimated.
The programme cost for each target family averaged US$ 39 per year over three years,
increasing to US$ 46 for each household surveyed when the research component is included.
In Table 4, a benefit/cost ratio at the individual garden level, was calculated taking into
consideration the monetary benefit shown in Table 3 and average operating costs for seed,
seedlings and crop protection as well as depreciated capital investment in irrigation and
fencing. The total cost, at US$ 11.7 per year, was calculated using the 30% subsidised rate
for seed and seedlings. For households who did not invest in irrigation or bamboo fencing,
the cost would be closer to US$ 3 per year. Labour is not valued since the opportunity cost of
family female and child labour during the late afternoon, when most gardening is done, is
negligible in this isolated part of Bangladesh. Benefits, as stated above, are only partially
accounted for. Subject to these caveats, the ratio comes to 3.3, a very positive outcome.
Preliminary results of scaling-up the HKI model
Largely because of the success of the Panchagaor pilot project, HKI was able to enlist the
support of donors and leading Bangladeshi NGOs for implementing a gardening and
nutrition education/social marketing project at a national scale (HKI 1993a). In order to
reach a much larger target population, HKI developed strategies to work more cost
effectively in its current ‘to scale’ gardening project (1993–96), the NGO Gardening and
Nutrition Education Surveillance Project (NGNESP).
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Table 3. HKI project cost per beneficiary,a 1990–93.
Description Cost (US$)
Programme cost/direct beneficiary
(Target group, n = 980) 117
Total 39
Average/year
Programme cost/direct + indirect beneficiary (target +
interaction groups, n = 1075)
Total 107
Average/year 36
Programme + research cost/household surveyed (Target +
control + interaction groups, n = 1303)
Total 138
Average/year 46
Benefit/cost ratio 38.9
b/39 = 0.997
Taka*/month US$/month
Cash 85 2.24
Savings 78 2.05
163 4.29
a. Before overhead charges.
b. Average target household benefit.
* In 1994, US$ 1 = Taka 37.78.
US$ 4.29 × 12 = US$ 51.5/annum (for vegetable sellers = 53%)
US$ 2.05 × 12 = US$ 24.6/annum (for non-sellers = 47%)
Average: US$ 3.24 × 12 = US$ 38.9
NGNESP works through a network of 14 NGOs to implement household gardens. The
NGOs are responsible for hiring staff, organising groups of households for home gardening,
establishing nurseries, and providing training and extension. Village nurseries, usually run
as a micro-enterprise by a private landowner, are the focal point of seed and seedling
distribution, supported by central nurseries run by the partner NGO. HKI co-ordinates
technical assistance and supervises monitoring of activities at the nursery and household
levels.
By the end of 1995, HKI estimates that NGNESP will have reached 288 thousand
households in 90 thanas (the administrative unit below the district level) in Bangladesh or
approximately 1.6 million people. Total project costs for the three-year period are US$ 2.4
million. Therefore, a rough calculation of the project cost per household garden comes to
US$ 8.33, or US$ 1.5 per individual, including monitoring and research costs. This shows
that the HKI strategy of working through NGOs has succeeded in reducing costs
substantially as compared with the pilot project in Panchagaor.
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Table 4. Average annual home garden costs, target group.
Activities Cost (Taka)*
Seed 831
Seedlings 20
2
Crop protection 8
3
Labour 0
4
Sub-total 111
Capital investment
Irrigation 300
5
Fencing 33
6
Sub-total 333
Total 444 = US$ 11.7
Benefit/cost ratio 38.97/11.7 = 3.3
* In 1994, US$ 1 = Taka 37.78.
1. Includes price of all varieties (23 in total). During the first two years of the project, seeds were distributed
at a subsidised price (30% subsidy); in the third year, market prices were employed.
2. Includes seedlings for five fruit and four multipurpose trees, also subsidised by 30% during the first two
years.
3. Out-of-pocket cost for crop protection was for soap and kerosene; otherwise locally available resources
were used (ash, plant parts).
4. Since family labour, primarily female and child labour during the late afternoon, is used exclusively in the
gardens, the opportunity cost of this labour is negligible.
5. Treadle pump + boring costs an estimated Taka 1000; a hand tubewell costs about Taka 2000. Taking an
average and depreciating over five years gives Taka 300 per year. Note also that not all households invested
in irrigation.
6. The cost of a bamboo fence (Taka 100) depreciated over three years. ‘Live’ fencing made of jute stick or
trees costs less.
7. See Table 3 for the calculation of household monetary benefits from home gardens.
Summary and conclusion
The preceding data analysis has shown that the HKI Home Gardening Project in
Panchagoar District resulted in significant nutritional and economic benefits for
participating households. First and foremost, has been the impact of the project on family
consumption of vitamin-rich vegetables, especially by children under five. After two years of
gardening, consumption increased by an average of 30%. Considering savings in purchased
vegetables as well as income earned from sales of home garden produce,5 the average
monetary benefit was Taka 163 per month, or 25% of average total cash income earned 30
days prior to the mid-term evaluation. Most of the additional cash income was spent on
food, reducing the prevalence of severely underweight children.
Therefore, the HKI pilot project provides strong evidence that home gardening can be a
viable strategy for improving the nutritional levels of populations at risk. The success of the
Social science research in IARCs 169
Household food security through home gardening: Evidence from Bangladesh
5. Fifty-three percent of the target households earned income from sell of produce, while only savings in
expenditures would be counted for the remaining 47%.
project, particularly in overcoming formidable cultural and economic barriers in rural
Bangladesh, may be attributed to a few key factors:
1. its focus on women as mothers, gardeners, group leaders and decision-makers within the
household
2. its incorporation of nutrition and health education at all training levels
3. its promotion of low input, low cost gardening techniques, including seed production
and
4. its use of continuous, interactive monitoring.
Furthermore, the research component of the project facilitated a reasonably rigorous
analysis of the home gardening experience.
Scaling-up the HKI pilot project through NGO participation proved a cost-reducing
measure. Nevertheless, it will be important for HKI and other observers to return
periodically to the villages covered by the pilot and scale-up projects, to learn to what extent
families continue to maintain their gardens and reap the associated nutritional,
income-generation and gender-related benefits over time.
From the evidence presented, we can conclude that home gardening can and does
contribute to household food security. Traditional gardens of widely varying types exist in
millions of communities around the world. In cases where specific nutritional deficiencies
persist or there appear to be unexploited income-generating possibilities, these households
could benefit from the assistance of NGOs and community-based organisations to improve
the diversity and productivity of their traditional gardens. Where home gardening is not
traditional, or homestead land is very much underutilised, such organisations can play an
important role in promoting gardening.
Experiences from garden promotion projects around the world indicate that success will
be enormously enhanced by including the following aspects:
1. initial understanding of the characteristics, uses, and potential improvements of
traditional home gardens, where these exist
2. incorporation of nutrition awareness and education in training of trainers and
households
3. promotion of species diversity to enhance nutritional value, soil fertility, pest
management, income-earning potential and genetic conservation
4. involvement of women in all aspects of garden management and nutrition training and
5. regular monitoring of gardens with built-in feedback mechanisms to resolve on-going
problems.
Community organisation for gardening, particularly for production and distribution of
seeds and vegetative material, is also a clear prerequisite for sustainability of gardens in the
long run (Brownrigg 1985; Midmore et al. 1991; Hoogerbrugge and Fresco 1993; Marsh
and Hernández 1995).
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Is systems research the way forward
for African agricultural research?
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Introduction
Agriculture is the cornerstone of sustainable development of African economies. Most of
the rapidly expanding population and labour force will continue to be employed in
agricultural activities well into the 21st century. Nutritional levels and health, food prices
and real non-agricultural incomes, and export revenue will primarily depend on the
performance of agricultural production. Moreover, an increasing number of studies (Block
and Timmer 1994; Delgado et al. 1994) demonstrate that growth multipliers are much
higher in agriculture than in industry, that is agricultural growth has more of an impact on
overall gross domestic product (GDP) growth than industry. Finally, sustainable
management of the natural resource base in Africa is directly dependent on management of
existing arable land and a reduced rate of expansion of agricultural land use. Given the
growth linkages, the high population growth rates, and the poor economic performance
over the past two decades, it is estimated that a 4% annual growth rate in agriculture is
required. Meeting this growth target, especially without putting further pressure on the
natural resource base, will depend substantially on technical change, as the World Bank
estimates that agricultural labour productivity would need to increase by 1.5% and arable
land productivity by 3%.
Improved crop and livestock productivity and preservation or enhancement of the
natural resource base are integrally linked in Africa. Expansion of the agricultural frontier is
leading to loss or degradation of natural ecosystems, including tropical forests (Ehui and
Hertel 1989), highland forests and wetlands (Loevinsohn and Wang’ati 1993), and
savannah and bushland. Such conversion to agricultural production has impacts on
hydrology, soil erosion, biodiversity—especially maintenance of the rich faunal populations
in Africa and possibly the climate. Moreover, intensification of existing arable land has
come primarily through shifts in crops, use of more labour per hectare, and only marginal
increases in input use. Such intensification is leading to increased rates of nutrient
depletion (Stoorvogel and Smaling 1990) and, with reduced plant cover or loss of fallowing,
to increased soil erosion. Investment in the agricultural resource base is essential to
increased agricultural productivity and increased productivity is necessary to reduce the
expansion of the agricultural frontier.
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The above creates a challenge for agricultural research in Africa. In particular, the
traditional focus on commodity research programmes, in which breeding tends to
dominate, is being expanded to an increased emphasis on natural resource management
and factor research. To date, the movement by both the national agricultural research
systems (NARSs) and the International Agricultural Research Systems (IARCs) has been
tentative, as there are a number of allocative and organisational issues. These include:
1. the balance between commodity and natural resources management (NRM)
programmes
2. whether funding should be reduced in commodity programmes to achieve this balance
3. what level of decentralisation is necessary for effective NRM research and
4. what are the linkages between commodity and NRM research and how might they be
organised.
However, the principal impetus, particularly to deal with the last issue, has been toward
more systems research. The purpose of this paper is to explore the implications of the shift
to systems research as a means to attain sustainable productivity gains in African
smallholder agricultural systems.
Increased productivity through improved
systems
In the smallholder food crop sector, the imperative to increase land and labour productivity
in African agriculture has been a focus of agricultural research for only the last 40 years. The
presence of the Consultative Group on International Agricultural Research (CGIAR) on
the continent dates back only 20 years, effectively replacing colonial research structures.
While the focus of much of the research during the colonial period was on export crops, the
research on indigenous, African farming systems had very much focus on resource
management and cropping systems. Although the International Institute of Tropical
Agriculture (IITA) was set up with such a mandate, a principal orientation of their research
was on crop breeding and development of improved varieties. This applied until recently to
most other IARCs working on the continent. Exceptions were IITA’s attempts to develop a
research programme focused on shifting agricultural systems, the International Livestock
Centre for Africa (ILCA’s) attempts to first understand African livestock production
systems and then develop a research programme, and the International Crops Research
Institute for the Semi-Arid Tropics (ICRISAT’s) attempts to improve productivity of
semi-arid, Sahelian farming systems. All had difficulty in defining a clear research agenda
that would lead to improved productivity of those farming systems (Lynam 1993).
The sustainable management of the natural resource base has given renewed impetus to
systems research, at the same time that varietal development appears to be achieving some
return on the continent. The few early successes with the adoption of improved maize
varieties in Kenya and Zimbabwe have been augmented by more recent adoption cases in
Malawi ( and Heisley 1994), and Nigeria and Ghana (Byerlee 1993). Moreover, widespread
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adoption of improved cassava varieties in Nigeria (Polson and Spencer 1991), climbing
beans in Rwanda (Sperling et al. 1994), and mangrove rice varieties in Sierra Leone
(Adesina and Zinnah 1993) have been reported. However, as Byerlee (1993) noted, fertiliser
adoption has lagged significantly behind the adoption of improved varieties. Moreover, all
of the adoption studies suggest that farmer uptake was conditioned by factors other than
just yield, including quality factors, maturity and overall fitting within the system, and
disease or pest resistance. Thus, improved genotypes are not providing the leading element
in a rapid growth in input use and yields, as happened in rice and wheat production in Asia,
but rather appear to be one component in a continued step-wise intensification of African
farming systems.
If productivity increases in African agriculture are not going to follow the Asian Green
Revolution model but are rather based on more incremental yield gains through
modifications in cropping, livestock and farming systems, there are obvious concerns that
agricultural production will not be able to keep pace with growth in rural population and
slow growth in agricultural value added will limit overall economic growth (Block and
Timmer 1994). What then are the reasons for adopting this seemingly more conservative
strategy of shifting from commodity to systems research?
Inadequate infrastructure, especially feeder road systems, high transport costs, and
insufficient markets result in low farmgate selling prices and high farmgate input prices and
food purchase prices. Such a situation reinforces subsistence strategies, shifts market sales to
less bulky, high value crops (usually export), and requires a very steep response function for
inputs to be profitable. Spencer (1994) compared the Nigeria of the late 1990s to the India
of the 1950s, when both countries had a similar population density, and finds that road
density in Nigeria is 97 km/100 km2 vs. 718 km for India, even after Nigeria had invested
substantially in road infrastructure during the 1980s. Spencer (1994) calculated that
African countries in the sub-humid tropics would have to annually invest a sum equivalent
to 12% of their GDP or 4 times the amount of annual official development assistance to
achieve the road density in 2020 that India had prior to the Green Revolution. Thus, an
input-led growth strategy in African agriculture has to give way to a more complex agenda
focused on responses that require a more integrated systems approach, such as:
• using low but efficient levels of purchased inputs
• increasing the slope of the response curve for purchased inputs
• maintaining or enhancing quality characteristics of commodities and
• incorporating post-harvest activities in farm or village systems.
A low-to-medium input strategy, especially for fertilisers, raises the question of how to
maintain soil fertility, much less provide a basis for increasing productivity. Population
growth and the increasing commercialisation of agricultural production are resulting in
high rates of nutrient depletion in many African countries (Stoorvogel and Smaling 1990;
van der Pol and Traore 1993; Smaling 1993). Thus, the task is not just to get nutrient flows
in existing farming systems in more of an equilibrium but to increase those equilibrium
flows to provide a basis for increased productivity and marketable surpluses. Erosion is one
major source of nutrient loss (van der Pol and Traore 1993), solutions to which may require
either single interventions or more integrated systems approaches (Stocking 1992).
Stabilising other major nutrient fluxes such as leaching and denitrification, however,
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requires more complex systems interventions under the scenario of low input use. Thus,
because agriculture is an extractive industry, the more so under commercial conditions, the
assumption of low/efficient input use leads to interventions requiring systems, rather than
single component, interventions.
Risk and food security are principal farmer objectives, especially in rainfed agricultural
systems where subsistence still forms a major share of production activities. Maintaining or
improving the stability of production over time or improving the resilience of the farming
system to climatic or other shocks (Conway 1985) can come from resistance or tolerance
breeding. However, given the variation in climatic, edaphic and biotic factors—which often
interact in influencing yield—that cause perturbations to the system, such breeding efforts
must be highly targeted. The benefits of such complex niche breeding usually do not justify
the costs, which then lead to more integrated system efforts to maintain system stability and
resilience. Interventions usually rely on increasing buffering capacity, such as organic matter
for soil constraints, complementarity between system components, such as compensation
effects under rainfall variation in sorghum–maize intercrops or epidemiological
suppression of diseases within bean mixtures, and increased diversity in system
components, such as agroforestry.
System diversity and heterogeneity already characterise African farming systems. Such
system diversity is reinforced by incomplete and thin markets and represents a response to
variable climatic and biotic constraints, and has a spatial dimension due to the significant
heterogeneity in agro-climatic conditions. Single component technologies under such
circumstances have a limited impact, again reinforcing a systems approach.
Finally, environmental concerns, expressed in terms of sustainable agricultural systems
and sustainable management of the natural resource base, have led to shifts in the research
agenda away from reliance on inputs, particularly pesticides and even fertilisers in some
quarters, and away from a singular focus on commodity research. The environmental
concerns are not the strongest scientific reasons for the shift to systems research but because
they are backed by donor funding, they represent the most important forces responsible for
the changing research agenda.
The rationale for a shift to systems research within agricultural research is a pragmatic
and, therefore, conservative one, argued from the fundamental characteristics of African
farming systems. What the rationale still fails to address, however, is the sources of
productivity increase that will come from such a research focus. The idea of systems
intensification fails very much in the tradition of (1980) evolution of African farming
systems and Boserup’s (1965) theory of agricultural intensification and indigenous
technical change. The alternative growth paradigm, patterned on the experience of Asia’s
Green Revolution, however, charts a growth path based on increased market integration,
the development of regional and national comparative advantage, and the productivity
gains from scale economies and specialisation that results from it. Within this framework,
research can focus on optimising yield within specialised systems where genetic potential is
given maximum expression as constraints are controlled by intensive crop management,
cheap inputs, and irrigation. The growth potential of such a strategy has been amply
demonstrated within Asian irrigated systems, although with increasing environmental costs
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(Rosegrant and Pingali 1994). Importantly, there has been far more limited progress with
this approach in Asian rainfed systems.
The sources of productivity growth from the alternative approach of step-wise system
intensification are far less clear. The principal source of productivity gains comes from
improved resource use efficiency. Resources can be defined at different scales. At the plot or
field scale, the focus is on achieving better use efficiencies of soil nutrients and moisture.
These efficiencies come from reducing losses, improved capture, better synchronisation of
resource supply and plant demand, and more rapid cycling. At the farm scale the focus is on
improved efficiencies in use of labour, animal power, organic resources including manure,
purchased inputs, fuel and water resources. At the landscape scale the focus shifts to
hydrology, forest, savannah and vegetative resources, and possibly biodiversity. The
productivity gains from improved resource use efficiency are still largely theoretical.
Moreover, breeding approaches can complement the search for such efficiencies.
An often not well-appreciated avenue of increasing average productivity is through
improved stability. That is, if as much as possible of the left hand tail of a yield distribution
can be deleted, without even changing maximum productivity, the mean yields increase.
This also fits very well with achieving farmers’ safety-first risk objectives. As discussed above,
the approach here is increased stability through complementary component interactions,
increased diversity, and improved buffering capacity. This applies to biotic constraints, such
as pests and diseases, as well as climatic stresses. Productivity gains through diversification
may also include shifts to higher value crops. Thus, initial market integration may in fact
increase system diversity while also increasing economic productivity. There is still not
enough information and research to determine at what point in terms of infrastructure
investment and improvement in market efficiency (reduction of transaction costs) that
farmers move to increased specialisation in the most profitable commodities.
Finally, there are a few avenues open to augmenting resource supply, primarily by
availing unavailable resources to the crop or farming system. Biological nitrogen fixation is
the most obvious example. Agroforestry is based on tapping nutrients and moisture, which
are unavailable within the normal rooting zone of most annual crops. The use of pigeon
peas, which can extract phosphorous from compounds usually unavailable to other crops in
rotation, is a more recent finding to increase P supplies. The use of livestock as nutrient
transport mechanisms increases nutrients to the farming system but not to the broader
agro-ecosystem. Thus, the definition of scale is often important in defining resource
augmentation. Research on these types of biological technologies have not led to major
gains in productivity in the developed world, but under the limiting resource conditions
found in many African farming systems, they should offer as yet undetermined scope for
yield improvement.
System levels, system structure and science
If agricultural research in Africa is going to shift to more systems research, there are basic
issues on how the research problem will be structured, how the research will be organised,
what research methods need to be developed, and how the science remains integrated with
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the technology development and delivery process. This challenge is further complicated by
an expanding set of objectives being imposed on agricultural research by policy makers,
planners, donors, and, more recently, non-governmental organisations (NGOs). Food
production, farmer income and equity objectives have been expanded to include food
security, nutrition, gender, sustainable agriculture and environmental objectives. It is
posited here that most, not all, of these objectives are easier to integrate into a systems
framework than a commodity structure.
African agriculture is complex and as Simon (1962) noted ‘complexity will be
hierarchic’. He further noted that the popularity of systems approaches ‘is more a response
to a pressing need for synthesising and analysing complexity than it is to any large
development of a body of knowledge’. It is, therefore, not without reason that systems
theory is being applied to structure the research problem in African agriculture principally
because of its greater complexity. What will be attempted in this section is a relatively
synthetic description of the system levels within such a hierarchy, the implications for
research of the temporal, spatial, and organisational scales at each level, and the research
methods that might be applied. Finally, one of the salient characteristics in applying systems
theory to agriculture is that it involves the integration of biological/ecological and
economic/social systems. How the science and theory between each of these two domains is
integrated determines largely how social objectives are translated into biological
technologies (Lynam 1989).
Biological systems research focuses on a multi-component or integrated approach. In
integrated soils management, multiple objectives, namely improvement of nutrient
supplies to the plant, amelioration of acidity or toxic elements, control of soil erosion,
improvement in soil structure and soil moisture retention, and enhancement of soil
biological activity, must be managed by a multiplicity of possible interventions. These
interventions must be selected and managed within the context of significant heterogeneity
in soil type, slope and rainfall intensity, duration and constraints imposed by higher farming
systems demands, including tillage method, cover dynamics of the principal crops, access to
and price of fertiliser, availability and opportunity cost of organic resources, and labour
availability. This problem structure in turn raises the very real issue of how to undertake
research on systems. The particular elements of this task are:
1. how to break down the research into manageable parts, that is break down the system
further to understand its interrelationships and ruling processes
2. how to deal with the issue of heterogeneity and variation in higher system levels and
3. how to undertake the integration process once potential component interventions are
identified.
The answer is that if the system structure and its ruling processes are understood in
sufficient detail, there is a basis for extrapolation and evaluation of component interactions
and thus integration. Research moves away from sole reliance on empiricism as represented
in factorial trials to system characterisation, modelling, monitoring and validation.
Empiricism is necessary but evaluated only in relation to model structure and simulated
results (Parton et al. 1994).
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Integrated pest management (IPM) is the most accepted framework around which to
control biotic constraints. Multiple components in this case are seen as a means of
stabilising system dynamics, particularly the ability of the pest or pathogen through genetic
evolution or race/biotype dynamics to overcome single component interventions. The four
elements of this integrated approach are host plant resistance, biological control, cultural
practices and chemical control, although there is also usually an attempt to minimise the use
of the pesticide component because of environmental externalities. The IPM concept,
however, brings out several of the real difficulties of system technologies. The first is the
embeddedness problem. That is farmer management of pests is embedded in higher order
objectives. Thus, a farmer does not select a variety only because of its pest resistance, but also
because of a range of other characteristics. Cultural practices, such as removal of crop
stubble to control such insects as stem-borer, may conflict with efficient cycling of soil
nutrients or maintenance of mulch as a soil cover. In the case of the pest or pathosystem, the
interactions with other sub-systems or higher system levels are strong. Second, the research
becomes much more finely targeted, raising questions about whether the benefits justify the
costs. A broad-spectrum pesticide or fungicide has more potential benefits and probably a
lower development cost than research on biological control of a specific pest. Finally, there
still is little experience on how the various components can be most effectively integrated to
stabilise the pathosystem, especially given heterogeneity in farming systems, agro-climatic
conditions, and other factors influencing pest distribution and yield impact.
Research within commodity is usually structured around breeding programmes, where
the objective is to optimise the genetic yield potential and build in resistances to constraints.
The research focus is on the plant or genetic system, not on the cropping system. A true
research programme on cropping systems would entail understanding how to optimise
system performance through manipulation of the various components. These can include
different crop components in intercropping or other multiple cropping systems. To
optimise the performance of the maize–bean intercropping system, bean varietal crosses
should be selected within the intercropping system. Simultaneous selection of both maize
and beans within an intercropping system has not been attempted. Thus, while there has
been a substantial amount of research, which tries to understand component interactions
in intercropping systems and the interaction with the soil and pest sub-systems, this research
has not led to methods by which the system productivity would be optimised. Components
such as spatial and temporal arrangement have been researched, but usually the focus is
either physiological or pest control compatibility, not both. A systems research approach to
cropping systems is in many ways one of the largest challenges in agricultural research and
has particular application in an African context.
The research on agroforestry comes closest to exploring this challenge. Agroforestry is
very much cropping systems research and not a type of forestry system. Sub-system
interactions are specifically defined in terms of service functions, i.e. the impact of the
system on nutrient cycling, soil erosion and soil productivity and on pest status in the crop
component. Agroforestry technologies, such as hedgerow intercropping or improved
fallows, consist of temporal and spatial arrangements, tree species, and management,
particularly coppicing strategy, that seek to integrate the service functions in the overall
productivity of the tree/cropping system. Agroforestry research, however, still has to better
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incorporate procedures for manipulating the crop component within the system and to
develop targeting methods that allow design under heterogeneity in agro-climatic factors
and constraints imposed at higher, farming and land use system levels.
An emerging issue is how best to manipulate the genetic system within African cropping
systems, especially how much of the inherent genetic diversity of these systems to maintain
in the search for higher levels of productivity. This leads to a larger discussion of the role of
genetic diversity in determining the stability, resilience, and productivity properties of
cropping systems, the role of genetic diversity in exploiting the heterogeneity, i.e. the spatial
and temporal niches in African landscapes, and the role in meeting a range of quality and
production system characteristics demanded by farmers. African farmers do maintain a
portfolio of varieties, from the bean mixtures in Rwanda (Voss 1992) to four to five cassava
varieties in separate fields (Nweke et al. 1994). However, the research questions are whether
further exploitation of genetic diversity can be a mechanism for productivity increase and if
genetic improvement, and now biotechnology, are compatible with the maintenance of this
diversity. Certainly breeding programmes have not been very successful at genetic
improvement in other than monoculture and monocultivar cropping systems. Moreover,
restructuring breeding programmes and crossing populations is costly and this
restructuring would have to extend to seed release, production and distribution systems.
A systems approach to research also extends to livestock production systems. Applying
systems theory to livestock is easier and therefore preceded its application in crops research.
There is a more apparent framework for classifying livestock systems ( 1990), although this is
by no means straightforward and has not found easy application in structuring research
programmes. As well, the sub-systems break down more clearly, namely, into disease,
nutrition, genetics and management. Moreover, the livestock system can link to other
systems, particularly the cropping system. As with trees, livestock have both a commodity
and service dimension. Services include animal traction, manure and capital accumulation.
That said, because the system break down so strongly, research on the individual
sub-systems has been very separated, especially the disease component. There is still not a
clear research model detailing where and how in the research process the sub-systems are
integrated to define productivity increases in livestock systems. The livestock experience
does not auger well for research in such areas as soils, which has many more sub-system
dimensions. The International Livestock Research Institute (ILRI) provides a new
institutional structure in which this issue can be explored.
Research at the farming systems level both has a longer history than systems research at
the biological level and at the same time has had difficulty in being effectively applied in
agricultural research institutes. The farming system has long been the domain of the
agricultural economist and a more select number of anthropologists. In Africa, Ruthenberg
(1980) charted an evolutionary framework for farming systems under increasing land
pressure. Economists have brought quantitative, economic methods to the analysis of
decision-making of the African farmer. The farm management survey has been and
continues to be a standard tool in characterising and understanding the structure of
farming systems in Africa giving rise to a plethora of methods ranging from the participatory
research of Chambers (1994) to the formal agricultural household models of Singh et al.
(1986).
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Research at the farming systems level has two principal and related tasks, namely to link
social and economic policy objectives to the technology design process and to provide a
framework for integration of technology interventions. IARCs, NARSs and donors
struggled mightily with the integration issue in the development of farming system research
methods in the 1980s. Several conclusions can be drawn from that experience. First, the
integration of technology within the farming system was defined as a separate research
phase, namely adaptive research. This adaptive phase relied on the ‘feed forward’ of
technology components, which were then adapted to particular farming systems. There was
supposed to be as well a feedback component to basic and applied research. However, this
was never well developed because the adaptive research programmes, for example in Malawi
or Zambia, tended to be separated from the applied research programmes and more
importantly, the design of on-farm trials for adaptation purposes was often incompatible
with the design of trials to test research hypotheses. Second, the adaptive or integration
process was most successfully applied within specific cropping systems and only very rarely
at the level of the whole farming system. Thus, farming systems research became maize or
cassava on-farm research within a farming systems perspective. The constraint was that the
technical information that needed to be marshalled to work within a whole farm framework
was beyond the scope of the adaptive research teams and the ability to command expertise in
the applied research programmes was limited. Finally, there were a few attempts within the
IARCs, particularly those with an ecological mandate, to develop applied farming systems
research programmes. The programmes were never able to deal with the problem of
diversity in farming systems, and thus the farming system programmes became only a
structure for lumping more narrowly defined research problems such as Vertisol
management, improvements in oxen-drawn equipment, alley cropping and water
harvesting. With hindsight, the integration problem was best solved through the adaptive
research phase; the difficulty was that it never got the high quality scientific personnel and
resources that such a research agenda required.
The other task in research at the farming systems level is to link policy objectives to the
research process. Public funds are invested in agricultural research not just to increase food
production but also to achieve other objectives, particularly improved welfare of
disadvantaged households and household members, including improved incomes, food
security, and nutrition of poor households and particularly women within these
households—sustainability objectives follow later in the discussion. On the one hand,
improved technologies are a relatively blunt instrument to achieve these objectives, while,
on the other hand, there are few alternatives to new technologies to generate the income
streams that can so radically alter household welfare, particularly if this is done in an open
policy context.
Apart from southern Africa, African agriculture is based on smallholder systems.
Relative poverty is principally defined spatially by such factors as marginal agro-climatic
conditions, lack of access to road infrastructure and markets, and high rural population
densities. Although there is some social stratification leading to wealth differences, these are
not as important in Africa as the factors leading to broader spatial patterning of poverty.
Given a framework for targeting, the next step is then to define the most appropriate
intervention within the farming system that best increases household welfare. This step,
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however, raises a dilemma, since that determination does not necessarily coincide with the
programme structure of the agricultural research institutes. IARCs can make this
determination only within a very narrow commodity or ecological mandate. Given just the
difficulty in achieving any level of productivity growth, the issue is seldom mentioned by
African IARCs. Rather, the allocation of research resources to achieve equity objectives is
best expressed at the NARS level. However, given the heterogeneity of agricultural
conditions, faced even by small countries (Eyzaguirre 1991), and the limited resources,
NARS can quickly overextend themselves to the point of becoming ineffective. Given that
poverty and growth potential are so related to structural features such as agro-climate and
road infrastructure and these map inversely to one another, growth and equity objectives
can involve substantial trade-offs in Africa. Nevertheless, the large expansion in NGO
activity, usually in more marginal areas, together with the increasing interest in participatory
methods creates a demand for agricultural technologies in more difficult areas.
Gender is the latest of the social objectives to be applied to agricultural research, and in
many ways, it is the most complicated. The problem has been most adequately expressed as
‘gender asymmetries in intra-household resource allocation’ (Dey 1993). This implies that
to target women’s welfare, first households must be stratified by agro-ecological zone,
market access, and income and then by women’s relative control over resources and income
within the household. The question that remains outstanding is whether appropriate
technology design can compensate for the socio-cultural institutions determining access to
and control over resources. Recognising that women usually supply most of the labour in
agricultural and post-harvest activities provides one level of argument that technologies for
crops controlled by women or where women provide much of the labour should not entail
increases in labour demand. Similarly, recognising that women are responsible for
subsistence activities, where quality characteristics have major weight in varietal selection,
often leads to such dictums that breeding strategies must incorporate issues such as storage,
processing and cooking; consumption and nutrition; and domestic organisation and work
roles. Moreover, ‘new technologies introduced to improve productivity of
female-controlled crops or land are (often) taken over by men if they bring returns greater
than from the men’s own crops’ (Dey 1993). However, greater specificity is needed if
technology design within applied research programmes is going to be altered and the
integration process within adaptive research programmes is better able to target benefits.
Placing natural resource management on the agricultural research agenda has shifted
systems research to a higher level. The system definition, or at least its boundaries, however,
is often quite fuzzy. This can include ecosystem, e.g. savannah or forest; landscape, e.g.
inland valleys or watershed; or even management systems, e.g. irrigation systems. Besides,
the research is problem driven in that there is a sustainability problem that is associated with
the system, such as slash and burn, agriculture, deforestation, biodiversity, desertification,
salinisation or erosion. The objectives of such research are then to mitigate or control the
problem. This is obviously quite a new terrain for agricultural research, and if methods are
not fully developed at lower system levels, they are less than rudimentary at this higher
systems level.
The additional complexity at this level may be conceived as being ordered in the
following dimensions. First, biological systems at this level organise themselves as
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ecosystems or agro-ecosystems, while socio-economic systems organise themselves as
communities, institutions, such as property rights or labour relations, or markets. The farm,
as an integrated household and agricultural production unit, in a sense bifurcates in terms
of organisation at the higher level. Second, and related, the interaction or linkages between
social and biological systems at this higher level are in a sense less intense and less ordered
than they are at the farming system level. While it is clear that community organisation and
institutions influence the use of natural ecosystems (Scherr and Hazell 1994), defining
institutional interventions that would lead to more sustainable management of ecosystems
have had little success in Africa. A prime example is the changing theory surrounding range
ecology and unsuccessful interventions in pastoralist communities, often in terms of tenure
arrangements in preventing range degradation (Dodd 1994). Third, because of this
difficulty and the reliance on biological technologies within the agricultural research
process, interventions to better manage natural ecosystems are usually focused on the
farming system. However, achieving impact at the higher system level requires bringing
technology adoption to scale, often with conditions on how it should be spatially and
temporally deployed within the landscape or ecosystem. Finally, research at this higher
systems level expands the disciplinary mix of agricultural research. On the biological side,
ecology and hydrology become important, and in socio-economics, geography, sociology,
resource economics and even law become relevant disciplines. This then raises issues on
how research programmes are best organised at this systems level. Land use, and its relative
scientific landscape ecology, often forms a framework in which natural resource
management research is structured. This is best exemplified by:
1. the Sustainable Agriculture and Natural Resource Management (SANREM)
Collaborative Research Support Programme (CRSP) has also been applied in the
International Centre for Research in Agroforestry (ICRAF) diagnosis and design
methods (Raintree 1987)
2. the Food and Agriculture Organization of the United Nations (FAO) land evaluation
methods and
3. the analysis of global change by the Human Dimensions Program of the International
Geosphere Biosphere Program (IGBP).
More fundamentally, land use underlies agricultural extensification and the conversion
of natural ecosystems to arable land, the definition of hydrological response units in the
modelling of hydrological systems, the process of landscape fragmentation and the impact
this has on resource flows, biodiversity and hydrology, and the sustainable use of the land as
embodied in expert systems for land evaluation. Land use is a spatial pattern, the
description of which, as Levin (1991) noted, is the ‘description of variation’. That variation
has multiple causes, including climatic, ecological, geological, economic and social, and best
describes the integration between ecological and socio-economic systems. That is why it is
the starting point for so many different types of analyses. It can also be represented at
different scales with different techniques, from participatory mapping of the farming system
to a remote sensed LANDSAT image. However, for exactly these reasons, there is much
confusion on how the land use concept is applied, multiple definitions of land use exist, and
there are a multiplicity of classification systems. The integration of ecological and economic
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systems may very well be tested by whether a common conceptual framework can be
developed for land use.
The science at this higher systems level currently focuses on understanding the structure
and dynamics of these systems, on how the problem is generated within the system, and on
the development of methods with which to undertake such research. This is not exactly
basic research but research purely to improve the understanding of the problem, which in
turn should define the most appropriate intervention points at each systems level to
ameliorate the problem. Only then does the science turn to the design of technologies,
either biological or socio-economic, to ameliorate the problem. Several concerns follow
from this. First, there is a large upfront investment in this type of research. Moving from
factorial trials and crossing blocks to gauging watersheds, running experiments on a
field-scale, and monitoring a complex set of sub-systems, all outside the research station,
increases research costs substantially. Moreover, there is insufficient information at this
point to evaluate the potential return to such research. Second, there is the risk that the
research will become an end in itself, with no necessary evolution to a technology
development process. A good, but less extreme, example of this pitfall is ILCA’s early focus
on characterisation and diagnosis of livestock production systems in Africa. This was
excellent research but it did not evolve smoothly into a technological research programme.
Finally, framing the problem and the systems research in terms of resource degradation in
many respects shifts the agenda away from a clear focus on the food production and farm
productivity issues. The alternative structuring of the systems research would be to focus on
the sub-sector or food system (Bernsten and Staatz 1992; Janssen 1995; Lynam 1995), which
is a further extension of commodity research from the production focus to post-harvest and
market interventions. These are not minor concerns, given the pressures on agricultural
research budgets, and moves the issues very much into the organisational and institutional
realm.
Institutionalising systems research in agriculture
Like agricultural research systems in Asia and Latin America, NARS and IARC research in
Africa is primarily organised around commodity research programmes. The NARS, in turn,
are to different degrees linked to an extension system, a formal seed production system, and
sometimes a credit and input delivery system. This structure very much supports the
production and dissemination of seed–fertiliser type technologies, especially for cereal
crops. The institutional model has been very successful in other parts of the developing
world, and quite successful for maize in many parts of Africa (Byerlee 1993). However, it has
not generated the productivity gains that are needed in Africa, it has not been successfully
applied in the important root and grain legume crops, and most critically, it is not well
designed to deal with the critical soil management research agenda, nor the broader NRM
agenda, that will be so important for productivity advances in African agriculture. However,
what is the alternative, and particularly what is required in terms of institutional changes
and costs to implement a systems research strategy in Africa?
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Organising agricultural research around systems methods could be undertaken within
a range of possible dimensions. The most obvious change is in programme divisions.
Commodity programmes give way to systems teams, such as IPM, soils management, genetic
systems (breeding and biotechnology), livestock systems etc. IITA in its last reorganisation
has come closest to this organisational framework, with its plant health, crop improvement
and NRM divisions. Also, this type of specialisation is also apparent at the institutional level
in Africa, with IARCs such as ICRAF, the International Centre for Insect Physiology and
Ecology (ICIPE), ILRI and the Tropical Soils and Biological Fertility Programme (TSBF) all
having a systems mandate. For the specialised, system-focused IARCs, the systems are then
broken down into sub-systems, which then defines one organisational dimension. The
imperative, however, is on how to achieve greater focus. This is difficult for the IARCs
working within what are relatively narrow mandates. This is also compounded by orders of
magnitude for the NARS, should they move in this direction. It is this continued search for
focus that begins to add other dimensions, leading often to more of a matrix organisational
structure. Ecology is often one dimension, which ICRAF has adopted. Production system is
another, which ILRI uses in organising its research.
The above is relatively straightforward but how does the organisational structure
accommodate the research at the higher system levels, as laid out in the previous section?
This is largely uncharted waters, but the principal elements are the sequencing of the
research from strategic to adaptive, the appropriate degree of centralised vs. decentralised
research activities, and the networking and division of labour across institutions.
Experience with appropriate sequencing of research leading to system integration is only
now just occurring in the areas of IPM (IITA’s cassava IPM programme in West Africa),
agroforestry (ICRAF’s work in Western Kenya), and soil management (TSBF’s resource
integration programme). However, at the adaptive stage, the focus remains on component
integration of particular sub-systems within a farming systems context. It is rational that
experience at this level has to be built up before progressing to higher systems levels.
Nevertheless, the dynamic set in motion by the United Nations Division for Sustainable
Development (Agenda 21) and the increased emphasis on NRM research cuts short such
orderly evolution. There are now various efforts at organising strategic and applied research
at the level of the ecosystem or landscape. These different forces all come together within the
CGIAR’s ecoregional mechanism, an institutional innovation designed to accommodate
NRM research and to allow sufficient decentralisation to focus on critical farming systems
and region specific productivity issues. However, this has not been an easy concept to
implement. If the East African Highlands Initiative is any indication of how research will be
organised, there will probably be a division, at least initially, between the
ecosystem/landscape research and sub-system research in such areas as IPM and soils
management. How to link across system levels, particularly to the key farming system level,
remains both a methodological and an organisational challenge. Effective networking of the
different research institutions across East Africa but within this hierarchical systems
structure remains probably the largest challenge.
The networking issue, in turn, leads to some assessment of the links and possible
division of labour between the IARCs and the NARSs, should this structure based on
systems research continue to evolve. The starting point is to recognise that African NARSs
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are complex institutions. They must cover a diverse set of crops and livestock systems across
different ecologies and farming systems. Some of the newer systems, such as the National
Agricultural Research Organization (NARO) in Uganda, also have the mandate for forestry
and fishery research. Research takes place across a number of different stations, with
responsibilities usually divided between organising national crop or livestock research or
regional adaptive research. Overextension is a chronic problem in African NARSs, so that
adding additional research activities must come by deleting other activities. However, it is
not an unrealistic division of labour that the NARSs should continue to focus on varietal
development, with the IARCs providing the bulk, but not all, of the sub-system
technologies. The real collaboration between IARCs and NARSs then shifts to the adaptive
research efforts, which because of the new methods and the sophistication of the research
will need to achieve a more equal status with applied and strategic research.
Thus, technology transfer institutions will most radically be affected by the shift in the
research paradigm to systems methods, and this is due to the nature of system technologies
such as IPM or integrated soils management. Particularly, these technologies must integrate
multiple components. Not only will the choice of component vary by ecology and farming
system, e.g. matching the accommodate agent to ecological range and host biotypes, but the
most appropriate combination that achieves both productivity and stability objectives will
also vary. These technologies also tend to be information and management intensive. For
example, in TSBF’s work on soil organic matter management the focus is on selection of
organic materials with an appropriate carbon–nitrogen ratio and synchronisation of
nutrient release from organic matter pools with crop demand through such techniques as
method of incorporation, timing of incorporation, and particle size of the organic material.
Finally, some of the technologies, particularly IPM technologies, require a minimal scale of
deployment and often a temporal or spatial pattern to the deployment. Location and
farming system specificity increases substantially for these types of technologies, requiring a
significant increase in the scientific knowledge needed to transfer and deploy them.
The transfer process must address several issues in conceptualising the adoption of
system technologies. Choices must be made from a diverse set of possible interventions in
each sub-system. In some technologies, these must be arrayed into systems. For example, in
hedgerow intercropping technologies the tree population has to get to a critical density to
produce the biomass sufficient for increases in crop productivity and at the same time the
spatial arrangement has to minimise tree/crop competition. Nevertheless, farmers adopt
such packages—a component at a time in a stepwise, sequential manner (Byerlee and Hesse
de Polanco 1986). The implication is that researchers must design or assemble the most
appropriate, or prototype, system for the target ecology and farming system, and then sort
out a sequential order for that assembly, such that each component is adoptable but, in
turn, leads to the complementarity between components embodied in a fully integrated
system.
Experience dealing with this problem is best developed with agroforestry technologies.
Introduction of technologies such as hedgerow intercropping which involve quite radical
changes in the farming system have to date relied on well-supported development type
projects. These projects, which have a significant adaptive research component are
supported by nursery, credit and input delivery systems, require a major field research
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capacity, and entail the commitment of significant resources to a relatively small group of
farmers for a significant period of time. Agroforestry projects, however, are rarely mounted
within the extension system, as extension usually lacks the capacity to undertake the
necessary on-farm research. Such projects, however, have not dealt with the problem either
of scaling them up in a cost effective manner or of identifying mechanisms by which the
technology will diffuse more autonomously. It is significant that as research moves to more
complex system technologies, mechanisms are developed that isolate the extension system.
The information and expertise required targeting complex technologies to specific
agro-climatic and farming system conditions is not compatible with most extension systems.
Innovative methodologies and institutional structures are needed to transfer system
technologies. One alternative is to exploit better farmers’ inherent capacity to experiment
by enhancing the farmers’ capacity to evaluate and adapt technology ( and Ashby 1992).
Research supplies an appropriate menu of possible techniques and technologies, which
includes a diverse set of varieties of soil and of pest management options. The process,
however, cannot be overloaded, so that a significant amount of diagnosis and targeting is
still essential. The concept of maintaining diversity down to the farm level in order to deal
with heterogeneity will require both reformulating evaluation criteria, reorganising
information and technology delivery systems, and improving the exchange of information
and materials between farmers themselves; that is building on the rather well developed
exchange systems that already exist. Participatory research has in part taken up this
challenge but has so far not properly addressed the needed links to the research process and
the institutional innovations that are needed. For system technologies to get to the farmer
and to diffuse will require a higher quality adaptive research capacity, sufficiently
decentralised, and with better-refined methodologies in working with farmers. The logic
would lead to one further question, namely does extension become redundant?
Conclusion
Does Africa require a reformulated agricultural research/technology transfer paradigm that
better reflects the requirements of African farming systems and which better meets the
increasing demands being placed on the agricultural resource base? Certainly agricultural
research as carried out by the CGIAR system is partially moving away from sole reliance on
the improved seed variety–fertiliser technologies that produced the high rates of
agricultural growth in Asia, to more systems-based research. This is being reinforced by the
more recent global environmental agenda as expressed in Agenda 21. The point of this
paper has been to think through the future implications of such an evolution in the research
paradigm and the conclusion is that those implications are large indeed. Particularly,
systems research to be effective will require major changes in research methods, research
costs, research organisation and technology transfer. Given the real constraints on
agricultural research budgets, co-existence of the two paradigms is probably impossible and
the current halfway house is both ineffective and unsustainable. However, pursuing the
systems paradigm entails real risks, very uncertain outcomes, and some enormous social and
economic costs if the strategy proves to be wrong. As argued elsewhere (Lynam and Blackie
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1994), this leaves the African research community with the virtual imperative of
formulating a more coherent vision for an agricultural research strategy that will begin to
meet the needs of millions of Africans in the future.
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Changing uses of wealth stores
by rural smallholders: Description
of an approach used for longitudinal
analysis of livestock transactions
in the Sahel
M.D. Turner
International Livestock Research Institute (ILRI),* Niamey, Niger
Introduction
In much of rural Africa, livestock represent one of the major individual stores of material
wealth. The way in which this wealth is perceived and used will have an important effect on
the prospects for sustained agricultural development and resource management. The study
of the changing socio-economic uses of livestock by smallholders is, therefore, highly
relevant for agricultural development. Livestock as individual stores of wealth are unique in
that they both reproduce and leave highly tractable genealogical links. These characteristics
are not only some of the reasons that make livestock an attractive investment to
smallholders but also create an opportunity to research changes in wealth management over
time. Unlike the case of precious metals, grain or cash, an owner of an animal automatically
associates it with other units of wealth in the past and present through its matrilineage.
Therefore, in livestock, the potential exists for using present wealth to look into the past.
After a review of the multiple roles played by livestock in African communities, this paper
will describe an approach for a reconstruction of livestock wealth and its management
followed by a brief example of its application.
Multiple roles of livestock in rural African
communities
Ever since the treatise highlighting the important social-mediating role played by livestock
in East Africa (cattle-complex), researchers have recurrently demonstrated the
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socio-economic importance of livestock in the rural communities of arid, semi-arid and
sub-humid Africa (Herskovitz 1962). While the significance of livestock is widely noted,
there remains a fair amount of controversy concerning the exact socio-economic role played
by livestock in rural African communities. Much of the literature has been concerned with
whether livestock should be viewed as a:
• social currency (Kuper 1982; Kelly 1985; Comaroff and Comaroff 1991)
• source of subsistence products (Dyson-Hudson and Dyson-Hudson 1969; Dahl and
Hjort 1976; Schneider 1981)
• provider of traction power and manure (Winrock International 1992; Powell et al. 1996)
• wealth store (Doran et al. 1979; Sutter 1987; Schmidt 1992)
• commodity ( Kervan 1992) or
• buffer stock to drought-induced grain deficits (Bromley and Chavas 1989).
This literature has often been misinterpreted by others, resulting in a tendency for
single-factor treatments of livestock demography and economic transactions. Analytical
concern with a single role of the many that are simultaneously played by African livestock
has led to misleading characterisations of the dynamics of the livestock sector.
Given the broader set of meanings that pastoralists attach to livestock, their economies
have most seriously been distorted by reductionist analyses. For example, misinterpretation
of Herskovitz’s (1962) notion of cattle-complex (Mair 1985) has contributed significantly to
environmental analysts’ treatment of the demography of domestic livestock as being
controlled biologically and not socially (Lamprey 1983; Sinclair and Frywell 1985).
Similarly, an over-emphasis on livestock as a source of subsistence products has led to
notions of livestock demography being driven by human population growth (Brown 1971).
Discounting the productive goals (Cossins 1985; Scoones 1989) and ecological constraints
facing livestock producers (Dahl and Hjort 1976; Sandford 1982; Coughenour et al. 1985)
has also led to misinterpretations by social scientists of the economic strategies pursued by
pastoralists.
The roles of livestock as social currency and providers of subsistence tend to be less
important within non-pastoral communities. However, to treat livestock merely as a wealth
store or commodity leads to distorted views of the factors contributing to the buying and
selling of livestock within any African community (Comaroff and Comaroff 1991;
Hutchinson 1991; Dombrowski 1993). In fact, livestock owners often treat livestock as
more than a simple commodity or medium of economic exchange. The marketing
behaviour of agricultural products often deviates from expectations due to the uneven
incorporation of most African communities into the cash economy. Price responsiveness
for many cash crops is highly varied with a common negative supply response as cash-need
floors (taxes) are approached. Many agricultural products are withheld from markets for
purposes of direct family consumption, gift exchange or inter-annual storage. In this sense,
livestock are not qualitatively different from other agricultural products; all are variously
treated as commodities, consumption products, social currencies and wealth stores.
A better understanding of the interplay of these multiple roles in decision-making
remains an important task for those interested in peasant economies (production for
market and consumption). The way in which a rural producer treats an agricultural product
is affected by many factors such as his/her:
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• wealth status
• location within the family structure
• extra-familial social obligations
• access to productive resources (land and labour)
• perception of risk
• access to markets for his agricultural products
• access to consumer markets
• commodity prices and
• need for cash to maintain subsistence.
The relationship of rural producers to the market varies historically across the life cycles
of the individual and the household, inter-annually and seasonally. While African rural
producers have had renowned ability to move in and out of market-oriented production
(Hyden 1980), many rural producers such as pastoralists now find themselves much more
dependent on the cash markets than in the recent past (Swift 1976; Sutter 1982; Behnke
1987; Little 1987; Hutchinson 1991; but see McCabe 1994).
Of particular importance for applied research is how the relative rankings of the possible
uses of an agricultural product/asset changes within shorter time scales (e.g. across drought
cycles or seasons) and between different products of the same type. For products such as
livestock that are individually identifiable (and therefore can be culturally-labelled), the
latter topic is very important but under-researched (Hutchinson 1991). Even in cases where
a product may not be differentiable by sight (grain), producers may segregate different
product stocks (different granaries for different fields), which are treated differently. Such
product/asset segregation, often hidden from the culturally ignorant outsider, may have
emergent effects on rural commodity markets. Treating agricultural products solely as
undifferentiated commodities, as is done in conventional marketing studies, will result in
an overly abstracted view of marketing decisions. Particular producer groups are labelled as
price responsive or unresponsive with little understanding of why and how producers may
treat their products differently from simple commodities. In the case of agricultural
products with high social and cultural meaning, a more multi-factored approach is required.
As will be argued below, such an approach requires a much more empirical analysis of
individual transaction decisions.
Livestock as wealth stores
In the previous section, it was argued that livestock are qualitatively similar to other
agricultural products in the multiplicity of meanings attached to them. While this is true,
the importance of this multiplicity is much higher in the case of livestock because of certain
characteristics peculiar to them. The most obvious is that, more than other agricultural
products, livestock are important stores of wealth, which compete effectively with their use
as commodities during good times. Livestock, compared to other rural assets, are not only
relatively non-perishable, but can increase in value over time and are readably convertible to
cash. These characteristics make livestock a major store of wealth for rural producers in arid
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and semi-arid Africa. This wealth store is dynamic, with animals being regularly converted
into cash to buy grains during periods of food deficit. There are other advantages of
livestock as an investment beyond their ability to gain value over time. The first is that
livestock are a form of wealth whose lumpiness can be calibrated (by switching species
composition of herd). Lumpiness is an important characteristic for rural producers that
wish to shelter their wealth from requests by neighbours, friends and family members for
small sums of money (Shipton 1995).
Another advantage is that, unlike grain, gold or cash, livestock units are individually
identifiable. This allows the owner to identify and recover his animal if lost or stolen. This
characteristic, along with the fact that livestock are living, reproducing animals, also tends to
make them important culturally as social currency. A goat is much more appealing as
bride-wealth, as a birth gift or as friendship gift than a sack of grain despite the latter’s greater
worth. Gift animals (and their descendants) have meaning beyond their uses as wealth
stores, milk producers or convertibility to cash. Selling of a gift animal or liquidating its
lineage is often viewed as symbolic of breaking the social ties formed by the original gift. For
example, in the communities in Niger described below, mother-to-daughter gifts of small
stock are common. A daughter who liquidates the lineage of such a gift is said to lose the
memory of her mother. Therefore, marketing decisions are affected not only by the
biological characteristics of the animal (sex, age, fecundity) but by any social meanings tied
to the animal. Such social meanings, while important, should not be viewed as being rigidly
adhered to, as popular notions of the cattle-complex suggest. During subsistence crises, all
animals, no matter what their cultural significance, will be sold. If those receiving gifts did
not have this option, the social significance of such gifts would be seriously undermined.
Livestock marketing decisions and agricultural
development
Participation by rural producers in sustained agricultural development often requires
reallocation of their labour and wealth assets to new forms of investment (e.g. increased
purchases of outside inputs such as fertilisers and pesticides). Such development often
requires the breaking down of senior males’ control over labour and land (Lewis 1979). The
structures of control over labour and land, therefore, play critical roles in the success of
externally motivated rural development efforts. Less important but still critical is the ability
of junior males and women to invest cash into new ventures. The ubiquitous importance of
livestock as a store of individual wealth in semi-arid rural Africa is little appreciated among
many development practitioners. Unlike the case of land, livestock are largely individually
owned (unsplit inheritances is an important exception). Therefore, a critical
decision-making process that affects the success or failure of even strictly agronomic
development projects has to do with livestock transactions by females and junior males.
Potential participants would certainly compare the financial gains of proposed innovations
to those derived from livestock investments. In addition, the social and economic security
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costs resulting from a diversion of wealth from livestock to such innovations are also
weighed.
By making the above points, I do not wish to downplay the primary role that labour
mobilisation plays in much of what is called agricultural development. Nor do I wish to
suggest that most rural producers have sufficient economic reserves to make the necessary
investments required of them by western-style agriculture. What I do want to argue is that
those individuals that do have economic reserves in semi-arid rural Africa are most likely
holding these reserves wholly or partly in the form of livestock. Therefore, the study of the
social and economic factors affecting livestock transactions has broader development
relevance than merely to the pastoral or agropastoral sectors.
Livestock marketing research:
The need for longitudinal analysis
As was argued above, livestock play multiple economic and social roles within rural African
communities. The relative importance of these roles varies across regions, cultures,
households and individuals. Moreover, the roles that individuals expect livestock to play
shift in importance as their socio-economic circumstances change. Because of this
complexity, reliance on existing single-role models of household herd dynamics, whether
they are demographic, econometric or human ecological, are insufficient for understanding
this complex interplay. Before building multidimensional models of this process, empirical
studies are needed that focus on the socio-economic and productive context within which
individual transaction decisions are made.
Approaches to empirically analyse livestock purchasing and marketing can be divided
into three general categories:
1. single- to- several-visits cross-sectional studies
2. multiple-visit tracking studies and
3. several-visit herd history studies.
The first two studies are the most commonly used. Cross-sectional studies similar to
No.1 above are popular among applied researchers because they can cover wider areas and
sample many more households compared to the other two methods. This is especially the
case among the Consultative Group on International Agricultural Research (CGIAR)
scientists who are required to perform research of regional relevance. In livestock
transaction, individuals are typically asked to recall transactions over a specified prior
period (3 months–1 year). Such approaches do not typically allow for much contextual
information to be gathered. Instead, most of the information gathered is specific to
particular transactions (price, impetus, market, use of proceeds etc.). Therefore, such an
approach is most conducive for economic studies that fail to take the other roles of livestock
in rural communities into account, focusing, instead, on their role as commodities. Such
problems often tend to overestimate livestock sales and purchase due to the difficulty of
defining the window of time of concern (Grandin 1983).
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The best empirical studies of livestock transactions typically follow a subset of
households within a community over a period of time (1–3 years) recording any births,
deaths, losses, sales, purchases, gifts of livestock at weekly to monthly intervals (White 1984;
Wagenaar et al. 1986; McCabe 1987; Dicko and Sayers 1988; Moulin 1993; Williams
1994). Such studies (No. 2 above) have the advantage of allowing the researcher to relate
such variables as livestock ownership, livestock location, recent livestock demography,
household composition, household food reserves, livestock market prices, and the likes to
individual purchase/sale decisions. In addition, the accuracy of the information specific to
the transaction will improve since monitored households are trained to remember such
specifics over the course of these studies. Another advantage is that researchers will have the
opportunity for open-ended discussions with livestock owners about the reasons behind
livestock sales, gifts or purchases. Using this method, such discussions will not only be
timely but also more interactive since the researcher will have the necessary contextual
information (e.g. herd composition) to ask probing questions about why alternative
decisions were not made.
The main disadvantage of this second approach is the relatively high cost associated with
monitoring a small number of household herds within a restricted area. Given the high
seasonality and sparsity of livestock transactions, monitors during particular periods may
find little data to record. Such problems could be mitigated through co-ordination with
monitoring studies focused on other household transaction or consumption parameters.
However, the fact remains that such studies represent a relatively large investment over a
limited number of households.
Within the present climate of budget crisis along with the continued need for studies that
have regional if not global relevance, one is at a certain disadvantage to make arguments for
such longitudinal studies within the international agricultural development community. The
fact remains that there is indeed a strong need for more longitudinal analysis in
development-oriented research. This is particularly the case in areas such as Africa where
recent historical change (past 20 years) in both biophysical and social systems have been so
great as to transcend spatial variation at one point in time within any bio-climatic zone. It
could actually be argued that social science units within the CGIAR centres along with the
national agricultural research systems (NARS) have a competitive advantage in this realm due
to their longer term institutional commitment to particular regions.
In the remainder of this paper, the methods used to perform a longitudinal analysis of
livestock transactions in western Niger are presented. In presenting this case, I hope to
demonstrate the usefulness of longitudinal analysis and shed light on a regional
development problem in semi-arid West Africa. In addition, the costs of such research do
not have to be too high. This example will also show how more costly number 2 type
monitoring studies performed in the past can be used as useful benchmarks for less-costly
herd history approaches (number 3). Using such a combined approach, the study described
below was able to reconstruct ten-year herd histories for 54 household herds in western
Niger. Herd histories of ten years or more provide invaluable information about ecological
trends through livestock demography (Behnke et al. 1993) and changing livestock
transaction patterns reflecting shifts in the importance of the different roles livestock play in
rural communities.
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Shifts in species composition of domestic
livestock in the Sahel
Across much of the Sahelian zone of West Africa, there has been a shift in the species
composition of domestic livestock from cattle to small stock. This shift is illustrated by
national data from Niger where large drops in cattle fraction occurred immediately
following the two major droughts of the past 20 years—1973 and 1984 (Figure 1). These
drops are typical since cattle generally suffer higher rates of mortality and are preferentially
sold during droughts. The surprising feature of this trend is the persistence of the shift in
species composition. Generally, livestock owners gradually shift their investment to cattle as
their livestock wealth recovers after a drought situation. As can be seen here, there has been
no upward post-drought movement of cattle fraction.
For governments and the international development communities, this trend is of
considerable interest. This is due to the fact that these changes are of the magnitude that
could significantly affect local resource management and labour allocation in the Sahel. In
addition, this trend affects the export earning potential of the livestock sector, since cattle
exported on the hoof, remain the major marketable commodity in neighbouring countries
to the south. While always important, the significance of the livestock industry to the
economic future of Sahelian countries has grown considerably because of the devaluation of
the CFA.
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N.B. Cattle as a fraction of total livestock population are presented on the second y-axis (to the right).
Source: Direction de la Statistique et de la Démographie (1990).
Figure 1. Changes in the livestock population (goats, sheep and cattle) of Niger from 1970–90.
There are two non-exclusive sets of reasons for the observed decline in cattle presence in
the Sahel (Table 1). The first is the differential drought-induced emigration of cattle from
the Sahelian zone to more humid zones in the south. This could result either from
movements of cattle-rearing peoples or inter-zonal shifts in cattle ownership. This has
certainly occurred in the region, as cattle populations in the Sudanian zone to the south
have not experienced the declines seen in the Sahelian zone proper. Despite evidence for
inter-zonal movements of cattle to the south as contributing to the observed shift in cattle
fraction, the question remains to what extent changes within the Sahelian zone itself have
also contributed. The most popular hypothesis has been that range conditions are no longer
suitable for raising cattle, leading to a differential reduction in the biological productivity of
cattle. In fact, the observed shift away from cattle has been used as evidence for land
degradation in the Sahel. Other possible reasons are more of an economic nature and relate
to changes in species preferences of the holders of animal wealth, resulting from a
combination of changed perceptions and changes in who owns the livestock.
Table 1. Possible causes for the persistent (intra- or inter-zonal) shift in species composition
away from cattle to small stock in the Sahelian zone of West Africa.
Spatial scale Possible causes
Inter-zonal i. Differential movement of cattle-rearing people to the south
ii. Shifts in cattle ownership from the Sahel to the south
Intra-zonal i. Range conditions no longer suitable for cattle
ii. Limited post-drought recovery of livestock wealth
iii. Changes in species preference among livestock holders
iv. Shifts in livestock ownership within the zone
A longitudinal analysis at the level of the rural household is required to determine the
relative importance of these intra-zonal changes compared to inter-zonal movements, in
contributing to changes in the species composition of herds in the Sahelian zone. Herd
histories that track economic transactions and demography over time would provide useful
information for evaluating the relative importance of ecological factors, which would be
reflected in herd demography and investment decisions in contributing to the observed
shift. A number 2 type monitoring study conducted during the mid-1980s by researchers of
the International Livestock Centre for Africa (ILCA) within the Sahelian zone represents an
important benchmark and unique opportunity to reconstruct such a longer term history
within the zone.
Application of the progeny history technique
in Niger
An ILCA research team monitored the herds of 56 agricultural households sampled from
two Djerma villages located in the Ouallam District (sous-prefet) of western Niger from the
beginning of 1984 through June of 1987 (Dicko and Sayers 1988). Monitoring began
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immediately prior to the 1984 drought and continued throughout the period of
post-drought decapitalisation. Livestock owned by 56 households were tagged and tracked
with all exits (sales, gifts, deaths etc.) and entrances (purchases, gifts, births etc.) into the
herd recorded. These same households were revisited during 1993–94 and a modified
version of the progeny history technique described by Grandin (1981, 1983) was used to
construct seven-year histories linking June 1987 herds to those in 1994. The progeny history
technique attempts to create transaction and demographic histories by questioning
livestock owners in a way that can best access owners’ memories: through livestock
genealogies. To any rural owner/manager, a herd is not an amorphous group of animals but
an assemblage of families (matrilineages). Most can recount the way in which an animal
entered the herd (birth, gift, purchase); the identity of the mother of those animals born
into the herd; and the birth ordering and fate of all siblings (present or absent due to sale,
death or gift). The task for the interviewer was to translate these undated sequences of exits
and entrances into approximate dates (seasons of a particular year ± 2 months) through:
• the use of ages of existing animals
• relating these events to local date chronologies and
• using existing information about typical ranges for important demographic variables
including age at first birth and birthing interval for different livestock species.
This approach, which relies on existing animals in the herd as a way to look back in time,
has a major limitation. Those animals in the past that have left no genealogical trace in the
existing herd (no offspring, mothers or siblings) are lost to the analyst. The technique is,
therefore, less useful in cases where managers do not maintain a breeding herd but instead
look to quickly turnover their livestock such as in fattening operations. In the case of
breeding herds, this technique provides much more interpretable data if it is used to work
back over a limited number of years to when the herd was previously surveyed (as described
below) than those provided by more open-ended genealogies (Grandin 1983). The chance
of losing animals is diminished when the technique is used for periods of herd
re-establishment and growth. This is the case in this example where aggregate livestock
wealth among the surveyed households was at its lowest in 1985, mirroring the regional
trend (Figure 1).
Table 2 presents the sequence of tasks used to reconstruct histories of herds managed by
households previously surveyed from 1984–87. I would like to describe two of the tasks in
more detail. The third task listed in Table 2 was to document changes in household
composition during the period—households in 1983 are quite different from those in 1994.
One must account for such changes before evaluating changes in livestock wealth not only
because household size will change but also because people will often take their animals with
them. Two of the 56 households left the area permanently during the 1987–94 interval.
Within the remaining 54 households, there were 676 household members in 1994 with 131
individuals having left the family during the 1983–94 period either because of death,
permanent emigration, divorce or marriage (Table 3). Looking across the livestock
ownership categories, one may conclude that livestock do not play an important role in the
subsistence strategy of these primarily agricultural households. However, the large
proportion of the non-owners reflects the highly skewed age distribution—livestock remain
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the most important store of wealth for rural peoples with most adults being present or
former livestock owners, depicted in Figure 2 by dark shading.
Table 2. Steps taken to investigate changing transaction behaviour and livestock ownership within previously monitored
households of two villages in western Niger.
Step Task Description
1 Event chronology Through group interviews, development of a local event chronology
and seasonal nomenclature to be used to date when livestock exit
and/or enters herd
2 Pasture changes and village
land-use histories
Group interview with villagers about ecological and land-use changes
since 1984 affecting agriculture and livestock husbandry
3 Document changes in the
composition of households
Locate previously surveyed households; document their present
composition, noting age, sex, kinship relation to household head and
ownership status of each member. Entrances and exits since 1983 are
noted (dates, reason, number of livestock transferred)
4 Collection of herd histories
(1987–94) for present owners
For all present owners, herd histories are collected using the method
outlined in Figure 3
5 Collection of post-1987 herd
histories for former owners
Using a modified version of the method outlined in Figure 3, former
owners are questioned about the fate of all livestock remaining in 1987,
their offspring and subsequent acquisitions (post-1987)
6 Transaction behaviour
questionnaire
Surveyed a stratified subset (sex, livestock ownership, age) of household
members using a questionnaire developed to test hypotheses about
factors behind changing livestock transaction behaviour
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N.B. Shaded area represents those members that are either former or present livestock owners.
Figure 2. Age histogram of members of the 54 study households in 1994 (clear outline).
Table 3. For the 54 study households, departures over the study period (1984–94)
and composition in 1994 with respect to gender and livestock ownership status.
Livestock ownership status
TotalNever Former Present
Departures from
household (1984–94)
Male 36 5 7 48
Female 58 7 18 83
Total 94 12 25 131
Presently in
household (1994)
Male 214 38 86 338
Female 231 15 92 338
Total 445 53 178 676
The fourth task listed in Table 2 was the use of a modified progeny history technique
with existing livestock owners. Figure 3 presents, in schematic form, the procedure followed
with each livestock owner in front of his/her animals. In cases of mixed herds, the
procedure was followed separately for each livestock species. One began by identifying the
oldest animal in the herd and asking whether it was born into the herd or otherwise
acquired. If born into the herd, questions immediately shifted to the animal’s mother,
collecting acquisition data, progeny history and departure data on the mother as depicted in
the column to the right. If otherwise acquired, the procedure followed consisted of that
outlined to the left. For each female giving birth while in the herd, a list of progeny (in birth
order) were collected consisting of the sex, date of birth (estimate of month and year),
whether the animal has given birth within the herd, and departure data. Acquisition data
included: date of acquisition (month, year), type of acquisition (birth, purchase, gift, loan),
and supplementary information specific to particular acquisition types (price for purchases,
source of money for purchases, source of gifts/loans). Departure data included: date of
departure (month, year), type of departure (still present, death, sale, loan, gift, slaughter),
and supplementary information specific to particular departure types (reason, sale price,
destination of gifts/loans). Once a particular matrilineage was enumerated in this fashion,
the process was begun again for the matrilineage of the next oldest animal in the herd. The
interview is completed by collecting departure data on any animals acquired after June 1987
but who exited without leaving a genealogical trace.
Table 4 presents the numbers of transaction data collected during the 1984–87
monitoring period by the ILCA team along with that collected in 1994 using steps 4–5
(Table 2) for the 1987–93 period. This represents not only a large data set but more
importantly a data set that is both historical and contextualised. A historical data set
provides the researcher with the ability to test hypotheses about changes over time. As
outlined above, this factor was important for the research theme here. These household
data duplicate the trend in livestock species composition observed at the regional level. This
finding also demonstrates the importance of one or more of the intra-zonal factors
presented in Table 1. Moreover, data collected in this study displays no secular trend for
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cattle demographic parameters, supporting the hypothesis that intra-zonal socio-economic
factors are playing a significant role (see Table 1).
This data set is contextualised in two important senses. The first is that transaction data
could be related to individual and household level characteristics to provide the basis for
investigating the socio-economic factors that affect variation in transaction behaviour
(Williams 1994). Secondly, by discussing particular transaction decisions with livestock
owners, it is possible to uncover their reasoning behind certain decisions in specific
circumstances. These quantitative data, once contextualised in these two senses, provide the
basis for identifying subgroups within the population that have had different trajectories
over the ten-year period in their use of livestock wealth. Analysis using the progeny history
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N.B. See text for explanation.
Figure 3. Schematic presentation of the method used to reconstruct transaction and demographic histories for
the herds of present owners.
technique finds that men and women have had different trajectories over the period
(Turner 2000). Moreover, shifts in livestock ownership from men to women were found to
contribute to the persistent shift in livestock species composition in the area (Turner 1999).
Table 4. Numbers of entrances and exits as recorded for three major species within household herds
during the original monitoring period and the period reconstructed through the herd progeny method.
Monitored period*
(January 1984–June 1987)
Reconstructed period
(July 1987–December 1993)
Cattle Sheep Goats Cattle Sheep Goats
Entrances 64 277 687 69 550 1229
Births 35 175 536 39 388 1031
Purchases 22 57 56 16 112 83
Gifts 2 35 70 4 40 85
Others 5 10 25 10 10 30
Exits 159 294 903 25 273 538
Deaths 32 46 75 3 83 128
Sales 98 188 561 17 139 222
Gifts 15 40 173 0 9 38
Slaughters 3 10 74 0 36 122
Others 11 10 20 5 6 28
* Dicko and Sayers (1988).
Conclusion
Livestock represent major individual stores of rural wealth in arid, semi-arid and sub-humid
Africa. The international development community needs to recognise this and study the
changing ways in which livestock are viewed by smallholders and the factors affecting their
livestock transaction decisions. Without careful attention to the way in which rural wealth is
managed, development projects are likely to be frustrated by discontinued or sporadic cash
investments by smallholders to buy necessary inputs and/or investment of project-related
profits into livestock, thus putting greater strain on the local resource base. Given the
multiplicity of the roles/uses of livestock to the rural producers, the results of single-role
analyses could often be misleading. Applied socio-economic research concerned with
agricultural development has relied heavily on cross-sectional analysis to identify factors
affecting technology adoption and natural resource management. Such studies do not often
adequately address problems of causality and are commonly plagued by spurious
correlations. In rapidly changing areas such as the semi-arid areas of Africa, longitudinal
analyses hold distinct advantages over conventional cross-sectional approaches.
Well-executed farming system studies of the 1970s and 1980s have the potential to serve
as useful benchmarks for current longitudinal studies. The modification of the progeny
history method described above is a way by which past herd monitoring studies can be used
effectively to reconstruct longer term demographic and transaction histories of livestock
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herds. This method is structured so as to better access livestock owners’ memories about
transaction and demographic events. It also provides a framework within which more
open-ended discussions about the owner’s decision-making process can be pursued.
However, there are limitations to the approach. The first limitation is the fact that the
method relies on existing animals to recreate histories. Because of this limitation, the
approach may not be useful in some situations, as described above. In cases where herd sizes
are very large, a sub-sample of matrilineages within the herd may be traced so as not to
exhaust the patience of the informant. The second limitation is that the approach
necessarily relies on the memories of livestock owners. Some owners may not wish to discuss
some sensitive topics with an outsider. Others may choose to shelter particular types of
transactions (loans or gifts) from questioning by assigning them a different reason or
transaction category. Such sources of error exist as well for alternatives, such as the
monitoring approach (number 2) even though they are more likely in the case of the herd
history approach. Even if detailed local event chronologies have been constructed,
informants may fail to date particular events. In my work in Niger, I have found large
differences between individuals in their capacities to associate an event within a particular
year and season. Memories are particularly bad for periods of subsistence crisis when
livestock wealth is liquidated rapidly. While requiring patience from both the interviewer
and interviewee, the method does however have numerous points of triangulation, which
correct for occasional memory lapses (birthing intervals, age of first birth, present age of
animal etc.).
In most cases, the benefits of this approach outweigh these limitations. The high
inter-annual variability of the semi-arid and arid tropics requires that the analyst take a
longer-term perspective with respect to production systems. This method also produces data
that is highly contextualised. Such contextualisation is very much needed in empirical
studies of the decision-making processes of farmers. Equating them to capitalist firms,
strategic actors, satisfying individuals or calorie counters cannot reduce the
multi-dimensional space within which farmers’ decisions are made. Empirical studies that
are both theoretically informed and contextualised will provide the foundation for the
development of more sophisticated models.
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Environment and government policies
in northern Nigeria
H.A. Freeman
International Livestock Research Institute (ILRI), Addis Ababa, Ethiopia
Introduction
There is a widespread and growing concern about the extent and consequences of
degradation of the natural resource base in many developing countries. This study explores
the effect of selected economic policies on farm-household consumption and production
choices in northern Nigeria and evaluates the consequences for environmental degradation
at the farm level. Attention is focused on the household’s ability to make productivity
enhancing and land improvement investments. Insights are provided into the relative
significance of nitrogen extracting vs. nitrogen contributing crops, on the incidence of likely
biological constraints in the production system, and the influence of input use on land
degradation. In the high performance zone1 of northern Nigeria, crop yields in maize and
sorghum are relatively high due, in part, to subsidised fertiliser prices and the use of
improved seed varieties (Smith et al. 1994). However, the production system is threatened
by chemical and physical deterioration of soils and an increase in the incidence of biological
constraints from pests, diseases and noxious weeds. These problems are closely linked to a
cropping system that is dominated by the cultivation of cereals on very fragile sandy soils.
Macro-economic and trade policies pursued by Nigeria since the early 1980s provided
an implicit subsidy to producers of tradable food crops such as maize and sorghum. A huge
subsidy on fertiliser and the availability of improved fertiliser responsive seed varieties
provided additional incentives for the high levels of fertiliser use on maize. These policy
distortions and other non-price factors caused farmers to commit far too many resources to
the production of maize and sorghum and away from the growing of leguminous crops such
as cowpeas, groundnuts and soybeans. This over dominance of cereals in the cropping
system together with the virtual elimination of fallowing is the primary cause for the
concerns about environmental degradation. In this study, the economic response of
archetype farm households to existing policies is determined from farm-household data.
This is done with a view to drawing inferences on the environmental consequences of these
policies, to determine the impact of specific policy alternatives on the household’s choice set
and the implications they hold for the resource base.
Social science research in IARCs 209
1. See Reardon and Vosti (1992) for the distinction between high and low performance zones.
A descriptive overview of the analytical model
The analytical model captures the structural characteristics of household demand, supply,
market surplus and resource use. At the core of the model is the opportunity cost or the
relative profitability of inter- and intra-sectoral resource use because it is a key factor linking
relative profitability to environmental degradation. The approach employed here is to
construct archetype calibration type models of two household categories along the lines of
de Janvry et al. (1990). The literature on the household firm (Jorgenson and Lau 1969;
Barnum and Squire 1979) provides a broad analytical framework for the model developed
in this study. The basic agricultural household model is extended to include the marketing
of agricultural products by explicitly recognising the distinction between farm gate prices
farmers receive and final retail prices consumers pay.
The household model captures the decisions of archetype households in northern
Nigeria. The household produces cereals and legumes, which can be sold in markets that are
assumed competitive. Household income is derived from the sale of agricultural and livestock
products, wage earnings in agriculture, income from land rentals, and other exogenous
non-farm income sources such as remittances and commerce. Land, labour, fertiliser and
grain are used as inputs in the production process. The household has a production
technology that relates output and input through an implicit production function.
Household utility is derived from the consumption of household produced agricultural
commodities, market purchased commodities and leisure. The household has initial
endowments of land, labour and time. Markets are assumed to exist and households are
presumed to be price takers. It is further assumed that family and hired labour and household
produced and market produced goods are perfect substitutes. Based on these assumptions, the
household can decide on the optimal level of household production independent of its
consumption decisions and leisure. Household consumption and labour supply are then
determined from its profit maximising production activities. This sequential decision-making
process ensures that the model is recursive with separate components reflecting household
profit maximisation from production and utility maximisation in consumption.
Data sources
The bulk of the data for the study came from intensive farm management surveys conducted
by the International Institute of Tropical Agriculture (IITA) in the northern Guinea
savannah (NGS) agro-ecological zone. The zone is characterised by savannah vegetation
with a unimodal rainfall distribution, annual rainfall levels of about 900–1200 mm, and a
growing period of between 140 and 170 days. In some areas high intensity rainfall causes
severe soil erosion and water logging, which may inhibit crop growth. Mean daily
temperatures for most crops grown in the zone fall within the optimum temperature range
of between 22–30ºC (IITA 1988).
The zone is characterised by highly weathered ferruginous tropical soils. Soils are
generally shallow, highly laterised, deficient in available phosphorous and nitrogen and
have moderate pH levels that indicate slight or moderate acidity problems. The topsoil is
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mostly sandy with low organic matter and base exchange capacity. Sub-soils are easily
compacted because of the accumulation of kaolintic clay. Soils are poorly buffered, with low
cation exchange capacity and soil organic matter is usually less than 3% of organic carbon
(Ogunbile et al. 1992). The physical status of the soil is poor, with wide variation in moisture
retaining capacity due to differences in the structural composition of the soil. Available
plant nutrients tend to be low because of leaching, high soil run-off and erosion. Large
amounts of nitrogen and sulphur are lost from the soil through removal of crop residues
from the fields and burning.
Soils in this zone, as with most tropical soils, are susceptible to deficiencies in previously
available micro- or macro-nutrients (such as potassium) when they are continuously
cultivated. Most crops grown in this ecology respond well to fertiliser application. Thus,
there is potential for sustaining yields under continuous cultivation using fertilisers and
other intensive soil management practices. The long dry season deters the build up of a
formidable pest complex except on groundnut, cowpea, and cotton. Striga, a parasitic weed,
is however a serious problem in many low input intensity farming systems.
The data presented here are from five villages in Kaduna and Katsina states in Nigeria in
the northern Guinea savannah.2 Farm households have been disaggregated into two
groups—small households and large households—according to wealth proxies. These proxies
include data on household asset holdings as well as consumption and production3 activities.
Because the IITA data set did not collect complete data on consumption and household
asset holdings, data from disparate studies in the northern Guinea savannah zone were
synthesised with the core data set to develop two archetype households with different
characteristics and resource endowment structure.4
The structure of a computable household model
The empirical estimation of the model is based on a computable household model (de
Janvry et al. 1990). A computable household model is a multi-sector construct that allows
for the empirical estimation of all the endogenous household variables in a non-linear
system of equations. The model allows for the evaluation of trade-offs between alternative
policies, which make it possible for the analyser to obtain insights into the consequences of
different forms of policy intervention. Thus, given some baseline level of important
parameters, this approach provides a consistent framework for tracing out the effects of
different policies on household behaviour (see Appendix for equation in the computable
household model).
A social accounting matrix (SAM) for the household links the analytical and numerical
model of the household in much the same manner as in the case of computable general
equilibrium models (Dervis et al. 1982).5 SAM structures most of the data for the empirical
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2. The sample villages in Nigeria are Barde, Borindawa, Gwanki, Kaya and Tsibiri.
3. See IITA northern Guinea savannah survey report for details of sample stratification.
4. Livestock holdings and offtake are taken from Ngambeki et al. (1992) and ILCA (1986). Consumption data
are taken from Simmons (1976) and Hazell and Roell (1983). Distribution of household income is
supplemented by Matlon (1979).
5. See Freeman (1993) for details of the household SAM.
estimation of the household model as well. This data is organised into a framework that
provides a snapshot of the household economy in short-run equilibrium. The SAM
framework describes the structure of the household economy, its production activities, the
sources and distribution of factor incomes, and the household’s external transactions with
other agents in the local economy and the rest of the world.
Like the analytical model, the numerical model is static and based on the maintained
hypothesis of household optimising behaviour. On the consumption side, the decisions of
utility maximising consumers determine commodity demand and leisure. On the
production side, profit maximising decisions determine commodity supplies and input
demand. Given exogenous commodity and input prices, the household’s pattern of
demand, production structure and income are simultaneously determined within the
model. The model is computable because all endogenous variables are empirically
determined in a non-linear system of equations.
Results and discussion
Table 1 shows base year solutions for the household model in northern Nigeria. The results
reveal a number of prominent features of the choices households make. It is from these
decisions that the effects of policies on the environment are inferred.
Table 1. Base year results.
Small household
(Naira)
Large household
(Naira)
Consumption
Food crop 1661 3871
Purchased items 1566 9843
Leisure 4155 14,451
Production
Maize 2127 12,546
Sorghum 2048 4316
Legumes 894 3697
Cotton 549 5724
Other 1953 4090
Input use
Labour 5622 26,343
Fertiliser 584 2153
Marketed surplus
Maize 1587 5454
Sorghum 1597 90
Legumes 604 2797
Cotton 521 5315
Other 607 3476
Crop inventory 768 8839
Farm profit (loss) 2077 6920
Source: Survey data.
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in the high performance zone
The base year solution shows that cereals with maize and sorghum as the major crops
dominate the cropping patterns for both archetype households in the system. This is
consistent with survey data, which estimated that cereals occupy 75% of the total cultivated
area in the sample village while legumes account for 11% (Freeman 1994). All of the maize
varieties grown are improved high yielding varieties (Smith et al. 1994). Marketable
surpluses and grain inventories of almost all crops are high especially among the large
household. Cash from crop sales provide resources to purchase fertiliser and hire labour.
Grain reserves are important asset holdings, which can be sold to smoothen consumption
in lean periods or to purchase inputs at the start of the cultivation season. Farm profits are
positive and relatively high when compared to similar areas within the same agro-ecological
zone. Despite the positive cash flow, expenditure on manufactures, which also includes
purchases of processed food, is still a relatively minor component in household
expenditure.
A profitable agricultural sector provides incentives for households to purchase
productivity enhancing technologies such as fertiliser and improved seeds that yield
short-term financial return. However, this does not guarantee that households will make
investments in land improvement technologies that sustain the resource base but are likely
to yield financial return several years after the investment has been made. Those decisions
are based, in part, on the opportunity cost of the household’s resources in the different
activities it undertakes, and the possibility that such investments can meet some of the
household short-term cash needs.
The dominance of cereals in households’ cropping patterns can be explained by the
influence of government price and non-price polices that have systematically biased the
incentive structure towards the production of tradable food crops. Since the early 1980s, the
government of Nigeria instituted a range of quantitative restrictions on food imports
culminating in a complete ban in 1987. These quantitative restrictions protect the domestic
market for tradable food crops from shocks in international markets and raised their
domestic price above international or border prices (Table 2). In effect, these policies
provided an implicit subsidy to producers of tradable food crops such as maize, sorghum
and rice.6
The direct consequence of agricultural trade policies was to change the relative returns
to different crops. These distortions in the structure of incentives-induced inefficiencies in
farm level resource allocation decisions caused households to commit far too many
resources to the production of maize and sorghum (Table 1).
Apart from the effects of trade policy-induced distortions on the incentive structure, a
number of non-price policies implemented in the late 1970s and early 1980s combined to
promote the role of cereals in the cropping system in northern Nigeria. A good road
network developed during the 1970s substantially reduced transaction costs in marketing
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6. Other important food crops like millet and tubers are traded internationally and hence did not benefit
directly from the price effects of domestic trade policies.
and increased effective demand for farm products as the relatively higher population
density southern markets were opened to northern production centres.
Table 2. Ratio or domestic producer prices to international prices for major traded food crops
in Nigeria, 1984–89, using World Bank conversion factor.
Crop
Year
1984 1985 1986 1987 1988 1989
Maize 8.17 6.37 2.22 1.34 2.56 1.77
Sorghum 11.6 8.87 3.46 1.56 2.98 2.02
Rice (milled) 6.48 7.66 3.60 1.36 1.36 1.30
Source: Kaduna State Agricultural Development Project (1989).
Domestic producer prices: Kaduna State Agricultural Development Project study of agricultural
commodity prices in Kaduna State, 1989.
International prices: FAO monthly bulletin of statistics.
Conversion factor: World Bank (1987) and (1993).
The setting up of World Bank-assisted Agricultural Development Projects (ADPs)
around this time in three centres in northern Nigeria significantly reduced the cost of
information and access to improved technologies and crop management practices. These
developments were enhanced by the release of a fertiliser responsive high yielding maize
variety, TZB, that was resistant to major maize pest and diseases (Spencer and Polson 1997),
adapted well to growing conditions in the northern Nigeria and had good consumer appeal
(Smith et al. 1994). TZB needed good soil fertility conditions to give good yields. A huge
subsidy on fertiliser, of around 80–85% from the late 1970s throughout most of the 1980s,
provided additional incentives for the excessive use of fertiliser in maize production (Smith
et al. 1994).
Furthermore, the family structure gradually changed from a communal system—the
gandu system–to a more individualised system—the iyali system—which allowed individual
families to make decisions for themselves (Norman et al. 1982). Land relations also changed
with the emergence of a better-defined property rights structure.
These price and non-price factors contributed to the phenomenal growth of cereal
production in the Nigerian northern Guinea savannah zone. In particular, maize was
transformed from a minor crop, grown only on compound farms in the 1970s to the most
important crop in the system (Smith et al. 1994).
Effects of policies on the environment
The phenomenal growth of maize in the northern Guinea savannah of northern Nigeria has
increased the dominance of cereals in the production system and led to growing concerns
about the sustainability of a cereal based production system. These concerns are linked to
both physical and chemical degradation of the resource base and increasing biological
constraints that pose important threats to long run production potential of this currently
high performance zone (COMBS 1991; Smith and Weber 1991; Spencer and Polson 1997).
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The dimensions of the resource degradation problems are directly related to the
intensification of cereal cultivation as against leguminous crops such as cowpea, soybean
and groundnut on the fragile sandy soils of the northern Guinea savannah. Model results
show that the current cropping systems exhibit considerable imbalance between the
frequency of nitrogen extracting crops, primarily maize and other selected cereals, and
nitrogen contributing leguminous crops.
One consequence of the rapid growth of maize in northern Nigeria is the virtual
elimination of fallowing which maintained soil fertility and suppressed the build up of
noxious weeds under traditional land management systems (IITA 1992; Spencer and
Polson 1997). IITA field research show that the elimination of fallowing has resulted in
rapid decline in soil organic matter status, an increase in the frequency of micro-nutrient
problems and intense pressure from weed build up, particularly from the parasitic weed
striga (IITA 1992). Further, the dominance of cereals has been accompanied by a rapid
accumulation of cereal-specific pests and diseases such as nematodes, fusarium, termites
and stem borers (IAR/IITA 1991). A lack of ground cover resulting from the elimination of
fallow periods and the practice of removing crop residues from the fields,7 has caused
serious problems of soil erosion from wind and rainfall (Spencer and Polson 1997).
Farm surveys reveal that farmers are aware of the degradation of the soil base caused by
their farming practices, but they are unwilling to forgo the profits that a leguminous cereal
rotation would cause (IAR/IITA 1991). The current fertiliser subsidy policy encourages
wasteful and inefficient fertiliser use (IAR/IITA 1991; Freeman 1993). It also undermines
farmers’ incentives to adopt alternative resource management technologies that have
beneficial effects on the soil. Surface and ground water contamination, primarily in shallow
drinking wells, from excessive fertiliser use were also felt to increase various health risks.
While these concerns about the degradation of the resource base do not pose an
immediate threat to the production system in this zone, there is growing concern about the
cumulative effects of these problems on crop productivity. In fact, some suggest that striga and
nematodes, if left unchecked, can very quickly become major production constraints, which
will reduce crop productivity and farm profitability to levels where the food and economic
security of large segments of the rural population are in jeopardy (IAR/IITA 1991).
Policy analysis8
A key policy issue in the high potential zone is how to diversify the cropping system to
increase the role of legumes in the production system. The objective here is to reduce the
dominance of cereals and hence the related environmental problems that threaten the
sustainability of the food production system. Another policy issue is to examine the effect
on household welfare and the resource base of eliminating the fertiliser subsidy.
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7. Crop residues are the most important source of animal feed in this area. The question of its potential role in
maintaining soil fertility is a controversial one given the current structure of input prices and relative
sectoral returns.
8. The magnitudes of yield changes in all the technical change policy simulations are considered to be realistic
estimates based on lower bounds of recent field level crop yield increases in similar crops that have
experienced technical change in this agro-ecological zone.
Four policy experiments were conducted. These are a 10% increase in the price of
legumes; neutral technical change that increases the productivity of grain legumes by 10%;
the elimination of the fertiliser subsidy without any other technical change; and the
elimination of the subsidy with technical change that result in a 10% increase in crop yields.
All simulation results are reported as percent changes from the base year (Tables 3a and 3b).
Table 3a. Simulation results: Small household.
Percent change from base
1a 2b 3c 4d
Consumption
Food crops 1.23 1.19 –13.30 –4.36
Purchased
items 1.17 1.15 –13.36 –4.41
Leisure 1.26 1.23 –13.28 –4.34
Production
Maize –0.28 –0.02 –33.01 –12.78
Sorghum –0.39 0.29 –9.84 –8.92
Legumes 0.8 32.89 –23.71 –8.52
Cotton –0.1 0.07 –20.77 67.16
Other –0.31 0.02 –7.73 22.55
Input use
Labour 2.4 2.29 –40.82 –10.78
Fertiliser 1.4 6.69 –21.01 –16.13
Marketed Surplus
Maize –0.32 –20.29 –14.43
Sorghum –0.38 –77.74 –11.47
Legumes 0.83 18.87 –16.39 –13.08
Cotton –0.1 –16.89 21.11
Other –0.33 –22.25 21.25
Crop inventory –0.13 2.99 –10.01 5.87
Full income 1.26 1.22 17.07 4.34
Source: Survey data.
a. Ten percent increase in price of legumes
b. Neutral technical change resulting in a 10% increase in the shift parameter for legumes.
c. Complete elimination of the fertiliser subsidy
d. Elimination of the fertiliser subsidy plus technical change resulting in a 10% increase in
crop yields.
Impact of ten percent increase in price
of legumes
A 10% increase in the price of grain legumes caused full incomes to rise by 1.3% in the small
household and 1.4% in the large household. Household welfare, measured by full income,
increased because the positive income effect dominated the negative substitution effect
from household consumption. This increase in household welfare is only possible because
both household types have marketable surplus of legumes. These surpluses generate
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relatively large income effects via its effects on farm profits responding to an increase in crop
prices. The positive income effect is reflected in higher levels of consumption of all
commodities.
Table 3b. Simulation results: Large household.
Percent change from base
1a 2b 3c 4d
Consumption
Food crops 1.55 1.49 –15.12 –1.45
Purchased
items 1.42 1.36 –10.83 –1.58
Leisure –0.58 –0.65 –12.59 –3.53
Production
Maize –0.30 –21.27 –4.71
Sorghum –0.38 –37.96 –22.57
Legumes 0.63 31.60 –11.28 –18.53
Cotton –0.07 –10.24 16.21
Other –0.28 –9.65 20.21
Input use
2.69 2.56 –22.25 –3.25
0.62 0.57 –13.90 –6.35
Marketed Surplus
Maize –0.29 0.02 –23.38 –5.89
Sorghum –0.40 28.89 –100.00 –100.00
Legumes 0.61 15.48 –7.15 5.79
Cotton –0.09 –0.02 –5.40 5.19
Other –0.30 –5.61 6.30
Crop inventory –0.30 0.40 –13.72 3.62
Full income 1.37 1.30 –10.87 –1.63
Source: Survey data.
Own supply response of legumes due to a price increase is positive but small in both
household types. Households also make small adjustments in the supply of other crops
implying weak cross price effects. Changes in the relative price of legumes and cereals do not
generate strong substitution effects between these two crop categories. This suggests that
other forms of policy intervention may be more effective in inducing households to take
resources out of cereal production into legumes.
The demand for labour in legume production increases in response to an increase in the
legume price. Households respond by hiring labour or increasing on-farm family labour
input. The implication here is that in those cases where, for some reason, households
cannot resort to labour markets or increase family labour inputs, binding labour constraints
may act as formidable barriers to the expansion of legume production. Small households
increase the demand for fertiliser by a higher proportion than large households when the
price of legumes is increased. This finding is consistent with earlier results that small
households tend to use higher levels of fertiliser per hectare than large households.
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Impact of neutral technical change in legumes
The income and substitution effects from neutral technical change are similar to those in
the price simulation. However, with technical change in legumes, there is either a positive
impact on the production of all crops, excluding maize in the small household, or no effect
in the large household. Technical change in one crop allows the household to take resources
out of that crop and allocate them to other crops thereby increasing their production. Own
supply response in legumes is also substantially higher than with a price increase. Efforts to
diversify the cropping system in the high performance zone of northern Nigeria must
therefore give primary concern to technical improvement in legumes rather than on price
intervention.
Impact of eliminating fertiliser subsidy
A complete elimination of fertiliser subsidy results in short-term reduction in the output of
the cereal crops that have the highest intensity of fertiliser use. For example, maize
production declined by 43% in the small household while sorghum production declined by
59% in the large household. The rising input cost and the decline in crop production
following the increase in fertiliser price caused farm profits to decline. This negative income
effect is, in turn, reflected in a reduction in household expenditure on food, market
purchased commodities and leisure.
Impact of eliminating fertiliser subsidy plus
technical change in crop production
In this policy experiment, the fertiliser subsidy is eliminated but there is technical change
which increases crop yields by 10%. For the most part, there is a decline in cereal production
but the magnitude of the decline is substantially less than when there are no compensating
technological interventions. The production of cotton and other crops increased from their
base year levels in the small household. Production of all other crops, except sorghum,
increased in the large household. The increase in variable cost of production is strong
enough to reduce full income. The resulting decline in household welfare is manifested in
reduced household expenditure on food, market purchased items and leisure.
Conclusion
In this study, a model of an agricultural household with full income and technology
constraints is developed. The model solves for output supply and input demand functions
that are functions of output and input prices and commodity demand and leisure functions
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that are functions of output and input prices and full income. An important feature of the
model is that production and consumption decisions are solved recursively even though
these decisions are taken simultaneously in time. This recursive or separable solution is
possible because of assumptions made about the performance of commodity and input
markets and substitutability between household owned and market produced resources.
Field data from the study area do not provide evidence to the contrary to negate these
assumptions.
The empirical estimation of the study focused on the relationships between government
policies, household choices, and the effects of those policies on the environment. The study
provided evidence that distortions generated by government policies affect household
resource allocation and investment decisions via their effects on the structure of incentives
facing households. While household welfare might improve in the short-run, the indirect
effects of these policies on the environment are often deleterious because the distortions
they generate induce households to allocate too much or too little resources to certain
sectors.
The results suggest that policy reforms will ameliorate the degradation of resources,
although the welfare of this generation of households producing the subsidised crops in the
high performance zone falls. Nevertheless, as many studies of other countries suggest, these
distortions, even if sustainable, tend to lower the overall efficiency and welfare of the
economy.
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Appendix
Equations of the computable household model
The data set provided by the SAM captures the entire flow of funds in the household
economy. By capturing the household’s production, factor allocation and expenditure
behaviour in the various accounts, it provides an internally consistent database for the
empirical estimation of the model. In the product market, the archetype household is
assumed to make consumption decisions according to a simple linear expenditure system
without subsistence requirements given by:
PcmCi = ΦmYF (1)
where Pcm = price of m consumption good; Ci = consumption level; Φi =average
consumption share of the jth commodity in full income; and YF = household full income.
On the product side, average consumption shares are estimated from the SAM by
dividing the value of the relevant consumption cell by total household expenditure given in
the total row.
Farm output is exhausted between household consumption, grain inventory and sales:
PjQj = PdDC + PfQf + PjIj
9 (2)
where Pj = output price; Qj = output level; Pd = price of own consumption; DC = domestic
consumption; Pf = farm gate price; Qf = marketed output; and Ij = grain inventory.
Farm output, Qj, is modelled by a constant returns to scale Cobb-Douglas production
function with labour, land, fertiliser and seed as primary inputs. Farm output is then:
Q = AD LaLaβVγSη (3)
where L = labour; La = land; V = fertiliser; S = seed; and a + β+ γ+ η= 1.
Household’s demand primary inputs on the basis of profit maximising production
behaviour. In the case of labour, first order conditions for profit maximisation imply that:
Pj δQj/δL = w (4)
where δQ/δL is the marginal product of labour, Pj is output price and w is the wage rate.
Under profit maximising conditions and constant returns to scale technology, the
production elasticities in a Cobb-Douglas production function are the share parameters.
Social science research in IARCs 221
Environment and government policies in northern Nigeria
9. Note that marketed output, own consumption and farm output are valued at different prices. Pf, the
farm-gate price of marketed output, is the price the farmer receives when a transaction is made; Pd, the price
of own-consumed food, is the farm-gate price less transaction costs involved in selling crops; Pj, the output
price, is a composite price which is estimated as a simple average of Pf and Pd.
The values of output, Q, labour, L, land, A, and fertiliser, V, are given by the SAM. Given
input and output prices, and a Cobb-Douglas production technology, one can estimate the
share parameters for all inputs from the first order condition for profit maximisation for
inputs substituting for δQ/δL in the labour equation yields.
PjαQ/L = w (5)
Rearranging terms yields, the share parameter for labour:
α= wL/QPj (6)
The share parameters for the other inputs can be estimated from the SAM in a similar
manner.
Profits in the cropping sector is given by:
ΣjPjQj – WL – aA – vV (7)
Household income is given by:
ΣjVAij + N + E (8)
where VAij is value added by the i
th input in the jth sector, N is off-farm wage income and E is
non-cropping income.
Households are assumed to hold crop grain inventory based on fixed rates between
inventory and total output:
Ij = kQj (9)
where k is crop inventory coefficients.
Once the model is calibrated, the solution provides a ‘benchmark’ equilibrium since it is
consistent with an assumed underlying equilibrium in which the archetype household
maximises profit as producer and maximises utility as a consumer.
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Deforestation for pastures in Central
America: The last fifteen years
D. Kaimowitz
Inter-American Institute for Cooperation on Agriculture, San Jose, Costa Rica
Introduction
The most important change in land use in Central America in the last 40 years has been the
widespread conversion of forest to pasture. Between 1950 and 1990, the area in forest in the
region fell from 29 million hectares to 17 million, and the majority of cleared lands became
pastures (Utting 1992). Some of this land clearing was justified, but much of it probably was
not (Ledec 1992a). Large amounts of wood and non-timber forest products were wasted.
Soil degradation and siltation increased. Genetic resources were lost. Burning the forests
contributed to global warming. Moreover, many new pastures can only sustain their
nutritional value for cattle for a few years under current practices.
The benefits of future deforestation are likely to be even lower and the costs higher.
Remaining forests are mostly on marginal lands, with excessive rains and poor soils or steep
slopes. Cattle raising and crops in these areas generate low levels of income per ha, but the
forests generally have great biodiversity and help protect watersheds.
The literature explains why forests are converted to pasture. These can be grouped
broadly into seven as follows:
• favourable markets for livestock products (Myers 1981)
• government subsidies for livestock credit and roads (Binswanger 1991)
• land tenure policies that promote deforestation (Jones 1990)
• slow technological change in livestock that favours extensive production systems (Serrao
and Toledo 1993)
• policies that make forest management unprofitable (Stewart and Gibson 1994)
• reduced violence, which has lowered the risk of ranching (Maldidier 1993)
• characteristics of cattle such as their low labour, supervision, and purchased input
requirements, transportability, limited risk, prestige value, and biological and economic
flexibility (Hecht 1992).
Different assumptions regarding how important each of these factors lead to distinct
prognosis and policy recommendations. This paper uses the Central American experience
over the last 15 years to examine this issue in an empirical context.1 Because of the diversity
of situations within Central America, the region constitutes an excellent ‘policy laboratory’
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1. The paper summarises a much longer and more detailed study by the same author (Kaimowitz 1995).
from which valuable insights can be drawn about these issues which may be relevant for the
rest of tropical Latin America.
The paper covers all of Central America, except El Salvador, which has little remaining
natural forest and where recent changes in forest cover are largely unrelated to pasture
expansion. For purposes of this study, Panama is considered part of Central America.
Forests, cattle and pastures
Table 1 provides a sample of recent estimates of deforestation rates for Central American
countries. These estimates show a total deforestation rate for the region of between 324
thousand and 431 thousand hectares per year. The majority of deforested land has been
transformed into pastures, either directly or after being used for crops (Ledec 1992a; Walker
et al. 1993).
Table 1. Recent estimates of annual deforestation in Central America (excluding El Salvador) (× 103 ha).1
Grainger
Nations &
Komer WRI FAO Merlet Utting
(1976–80) (1982) (1981–85) (1981–90) (1991) (1990)
Costa Rica 60 60 50 50 40 50
Guatemala na 60 90 81 90 90
Honduras 53 70 90 112 108 80
Nicaragua 97 100 121 124 125 70
Panama 31 50 36 64 41 34
Total na 340 402 431 394 324
1. The years in parentheses are the years for which the figures supposedly apply. However, all the figures are
based on studies carried out in the mid-1980s or earlier.
Sources: Nations and Komer (1983); Merlet et al. (1992); Utting (1992); WRI (1992); FAO (1993); Grainger
(1993).
Some of these deforestation estimates, however, overestimate deforestation during the
period covered or are no longer applicable. In Guatemala, for example, only 30 thousand
hectares were deforested per year in the Peten between 1976 and 1987; and given that most
forest clearing in this period was in the Peten, annual deforestation nationally was probably
well below 80 thousand hectares (AHT–APESA 1992). Annual deforestation in Costa Rica
fell from between 40 to 60 thousand hectares in the late 1970s to 18 thousand hectares
between 1987 and 1992, and more recently to only 8500 ha (Lutz et al. 1993; Nuñez 1993;
World Bank 1993). Government statistics in Panama show that deforestation fell from 46
thousand hectares per year between 1970 and 1980 to 35 thousand hectares per year
between 1980 and 1987 (IICA 1993a). Deforestation in Honduras between 1962 and 1989
was also probably lower than most previous estimates have implied and the deforestation
figures from Nicaragua are based on a period of exceptionally high deforestation during the
late 1970s (Silviagro 1994).
224 Social science research in IARCs
Kaimowitz
Based on this evidence, this author estimates that total deforestation in Central America
diminished from around 400 thousand hectares per year in the late 1970s to about 300
thousand hectares in 1990. This decline is no cause for comfort, however, since even at the
current rate of deforestation Central America would lose all of its remaining forest in less
than 60 years. Deforestation declined in Costa Rica, Nicaragua, and Panama during the
1980s, but probably increased in the 1990s in Peten, Guatemala and Nicaragua.
Table 2 shows the evolution of the cattle population in Central America since 1950.
Between 1950 and 1978, the region’s cattle herd more than doubled. Then it stagnated, and
in 1992 the region had fewer cattle than 14 years earlier. For the most part, changes in
national pasture areas followed changes in cattle population.
Table 2. Cattle population in Central America (excluding El Salvador) (× 106 head).
Countries 1950 1970 1978 1992
Costa Rica 0.6 1.5 2.0 1.7
Guatemala 1.0 1.5 2.1 2.2
Honduras 0.9 1.2 1.8 2.1
Nicaragua 1.1 2.2 2.8 2.2
Panama 0.6 1.2 1.4 1.4
Total 4.2 7.6 10.1 9.6
Sources:
For 1950 all countries: Leonard (1987).
For other years:
Costa Rica: 1970 and 1978: FAO (1980), 1993: Consejo Nacional de Produccion,
unpublished data
Guatemala: 1970 and 1978: Banco de Guatemala (1981), 1992: Banco de Guatemala,
unpublished dataHonduras: 1970 and 1978: based on extrapolations from the 1965 and 1974
censuses, 1992: (SECPLAN 1994)
Nicaragua: Holmann (1993) and
Panama: Dirección de Estadística y Censo (1992).
The national statistics, however, hide major differences among regions within each
country. Cattle and pastures have expanded around the Atlantic plains, which generally
have fragile infertile soils and excessive rain for annual crops, while in the traditional cattle
producing areas of the Pacific and interior they have declined. The areas which were the
centres of livestock expansion in the 1950s and 1960s, such as Guanacaste and Puntarenas
in Costa Rica, the south coast of Guatemala, western Honduras, and western Panama, were
the areas where the cattle population declined the most in the 1980s. The decline in cattle in
traditional cattle grazing regions has led to a major increase in abandoned lands, which have
become brush and secondary forest. This process is clearest in Nicaragua and Costa Rica,
but is also underway elsewhere. Nicaragua now has some two million hectares of ‘scrub
forest’ and ‘forest fallow’, much of which was previously in pastures (INTECFOR 1993).
Costa Rica’s secondary forests grew from 229,189 ha in 1984 to 388,341 in 1989, and may
now cover as much as 425 thousand hectares, mostly as a result of pasture abandonment
(TSC/WRI 1991; Nuñez 1993).
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The different ‘logics’ of livestock production
The Central American livestock sector has distinct types of producers, who respond
differently to changes in policy, markets and technology. For purposes of this study, four
major types of livestock producers have been identified:
1. ‘traditional’, medium and large ranchers
2. ‘investment’ ranchers
3. medium and large ranchers on the agricultural frontier and
4. small farmers with a few cattle.
Traditional medium and large ranchers generally come from families that have been in
the cattle business since before 1950, and can be found throughout the dry and semi-humid
areas of Central America. ‘Investment ranchers’, in comparison, are domestic and foreign
capitalist entrepreneurs with little experience in cattle raising, who purchased land and
cattle because it appeared to be a profitable investment. The medium and large agricultural
frontier ranchers can be distinguished from the first two groups by their physical residence
in or near agricultural frontier areas and their more humble origins. Few individuals with
substantial economic resources reside in agricultural frontier areas. Ranchers in this group
are less likely to have major investments outside the region they live in, although many
engage in commerce, transport activities, and lumber extraction, in addition to ranching.
For ranchers on the agricultural frontier, cattle offer the advantage of being easy to
transport. They sometimes even walk to market themselves. Moreover, once annual crop
yields begin to fall due to declining fertility and weed infestation, conversion to pasture is
often the only economically viable use for frontier land (Hecht 1992).
No comprehensive information is available to quantify the relative importance of
investment ranchers, traditional medium and large ranchers, and ranchers who live on the
agricultural frontier. Medium and large ranchers, in general, however, are most important
in Guatemala where, in 1979, some 300 ranchers with more than 1000 animals each owned
one-third of the national herd (RUTA 1993). They are less important in Honduras and
Nicaragua, where ranchers with more than 200 and 350 ha respectively owned only 24 and
12 % of the cattle in the early 1990s (Holmann 1994; SECPLAN 1994). Costa Rica and
Panama fall somewhere in between (Dirección de Estadística y Censo, 1987; IICA 1993b).
Farmers with a few cows are important in all the countries, since the first thing that most
small farmers in Central America do if they accumulate a little land or money is to purchase
cattle. Small farmers with less than 50 ha own 43% of the cattle in Honduras and one-third
of the cattle in Costa Rica and Panama; and farmers with less than 70 ha own 42% of the
livestock in Nicaragua (Dirección de Estadística y Censo 1987; IICA 1993b; Ventura 1993;
Holmann 1994). But farmers with less than 92 ha own only 30% of the cattle in Guatemala
(Colchester and Lohman 1993).
Policy instruments which operate through livestock and forest product prices are more
likely to influence the land use patterns of investment ranchers and ranchers in traditional
livestock grazing areas than of ranchers who live on the agricultural frontier. The latter
groups have low supply elasticities for their livestock production because they have few
profitable alternatives to invest their savings in.
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The role of market forces in the cattle–forest
relation
In 1981, Myers coined the term ‘the hamburger connection’ to describe how the expanding
US market for Central American beef generated a cattle boom, that in turn led to
widespread deforestation (Myers 1981). During the 1960s, rising real incomes in the US led
to a 20% increase in per capita beef consumption. Although international meat prices were
high, rapid growth in fast food and supermarket chains generated new demands for beef
imports. Demand for ground beef grew even more after 1973, when rising petroleum prices
made feed grain production more costly and fatty, grain-fed beef increasingly became
unaffordable for US consumers, leading them to shift to less expensive hamburger
(Edelman 1985). As a result, Central American beef exports rose from US$ 9 million in
1961 to US$ 290 million in 1979, and by the late 1970s the majority of the region’s beef
production was for export (Williams 1986).
However, there was a substantial drop in Central American beef exports, from US$ 213
million in 1978 to US$ 91 million in 1985 (Torres-Rivas 1989) for several reasons ranging
from health concerns and income stagnation in importing countries (Howard 1987) to
macro-economic instability and depressed real beef prices in Central America (Leon et al.
1982; Biondi-Morra 1990). After 1985, beef exports have once again begun to rise, but
remain well below the levels of the 1970s in real terms.
Lower prices, weak export demand, and rising costs made beef production less
profitable (Leon et al. 1982; Howard 1987). Ranchers’ response to the profit squeeze in beef
production differed, depending on their available alternatives, liquidity, and the role of
cattle within their production systems. Fewer new investors purchased ranches after 1979,
except where rising land prices and subsidised credit made ranching profitable for reasons
besides livestock production per se. When price declines first began, many ranchers retained
their cattle to wait for higher prices. But after a while, despite low prices, they had to sell
their cattle to pay their debts (Howard 1987; van der Kamp 1990). Many heavily indebted
ranchers and smaller ranchers with minimal liquidity were forced out of business entirely
(van der Weide 1986; Maldidier 1993).
At the same time, the influence of price changes on other small ranchers and more isolated
ranchers was limited, since these ranchers had few viable alternatives given their labour
constraints, ecological conditions, and limited market access. Some of the larger traditional
ranchers also did not vary their activities much and medium and large farmers continued to
purchase new farms on the agricultural frontier to take advantage of low land prices.
Subsidised credit and public road construction
During the beef export boom in the 1960s and early 1970s, the amount of livestock credit in
real terms and the percentage of agricultural credit allocated to livestock grew rapidly in all
of Central America. By 1970, livestock was receiving 43% of government agricultural loans
in Honduras, 39% in Nicaragua, 37% in Costa Rica, and 22% in Guatemala (Williams
Social science research in IARCs 227
Deforestation for pastures in Central America
1986). This credit was heavily subsidised through below market interest rates and leniency
in loan recuperation and was allocated to a relatively small group of ranchers. In Costa Rica,
for example, real interest rates for livestock credit were consistently negative between 1970
and 1983, and almost a third of the livestock credit during this period was not recuperated
on time (Aguilar and Solis 1988).
Subsidised credit for cattle promoted deforestation in several ways, yet its role should
not be exaggerated (Ledec 1992a, b). Ledec (1992a) found that only seven to ten percent of
deforestation in Panama could be attributed to public livestock credit and most of this
deforestation was of small-forested areas outside the agricultural frontier. Similarly,
multiple regression and linear programming models of livestock production in Costa Rica
(Solera-Ruiz 1981) found beef cattle production to be rather inelastic to variations in credit
availability and interest rates and both the Peten in Guatemala and Eastern Honduras have
experienced major pasture expansion despite limited availability of credit.
In recent years, public livestock credit has become less available and less subsidised
because of unfavourable market conditions in the sector itself and of declining
international support for subsidised public agricultural credit in general, and for livestock
credit in particular. Real livestock lending in Guatemala peaked in 1973 and then declined
through 1989 (Vargas et al. 1991). In Costa Rica, it began to decline in 1981, and by 1989
had fallen to the same level as in 1970 (Holmann et al. 1992). Lending in Honduras,
Nicaragua and Panama rose until the second half of the 1980s but then fell abruptly
(Sarmiento 1992; Ventura 1992; Maldidier 1993).
Even so, Nicaragua is the only country where reduced access to subsidised credit has had
a major impact on cattle production. There, most ranchers have major liquidity problems
after years of political turmoil and economic crisis and large areas of pasture have been
semi-abandoned because landowners lack money to purchase cattle (Maldidier 1993).
Declining credit availability has had a more limited effect in the other countries, and that
effect has probably been greater in traditional cattle grazing regions than along the
agricultural frontier.
Public road construction in forested areas, on the other hand, is a completely different
story. This is probably the single policy most directly responsible for converting forest to
pasture, and in recent years the situation seems to have worsened (van der Kamp 1990;
AHT–APESA 1992; Ledec 1992b). Road construction makes it easier to enter and deforest
new areas and cheaper to transport cattle and dairy products from them. It also stimulates
land speculation. Thus, a 1987 statistical analysis of deforestation in northern Honduras
found that ‘those areas nearest to roads are most susceptible to deforestation. Beyond five
kilometres there was a rapid drop in the percentage cleared’ (Ludeke 1987, 76). In Panama,
‘colonisation and eventual deforestation are likely to occur within 2–10 kilometres of either
side of an all-weather rural road which has penetrated a frontier area. This implies a
deforestation area of influence of 400 to 2000 ha for each new kilometre of road built in
forested zones’ (Ledec 1992b, 199). If one considers that between 1953 and 1978 the length of
all-weather roads in Central America rose from 8350 km to 26,700 km it immediately
becomes clear that road construction has been a major factor in conversion (Williams 1986).
Some public road construction in forested areas has been associated with specific
colonisation projects (Jones 1990; Walker et al. 1993). Most, however, has been limited to
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constructing the roads themselves. Private road construction by lumber and mining
companies has also been a major problem (Ledec 1992b; Utting 1992). After these
companies extract the timber, petroleum and minerals, they leave behind feeder roads,
which greatly facilitate the subsequent arrival of agricultural colonists and ranchers. Unlike
favourable market conditions and credit subsidies, which abated in the 1980s, public road
construction in forested areas continued largely unchanged. The annual growth in roads in
Costa Rica, for example, increased from 6.5% between 1974 and 1980 to 10.4% between
1981 and 1990 (Holmann et al. 1992). Recent road construction in Panama, Guatemala
and Nicaragua has also brought floods of colonists to previously forested areas (Jones 1990).
As much as any other single factor, the continued growth in roads during the 1980s and
1990s helps to explain why, despite the loss of favourable markets and subsidised credit,
land clearing on the agricultural frontier continued throughout Central America.
Land tenure policies and land markets
Purchasing, claiming or forcibly grabbing rural lands in Central America has traditionally
been quite profitable. In northern Costa Rica, real land prices have been rising steadily since
1875 (Edelman 1985); in northern Guatemala since at least the mid-1970s and similarly in
the agricultural frontier areas of northern Honduras (Colchester and Lohman 1993). The
only country where real land prices have not risen in recent years is Nicaragua, where
political instability, economic crisis and land tenure insecurity have kept prices low. Even
there, however, newly incorporated lands on the agricultural frontier grow rapidly in value
as they become more accessible.
One reason land values rise over time is that road construction makes the lands
accessible (Edelman 1985). Thus, ‘land prices in the Tonosi district of Los Santos province
in Panama increased from less than US$ 50 per ha before road access was established, to
more than US$ 100 immediately thereafter’ (Ledec 1992b, 96). Pasture land along the road
from Mulukuku to Siuna in Nicaragua cost US$ 112 to 140 per ha in 1992, while similar
land a day’s walk away cost US$ 30 to 40 per ha (Maldidier 1993). Land prices doubled or
tripled in some areas of the Peten in Guatemala recently after rumours spread that new
roads would be constructed.
The rise in land prices has been so significant in agricultural frontier areas that a large
percentage of pasture expansion may have as much or more to do with land speculation as
with cattle raising per se.2 A 1981 Banco de Guatemala survey of large ranchers in Peten,
Guatemala, found that despite existing low rates of return to cattle production, the ranchers
interviewed were optimistic thanks to:
1. the opportunity to obtain capital gains as land prices rise
2. falling transportation costs resulting from government road construction and
3. the possibility to increase their productivity over time.
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2. Similar results have been found in the Brazilian Amazon (Browder 1988; Hecht et al. 1988), although they
have been partially disputed by Mattos and Uhl (1994).
van der Weide (1986, 36) notes that a typical strategy among large cattle ranches in the
Atlantic Coast of Costa Rica was to ‘sell the best timber wood, prepare some land for maize
or cattle grazing and wait for land prices to increase through speculation’.
Land speculation leads to forest clearing in Central America because of both legal and
practical aspects of how land is claimed and defended. Most land converted from forest to
pasture originally belonged to the government. Farmers can legally claim these lands if they
could show that they had been occupying them for some years, and typically this required
that the forest on the land be cleared. Under agrarian reform programmes designed to put
‘idle lands’ into use (Edelman 1992; World Bank 1993), if a landholder wants to show that
his or her land is in use to guarantee tenure security while the land appreciates in value,
grazing a few cattle on it is often the cheapest way to do so. However, with the end of most
agrarian reform programmes in Central America and recent modifications in the titling
legislation in Costa Rica and Honduras designed to eliminate the incentives for
deforestation, the incentive to convert forest to pasture to ensure tenure security may now
be weaker (Utting 1992; Richards 1994).
Some recent land titling programmes initiated by Central American governments to
provide secure tenure rights for land occupants without legal title may even have actually
fuelled the speculative drive for land (Richards 1994). Many families were attracted to the
agricultural frontier regions of Rio San Juan in Nicaragua in 1993 by rumours that the
government was going to be giving land title in those areas, and that the titled land could
then be resold at a handsome profit. As a World Bank study about Costa Rica, cited in
Walker et al. (1993) puts it, ‘legalising the purchase of illegally obtained lands encourages
squatters’; and the best way for a squatter to show possession is by deforesting. On the other
hand, not all government land policies have promoted forest clearing. During the 1980s,
Nicaragua carried out an agrarian reform, which discouraged private investment in cattle
ranching and offered thousands of families a way to gain access to land other than moving to
the agricultural frontier. The lands that were expropriated mostly became state farms, which
had little interest in converting forest to pasture. At their peak in 1983, these farms
controlled 35% of the country’s cattle and pastures.
The creation of national parks and other protected areas in Costa Rica also discouraged
the conversion of forest to pasture. Costa Rica’s system of protected areas expanded rapidly
between 1974 and 1978 and now covers almost 25% of the national territory, of which
more than two thirds is in forest (Peuker 1992). This and the fact that little forest remains
outside protected areas, are among the main reasons why deforestation rates have recently
dropped precipitously in Costa Rica. Outside Costa Rica and, to a lesser extent, Panama,
most protected areas face major encroachment problems.
Technological change and environmental
degradation
Pasture researchers in Latin America have long argued that technological improvements in
livestock production systems can reduce pressure on marginal lands on the agricultural
230 Social science research in IARCs
Kaimowitz
frontier by making it possible to produce the same amount of meat and milk on less land
(Serrao and Toledo 1993). Apparently, this process is supposed to work through market
mechanisms.
As cattle production on existing pastures increases, the price of meat and milk will fall,
and this will lower the incentive to put marginal lands into pasture.
Advances in livestock technology accompanied the post-war cattle boom in Central
America (Williams 1986). In general, however, progress in improving weight gain, raising
milk production, and reducing mortality was much greater than the advance in stocking
rates. Most livestock systems continued to be extensive, with average stocking densities of
only about one head of cattle per ha (Ledec 1992b).
More recently, technological levels have actually regressed, particularly with regard to
beef production. Annual beef production per head of cattle fell in Guatemala, Honduras,
and Nicaragua between 1975 and 1990, and grew only moderately in Costa Rica and
Panama. Average milk production per cow grew over 30% in Costa Rica and Honduras, but
fell precipitously in Nicaragua and was constant in Guatemala and Panama (FAO 1976,
1991). This stagnation is consistent with the general decline in profitability of livestock
production during the period.
There is now sufficient technology available to double or perhaps even triple average
stocking densities in Central America. Even if this were to occur, however, it is unlikely that
it would lead to a decline in deforestation. A plausible argument can even be made that
improved livestock technology applicable to areas with poor soils in the humid tropics is
likely to increase deforestation, as it would make cattle raising in these areas more profitable.
von Amsberg (1994) has shown that when the demand for an agricultural product such as
beef or milk is very elastic, as is now the case in Central America, technological changes,
which make livestock more profitable would unambiguously lead it to expand at the
expense of forests.
Similarly, it is often argued that by offering small farmers on the agricultural frontier a
stable source of income, improved livestock (or agricultural) technologies could discourage
them from selling their land and moving farther into the forest to clear new lands.
Schneider (1994) argues persuasively, however, that many of these farmers sell their land to
ranchers not because the lands are degraded and are no longer productive but rather
because large ranchers have a higher shadow price for the land than small farmers and thus
are able to offer small farmers sums of money which seem quite attractive to them. If this
argument is correct, improved livestock technology, rather than reducing land sales and
migration by small farmers, is likely to increase it if large farmers have earlier access to that
technology.
Pasture degradation is the result of a combination of weed proliferation, soil
compaction, constant burning of the land, erosion, lixiviation, nutrient depletion and
over-grazing (Ledec 1992b; Place 1981). These processes are caused by social and
environmental factors, which are difficult to distinguish and mutually reinforcing. Among
the social factors which have contributed to reduced pasture management and over grazing
are: the falling profitability of cattle raising, limited access to credit for cattle ranching, rising
labour costs in Costa Rica, war-time labour scarcity in Nicaragua, and physical insecurity
due to military conflicts and banditry. Environmental degradation has also made certain
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pastures more costly and less profitable to maintain, thereby reducing the attractiveness of
doing so.
At the same time, purely environmental factors have greatly reduced the carrying
capacity of the pastures. Conversion from forest to pasture increases soil compaction,
erosion, temperature variations and dry winds and decreases relative humidity, water
infiltration and organic matter in upper soil (Place 1981). Soil erosion tends to be high in
areas lacking vegetative coverage, and many pasture areas have large uncovered areas
because of regular burning, overgrazing, soil compaction and the characteristics of the
grasses used.
Reducing pasture degradation is important not only for increasing the productivity on
existing pastures but also for reducing the incentive for ‘nutrient mining’ (Schneider 1994).
Ranchers sometimes prefer to deforest new areas to take advantage of their initially high
fertility levels, rather than recovering recently abandoned pastures, which may have lower
fertility and greater weed infestation. If cost effective techniques are found to avoid pasture
degradation this could reduce the preference for clearing primary forest (although it would
not eliminate other reasons for clearing that forest).
Forestry policy
Another view of why farmers have cleared forest land in Central America is that government
policies have lowered the value of forest land and forest products, and hence the potential
profitability of maintaining the land in forest (Kishor and Constantino 1993; World Bank
1993; Stewart and Gibson 1994). These authors argue that the use of log export bans, low
public expenditure on forestry, restrictions on cutting timber, and cumbersome
requirements for forestry management plans have discriminated against the forestry sector
and made forestry less profitable compared to cattle raising and crop production.
Stewart and Gibson (1994) estimated that if there were no policy distortions both
management of native forests and forest plantations would currently yield higher returns
per ha of land than cattle in Costa Rica; and imply that one simply has to remove these
distortions and ranchers will stop deforesting and start planting trees. Kishor and
Constantino (1993), however, found that even without trade distortions cattle raising
would still provide higher incomes than continuous management of natural forests,
although they agree with Stewart and Gibson (1994) that forestry plantations would be
more profitable than ranching.
Recent studies using net present value criteria have shown that secondary forest
regeneration is already profitable in the more humid areas of Costa Rica, if left for periods
ranging from 15 to 40 years (Herrera 1990; Guillen 1993). The studies admit, however, that
most existing secondary forests are the result of pasture or crop abandonment, rather than a
conscious effort to produce forest products.
The basic argument that policies, which lower the value of timber, discourage
reforestation and secondary forest regeneration is valid. Nevertheless, in addition to
comparing the net present value of cattle vs. forestry, policy analysts must also consider
other reasons why landowners have preferred cattle over other investment options such as
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limited labour requirements, low supervision costs, ease of sale on short notice, and the
advantages of cattle as a way to demonstrate land possession. Different types of forestry
management have some of these attributes, but not necessarily all of them. This implies that
improvements in timber prices alone are unlikely to eliminate all conversion of forest to
pasture, although they may reduce it.
Political instability and violence
Instability and violence have discouraged investment in cattle and limiting pasture
expansion in Nicaragua and parts of northern Guatemala at different times, and expanded
the cattle herds of Costa Rica and Honduras, as cattle was moved from Nicaragua to those
countries.
The Nicaraguan civil war during the late 1970s reduced the national cattle herd by
25–35% (Cajina 1986). This was followed by further anti-government violence between
1983 and 1989, which again discouraged cattle production and brought the expansion of
the agricultural frontier to a virtual standstill (Maldidier 1993). Perhaps as much as 50–60%
of the national cattle herd was located in areas affected by the war. However, the formal end
of the military conflict in Nicaragua, in 1990, brought with it the return of thousands of
displaced families to the agricultural frontier.
Violence in Guatemala also had a major impact on the cattle sector, particularly in the
Peten and Alta Verapaz. After 1980, growing violence in the Peten associated with
Guatemala’s internal military conflict substantially reduced the number of ranchers
interested in purchasing land from the government and led many ranchers to abandon their
lands or to sell them for low prices. This situation continued until 1987 or 1988, after which
the level of violence declined. It could be argued that had it not been for the military conflict
in the 1980s deforestation in Guatemala would have probably been much higher than it
was. Since the levels of violence have subsided in the Peten investments in cattle and land
prices have increased rapidly.
Conclusion
While deforestation is still a major problem in Central America, it declined significantly in
the late 1980s. Unfavourable market conditions for meat and dairy products, reduced
access to credit for livestock, higher interest rates, expansion of protected areas, and military
conflicts all contributed to the decline. And while there is little hard evidence on the
subject, the changes in market conditions and credit probably had a larger impact on the
behaviour of investment ranchers and other large ranchers outside agricultural frontier
areas than it did on pasture expansion in agricultural frontier areas.
Forest clearing for pastures over the last 15 years can largely be attributed to attempts to
claim public lands and improve land tenure security, public road construction, government
colonisation programmes, and the specific characteristics of cattle raising which make it
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quite attractive to farmers with land but little capital, labour, management skills, and access
to markets.
These conclusions are also consistent with recent experience in the Brazilian Amazon
(Hecht 1992; Moran 1993). There also, deforestation rates came down in the late 1980s and
early 1990s because of the termination of credit and fiscal subsidies and economic
recession. But after initially falling, deforestation in Brazil seems to have reached a peak,
with most of the land clearing being carried out by small and medium sized farmers who are
less affected by changes in government subsidies or the price of livestock products.
This implies that to bring deforestation rates down farther, whether it is in Central
America or other areas of tropical Latin America, will require going beyond the elimination
of subsidised public credit and fiscal incentives for cattle ranching, although such measures
are appropriate. Given what has been shown about the limited responsive of forest clearing
to changes in livestock product prices, trying to artificially lower the prices of livestock
products through consumer boycotts or other measures is also unlikely to do the job.
Stimulating improved livestock technology and eliminating policies which depress timber
prices have a number of virtues in their own right, but will probably not significantly reduce
the clearing of natural forest, and could even increase it.
To further reduce deforestation in Central America below its current level will require
directly addressing the issues of road construction, land tenure and land use regulation.
Road construction and improvement in most forest areas should be discouraged.
Governments must decide which public lands they do not want to pass into private hands
and strictly enforce those decisions, and the incentives must be eliminated for clearing
forests to claim land and improve tenure security. These governments cannot be realistically
expected to maintain control over all current public lands, but they should attempt to keep
control of prioritised areas. Protected areas must really be protected, while at the same time
establishing the best possible relations with neighbouring communities. Indigenous land
rights should be expanded and cattle ranching should be restricted in buffer zones around
protected areas.
Forestry policy in general merits more attention and resources than it has received in the
past. If land holders are ever to seriously consider leaving more of their land in forest they
will need more information on market and technical opportunities, less cumbersome forest
management regulations, access to credit, and in some instances transfer payments which
reflect the environmental services provided by forests which are not received by individual
owners.
Two final policy areas which merit greater attention are research and extension efforts
designed to reduce pasture degradation and incentives for promoting secondary forest
regeneration and sustainable utilisation. Unlike the Amazon, there has been almost no
research on the serious problems of pasture degradation in Central America, and efforts to
reduce such degradation could greatly diminish environmental deterioration in large areas
of the region already in pastures.
Much more needs to be understood about the economic, social and biological aspects of
secondary forest regeneration. But it would appear that, given the fact that ranchers have
already begun to abandon large areas of marginal pastures, there may be great opportunities
to turn these areas into permanent or semi-permanent ‘set-asides’ at limited cost. This could
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offer significant benefits with respect to carbon sequestration, soil and water protection,
biodiversity and the availability of forest products.
Acknowledgments
The author is grateful for comments by Gerardo Budowski, Neil Byron, Ronnie de Camino,
Jan de Groot, Marc Edelman, Simeon Ehui, Sam Fujisaka, Alicia Grimes, Peter Hazell,
Federico Holmann, Elizabeth Katz, John Lynam, Manuel Paveri Anziani, Sara Scherr,
Denise Stanley, William Sunderlin, Lori Ann Thrupp and Steven Vosti. The Deutsche
Gesellshaft fur Technische Zusammenarbeit (GTZ), the Inter-American Institute for
Cooperation in Agriculture (IICA), the International Food Policy Research Institute
(IFPRI), the United States Agency for International Development (USAID) and the World
Bank provided support for the research. The author, however, is solely responsible for the
material presented.
References
Aguilar I. and Solis M. 1988. La elite ganadera en Costa Rica. Editorial de la Universidad de Costa Rica,
San Jose, Costa Rica.
AHT–APESA (Agrar-Und Hydrotechnick–Asesoría y Promoción Económica S.A.). 1992. Plan de
desarrollo integrado del Petén. Convenio Gobiernos Alemania/Guatemala. Vol. I. Diagnóstico
General del Petén.
von Amsberg J. 1994. Economic parameters of deforestation. Policy Research Working Papers 1350.
Policy Research Department, Environment, Infrastructure and Agriculture Division, World
Bank, Washington, DC, USA.
Banco de Guatemala. 1981. Establecimiento de una empresa ganadera en el Petén. Informe Económico
28:21–70.
Binswanger H.P. 1991. Brazilian policies that encourage deforestation in the Amazon. World
Development 19:821–829.
Biondi-Morra B. 1990. Revolución y política alimentaria, un análisis crítico de Nicaragua. Siglo XXI
Mexico.
Browder J.O. 1988. The social costs of rain forest destruction: A critique and economic analysis of
the hamburger debate. Interciencia 13(3):115–120.
Cajina A. 1986. Ganadería bovina en Nicaragua. Recuento crítico y retos del presente. Cuaderno de
Investigación 4. INIES, Managua, Nicaragua.
Colchester M. and Lohmann L. 1993. The struggle for land and the fate of the forests. Zed Books, London,
UK.
Dirección de Estadística y Censo. 1992. Estadística panameña, Situación económica, Producción
pecuaria, año 1990. Panama.
Dirección de Estadística y Censo 1987. Ministerio de Economía, Industria y Comercio Costa Rica
Censo Agropecuario 1984. San Jose, Costa Rica.
Edelman M. 1985. Extensive land use and the logic of the Latifundio: A case study in Guanacaste
Province, Costa Rica. Human Ecology 13(2):153–185.
Social science research in IARCs 235
Deforestation for pastures in Central America
Edelman M. 1992. The logic of the Latifundio: The large estates of north-western Costa Rica since the late
nineteenth century. Stanford University Press, Stanford, California, USA.
FAO (Food and Agriculture Organization of the United Nations). 1976. Production Yearbook. FAO
Rome, Italy.
FAO (Food and Agriculture Organization of the United Nations). 1991. Production Yearbook. FAO
Rome, Italy.
FAO (Food and Agriculture Organization of the United Nations). 1993. Forest resources assessment
1990. Tropical Countries, FAO Forestry Paper 112. FAO, Rome, Italy.
Grainger A. 1993. Rates of deforestation in the humid tropics: Estimates and measurements.The
Geographical Journal 159(1) :33–44.
Guillen J.A.L. 1993. Inventario comercial y análisis silvicultural de bosques humedos secundarios en
la región Huetar Norte de Costa Rica. Licenciatura thesis. Instituto Tecnológico de Costa Rica,
Cartago, Costa Rica.
Hecht S.B. 1992. Logics of livestock and deforestation: The case of Amazonia. In: Downing T., Hecht
S., Pearson H. and García D.C. (eds), Development or destruction, the conversion of tropical forest to
pasture in Latin America. Westview Press, Boulder, Colorado, USA. p. 7–25.
Hecht, S., Norgaard R.B. and Possio G. 1988. The economics of cattle ranching in eastern Amazonia.
Interciencia 13(5):233–240.
Herrera P.R.E. 1990. Evaluación financiera del manejo del bosque natural secundario en cinco sitios
de Costa Rica., MSc thesis, CATIE, Costa Rica.
Holmann F. 1993. Costos de producción de leche y carne, inversión de capital y competitividad en fincas de
doble propósito en cinco regiones de Nicaragua. Comisión Nacional de Ganadería, Managua,
Nicaragua.
Holmann F. 1994. Perfil de proyecto, Desarrollo y modernización del sector lechero de Nicaragua.
Managua, Nicaragua.
Holmann F., Dario E.R., Romero F. and Villegas L. 1992. Technology adoption and competitiveness
in small milk producing farms in Costa Rica: A case study presented at the animal production
systems global workshop, 15–20 September 1992, San Jose, Costa Rica.
Howard P. 1987. From banana republic to cattle republic: Agrarian roots of the crisis in Honduras,
PhD thesis. University of Wisconsin, Madison, USA.
IICA (Instituto Interamericano de Cooperación para la Agricultura). 1993a. Estudio de la cadena de
la ganadería e industria de la carne en Panama. Unpublished manuscript, Panama.
IICA (Instituto Interamericano de Cooperacion para la Agricultura). 1993b. Panama, sector
Agropecuario: Diagnostico y Propuestas. IICA, San Jose, Costa Rica.
INTECFOR (Instituto Técnico Forestal). 1993. Manual técnico forestal. Managua, Nicaragua.
Jones J.R. 1990. Colonization and environment, land settlement projects in Central America. United
Nations University Press, Tokyo, Japan.
Kaimowitz D. 1995. Livestock and deforestation in Central America in the 1980s and 1990s: A
policy perspective. EPTD Discussion Paper 9. IFPRI (International Food Policy Research
Institute), Washington, DC, USA.
van der Kamp E.J. 1990. Aspectos económicos de la ganadería en pequeña escala y de la ganadería de
la carne en la zona Atlantica de Costa Rica. CATIE/Wageningen/MAG Field Report 51. MAG
(Ministerio de Agricultura y Ganaderia), San José, Costa Rica.
Kishor N.M. and Constantino L.F. 1993. Forest management and competing land uses: An
economic analysis for Costa Rica. LATEN Dissemination Note 7. The World Bank,
Washington, DC, USA.
236 Social science research in IARCs
Kaimowitz
Ledec G. 1992a. New directions for livestock policy: An environmental perspective. In: Downing T.,
Hecht S., Pearson H. and García D.C. (eds), Development or destruction: The conversion of tropical
forest to pasture in Latin America. Westview Press, Boulder, Colorado, USA. pp. 27 – 65
Ledec G. 1992b. The role of bank credit for cattle raising in financing tropical deforestation: An
economic case study from Panama. PhD thesis. University of California, Berkeley, USA.
Leon J., Barboza C. and Aguilar J. 1982. Desarrollo tecnológico de la ganadería de carne. CONICYT
(Consejo Nacional de Investigaciones Científicas y Tecnológicas), San Jose, Costa Rica.
Leonard J. 1987. Recursos naturales y desarrollo económico en América Central: un perfil ambiental
CATIE, Turrialba, Costa Rica.
Ludeke A.K. 1987. Natural and cultural physical determinants of anthropogenic deforestation in the
Cordillera Nombre de Dios, Honduras PhD thesis. Texas A&M University, Texas, USA.
Lutz E., Vedova M., Martinez H., San Ramon L., Vasquez R., Alvarado A., Merino L., Celis R. and
Huising J. 1993. Interdisciplinary fact-finding on current deforestation in Costa Rica.
Environment Working Paper 61. Environment Department, World Bank, Washington, DC,
USA.
Maldidier C. 1993. Tendencias actuales de la frontera agrícola en Nicaragua. Nitlapan-UCA, Managua,
Nicaragua.
Mattos M.M. and Uhl C. 1994. Economic and ecological perspectives on ranching in the eastern
Amazon. World Development 22(2):145–158.
Merlet M., Farrell G., Laurent J. and Borge C. 1992. Identificacion de un programa regional de desarrollo
sostenible en el tropico humedo, informe de consultoria. GRET (Groupe de Recherche et d’Echanges
Technologiques), Paris, France.
Moran E. 1993. Deforestation and land use in the Brazilian Amazon. Human Ecology 21(1):1–21.
Myers N. 1981. The hamburger connection: How Central America’s forests became North America’s
hamburgers. Ambio 10(1):3–8.
Nations J. and Komer D. 1983. Rainforests and the hamburger society. Environment 25(3):12–20.
Nuñez O. 1993. Deforestación en Costa Rica: la pesadilla y la esperanza. Esta Semana 13(19):11–12.
Peuker A. 1992. Public policies and deforestation: A case study of Costa Rica. Latin America and the
Caribbean Technical Department, Regional Studies Program Report 14. The World Bank,
Washington DC, USA.
Place S. 1981. Ecological and social consequences of export beef production in Guanacaste Province,
Costa Rica. PhD thesis. University of California, Los Angeles, USA.
RUTA (Regional Unit for Technical Assistance)–Unidad Técnica Nacional. 1993. Opciones para la
liberalización de precios y mercados en el subsector ganadería de leche en Guatemala.
Guatemala, Guatemala.
Richards M. 1994. Case studies from Honduras, Central America. (Draft)
Sarmiento M. 1992. Situación actual y perspectiva de la producción de la leche en Panamá.
Ministerio de Desarrollo Agropecuario/Instituto de Investigación Agropecuaria de
Panama/Centro Internacional de Investigación para el Desarrollo, Panama City, Panama.
Schneider R. 1994. Government and the economy on the Amazon frontier. Latin America and the
Caribbean Technical Department Report 34. The World Bank, Washington, DC, USA.
SECPLAN (Secretaría de Planificación, Coordinación y presupuesto). 1994. Secretaría de recursos
naturales (SRN) IV. Censo Nacional Agropecuario, Tegucigalpa, Honduras.
Serrao E.A. and Toledo J.M. 1993. The search for sustainability in Amazonian pastures. In:
Anderson A.B. (ed), Alternatives to deforestation: Steps toward sustainable use of the Amazon rainforest.
Columbia University Press, New York, USA. pp. 195–214
Social science research in IARCs 237
Deforestation for pastures in Central America
Silviagro S. de R.L. 1994. Analisis del sub-sector forestal de Honduras. Tegucigalpa, Honduras.
Solera-Ruiz C.L. 1981. Assessment of the goals and the policies of the national development plan
1979–1982 for beef cattle in Costa Rica. PhD thesis. Iowa State University, Iowa, USA.
Stewart R. and Gibson D. 1994. Environmental and economic development consequences of forest
and agricultural sector policies in Latin America. A synthesis of case studies of Costa Rica,
Ecuador and Bolivia. (Draft).
Torres-Rivas E. 1989. Perspectivas de la economía agroexportadora en Centroamerica. In: Pelupessy
W. (ed), La economía agroexportadora en Centroamerica: crecimiento y adversidad. Facultad
Latinoamericana de Ciencias Sociales, San Jose, Costa Rica. pp. 19–45.
TSC/WRI (Tropical Science Centre/World Resources Institute). 1991. Accounts overdue: Natural
resource depreciation in Costa Rica. WRI, Washington, DC, USA.
Utting P. 1992. Trees, people and power. Social dimensions of deforestation and forest protection in Central
America. UNRISD (United Nations Research Institute for Social Development), Geneva,
Switzerland.
Vargas H., Dario E.R. and Fernando N.E. 1991. Desarrollo de la ganadería bovina de doble
propósito en parcelamientos de la Costa Sur de Guatemala. Proyecto Mejoramiento de Sistemas
de Producción Bovina de Doble Propósito en Guatemala, San Jose, Costa Rica.
Ventura F. 1992. Diagnóstico agroindustrial de la Carne de Ganado bovino, periódo 1980–1991.
INCAE, Tegucigalpa, Honduras.
Walker I., Suazo J., Thomas A. and Jean-Pois H. 1993. El impacto de las políticas de ajuste estructural
sobre el medio ambiente en Honduras. Postgrado Centroamericano en Economía, Universidad
Nacional Autónoma de Honduras, Tegucigalpa, Honduras.
van der Weide P.A. 1986. Exploratory survey in the Atlantic zone of Costa Rica, Animal production.
MAG/Wageningen/CATIE, Field Report 3. MAG (Ministerio de Agricultura y Ganaderia), San
José, Costa Rica.
Williams R. 1986. Export agriculture and the crisis in Central America. University of North Carolina
Press, Chapel Hill, USA.
World Bank. 1993. Costa Rica, Revisión del sector forestal, versión preliminar para discussion. The World
Bank, Washington, DC, USA.
WRI (World Resources Institute). 1992. World resources 1992–93: A guide to the global environment.
WRI, Washington, DC, USA.
238 Social science research in IARCs
Kaimowitz
Plot and household histories: A method
to study land management change
G. Bergeron and J. Pender
International Food Policy Research Institute (IFPRI), Guatemala, Guatemala
Introduction
In traditional agriculture, changes in land management take place as part of the process of
agricultural change. Some of the changes in land management are broad, such as those
induced by national policy actions, while others are specific as those at field-level, where
concrete decisions on crop choices, investment, adoption of technologies etc. are
implemented. As an application of the theory of induced innovation (Boserup 1965;
Hayami and Ruttan 1985), farmers and other managers are portrayed to respond to a variety
of stimuli (Scherr and Hazell 1994). For instance, changes in natural resource conditions, in
household characteristics or in community organisation and infrastructure, may all trigger
adjustments in management practices; likewise, changes occurring beyond the community,
at the macro-economic level, can also create conditions for change. These land management
changes drive the process of agricultural transformation and decisions concerning them are
taken in the context of a definite set of constraints depending on the resource endowment
of each particular manager. Therefore, we take transitions in land management to be worthy
of policy research, because transitions provide a point of entry for tracing the relationships
between broad and specific, field-level changes which affect the livelihoods of a large
majority of smallholder farmers.
This paper introduces a methodology to track change in land management practices
using two complementary analytical approaches: transition analysis is used initially to study
land use changes and then regressions are used to model land use changes, crop choices,
investment decisions and decisions about adoption of technologies. To correctly interpret
farmers’ decisions, the independent effects of each of the factors affecting change have to be
separated. The approach suggested in this paper uses plot histories as a point of entry.
Transitions between, or qualitative changes within land management practices, are the
focus of the study. Household and community histories complement the plot-level
information that provide a broader context to land use decisions. By separating the impact
of bio-physical, household and community characteristics from those of policy regulations,
we hope to achieve a better understanding of how policy decisions have influenced farmers’
decision making in the past; and of what factors can be used in the future by policy makers as
leverage points, to bring about desirable land management practices. At a more
specific-level, the objectives of plot histories are to:
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• describe chronological sequences of change in causal factors, responses and outcomes at
community, household and plot level
• identify systematic patterns of change in land management, land tenure and other
land-related variables at the community level
• based on changes measured on selected plots, estimate the changes in land use and
management practices that occurred in the micro-watershed as a whole and
• propose hypotheses on the linkages between policy, implementation, community type
and natural resource management.
The methodology is organised around the construction of four distinct timelines
covering the country/region, the community, the household and the plot (Figure 1).
Reconstructing this multi-levelled timeline fulfils two complementary objectives: on the
one hand, each level helps outline the others by providing anchor points and historical
markers to the construction of local rural chronologies; on the other hand, it allows us to
formulate and explore initial hypotheses about the relationships between macro- and
local-level changes. We expect that the overlaying of these timelines will illustrate how
particular policy decisions coincided temporally with household decisions about land
management; these insights will provide hypotheses about the possible links between
policies and household decisions which can then be formally tested.
Following this, we present a brief account of the methodology starting with the
conceptual framework and including factors affecting land use decisions, indicators used,
sampling strategy, data collection and validation, as well as the strategy for data analysis. The
econometric models are then presented and discussed before drawing conclusions.
Conceptual framework
The theory underlying our empirical work is the model of induced agricultural innovation
(Boserup 1965) developed in the work of Ruthenberg (1980), Hayami and Ruttan (1985),
Binswanger and McIntire (1987), Pingali et al. (1987), Lele and Stone (1989). This theory,
in simple terms, argues that people endogenously adapt to changes in the conditions they
confront, and that these adaptive responses are the main source of technical and
institutional change in agriculture. Other authors have expanded upon Boserup’s model by
incorporating other exogenous factors, e.g. increased access to markets, as may be caused by
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Figure 1. Multi-level timelines.
development of roads or other infrastructure (Binswanger and McIntire 1987; Pingali et al.
1987), government policies (Lele and Stone 1989), and technological advancement to avoid
declining output per capita (Solow 1956; Smith 1994).
Our conceptual framework incorporates these exogenous (community-level) factors of
agricultural change under the pressure/shift variables (Figure 2). Exogenous causal factors
include the natural rate of population growth, changes in market access and development of
markets for inputs and outputs, exogenous technological change (such as development of
new crop varieties), and changes in government policies affecting property rights, land
tenure, access to resources, and other factors of agricultural production.1 These factors are
the primary external motive forces for change in a given community. There can also be
internal or endogenous motive forces for change as well, an issue we return to below.
The impacts of the primary external factors in a particular setting will be affected by
many of the conditioning factors shown in Figure 2. These include the community’s natural
resource endowments (land quantity and quality, forests and other vegetation, water
resources, climate, topography and other biophysical characteristics of the environment),
human capital endowments (the skills and education of the population), and social capital
endowments (local institutions and organisations). These conditioning variables can be
thought of as determining the constraints on decisions at the community- and
household-level.
The mechanism by which most exogenous changes affect agriculture within a given
community is through their effects on local micro-economic conditions, which include the
development of local markets and institutions and the micro-economic incentives reflected
in those markets and institutions. Changes in micro-economic incentives can lead to
responses both at the community- and individual-level. At the community-level, new
markets (e.g. a land or credit market) or new institutions (local property rights, or new
mechanisms to regulate use of common resources, enforce contracts or share risks) may
develop in response to new challenges or opportunities. The outcomes and implications of
such changes for agricultural productivity, human welfare, and resource conditions can be
varied and complex. A new technology may increase productivity and income of some
producers, while other producers may be adversely affected if they are unable to profit as
competition drives the prices of their outputs down or increases the costs of their inputs.
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1. As we focus on agricultural change at the community and household level, we do not assume that
population growth is exogenous, since it may largely be affected by migration decisions. Rather, we take
population density at a given point in time as a predetermined factor affecting subsequent agricultural
development.
It is important to recognise also that the process of change need not be unidirectional,
nor is it necessarily completely determined by outside forces. Communities and individuals
may adapt to degrading resources by establishing new institutions or adopting more
conserving practices. Furthermore, local entrepreneurs may create new technologies or new
institutions not only as an adaptation to outside pressures, but also because of their own
efforts to understand and improve their lives. The concept of endogenous economic
development, pioneered by Schumpeter (1911) and recently rediscovered by modern
economic growth theorists such as Romer (1990) and Lucas (1988), may be applicable at the
community as well as national scale. Many of the complex factors that influence
household-level responses to changes in markets and institutions can be represented in a
simplified way via their effects on the present and future profitability of different activities.
The extent to which these changes lead to changes in farmers’ production decisions will be
conditioned by their resource and human capital endowments, which also influence the
costs and hence the profitability2 of different activities.
Obtaining a better empirical understanding of the sufficient conditions for such
innovation is a major objective of this study. Next, we suggest community-, household- and
parcel-level variables that determine household responses to pressures for agricultural change.
Factors affecting land use decisions
As suggested above, farmers’ decisions to change how they use their land may be triggered by
various factors. The agro-ecological characteristics of the plot determine its productive
capacity and costs of production. The household characteristics will determine the farmer’s
intrinsic capacity to respond to particular incentives. For instance, household labour and
capital constraints may affect the choice of products grown, investments made, fallow
system rotation etc. Community characteristics such as market access, general economic
orientation or labour demographics will determine the efficiencies and comparative
advantage of allocating land to particular uses by affecting relative prices of outputs and
factors of production. General economic and institutional policy environment finally
determine the relative returns a farmer will get from the alternative use, by affecting relative
prices at the community-level.
In order to understand retrospectively the processes by which policies affected land
allocation and management decisions, we collect information on all these levels and try to
establish the historical interdependence and the causal relationships that may exist between
them. The following section highlights which indicators are collected at each level.
Plot-level variables
A farmer’s decision to allocate a portion of land to a specific use is premised, at least in part,
on the quality and potential of this land. Soil type, slope and fertility sets limits on how
productive any unit area will be. Another such characteristic is the possibility for low-cost
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2. It is noteworthy that profitability does not reflect all factors relevant to household decision-making.
irrigation. Distance to a stream or water body may not be an absolute constraint, since this
can be palliated by gravity-fed irrigation system, yet the location of a plot relative to any water
source may preclude this possibility altogether; so this feature is also considered a fixed
attribute of the plot. Plot size is another factor that influences the use of land, as different
economies of scale may exist in relation to particular agronomic practices. The presence of
large rocks, cliffs or other irremovable features which have the effect of reducing cultivable
area and/or making cultivation more difficult, are also to be considered in this regard.
These qualities of the land will be considered as exogenous, since they are not aspects the
plot owner can do much about (although he/she can improve some aspects by using sound
management practices; this is treated below, with endogenous plot characteristics).
Besides purely biophysical characteristics, exogenous conditions also result from human
action taken prior to baseline, for instance, if the baseline year is 1975, then we need to look
at the inherited features of the land at that year as exogenous. This may include
improvements made by previous generations—terraces, barriers, planted trees, irrigation
systems etc.—but also the property regime under which the land was at that time: the type of
usufruct and/or property rights may have had a direct influence on the disposition of the
farmer to invest later on in this plot. Property rights may also affect costs by affecting access
to credit, as well as expected returns in the future, due to tenure insecurity. Finally, the type
of arrangements prevailing at that time for the management of that plot—sharecropping,
renting etc.—may influence later management decisions.
Part of the decision has to do with how the land was used in the preceding period:
probably the best predictor of land management at year (t) is land management at year (t–1).
This question is linked to the issue of planning horizons: although farmers may initially
decide to invest in one piece of land due to exogenous factors intrinsic to that plot, it makes
perfect sense to continue investing in the same plot, rather than in any other one, for the
marginal productivity gains will be greater. For instance, once irrigation investment has
been realised, it is logical to follow with conservation measures to preserve the productive
capability of that plot. Likewise, management practices (fertiliser and pesticide use, plowing
technology, conservation management etc.) will be driven by these earlier decisions—they
may actually have been embedded in the earlier decision as part of a long-term management
plan.
Household-level variables
The resource endowment of a household is fundamental in guiding land management
decisions. Household endowments are divided between socio-demographic and economic
ones. Of the latter, the relative wealth of a household determines its capacity to invest in new
technologies, to implement land improvement features, and to access external resources
such as labour and other land. The decision to change land management relates to the fixed
costs entailed by this change: for instance, if irrigation investments is required to shift from
one use to the other, then household capacity to invest will be determinant in whether or
not this strategy will be followed. Decisions about acquiring or disposing of land, about the
actual use of this land and the management technique employed, about migration, also
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result from the particular attitude of household members towards investment (risk
avoidance), general livelihood strategy and the economic environment of the household.
As for demographics, the number and characteristics of respective household members
define consumption requirements, as well as productive capability through access to family
labour. Household characteristics such as relative farmers’ abilities and training also lead to
variations in the implicit price of factors, which affects the relative costs of production for
certain products, thus guiding to some extent land management choices. Decisions made
within the household on building up their human capital can also affect its set of
endowments.
Community-level variables
Community factors that may exert an influence on a farmer’s decision to manage land in a
specific way include those elements that may or may not facilitate the undertaking of a
particular set of productive activities. The lack of good transport facilities for instance may
act as a strong disincentive to the adoption of perishable crops, even when these could be
highly profitable given the areas resource endowment. Likewise, the availability of irrigation
infrastructure may be a powerful incentive to embark on cropping systems in which water is
a limiting factor. Expressed from a cost–benefit point of view, community-level factors affect
costs of production, either by reducing costs per unit (for instance through infrastructure
development or technical extension), or by increasing output prices (through market
infrastructure). Developments that bring changes in prices of local factor markets are
usually considered exogenous, since they are most frequently the result of externally driven
development programmes, or by the global economy. Likewise, the presence of technology
extension programmes (either by international non-governmental organisations, NGOs, or
government agencies) should be considered as independent from the will of the community
as a whole. Finally, factors related to the market, such as the presence of input market
suppliers, number of intermediaries, regularity of a bus service, and wage rates are to be
considered as exogenous. There are circumstances however where endogenous processes
may also affect factor markets: the presence of local organisations such as a credit
co-operative or savings fund is perhaps the most common situation. Furthermore, local
organisations may affect land management choices, for instance by regulating usage at
specific points (e.g. near water sources) or by emitting restrictions on certain practices, such
as use of water, or use of agrochemicals.
National/regional-level variables
The national/regional-level variables will always be considered exogenous from the farmers’
viewpoint. These include the adoption of particular policy measures, which are believed to
have an impact on the farmers’ decision making about the use of his/her resources.
Prominent examples are input subsidies, infrastructure development, macro-economic
policy changes that affect on farm returns, trade policies that affect the demand for
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particular products and so on. We will not incorporate this directly into statistical analysis
but will look for qualitative relationships between local changes and national policies.
Indicators used
The review above offered a rationale for the factors to consider when modelling farmers
decisions in relation to land use. This section defines which indicators we will use to trace
these factors. Decisions about indicators have to be made taking into account their
availability. This problem of data availability certainly constitutes one of the most severe
constraints of doing research in marginal environments, particularly when dealing with low
level aggregates such as micro-watersheds. Realistically, and given the lack of secondary
sources, it should be assumed from the start that much of the time-series data desired by this
project will not be readily available; and that local informant recalls will constitute the
primary source of information. The problem therefore will consist in devising data
collection methods that yield information that is precise enough to satisfy the requirements
of quantitative data analysis, yet simple enough to maximise the chances of accurate recall.
Because of these constraints, we will tend to prefer locally defined indicators in order to
increase the chance of accurate recall. The indicators selected for each level are presented in
Table 1.
Table 1. Indicators used in plot, household and community timelines (all by year 1975–95).
Variables Indicators
Plot-level variables
Land quality Slope, aspect and location of plot along slope (fixed, non fluctuating variable)
Total plot area
Presence of land-reducing features, and remaining cultivable surface
Distance to water, and possibility for gravity irrigation
Distance to road
No. of plots in farm and quality ranking of this plot against other plots in farm
Assessed land value (value paid at purchase, and value today)
Type and extent of externalities (positive or negative) affecting this plot
Productivity/fertility trend
Soil type (local and scientific definitions)
Tenure Acquired from (family/non family)
Form of acquisition (purchase, inheritance, donation, colonisation)
Land rights title (national, usufruct, land reform or private)
Tenure status (sharecropped, rented in/out, owner operated)
Use Forest, pasture, fallow, extensive agriculture, intensive agriculture, garden
Reason for land use change (if change occurred that year)
Investments Labour investments (paid labour)
Technological investments (e.g. irrigation)
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cont’d...
Variables Indicators
General improvements index (removal of stone, trunks, levelling etc.)
Management Outputs produced (include crops, forest products, pasture etc.)
Soil and water conservation infrastructure (permanent structures) and quality of
maintenance
Soil and water management practices (non-permanent arrangements) and
quality of application
Inputs used (fertilisers, pesticides, power)
Household-level variables
Capital (human, physical) Total farm size
List of agricultural implements owned and quantity
Quality of home
Other buildings owned
Types of large animals owned and quantities
Durable goods possessed and quantities
Source of energy and light
Factor score of socio-economic index (derived from all the above)
Demographics Literacy of household heads (yes/no) and education (grade obtained)
Total number of persons in household
Producer to consumer ratio
Land to labour ratio
Land acquisition history
Household strategies Occupational history of household heads
Particular skills of household heads
Migration decisions of family members
Use of non-agricultural strategies
Use of credit and debt history
Community-level variables
Population Population growth rate and population density by year
Number of households in community
Distribution of land
Infrastructure Index of quality of road access
Presence and quality of pubic irrigation schemes
Markets Presence and number of input suppliers
Presence and number of intermediaries
Prices of main inputs and outputs
Local markets (exchange of produce)
Labour costs
Services Presence and quality of externally-funded extension programme(s)
Geography Rainfall and mean temperature
Extreme events
Institutions Presence and quality of local organisations
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Table 1. cont’d.
Data collection and validation
The main challenge in this construction of multi-level timelines is ensuring historical accuracy
and chronological consistency between the various levels. Historical recall data are
notoriously prone to error (Deutscher 1973; Bernard et al. 1984). Fortunately, ethnologists
working on oral history have shown that data elicitation techniques may improve informant
accuracy (Elinson 1963; Kroeger 1983; Ross and Vaughan 1986). A good survey design can
orient the recall process to facilitate respondents’ use of heuristics, in order to ensure
maximum accuracy. Finally, knowing the limitations of recall data, the inferences made from
recall information should be conservative so that interpretations remain within appropriate
bounds. In statistical terms, this means not accepting conclusions unless they prove fairly
robust. In practical terms, it means using the data for what it is known to be good at.
In the plot history methodology, the constant reference to other timelines; the use of
particular mnemonic techniques (particularly, heuristics-based time recalls); and the reliance on
dichotomous or qualitative data will help improve the reliability of informants recalls. Besides,
some validation methods can be used to improve upon the reliability of the information.
Validation is done at two levels: first, at the level of the data collected. Second, at the
level of the models generated from such data. With respect to the data collected, there are
no gold standards against which recall data can be validated. However, the use of
triangulation techniques can improve the reliability of the information collected, and even
improve upon its quality. Triangulation is done first by repeating the information obtained
from a respondent to close relatives or friends who know about the theme being studied;
and asking whether the time and sequence are accurate. Second, the timing of events is
controlled as much as possible through internal consistency checks between different
historical accounts (confronting, say, the plot history data with that of historical
participatory mapping).
With respect to the models, two approaches are proposed. The first one is to discuss the
study findings with the population in the micro-watershed, through a participatory workshop.
This will help improve the plausibility of the general interpretation, and put it firmly in the
context of that micro-watershed. The second approach is to test the predictive capability of the
decision making model on an independently drawn sample, to see how well this model
performs when applied to the real world. The decision model is based on the elaboration of a
set of rules,3 which emerge from the observations made in the plot-history data collection.
Sampling
The strategy used in identifying points to be visited in the micro-watershed is simple random
sampling4 of points in the micro-watershed. To do the randomisation, a grid of 20 m × 20 m
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3. Rules are expressed as a set of nested statements of the form IF <condition x applies> THEN <decision y is
taken>, as in decision tree models (Gladwin 1989).
4. Attempts have been made to use stratified random sampling, but the criteria used were arbitrary, and ended
up creating unacceptable burden for particular farmers. We thus reverted to a simple random sampling
until we can assess what criteria are associated with most frequent transitions.
was generated and overlaid on the geographical information system (GIS) map. The
centroid for each cell in the grid was defined in terms of its geographical coordinates, and
assigned a sequential identification number. A random number generation was then
performed on the ID series. The precise location of each selected point was finally reported
on the aerial photo in order to identify the present owner and orient the interviewer at time
of plot visit.
The sampling of households does not require a particular selection strategy since
households visited are the ones associated with the plots identified. Whatever information
not conveyed by the household sample (such as community land distribution) is obtained
through the community census.
Data analysis strategy
The analysis of the information is done using a combination of transition and regression
analysis. Transition analysis, based on the analysis of sequential data, illustrates trends and
tendencies in land management through time, and the most important changes affecting land
as time passes. Econometric analysis associates the particular outcome of interest (land
management decision) to its correlates, and attempts to establish causality in factors that bring
about such decisions. The remainder of this section elaborates on the analysis of sequential
data. We will be concerned mainly with providing examples of the analysis that are planned,
and restrict these to land use. Similar approaches are used to transitions in other management
issues, such as crop choices, investment decisions and the like. The next section will present
the econometric techniques to be used in the second phase of the analysis.
The analysis of transitions
The approach suggested to analyse the land use transitions is adapted from a model
developed by Ryan to study sequences in health seeking behaviour (Ryan 1996; Ryan and
Martinez 1996). The study of sequences is based on the idea that people confronted by a
problem or by a need for change organise their action or intervention on the basis of an
implicit scheme, which expresses itself in a discernible and systematic sequence of actions
(Schwarz 1969; Ryan 1996). In a situation where multiple choices are available, people may
follow predefined scripts or patterns, which emerge from previous cultural experience
(Erasmus 1952). To bring this in the context of this study, we begin with the assumption
that farmers’ decision to assign their land to one of various uses is a function of:
• the intrinsic agricultural qualities of that land—fertility, geographic location, access to
water and so on
• the particular resource endowment of the land manager—capacity to invest, access to
labour, need for specific products (fuelwood, maize etc.) and
• the relative environment outside the farm, which places the household in a given
political economy.
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What land use modality is implemented is, in other words, based on an underlying order
premised on a definite set of constraints and resources. By examining past land use
decisions, we should be able to discern the underlying patterns implicit in farmers’
behaviour and, from it, predict the land use assignment that will be made. By using
econometrics, we will be able to associate land use choices with the particular constraints
and resources available to the land manager, thus reducing further the hierarchy of patterns
by controlling for constraining factors.
Description of transitions
Descriptive statistics are used initially to explore the broad patterns of land use in the
micro-watershed. We want our data to tell us what land use modalities farmers use most,
which ones they use less, and how these patterns have evolved through time. The main uses
of land and their evolution through time are examined by organising the data in a profile
matrix, as in the example in Table 2. Using the mock data in Table 2, one sees that the most
frequent use throughout the time was pasture (17 occurrences, or 39% of readings) followed
by intensive agriculture and fallow (8 occurrences each, or 16% of land each).5
Looking at the specific sequence, however, Figure 3 reveals that this pattern was not
static through time; rather it evolved substantially from a relatively even distribution of land
between the various types of use at the beginning, and a more polarised distribution at the
end of the study period. Pasture came to occupy the greatest area, whereas forest and fallow
virtually disappeared.
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Figure 3. Evolution of land use by relative area occupied, 1975–95.
5. Land assignment is used as the main outcome variable in the following sections. As was mentioned earlier,
other outcomes (e.g. investment, crop rotations) might be described and analysed using the same
techniques as the ones presented here. For illustrative purposes, we further restrict the discussion to the
analysis of land use patterns at the micro-watershed level.
Table 2. Example of profile matrix.
Plot 1975 1977 1979 1981 1983 1985 1987 1989 1991 1993 1995
1 F F F F E E E P P P P
2 G E E I G G G G E E I
3 I I I G G G I I I P P
4 P P P P P P P P P P P
No. of true
transitions
1 0 2 2 0 1 1 1 1 1 1
F = Forest (4 occurrences), G = Fallow (8); E = Extensive agriculture (7); I = Intensive agriculture (8); P = Pasture
(17).
True transitions: When there is a change in use from one data point to the other, e.g. from G to E is a true
transition. From G to G is not a true transition.
Table 2 also reveals the existence of sequence chains (a sequence chain is defined as a
recurring series of transitions); for instance, E – I, which says that the conversion of land
into intensively cultivated plots generally follows from prolonged periods of extensive
cultivation. The time horizon for each type of land use can also be specified from the profile
matrix. The year interval in which most numerous true transitions occurred is finally
examined (reported in last row of Table 2), flagging most important periods in terms of land
use change. When such periods are detected, their causes will be investigated. For instance,
between 1979 and 1983, an average of 50% of all plots changed use type (in contrast with
1977–79; and 1983–85 when no transitions were recorded). Are there external events that
can be associated with intense periods of land use change? Qualitative analysis of the
timelines for other variables, together with managers’ explanations for why the change was
needed, will be used to identify potential causal relationships with land use changes. Such
associations, once identified, can be explored further with land managers, to assess the
plausibility of the relationship.
One further set of findings can be obtained by overlaying the community with the plot
sequence matrix. Historical events of importance (such as the road construction or the
presence of an extension ) may be shown to coincide with particular changes in land use
providing input to hypothesis generation or providing grounds to reject existing
hypotheses. For instance, if most farmers had already installed irrigation when extensionists
arrived, then the latter could be dismissed as prime causal factor of irrigation adoption.
Analysis of transitions
Other aspects that can be addressed by descriptive data require transforming the profile
matrix into a transition matrix. This is shown in Table 3, where the relative number of
transitions occurring between data points is computed. For instance, if use in one parcel
goes from Forest to Forest between 1975 and 1977 then we have one transition of the type
from F to F. The number of such transitions are added up for all plots across the profile
matrix, and then entered in the transition matrix (Table 3). Several observations can be
made from Table 3: each cell represents the relative likelihood of a particular transition
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path; comparing the relative values in each cell thus allows specifying which transitions are
most common. In our example, those that seem most likely to occur (apart from the
diagonal, which show no change sequences) are:
i. from extensive to fallow
ii. from fallow to intensive
iii. from intensive to extensive and
iv. from pasture to extensive.
Conversely, a null value in a cell indicates a transition that never happened. For
instance, in our example forests were never converted to fallow directly, nor to intensive
field plots or pastures. This suggests that farmers are not acting randomly or there are
changes they never make. Another useful observation is made by looking at the diagonal,
which provides information about the relative likelihood of one use remaining similar over
time. Although not a transition per se, it is an important part of the sequence. According to
Table 3 for instance, the most stable situation is that of a pasture.
Table 3. Transition matrix.
From
F G E I P
To F 3 0 1 0 0
G 0 5 2 1 0
E 0 0 4 2 2
I 0 2 0 4 1
P 0 0 0 0 14
The analysis of transitions can also show the sequence in which land use assignments are
made. One particular interest for doing this is to identify which pathways are most likely to
be adopted from any particular point, given previous land use. Another interesting question
is whether any pathway shows a tendency to end in a cul-de-sac, a point of no return. If some
end points signal exhaustion of the land, can we discern whether there are sequences
leading to such negative end points? If so, then at which juncture do we enter in a situation
of no return? Can we identify earlier stages where an alternative pathway could have been
adopted? Or, more to the point—since negative end points are not so much function of the
type of land use but of the type of management practised in a particular type of use—can we
identify the particular practices associated with these undesirable outcomes?6 The analysis
of transition may provide some answers to these questions. Transforming the transition
matrix into a flow diagram helps examine the most likely paths from one use to the other.
Figure 4 presents an example of such a flow diagram. Unidirectional arrows indicate which
transitions are likely. Bi-directional arrows indicate a possible balance between two states, or
an interaction between associated conditions. Missing arrows denote improbable
transitions. Arrows pointing back at their origin indicate stable states. Circled letters
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6. Reaching an ‘end point’ is not necessarily undesirable: sustainable intensive cropping is desirable, and is
likely to be an end point since the level of investment required to arrive at that state probably disfavours
further land use changes.
indicate end-point conditions. The rules applied to construct such a diagram are simple: to
be represented as a pathway a transition must signify, say, more than 10% of all transitions
occurring in the matrix (researchers can select different cut-off points, depending on how
general or how precise they want their analysis to be).
The influence of particular factors on the pathways of change (e.g. location in the
micro-watershed, or household endowments) can finally be examined by disaggregating the
sample into strata (using for instance classes of family wealth as stratifying criteria) and build
a different transition matrix for each of these strata. These are then contrasted between one
another using matrix comparison method such as Anthropac’s Quadratic Assignment
Procedures (QAP) (Borgatti 1993). Other comparisons that could be done are
differentiating between time periods (comparing say, the 1975–81 to 1985–91 period); or
comparing communities, once we have data from many intensive case studies. The
econometric analysis, however, will provide more powerful means for understanding the
effect of resources and constraints on land assignment decisions.
Econometric models
Using the data collected from the plot, household and community histories, we will
investigate the determinants of land use, land investments, product choice, input use,
degree of technification, soil and water conservation practices, changes in soil fertility
and land degradation using econometric models. We discuss each model briefly
below.7
Land use
The determinants of land use will be investigated using a multinomial logit model.
Assume that the value to farmer ‘h’ of having parcel ‘p’ in use ‘j’ in year ‘t’ is Vhpjt, which
is determined by:
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Figure 4. Flow diagram of transition pathways.
7. The properties of the econometric models discussed in this section are discussed at length in Amemiya
(1985) and other standard econometrics texts.
• land use in the prior year (LUhpt – 1),
8
• prior land investments on the plot (LIhpt – 1)
• community characteristics in year t (zct)
• characteristics of the user of the parcel in year t (zht)
• characteristics of the parcel in year t (zpt) and
• an independent and identically distributed error term (uhpjt):
V a LU a LI a z a z a z
hpjt LUj hpt LIj hpt cj ct hj ht pj pt
= + + + +
− −1 1 + u hpjt
If uhpjt has a Weibull distribution and the farmer chooses the use with the highest value,
the model is a multinomial logit model, and the probability of the farmer choosing land use
j for parcel p in year t is given by:
P
e
hpjt
a LU a LI a z a z a zLUj hpt LIj hpt cj ct hj ht pj p
=
− −
+ + + +1 1 t
LUk hpt LIk hpt ck ct hk ht pk
k
a LU a LI a z a z a zpt
eΣ − −+ + + +1 1
Note that although this model assumes utility maximisation, it is not very restrictive
with regard to the determinants of the value of a particular land use choice for a particular
farmer, which may vary over time because of:
• changing circumstances in the community (zct)
• differences across households or within households over time (zht)
• differences across parcels or within parcels over time (zpt) or may vary
• idiosyncratically across all of these dimensions (uhpjt).
This model allows for path dependence in land use choice, by making current land use
decisions a function of past land uses. This would be the case if there are sunk costs involved
in converting land from one use to another, which seems to be a plausible assumption.9 It
also allows for land investments (e.g. in irrigation or terraces) to affect land use choices.
The land use categories to be analysed will include the major categories of land use, such
as intensive cultivation, extensive cultivation, fallow, pasture and forest. Fewer or more
categories may be used depending on the land uses in the study site.
The community characteristics to be included in the estimation include:
• population
• relative prices of inputs and outputs
• indicators of market access (e.g. the presence of a road, presence of bus service)
• indicators of market development (e.g. number of intermediaries, presence of an input
supply store, presence of a farmers’ market) and
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8. LUhpt – 1 is a vector of dummy variables representing each land use type. Only one element of this vector
will be equal to one if the land use in the previous period is the one represented by that element, while all
others will be zero.
9. The coefficient vector aLUj is a measure of the extent to which sunk costs or other factors (not accounted
for by prior land investment LIhpt – 1) inhibit conversion of land from one use to another. If no sunk costs
(or other reasons for persistence of land use) were present, we would expect this vector to be zero.
• indicators of access to technology and public services (e.g. presence of extension
programmes, presence of a school).
For events that occurred simultaneously in the village (e.g. if a new market opened in the
same year as the school opened), it will not be possible to identify their effects separately. If
population levels prove to be too difficult to measure historically, a simple time trend
variable may be used, if population appears to have grown at a relatively constant pace.
The household-level variables to be included in the analysis include the farm size,
number of large animals owned, major farm implements owned, number of persons in the
household, producer–consumer ratio, labour force composition, presence of
non-agricultural income strategies and total number of plots operated by the household.
The plot-level variables to be included are the slope, aspect, location of plot along the slope,
area, presence of land reducing features, possibility for gravity-fed irrigation, distance to
water sources, distance to road, quality ranking of the parcel (relative to other parcels
operated by the household), presence of externalities, presence of degradation (in prior
year) and tenure status of the plot.
The incorporation of prior land use as an explanatory variable could lead to inconsistent
estimates of the coefficients if there is inter-temporal autocorrelation in the error term
(uhpjt). This potential problem is one of endogeneity bias, i.e. the past land use choice will be
correlated with the past value of the error term and will thus be correlated with the current
value of the error term if there is autocorrelation.10 Unfortunately, we know of no simple
tests for autocorrelation in the multinomial logit model nor of any general solution to this
potential problem. However, if the autocorrelation is caused by the presence of unobserved
variables that do not change over time, this problem can be addressed by estimating the
model incorporating parcel-level fixed effects. In this case, a vector of dummy variables (one
for each parcel in the sample except one) would be included in the vector of parcel-level
variables (zpt). The coefficients of these dummy variables would reflect the effect of any fixed
characteristics of each parcel on land use choice. This means that the effects of any
explanatory variables that do not vary over time for a given parcel (e.g. slope, soil type,
possibly some characteristics of the land user) could not be estimated in a regression
including plot-level fixed effects. Such a regression could be used to focus only on the
dynamic factors affecting land use choice. To identify the effects of geographic or other fixed
factors on land use choice, a second regression could be used to estimate the effect of such
factors on the estimated fixed effects coefficients.
Land investments
Investments on land include investments in irrigation, terraces, dead barriers, live barriers
or other lasting infrastructural improvements. This will be measured by the value of labour,
money, materials and other inputs invested in each type of infrastructure. Since this will be
measured as a continuous variable bounded below by zero, the appropriate regression
model will be a censored regression model.
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10. A similar problem may occur if the unobserved factors influencing past land investment are correlated with
the unobserved factors influencing current land use choice.
Land investments in the current year (LIhpt) are assumed to depend upon the same
variables that determine land use in the current year. We assume that decisions about land
use and land investments are simultaneously determined, so that both depend upon past
land use and investment and the same community, household and plot-level variables:
∆LI b LU b LI b z b z b z
hpt LU hpt LI hpt c ct h ht p pt hp
= + + + + +
− −1 1 ε t
If ∆LI
hpt
> =0 0, otherwise
Assuming hpt is independent across all h, p and t and normally distributed, the maximum
likelihood estimator is a Tobit model.
As in the land use model, persistent unobserved characteristics of the parcel or household
can lead to inconsistent estimates in this Tobit model, since this may cause both prior land
investment and prior land use to be correlated to the error term, hpt. Unfortunately, inclusion
of fixed effects leads to inconsistent parameter estimates in the Tobit model (Honoré 1992).
Honoré (1992), however, developed a consistent estimator for censored regression models
with fixed effects and this can be used to test for a bias due to unobserved fixed effects.
Product choice
The choice of produce on each parcel of land will be modelled using binary choice probit
models, with a separate analysis conducted for each land use and each type of crop or other
product.11 This approach recognises the reality that more than one type of product may be
produced on a given parcel.
Suppose that farmer h’s net benefit of producing the product k under land use j on
parcel p in year t is Bhpjkt, where this depends on the prior level of land investment on the
parcel, the same community, household and parcel-level factors used in the land use
analysis, and an error term (ehpjkt) that is independent across parcels and years:
12
B c LI c z c z c z e
hpjkt LIjk hpt cjk ct hjk ht pjk pt hpjkt
= + + + +
−1
If ehpjkt is normally distributed with mean 0 and standard deviation Fe, the model is a probit
model with the probability of production of product k under land use j on parcel h in year t:
P B
c LI c z c z c zpt
hpjkt
LIjk hpt cjk ct hjk ht pjk( ) (> =
+ + +
−0 1Φ
σ e
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11. Product types will be grouped into common groups, e.g. basic grains, traditional horticultural crops,
non-traditional horticultural groups etc.
12. Since separate analyses of product choice will be conducted for each land use type, land use is not an explicit
variable in this analysis. Land investments are assumed to occur after the crop cycle in any year, which is why
the model assumes current year decisions about product choice depend on land investments in place at the
end of the previous year. The same assumption is made in models of choices regarding input use,
technification and conservation practices.
where, M is the standard normal distribution function.13
There is a potential selection bias in these analyses if the unobserved factors affecting the
land use choice are correlated with the unobserved factors affecting the product choice. For
example, unobservable plot quality characteristics may cause a plot to be in a particular use
and to be used for a particular product. As in the land use analysis, we can control for fixed
unobserved factors by including plot-level fixed effects in the regressions.
Input use
The data on input use will indicate what types of inputs are used (e.g. fertiliser, pesticides,
purchased seeds), but not how much of each input is used. Binary probit models will be used
to analyse the determinants of whether each type of input is used on a particular parcel
under a particular land use in a particular year. The specification of these models will be
identical to that used to analyse product choice, including the same community, household-
and plot-level variables and prior land investment as explanatory variables.
Degree of technification
We will derive a measure of the degree of technification based on the type of product, input
use and management practices. If the degree of technification is measured by an ordinal
ranking (e.g. low, medium, high), the econometric model used for this analysis will be an
ordered probit.14 Ordered probit models are a generalisation of the binary probit model for
cases in which the dependent variable falls within a set of ordered categories. Suppose that
there are three categories of technification—low, medium and high. Assume also that the
unobserved level of technification under land use j is given by Thpjt, and that the observed
technification category is low if Thpjt < 0, medium if 0 < Thpjt < x and high if Thpjt > x, where x is
an unobserved number to be estimated. Assume Thpjt is determined by community,
household and plot characteristics and an independent error term (vhpjt):
T d LI d z d z d z v
hpjt LIj hpt cj ct pj ht pj pt hpjt
= + + + +
−1
If vhpjt is normally distributed with mean zero and standard deviation Fv, the model is an
ordered probit model. The probabilities of each level of technification are given by:
( )
P low
d LI d z d z d z
LIj hpt cj ct hj ht pj pt
v
( ) = −
+ + +




−Φ 1
σ 
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13. Note that the coefficients CLIjk, Ccjk, Chjk, and Cpjk cannot be identified separately from Fe, because they
appear as ratios with Fe in the above expression. Thus, the coefficients of the probit model represent the
ratios of the coefficient over Fe.
14. If only two categories of technification are identified (e.g. traditional or modern), a binary probit model will
be used. If a continuous technification index is developed, the analysis will use least squares regression.
( )
P medium
d LI d z d Z d z
LIj hpt cj ct pj pt hj pt
v
( ) = −
+ + + +

−Φ 1
α
σ
( )



 −
−
+ + +




−Φ d d z d z d zLIjLI cj ct hj ht pj pt
v
hpt 1
σ 
( )
P high
d LI d z d z d z
LIj hpt cj ct hj ht pj pt
v
( ) = −
− + + + +

−
1
1Φ
α
σ




where, M is the standard normal distribution function. As with the binary probit model, the
coefficients are not identifiable separate from Fv, and the coefficient estimates represent the
ratio of each coefficient to Fv.
As in the previous analyses, we can include plot-level fixed effects to control for
unobserved fixed characteristics of the plots.
Soil and water conservation practices
Soil and water conservation practices include practices that may or may not be used in any
crop cycle, such as contour plowing, minimum tillage or composting. The determinants of
whether such practices are used will be analysed using binary probit models. The
specification will be the same as for the analyses of product choice and input use.
Change in soil fertility
Three responses are measured with the soil fertility variable: reduction, no change and
improvement. An ordered probit model will be used to analyse the determinants of changes
in fertility, using the same specification as discussed above for the technification level.
While it would be desirable to examine the response of fertility to fertiliser use or
conservation practices, the precision of the recall data is unlikely to be high enough to say
whether the changes in fertility were a response to these management practices or vice versa.
Thus, current management practices are not included as explanatory variables in this
analysis. However, since prior land investment will be included in the analysis, we will be
able to measure the impact of land improvements on fertility.
Land degradation
Other indicators of land degradation, such as the presence of rills or gullies in the plot, will
be analysed using binary probit models. The same specification used for the analyses of
product choice, input use, and conservation practices will be used. Current management
practices are not included in this regression for the same reason they are excluded from the
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soil fertility analysis. As in that analysis, the effect of prior land investments on indicators of
land degradation will be analysed.
Conclusion
Agricultural change takes place due to many possible linkages: changes in micro-economic
incentives, community and individual responses. Their implications for productivity,
human welfare and sustainability can be linked to exogenous sources of pressure,
endogenous constraints and natural resource conditions. The approach suggested in this
paper will be useful, in particular, to assess the effects of community- and household-level
factors on land use and investment decisions.
The effects of national-level factors cannot however be addressed statistically in the
context of one or a few selected intensive studies of micro-watersheds. To analyse the impacts
of changes in external factors (such as policies, markets and technology) on local institutions
and micro-economic signals requires an enlarged framework, with many more data points. A
separate study by (Bergeron and Pender 1996) proposed a complementary approach to collect
data in an extensive set of micro-watersheds to validate and examine the regional and national
relevance of the findings obtained from the intensive micro-watershed studies. The
combination of these two approaches shall provide a solid understanding of the impacts of
macro-level changes on local conditions and responses. The historical identification of local
and macro-level constraints to improving local productivity, human welfare and resource
conditions will help devise policies addressing those constraints.
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in public good provision: The case
of trypanosomiasis control in Ethiopia
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Introduction
African governments can contribute to sustainable improvements in the health and welfare
of African people by fostering an environment in which better services are available in more
cost-effective ways. The World Bank (1993) proposes that such improvements are possible if
governments adopt a three-pronged approach involving:
i. providing education, infrastructure and an appropriate policy environment so that
people are better able to improve their own health and welfare
ii. re-directing government expenditures toward more cost-effective health programmes and
iii. promoting greater diversity and competition in the finance and delivery of services.
Much of the liberalisation and market reform programmes supported by the World
Bank and other agencies are based upon this approach. It is, for example, the basis of the
strategy the World Bank advocates for reforming animal health delivery systems (de Haan
and Solomon 1991).
Governments, professional organisations, co-operatives, community groups, private
firms and livestock owners all have roles to play in more diverse systems of finance and
delivery of animal health inputs. Umali et al. (1994) argue that the most efficient method for
delivering an input depends, ceteris paribus, upon the way its benefits and costs are
distributed. An input whose benefits accrue to an individual livestock owner is a private
good that should be delivered by private firms; an input whose benefits are diffused among a
large population is a public good that should be delivered by public agencies.1 Between the
extremes of pure private and pure public goods, there are club goods, mixed public–private
goods and local public goods. Local public goods have the public good characteristics of
non-excludability and non-subtractability among the residents of a particular locality. Local
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1. The concepts of subtractability and excludability are used to characterise the public–private nature of
animal health inputs. An input is subtractable if its use by one person reduces its value to others; it is
excludable if its owner or provider can withhold its benefits without incurring any cost. A pure public good
is non-subtractable and non-excludable, while a pure private good is subtractable and excludable (Cornes
and Sandler 1986; Umali et al. 1994).
units of government or community groups may be the most efficient providers of animal
health inputs that are local public goods.2
In this paper, the applicability of the contingent valuation method for ex ante assessment
of the incentives that residents of a particular locality have to contribute to an animal health
input that has the characteristics of a local public good is considered. This type of
information is necessary for determining the appropriate roles of governments and donor
agencies. The good considered is the suppression of the tsetse flies that transmit human and
livestock trypanosomiasis across large areas of sub-Saharan Africa. Several qualitative and
quantitative research methods, including the contingent valuation method, have been
employed by scientists to determine the willingness of people in rural areas of Kenya,
Ethiopia, Côte d’Ivoire and Burkina Faso to contribute to the suppression of tsetse using
traps, targets or pour-ons (Kamuanga et al. 1995; Swallow and Woudyalew 1994; Swallow et
al. 1995). The local public good character of tsetse suppression by traps or targets is
described below.
The general objective of this paper is to evaluate contingent valuation as a method for
assessing the willingness of rural Africans to contribute to local public goods. That objective
is addressed through a case study in which the contingent valuation method was used to
assess the willingness of people at a site in the Ghibe Valley of Ethiopia to contribute labour,
time and money to tsetse control. The more specific objectives of the case study were to:
1. evaluate the breadth of local support for tsetse control
2. determine the acceptability of different mechanisms for enhancing local participation
in the finance and operation of the tsetse control programme and
3. identify groups likely to play leadership roles or be obstacles to proposed control
programmes.
African animal trypanosomiasis and its control
Trypanosomiasis is a parasitic disease of African people and their livestock that is primarily
transmitted by the tsetse fly (Glossina spp). Tsetse flies infest an area of about 10 million km2
stretching across at least 36 countries in sub-Saharan Africa. About 50 million people
(Kuzoe 1991), 44 million cattle (IBAR 1989) and 100 million sheep and goats (Jahnke 1982;
Jahnke et al. 1988) are exposed to the diseases in that region. In cattle, trypanosomiasis
causes poor growth, weight loss, low milk yield, reduced work capacity, infertility, abortion
and death. By constraining the productivity and number of livestock, trypanosomiasis also
limits the opportunities for intensification of agricultural production through animal
traction and nutrient cycling.
Livestock trypanosomiasis can be controlled through herd movement, administration
of prophylactic and curative drugs, use of animals that are naturally resistant to the disease
and suppression of tsetse flies. Combinations of these techniques are often used. Until the
mid-1980s, tsetse suppression was primarily accomplished by insecticide spraying, bush
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2. Some form of government involvement may also be justified if there are information asymmetries between
buyers and sellers or if there are externalities associated with the consumption of the good (Leonard 1993;
Umali et al. 1994).
clearing and wildlife destruction. None of those techniques are widely used now because of
concerns for their negative environmental effects, their reliance on central government
agencies, and their high costs.
Targets and traps have become widely used for suppressing tsetse in recent years. Targets
are rectangular pieces of coloured cloth that are impregnated with insecticides; traps are
more complicated constructions of coloured cloth and netting. Odour baits of cow urine
and/or acetone are usually used with traps and targets to make the devices more attractive to
the flies. The devices are hung on metal or wood frames and placed in tsetse-affected areas at
densities of about 4–8 per km2. Flies die when they touch the insecticide or are caught inside
the traps. Targets and traps have been shown to be technically effective for some species of
tsetse under some environmental conditions. They also have few direct effects on the
environment and are more suitable for implementation by farmers than some of the
previous techniques.
Tsetse suppression using traps or targets is a public good in that anyone who keeps
livestock within an area of effective suppression stands to gain. With the animals in his or
her herd exposed to a lower risk of contracting trypanosomiasis, the livestock owner might
incur lower costs for administering prophylactic drug treatments and expect to incur lower
costs of curative treatments as well as lower mortality and morbidity losses. The geographic
concentration of benefits of tsetse suppression using traps or targets depends upon the
dispersal patterns of the flies. The smaller the range of the fly, the more spatially
concentrated is the benefits of its suppression. Depending upon the species of tsetse and the
ecological conditions, some of the benefits may be concentrated in relatively small areas (e.g.
< 5 km2), while other benefits are dispersed across much larger areas (e.g. > 50 km2) (Swallow
et al. 1995). In some circumstances, therefore, it may be feasible to implement effective
tsetse control in an area as small as 10 km2; in other circumstances the minimum feasible
area may be over 100 km2. Large-scale programmes of tsetse control have been implemented
in countries such as Zimbabwe and Côte d’Ivoire, but have proven to be difficult to finance
and maintain without financial assistance from donor agencies and at least passive
participation by local residents. Greater financial and labour contributions from the local
populations are seen as crucial for long-term sustainability.
Across Africa there has been a limited number of programmes in which local residents
have been actively involved in tsetse suppression using targets and traps, for example in
Uganda (Okoth et al. 1991), Congo (Gouteux and Sinda 1990) and Kenya (Dransfield et al.
1991; Ssenonnyonga et al. 1994). These trials show that local residents can be mobilised to
contribute to tsetse control when they are engaged in a participatory process with external
agencies providing capital, education and expert advice. Other experiments show that
targets and traps are vulnerable to damage and theft by residents and transients (Willemse
1991; Swallow and Woudyalew 1994).
Four conclusions can be drawn from the previous experiments in which local residents
have contributed to tsetse suppression using traps and targets. First, experiments involving
the active participation of local residents have only been implemented for relatively short
periods. There is no evidence yet that local participation can ensure long-term
sustainability. Second, local participation can range from very active to passive to
destructive. Third, active participation can contribute to the success of a trap or target
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programme, but is neither a sufficient nor necessary condition for success. Fourth, a
necessary condition for success is that residents do not steal or vandalise the traps or targets.
The contingent valuation method
Contingent valuation is a survey method that is primarily used to place monetary values on
products and services for which market prices do not exist or do not reflect the value of the
goods to a certain population. Respondents are presented with realistic but hypothetical
scenarios and asked questions about the maximum amount of money they would be willing
to pay (MWTP), or the minimum amount of compensation they would be willing to accept
(MWTA), if that scenario became reality. It has several applications and has been used to
assess the contribution that people living in rural areas of Africa are willing to make towards
the finance of local public goods. The applications to the financing of water supplies are
probably the best-documented example of this (Whittington et al. 1989; Whittington et al.
1991; Boadu 1992; Whittington et al. 1992; McPhail 1993).
Contingent valuation studies need to be designed to eliminate or reduce biases in
willingness to pay estimates and account for factors that are likely to condition willingness to
pay. The revealed willingness to pay (RWTP) that is elicited through a contingent valuation
study may differ from maximum willingness to pay (MWTP) because of differences between
MWTP and true willingness to pay (TWTP) and/or because of differences between RWTP
and TWTP. Several factors may contribute to differences between RWTP and TWTP. First,
the respondent may have different conceptions of Qj and Qk than the researcher. Such
differences reduce the validity of the results (Champ 1994). Second, TWTP may derive
from a decision made by a group such as a family or homestead, but the contingent
valuation survey may not give opportunities for group discussion or decision-making
(Whittington et al. 1992). Third, the respondent may have a strategic motivation for biasing
his/her RWTP up or down (Mitchell and Carson 1989). Fourth, the respondent may want
to give the impression that he/she will respond to the social desirability of Qk more or less
than he/she actually would (Laughland et al. 1994).
The next section describes a contingent valuation study conducted in the Ghibe Valley,
Ethiopia, and how the study was designed to control some of the factors that cause
differences between RWTP and TWTP. Limitations of the design are discussed in the final
section.
Research design
Population and sample
The study site is located in the valley of the Ghibe River, 180 km south-west of the Ethiopian
capital, Addis Ababa. Glossina pallidipes and G. morsitans submorsitans are the primary vectors
of bovine trypanosomiasis. There is no evidence of human trypanosomiasis. Between April
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1990 and November 1993 the International Livestock Centre for Africa (ILCA), with
support from the International Laboratory for Research on Animal Diseases (ILRAD),
conducted a tsetse suppression trial using 500 baited targets in an area of about 125 km2 of
the Ghibe valley. Tsetse suppression was seen to be an appropriate intervention because the
cattle are susceptible to trypanosomiasis and the trypanosomes are resistant to all available
trypanocidal drugs (Codija et al. 1993; Rowlands et al. 1993). The targets were effective in
controlling the population of tsetse flies and reducing the prevalence of trypanosomiasis
during the first year of the trial (Woudyalew et al. 1993). Thereafter both tsetse density and
trypanosome prevalence returned to their pre-intervention levels. It was assumed that the
major factor contributing to the failure of the targets was theft and thus lack of continuous
coverage of the entire area. From April 1991 to March 1992, about 650 targets were stolen.
In some locations, targets were repeatedly stolen and replaced. The contingent valuation
survey was conducted in early 1993 to assess the willingness of the local population to
become more actively involved in the construction, installation and maintenance of the
existing devices (insecticide-impregnated targets) or new devices (traps). Previously there
had been a minimum level of contact between the researchers and the majority of the local
population. A small group of residents had been involved in installation of the targets and
in a programme of cattle health and productivity monitoring.
The population for this study was the set of households resident in the suppression area
as of January 1993. The population was stratified by cattle ownership and residential
location. A sampling frame of 859 households was compiled with the assistance of key
informants. A total of 180 households were randomly selected from the nine sub-strata of
the sampling frame (Swallow and Woudyalew 1994).
Knowledge and information
As discussed above, the validity of a contingent valuation study depends upon the
understanding that the researcher and the respondents have concerning the goods or
services under study (Mitchell and Carson 1989). To engender a shared understanding of
the states of ‘no effective tsetse suppression’ (Qj) and ‘effective tsetse suppression’ (Qk), it
was important to convey information on property rights, the unit expected to make
contributions towards tsetse control, the nature of public good, and the condition for the
provision of the good and the provision for that provision.
The information was disseminated through an Amharic language brochure and slide
show. The slide show was presented on eight evenings in different locations around the
study site. Good discussions followed the slide shows in most locations. Each show was
attended by 100–150 people. Brochures were distributed at the conclusion of each evening.
Besides preparing respondents for the contingent valuation study, the educational event
had the important effect of educating people about tsetse, trypanosomiasis, and the
importance of their participation to the success of the trial. About 44% of the respondents
reported that they had participated in the educational events.
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Questionnaire and elicitation method
Pre-coded questionnaires were prepared in English, translated to Amharic, then pre-tested
with six respondents and revised to clarify the questions, anticipate the responses and
ensure that the average time taken to administer the questionnaire was less than one hour.
Enumerators were trained for several days before administering the questionnaire. The
survey was implemented in February and March 1993.
Factors affecting willingness to contribute
An important objective of the Ghibe study was to evaluate the breadth of local support for
effective tsetse control. It was necessary to assess the interest and potential support of
different types of households. Analysis of variance was conducted to determine if there were
any significant differences across the population strata. This analysis was done to identify
residential areas or groups that might play leadership roles or, alternatively, might hamper
the control programmes.
A Heckman’s two-step procedure was used to test hypotheses about factors affecting the
likelihood that a household was willing to contribute positive amounts of labour or money
and hypotheses about factors affecting the amounts of money and labour a household was
willing to contribute. The survey thus included questions about a number of characteristics:
1. characteristics of the household head—age, gender, education, employment status
2. characteristics of the household—location, total number of labour units, participation in
group and community activities
3. characteristics of the farm enterprises—number of cattle, proportion of oxen in the herd,
area of own land cultivated with animal traction, whether or not their animals were
involved in health and productivity monitoring exercise and
4. experience and information regarding trypanosomiasis—whether or not the household
head participated in the educational event.
The Heckman’s two-step estimation method was implemented with Version 7.0 of the
LIMDEP econometrics software (Greene 1995). The first step was to estimate probit
non-linear regression models to test hypotheses about factors affecting the probability that a
household was willing to contribute labour, and the probability that it was willing to
contribute money. The coefficients estimated in the probit models measure the effects of
changes in the explanatory variables on unobserved index variables. The index variables for
labour (Li) and money (Mi) were assumed to be different linear functions of the explanatory
variables (X = X1, ..., Xn) as indicated in equations (2a) and (2b). The relationships between
the index variables and the probability that a household was willing to contribute a positive
amount of labour (Prob-lab) or money (Prob-mon) are defined by the cumulative normal
distribution functions (equations (3a) and (3b)).
(2a) Li = Xi’ β1 + ei1 (2b) Mi = Xi’ β2 + ei2
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(3a) Prob-lab = F (Xi’ β1) (3b) Prob-mon = F (Xi’ β2)
n = all observations n = all observations
The results of the probit model were used to calculate lambda (λ), or the inverse Mill’s
ratio, for each observation. Observations that had positive responses to the questions about
possible labour or money contributions were then included in the second step of the
Heckman’s two-step procedure (the select model): linear regressions of the amounts of
labour (days) and money contributions (Birr) on the same set of explanatory variables and
the lambda variables (λl, λm). See equations (4a) and (4b).
(4a) DAYS = Xi’ β3 + θll + e3i (4b) BIRR= Xi’ β4 + θlm + e4i
n = obs. with DAYS > 0 n = obs. with BIRR > 0
Results and discussion
Willingness to contribute
The results show general enthusiasm for tsetse control. Fifty-nine percent of respondents
volunteered both money and labour; 26% volunteered only labour; 12% volunteered only
money; and only 3% volunteered neither money nor labour. The 104 households that
volunteered both money and labour indicated an average willingness to contribute 2.2 (±
1.1 s.d.) days and 2.1 (±1.5) Birr per month, the 47 households that volunteered only labour
indicated an average of 2.0 (± 1.0) days per month, and the 21 households that volunteered
only money indicated an average of 2.0 (±1.4) Birr per month.3 There were some differences
in willingness to contribute across the population strata. Households resident in the village
of Abelti volunteered significantly higher amounts of labour (2.15 ± 0.17 s.e.) than those
resident on the state farm (1.60 ± 0.18). Households whose cattle were monitored by ILCA
volunteered higher average amounts of labour (2.2 days ± 0.14) and money (2.3 Birr ± 0.18)
than households in the other strata of cattle ownership.
The data can also be used to predict the likely support for different levels of
‘membership fees’. Figure 1 indicates the numbers of respondents willing to make different
levels of money and labour contributions. Results for three groups of respondents are
indicated: WTCM1 indicates the numbers of households willing to make different levels of
money contributions for those only willing to contribute money; WTCL1 indicates the
numbers of households willing to make different levels of labour contributions for those
only willing to contribute labour; WTCM2 and WTCL2 indicate the numbers of
households willing to make different levels of money and labour contributions for those
willing to contribute both money and labour. For example, 29 of the 47 households willing
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3. The official exchange rates at the time the surveys were conducted were US$ 1 = 5 Ethiopian Birr, and the
average wages for casual and permanent employees at the state farm were 2 and 5 Birr per day, respectively.
to contribute only labour and 74 of the 104 households willing to contribute both labour
and money would be willing to contribute 2 days per month (57% of all households).
Similarly, 20 of the 21 households willing to contribute only money and 93 of the 104
households willing to contribute both money and labour would be willing to contribute 1
Birr per month (63% of all households).
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WTCM1 = Money contributions for those willing only to contribute money
WTCL1 = Labour contributions for those willing only to contribute labour
WTCM2 = Money contributions for those willing to contribute money and labour
WTCL2 = Labour contributions for those willing to contribute money and labour
Figure 1. Numbers of respondents willing to make different levels of money and labour contributions to tsetse control in
the Ghibe valley, Ethiopia (n= 180).
Factors affecting willingness to contribute
Fourteen of the observations were excluded from the analysis of factors affecting willingness
to contribute because the data were not complete for all of the explanatory variables. The
sample included in both probit models was 166; 147 of those households responded that
they would be willing to contribute some labour and thus were included in the second step
of the analysis of labour contributions; 116 responded that they would be willing to
contribute some money and were included in the second step of the analysis of money
contributions.
Long and short versions of the Heckman’s two-step models were estimated using the
LIMDEP software. In the long version, all of the explanatory variables were included in the
models for labour and money described above. The variables are defined in Table 1. Results
from the long version are reported in Tables 2 and 3. Variables that were highly insignificant
in the long models were dropped for the short versions of the models. Results from the short
versions are reported in Tables 4 and 5.
Table 1. Definition of variables.
Variable name Definition of variable
Mean
(standard deviation)
Gender Sex of household head; 0 if male, 1 if female 0.05
Age Age of household head (years) 42.3 (12.2)
Education 1 if household head has any formal education, 0 if none 0.42
Job 1 if household head has off-farm employment, 0 if none 0.46
HHprod Number of labour units in household, equal to the number
of adults plus 0.8times the number of children aged 11–18 3.49 (1.78)
Cattle Number of cattle owned by household 2.69 (2.89)
Cows Proportion of herd comprised of cows 0.11 (0.21)
Oxen Proportion of herd comprised of oxen 0.28 (0.35)
Group Number of days household members participated in
group activities during previous year 5.54 (8.52)
Monitored 1 if household had cattle in health and productivity was
monitoring survey, 0 otherwise 0.38
Information 1 if household head attended educational event, 0 otherwise 0.44
Location1 Ghibe valley other than state farm 0.27
Location2 State farm 0.45
Lamba Inverse Mill’s ratio calculated from results of probit model
Relatively few of the explanatory variables were statistically significant and none of the
models had high explanatory power. Four variables were highly insignificant in all of the
models: cows—proportion of herd comprised of cows; job—binary variable for households
with off-farm employment; Location1—resident in the Ghibe Valley other than the state
farm; and Location2—resident in the state farm. The results presented in Table 4 indicate
that three variables had significant effects on the probability that a household was willing to
contribute some labour: (i) age of household head—significant negative effect; (ii) number of
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labour units in household—significant positive effect; and (iii) participation in other group
activities—significant positive effect. Among households willing to contribute some labour,
four variables had significant effects on the amounts of labour they were willing to
contribute: (i) age of household head—significant positive effect; (ii) proportion of herd
comprised of oxen—significant positive effect; (iii) participation in other group activities—
significant positive effect; and (iv) participation in the education event—significant positive
effect.
Table 2. Long version of Heckman’s two-step model of factors affecting willingness to contribute labour to tsetse control.
Probit model of factors affecting
willingness to contribute labour
(1 = willing, 0 = not willing)
OLS model of factors affecting amount
of labour household is willing to
contribute (days/month)
Coefficient Std. error Coefficient Std. error
Gender –0.651 0.632 0.240 0.508
Age –0.017 0.011 0.017 0.009
Education 0.245 0.327 0.236 0.220
Job –0.254 0.466 –0.093 0.331
HHprod 0.515 0.158** 0.036 0.073
Cattle –0.033 0.085 0.042 0.046
Cows –0.635 0.883 –0.309 0.696
Oxen –0.055 0.583 0.451 0.340
Group 0.122 0.052* 0.031 0.013*
Monitored 0.525 0.443 0.301 0.275
Information 0.331 0.351 0.594 0.221**
Location1 0.052 0.493 0.302 0.316
Location2 0.087 0.554 0.039 0.372
Lamba 1.476 0.615
n 166 147
R2 0.105
*p < 0.05, **p < 0.01
The results presented in Table 5 indicate that only two variables had significant
effects on the probability that a household was willing to contribute some money:
formal education and number of cattle had positive effects. Among households willing
to contribute money, two variables had significant effects on the amount of money the
household was willing to contribute: (i) number of cattle—positive effect; and (ii)
participation in the health and productivity monitoring programme—positive effect.
Discussion
To re-iterate, the general objective of this paper is to evaluate contingent valuation as a
method for assessing the willingness of rural Africans to contribute to local public
goods. For the particular case study of tsetse suppression in the Ghibe Valley of
Ethiopia, the contingent valuation method was used to:
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i. assess the breadth of local support for tsetse control
ii. determine the acceptability of different mechanisms for enhancing local participation and
iii. identify groups likely to lead or obstruct the proposed.
Table 3. Long version of Heckman’s two-step model of factors affecting willingness to contribute money to tsetse control.
Probit model of factors affecting
willingness to contribute labour
(1 = willing, 0 = not willing)
OLS model of factors affecting amount
of money household is willing to
contribute (Birr/month)
Coefficient Std. error Coefficient Std. error
Gender –0.682 0.451 –1.168 0.889
Age 0.004 0.007 0.002 0.012
Education 0.429 0.238 0.378 0.330
Job 0.384 0.340 0.595 0.489
HHprod –0.049 0.065 0.019 0.107
Cattle 0.084 0.057 0.112 0.078
Cows 0.664 0.777 0.962 0.958
Oxen 0.310 0.351 0.061 0.516
Group 0.002 0.013 0.025 0.019
Monitored 0.263 0.297 0.859 0.402*
Information –0.435 0.226 –0.475 0.423
Location1 0.067 0.322 0.061 0.499
Location2 –0.110 0.369 0.002 0.595
Lamba 1.610 –0.887
n 166 116
R2 0.149
*p < 0.05.
Table 4. Short version of Heckman’s two-step model of factors affecting willingness to contribute labour to tsetse control.
Probit model of factors affecting
willingness to contribute labour
(1 = willing, 0 = not willing)
OLS model of factors affecting amount of
labour household is willing to contribute
(days/month)
Coefficient Std. error Coefficient Std. error
Gender –0.767 0.596
Age –0.010 0.009* 0.018 0.008*
HHprod 0.541 0.142*** 0.081 0.071
Oxen 0.620 0.291*
Group 0.129 0.051* 0.034 0.013**
Monitored 0.302 0.320 0.335 0.226
Information 0.445 0.194*
Lamba 1.613 0.531**
n 166 147
R2 0.068
* p < 0.05, ** p < 0.01, *** p < 0.001.
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Table 5. Short version of Heckman’s two-step model of factors affecting willingness to contribute money to tsetse control.
Probit model of factors affecting
willingness to contribute labour
(1 = willing, 0 = not willing)
OLS model of factors affecting amount
of labour household is willing to
contribute (Birr/month)
Coefficient Std. error Coefficient Std. error
Gender –0.654 0.438 –1.083 0.915
Education 0.579 0.191**
Cattle 0.156 0.039*** 0.218 0.062***
Monitored 0.771 0.341*
Information –0.244 0.183 –0.260 0.357
Lamba 2.194 0.362***
n 166 116
R2 0.054
* p < 0.05, ** p < 0.01, *** p < 0.001.
The contingent valuation method proved to be a useful tool for determining the breadth
of local support for tsetse suppression. Over 95% of the respondents were willing to make
monthly contributions of labour or money or both. Frequency distributions of the numbers
of households willing to make different levels of labour contributions can be used to predict
the percentage of the population willing to meet certain membership fees of labour or money.
The labour and money contributions revealed through the contingent valuation
exercise are generalised monthly contributions—’what would you be willing to contribute
per month?’ The results, however, do not consider the acceptability of different levels of
labour and money contributions from month to month throughout the year. Most
households in this area of Ethiopia earn income from the seasonal sale of crops and thus
experience periods of greater and less availability of labour and money. Results from a
pour-on trial in a nearby area, where farmers actually pay for treatments offered each month,
indicate a very strong seasonal pattern to the demand (Swallow et al. 1995). Neither do the
contingent valuation results provide information about the type of organisation that would
be best for encouraging people to actually contribute what they indicated during the survey.
Among other things, local organisations require leadership, financial arrangements,
decision-making structures and enforcement mechanisms to be effective.
The contingent valuation results provide some information about the groups and
individuals who might be expected to play leadership roles. The econometric analysis
indicates factors that pre-disposed people to volunteer labour and money resources to tsetse
control are:
• age and education of the household head
• size of the household
• size and composition of the cattle herd and
• household’s participation in the educational event, the health and productivity
monitoring, and other group activities in the community.
This is useful information that can help in the design of educational material and local
participation. Results from the pour-on trial indicate that the proportions of oxen and cows
in the person’s herd were the most important factors affecting purchase of the pour-on
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(Swallow et al. 1995). Results from similar contingent valuation studies conducted in Kenya
and Burkina Faso confirm the importance of household head education, household size,
participation in educational events and participation in other group activities (Kamuanga et
al. 1995). Perhaps the most significant results from the econometric analysis are the
statistics indicating low explanatory powers of the empirical models. Many other factors
apparently affected the amounts that people volunteered during the survey such as
contributions to local organisations for trypanosomiasis control.
From the outset, it was intended that the results of this study would be used to facilitate
local participation in tsetse control at Ghibe. That is not to say that we expected to
de-centralise all finance and operations to the local population. Tsetse control by targets or
traps can be technically difficult and the periodic input from a trained technician is
necessary to ensure the effectiveness of the devices. Furthermore, the devices being used at
Ghibe were still experimental; they had not previously been proven effective against the
prevalent species of tsetse flies under the environmental conditions prevailing at the Ghibe
Valley site. Use of the devices for large-scale tsetse suppression should be more cost-effective
than in small-scale experiments. Large-scale programmes have less intensive monitoring and
assessment components and are able to exploit economies of scale.
Unfortunately, the situation that subsequently prevailed in the study site did not allow a
continuation of the trial with either the targets or traps. The tsetse challenge changed with
the sudden appearance of large numbers of G. morsitans submorsitans, a species of tsetse that
was new to the area. While the targets that had been used were known to be effective against
G. submorsitans, the traps that were intended had not been proven effective against that
species. Also, following the educational event, the researchers were made aware that people
from outside of the area perpetrated much of the theft of target materials. Nonetheless, the
results of the contingent valuation survey convinced us that there was a sufficient base of
local interest to warrant our continued involvement at the site. A tsetse control trial with a
deltamethrin pour-on has since been implemented with enthusiastic support from the local
cattle owners.
Evaluation of the contingent valuation method
This section deals with the overall objective of evaluating the usefulness of the contingent
valuation method for assessing the willingness of rural Africans to contribute to local public
goods. Two issues are addressed: the accuracy of the willingness to pay data and analysis of
those data. Recall from previous discussion that there are at least two factors that can cause
differences between MWTP and TWTP and four factors that can cause differences between
RWTP and TWTP. Those factors are dealt with in turn in the following paragraphs. Data
analysis and interpretation are discussed before final comments about the contingent
valuation technique and its application in developing countries.
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Money and cash constraints
Discrepancies between RWTP and TWTP may result from changes in prices, income and
household characteristics between the time of the contingent valuation survey and the
actual implementation of the proposed programme of action. Group interviews
subsequently undertaken in the Ghibe area confirm that household income and labour use
vary greatly from week to week during the course of the year. It should thus be expected that
people would be more or less willing to contribute labour and money to the local public
good during the year. In this case, the survey was conducted at the end of harvest when
people had relatively good prospects for money and labour availability.
Risks associated with Qj and Qk
An issue that has not been explored at length in the contingent valuation literature is risk. In
most contingent valuation studies the states to be compared, Qj and Qk, are presented to
respondents as completely certain. In this case, however, respondents were made aware that
effective suppression of tsetse through targets or traps would reduce the risk of
trypanosomiasis if none of the devices were damaged or removed. The implication was that
actual disease incidence may or may not decrease depending upon chance and the actions of
other local residents.
Different conceptions of Qj and Qk
Researchers and respondents may have different conceptions of the character of the good in
the current state (Qj) and in the contingent state (Qk). In this case, detailed information
about Qj and Qk was provided through an educational event including a slide show,
discussion and brochure some weeks before the survey. A summary of that information was
provided during the individual interviews. We know that about 44% of the respondents
participated in the educational events but do not know how effective those events actually
were in engendering a shared understanding of the two states.
Decision-making unit
Another reason for disseminating information weeks before the contingent valuation
survey was to give household heads time to discuss the target and trap experiment with
members of their households so that they could better respond on behalf of their
households. While this community level approach to information dissemination also
served more general purposes, it was not particularly effective in reaching the households
included in the survey (44% coverage). The same detail of information could have been
shared with all survey respondents during the first of two visits to those households. The
contingent valuation questions would have been asked during the second visit.
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Strategic bias
While it is possible that the respondents gave over-estimates of their willingness to
contribute in order to encourage the researchers to continue operations in the area, they
were also aware that the hypothetical situation may become a reality and they might be asked
to make the contributions they volunteered. There were no obvious ‘protest’
responses—there were very few zero responses and few responses that were obviously high.
Social desirability
A source of uncertainty for the respondents was the social desirability of the contingent state
of effective tsetse suppression. Individual perceptions of social desirability are particularly
important for local public goods that depend upon a broad base of local support. Tsetse
suppression by targets or traps is such a good. Again, this study accounted for this by
providing 4–6 weeks for people to discuss the proposed programme with the other members
of their households, their friends and neighbours.
Other difficulties encountered with the application of the contingent valuation method
concern the framing of the valuation questions and the statistical analysis of the data. In this
study we began with a discrete choice question—‘Are you willing to contribute labour
and/or money to tsetse control?—and followed positive responses with open-ended
questions about the amounts he/she was willing to contribute per month. The resulting
estimate of maximum willingness to contribute may have contained a downward bias.
Comparative studies have generally found that studies that use open-ended elicitation
techniques result in lower measures of willingness to pay than studies that use closed-ended
techniques (Walsh et al. 1989; Kealy and Turner 1993; Kriström 1993; McFadden 1994).
Arrow et al. (1993) recommend that contingent valuation studies use dichotomous choice
or referendum questions in which the total sample is divided into a discrete number of
sub-samples and each sub-sample asked whether or not they would be willing to pay a
specified amount for the change from Qj to Qk. They respond either yes or no (Kramer et al.
1995). The referendum method was not used in this study (conducted before Arrow et al.
1993 was published) because it would have required much more pre-survey analysis to
establish the likely range of responses and a much larger sample. Both of these would have
substantially increased the costs of the study. In this case, the total population was small
(859) and perhaps a full census could have been justified.
Conclusion
A previous analysis of the contingent valuation data from Ghibe focused on the
simultaneous nature of people’s responses to the questions about willingness to contribute
labour and money (Swallow and Woudyalew 1994). In that analysis, we used three-stage
least squares to estimate a two-equation system; willingness to contribute labour was a
function of willingness to contribute money and vice versa. The full sample was used to
estimate the two-equation system. It has since been pointed out that the estimated
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coefficients may have been biased, however, because of the inclusion of zero responses,
especially for willingness to contribute money (29% zeros). In the analysis presented here,
therefore, we opted to treat the money and labour responses as independent and used the
Heckman’s two-step estimation procedure. The Heckman’s results separate factors affecting
type of contribution (whether the person is willing or not willing to contribute labour or
money) from level of contribution. It was not possible to incorporate the simultaneity effect
in this formulation of the empirical model. And the approach did affect the results; for
example, gender was a significant determinant of level of money contribution in the
three-stage-least-squares model but not in the Heckman’s model; participation in groups,
age of household head, and proportion of oxen in herd were significant determinants of
labour contributions in the Heckman’s but not in the three-stage-least-squares model.
For the above reasons, it has been argued in this paper that the contingent valuation data
do not lend themselves to estimation of the total value of the tsetse control trial to the local
population. Estimates of total benefits should instead come from other sources. For
example, at the study site described here we have gathered a time series of data on animal
health, productivity and livestock numbers to evaluate the productivity impacts of
trypanosomiasis and tsetse control. These data will be used to derive a better estimate of the
benefits of tsetse control.
Finally, it is concluded that contingent valuation can be a useful research technique
when integrated into a participatory research approach. Chambers (1992) discusses some of
the participatory techniques that might be employed along with contingent valuation in a
participatory approach. When engaged in a process in which their knowledge and opinions
are acknowledged as being important, villagers are likely to find survey questions less
intrusive and be more willing to consider contingent valuation scenarios.
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Introduction
Who benefits? A question in question. ‘How can we improve the chances of technology
adoption?’ ‘How can we ensure that the benefits of a new technology accrue to those for
whom it is intended?’ These deceptively simple questions animate much of the social
science effort in rural development that is now routinely mandated by agricultural
research and extension institutions. To ask who should benefit from a given technological
intervention, while indispensable from an ethical point of view, may nevertheless be to
put the cart somewhat before the horse—unless, that is, it is paired with the question of
who, in this particular place, with this particular distribution of power and resources,
probably will benefit. Answers to this second question are usefully pursued from a broadly
anthropological perspective and methodology.1 An anthropological approach typically
builds upon two essential, if complementary, analytical strategies. The first seeks to break
apart those broad, universal social categories that development professionals usually gloss
as ‘targets’ for the beneficiaries of technology. The second strives to discriminate key
relations of power and link them to the fine ‘hairs’ of social process. Anthropologists are
concerned in showing how such relations and processes operate within recipient
communities as well as between such communities and the institutions that develop and
deliver technologies to them.
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1. Anthropologists, of course, use a very wide variety of methodologies in the service of an equally wide range
of problems. Still, the anthropological perspective is usually distinguished by greater attention to
small-scale units of analysis that are consistent with the perceptions and experiences of the people being
studied.
Targets and hairs
‘Targets’ can be of two kinds. They can be abstract ideal goals or they can be categories of
people who are supposed to participate in, or benefit from, the technology or project in
question. New trends in ‘participatory’ development research and management have done
little to alter the targeting reflex. While ‘participants’ theoretically may be self-selected, they
are always already targets of some plan that identifies them, thus conceiving them to be
potential subjects of the general development process, or objects of a more particular
intervention.2 This paper is primarily concerned with the latter concept of ‘target’. ‘Hitting
targets’, in the sense of addressing the right set of constituents or beneficiaries, and
empowering, entitling or enriching them in ways that have been foreseen.
‘Hairs’ connote very small and integral things that are hard to distinguish from the mass
of others, like themselves, with which they are entangled. When natural scientists involved
in the development of agricultural technologies accuse anthropologists of ‘splitting hairs’,
they are normally implying that the latter are making overly fine distinctions instead of
generating useful generalities. Rather than satisfying themselves with disentangling the
knots of social organisation and customary practice, anthropologists are often charged with
dismantling the essential conceptual units, which are indispensable for any comparative
discussion of society.3
The case study that follows is intended to evoke the tension between ‘targeting’ as an
apparently inescapable way of organising development research and practice, on the one
hand, and the ‘hairs’ of local social process, on the other. I argue that it is only by continually
‘splitting’ targets—by breaking down, in other words, the conventional and monolithic
categories into which the beneficiaries of research are typically compressed—that
anthropologists and other social scientists can best act as advocates for those who might
otherwise be victims of a still rather crudely designed, yet very powerful development
machine. Moreover, it is suggested that only by consistently ‘hitting’ hairs—that is, by
locating the fine distinctions and unities that make a difference at a particular moment in
time in the societies with which we interact (and are hence in an important sense a part
of)—that we can contribute to the ongoing dialogue between those who strive to develop and
disseminate technologies and those who make them ‘appropriate’ by putting them to use.
The discussion below derives from my experience as an anthropologist working with the
International Centre for Living Aquatic Resources Management (ICLARM) in Bangladesh
on a number of aquaculture technology transfer initiatives between July 1992 and
September 1994. The work that I will draw upon here emerged from a set of intensive
studies of NGO-sponsored groups that were leasing or sharecropping private and publicly
owned water bodies. These groups—selected from nominally ‘landless’ farmers—constitute a
subset of the larger category of potential ‘small-scale fish farmers’ or ‘pond-owners’ targeted
by the national fisheries research and extension institutions for technology transfer. In
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2. Chambers (1993, 56) wrote: ‘The challenge is then… to introduce and use PRA [such] that the weaker are
identified and empowerment and equity served’ (emphasis mine). See also Wood (1985, 1994).
3. These days, for example, anthropologists often argue that rural households have divided interests, that the
individuals in those households have contradictory motives, and that the motives themselves are often
evanescent or unconscious, and always a product of specific histories and contexts (see Berry (1993) and
Hobart (1993) for an exemplary set of such arguments).
trying to understand the dynamics underlying sustainable fish culture adoption by these
groups and the distribution of benefits that adoption made possible, it was essential to
dispense with assumptions about the uniformity of the ‘target’ population and its
relationship to the resources required to raise fish and retain the benefits over more than
one season. Particular sensitivity was required with respect to three entangled ‘hairs’ of
social process:
• the ways in which politics are allied with relations of pond tenure over historical time
• the articulation of different aquatic property regimes in time and space and
• the ways in which kinship, class and gender govern access to, and control over, the
natural and human resources required for semi-intensive aquaculture.
It is argued here that attention to these elements of social process can be of immense
value in any applied social science effort intended either to promote, or to assess the impact
of, agricultural technology adoption. Before demonstrating the utility of this approach with
respect to NGO pond-management groups in Bangladesh, however, it will be helpful to
briefly review the ecological, historical and jural–political context. This context is central to
understanding why improved aquaculture technologies have been disseminated so rapidly
and so extensively over the last decade in Bangladesh, and why pond-leasing with NGO
support has become one of the salient features of the rural development landscape in the
last few years. This overview will be followed by a discussion of what micro-level research has
revealed about differences between and processes within NGO pond-management groups.
The paper concludes by showing how the research was able to produce a set of practical
recommendations that NGOs can take into account in selecting participants, communities
and ponds for technology transfer and for enhancing the likelihood of sustainable
adoption. The overall aim is to show how an anthropological approach can help to resolve
the apparent impasse between the need to ‘target’ beneficiaries and the importance of
‘splitting hairs’ in analysing who those recipients are or who they ought to be.
Ponds as property: Legal and historical
perspectives
With two-thirds of its area classified as permanent or seasonal wetland (Farooque 1993,
231), Bangladesh is perhaps the quintessential aquarian state. The Gangetic deltaic region is
carved and recarved by the major and minor rivers, and interspersed with perennially wet
basins. The more shallow of these are known as beels, and the deeper ones are known as
haors. One inland aquatic resource, however, is almost a uniform adjunct of human
settlement and that is the homestead pond. Although statistics vary, there are probably well
over 1.5 million homestead and community ponds and ditches in Bangladesh.4 Current law
governing pond usage and tenure reflects the contradictory impulses of government to
maximise revenue from resources that lie in the public domain, on the one hand, and to
achieve welfare goals with political benefits on the other. The dramatic increases in
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4. Khan (1990) estimated that 1.69 million ponds and tanks, totalling over 136 thousand hectares or 10% of
the total inland water area excluding flooded paddy fields.
production and net revenue that have been achieved through semi-intensive fish culture
have made the law both a constraint and an opportunity. The key question for ICLARM
researchers, as well as for scores of governmental and non-governmental organisations in
Bangladesh is: What kinds of opportunities exist in aquaculture for those without access to
other forms of land property?
All water bodies larger than 8 ha are currently owned by the government and managed
by the Ministry of Land through a system of lease settlement by holding auctions aimed at
generating revenue. Deputy Commissioners at district level are charged with executing the
auctions and lease agreements. Seasonal depressions and riverine areas are leased on a
year-to-year basis, while permanent water bodies are auctioned for three-year leases (Huq
1993, 215). From the mid-1980s onwards, eligible bidders were limited to ‘fishermen’s
co-operatives’ although the authenticity of these organisations is, generally, open to
question.
The use of public water bodies to generate revenue for the state dates back at least two
centuries to the advent of British suzerainty over land in Bengal. Since water
bodies—jalmahals—were attached to lands, they came under the system of intermediate
revenue tenancies established by the British under the Permanent Settlement; that is,
landed estates, and the water bodies they contained, were allocated to zamindars in
perpetuity so long as taxes were paid. The zamindars allocated sub-tenancies in turn to estate
holders who might also act as revenue collectors, granting them either an absolute
occupancy right or a usufructuary right. All told, at the time of partition in 1947, over 90%
of Bangladesh (then East Pakistan) was under private settlement (Farooque 1993, 233).
When the zamindari system was abolished in 1950, granting ownership rights to legal
occupants of the estates and providing for an upper limit on landholdings, all fisheries were
designated non-retainable and reverted to state ownership. Although excavated ponds and
tanks were excepted, many of the large zamindari community ponds fell under local
government jurisdiction following the departure of their former owners for India.
These smaller, closed water bodies (between 1–8 ha), that often functioned as water
reservoirs or ‘tanks’ for community use, are managed with the same objectives as larger
water bodies, but by local authorities at the Thana (i.e. sub-district) level of government.
Predictably, at this level different kinds of actors and agendas come into play. Any water
body smaller than 1 ha that is not privately owned is in the hands of the Union Parishad, the
lowest formal level of local government.5 At this stage, a curious series of welfare rules come
into play that reveal something of the moral dimensions of common property management
and how these actually interfere with the reallocation of resources to the landless poor.
Under the 1988 revisions to the East Bengal Tank Improvement Act of 1939, lease access is
granted to social estates in the following order of priority:
1. organised fishermen
2. organised landless persons
3. social welfare organised co-operatives of the locality
4. Freedom Fighter’s Associations and
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5. Because responsibility for revenue collection and management is separated into the Ministry of Land and
the Ministry of Fisheries, respectively, inter-ministerial conflict frequently prevents the pursuit of a
harmonious management policy (O’Reardon 1993, 6).
5. women’s groups.
Conflicting legislation, however, specifies that no lease arrangement shall deprive the
public of access to such ponds as a common source of water for domestic uses. This is
occasionally invoked to prevent or delay the allocation of an NGO-sponsored group that has
made a bid on a pond.
Good technologies, misconceived targets
Much of this background to the legal, historical and managerial context of ponds was well
understood by local aquaculture scientists and economists when improved fish culture
technologies were actively being tested and extended to farmers. The opportunities in
Bangladesh seemed both unlimited (the potential increase of fish production per unit water
area was five-fold or more), and appropriate (given the increasing scarcity of access to land
and protein). Given these high expectations, failure to meet anticipated targets (both in
terms of fish output and beneficiaries) proved puzzling. Aquaculture scientists in particular
have been frustrated at the failure of ‘farmers’ (the target group) to take heed of the package
of advice on offer. Ponds are still routinely overstocked, fish are underfed, the mix of
cultured species are insufficiently diversified to take advantage of the pond’s available
feeding niches, and predatory wild fish are allowed to remain in the pond where they eat the
newly stocked hatchery-bred fish seed.
More recently, aquaculturists have begun to recognise that fish farmers may have
competing production goals, and that these may account for their inability to adopt the
package. As a corrective measure, a number of scientists are now working with
interdisciplinary farming systems teams in order to identify constraints and opportunities for
channelling on-farm resources and by-products into the pond.6 But the typical aquaculturist is
still excited by fish, and disappointed when they are not the farmer’s priority.
Economists, equally puzzled, have tried to look for hidden causes of the lack of interest
in maximising the use of ponds for fish production. The pioneering studies (Gill and
Motahar 1982; Mahbubullah 1983; Khan 1985, 1990; Islam and Dewan 1987) were most
concerned, as one might expect, with the costs and returns of semi-intensive fish
production. But they were also sensitive to the competing uses for ponds and the resulting
opportunity costs for intensifying fish culture; and they noted as well the social and
environmental risks that pond operators calculated before investing in fish. These included
theft, flood and interpersonal conflict with co-owners or co-users of the water body in
question. But these observations still implied a kind of global and homogeneous target—a
‘Bangladeshi fish farmer’—with an equally undifferentiated set of individual propensities
and imagined social constraints.
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6. The role of ponds in the overall farming systems in Bangladesh has changed together with such factors as
increased irrigation demand and the availability of alternative tubewell technologies; the declining
availability of wild fish; and the ongoing processes of division through inheritance and consolidation
through lease or purchase. Cultural shifts have attended these changes: whereas any association with fish
production and trade once bore a social stigma, it is no longer rare to find a man of wealth and status
engaging in fish culture for profit, and even handling the net himself.
Accounting for conflict
Since 1980s, when economists carry out these seminal studies, ponds and other small water
bodies have become much more attractive for investment. This has two primary causes—on
the one hand, the scarcity of wild fish and the growth of urban middle class demand have
combined to raise market prices; and on the other, the increasing availability of hardy,
fast-growing exotic species has made fish culture more profitable. The success of shrimp
farming has led investors to think more about pond fish culture as well. The result of this has
been that many potential conflicts around water bodies which were only latent, became
manifest when the value of the water resource began to increase due to these factors. Theft
of fish, as well as tension among the related co-owners of ponds, surface again and again as
the primary forms of expression of these conflicts.
References to these kinds of conflicts usually arise when people discuss the reasons for
the failure of pond fish culture to reach its potential. The question continues to be the
conventional ‘How can we get farmers to produce more fish?’ rather than the more creative
‘Who should benefit from all the fish that could be produced?’
The NGO solution: Leasing ponds for the poor
The NGOs in Bangladesh have been the ones to look specifically at practical social
engagement as a means of overcoming these perceived social constraints. On the face of it,
they seem to have devised ingenious ways of cutting through an apparently insoluble tangle
of custom and law that lies in the path of improved productivity and efficiency, particularly
in common property khas (i.e. public) ponds as well as in those with multiple shareholders
who are perpetually at odds with one another. The solution they have come upon is to lease
ponds, in full accordance with the provisions of law, on behalf of groups of people with few
or no land assets, and with the culture of fish the primary object of financial interest.7 This
solution appears to overcome the perceived ‘natural’ obstacle of common ownership by
vesting temporary proprietorship in a sole ‘corporate’ investor with undivided interests.
Because the balance of opportunities and power between rural social classes is at stake, there
are strong political overtones to these initiatives. These should not be underestimated with
respect to khas ponds in particular, since the poor often feel that they have a strong moral
claim on access to these resources.
Except in a few cases (e.g. Kramsjo and Wood 1982), virtually no research to date has
shed light on the complex relations of class, kinship, gender and power that give shape to the
everyday and long-term management and control over aquaculture resources. Even the
NGOs themselves, whose fieldworkers are intimately acquainted with the social
complexities that under-gird success or failure, have few analytical tools at their disposal for
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7. A recent FAP (1993) survey identified 96 local NGOs extending pond fish culture to their members, along
with 2 national NGOs (BRAC and PROSHIKA), the Grameen Bank, and 8 international organisations
(such as CARE). Coverage over the country is nearly uniform. The number of ‘groups’ practising fish
culture ranged as high as 1731 in the case of PROSHIKA with 32,244 member beneficiaries. Obtaining
leases from government or private owners was identified as a major problem by two of the largest NGOs
(BRAC and MCC); intervention by local elites was considered a problem even more frequently.
making sense of these differential outcomes and for using their understanding to think
through practical, context-sensitive solutions.
NGO pond management groups:
Studying process and conflict
In research carried out during the 1993–94 fish culture season, a sample of NGO supported
pond management groups was selected for intensive study over a full annual cycle of fish
production. The study covered the changing dynamics of gender and class relations within
and between groups and their constituent households as they organise themselves to
contribute resources for fish culture. Relations between the groups and the communities of
which they are a part were examined in order to trace the origin and pattern of conflict over
access to the pond and related resources. The ways in which the NGOs recruit, support and
sometimes undermine the fish culture groups formed under their aegis were examined.
And finally, the politics of local leadership and patronage in relation to the long-term
success of the groups in retaining access to resources over time were also studied.
The research was carried out in two broadly contrasting agro-ecological regions, namely
the Madhupur tract north of Dhaka in Gazipur District (Sreepur Thana), and the lower
rainfall region of the Northwest (Thakurgaon, Dinajpur and Nilphamari districts). In
Sreepur, we studied two groups supported by Proshika MUK—one female group leasing a
private pond (from the husband of the group president); and one male group leasing a khas
pond. In the Northwest, we studied five groups working under three NGOs. Two are leasing
large khas ponds (a male guchchogram, or ‘model village’, group in Nilphamari, and a female
group in Thakurgaon) and the other three—all sub-groups of Hindu women in Dinajpur
district—are essentially sharecropping or individually culturing homestead ponds that
belong to male relatives.
The research attempted to get behind the featureless face of the ‘target groups’ as
constituted in NGO programme plans, and to use a set of conceptual tools that might
fracture or split those ‘targets’ into a set of more meaningful relations. In particular, when
looking at how NGO groups accessed and managed ponds and related resources for fish
culture, we looked for the gendered quality of property relations,8 and the tension between
social class and various self-identified collectives such as households, lineages or groups.
Property relations and gendered resource
pathways
The research sought to examine property rights and struggles at various levels. The sources
of large-scale dramatic conflict, such as those that often attend large khas ponds and their
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8. It is striking that there is virtually no published work on fishpond management in Bangladesh that I am
aware of with a specific focus on gender relations, although some studies discuss ‘female fish farmers’.
surrounding lands were sought, but so were the sources of struggle over the disposition of
more mundane resources required for improved fish culture, e.g. manure, rice bran and
duckweed. It is important to stress that both levels are equally important. While to a
fisheries scientist on station it may seem that cow or chicken manure is a free and infinitely
available resource, to a land-poor family it is a scarce and costly resource that must be shared
out between paddy field, garden, pond and the hearth. Like almost everything else—even
duckweed in some contexts—these resources have their price.
Water bodies, like all natural resources, are gendered as soon as they become objects of
interest to human society. Conventional activities such as washing clothes and utensils or
washing cows and buffaloes are easy enough to envision in gendered terms, but when fish
culture is introduced or intensified in a pond, a whole series of new resources need to be
accessed, each along a distinctly gendered pathway, each of which represents a diversion
from another possible use (Ferguson 1992). Thus, cow dung that might have gone to the
fields, instead goes to fertilise the pond. Rice bran that might have fed poultry now goes to
feed fish.
The complexity of these sorts of resource pathways and the decision-making processes
they imply grows as more households become involved in culturing a pond. But this is only
true up to a point. Large NGO groups often solve the problem of complexity by formalising
the process of resource allocation to the common enterprise, a strategy that can make it
easier to apportion responsibility for resources. There are probably hundreds of different
ways of doing this. Both of the Proshika groups studied in Sreepur, for example, have
adopted formal routines for ensuring that resource contributions are equitably withdrawn
from individual households. The women’s group requires each member to appear with an
agreed upon sum of cash or with a specified quantity of a particular input (such as rice bran)
at each meeting. The men’s group, in contrast, essentially relies on purchased
inputs—primarily chicken feed waste acquired from a nearby factory, the routine purchase
of which can be delegated to a member who drives a rickshaw.
Property, class and collective interests
It is often imagined that those types of property we call ‘private’ are under the exclusive
control of an individual. But private control implies a right exercised in relation to, or
against the interests of a community of others. Ponds in particular provide apt illustrations
of how complex the exercise of those rights can become.
The first illusion to be disposed of in the context of property relations in rural
Bangladesh is that either the household or the patrilineage (gusti) represents a natural
collection or unity of interests. Frequently, interests of spouses are directly at odds. Take the
case of one of the study ponds in Dinajpur, for which two women—co-wives of the same
husband—received training and input support from a small, local NGO (Box 1).
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One of the households in the Sreepur women’s group presents another illustration of
conflict between spouses (Box 2).
In yet another of the Dinajpur groups, one conjugal unit ended up uniting against the
others of the same gusti (Box 3).
These kinds of conflicts are not limited to the distribution of the fish harvest and the
income it makes available, but extend to the control over natural resource inputs as well.
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Box 2: Group member challenges her husband’s interdiction
Here, all group members decided to contribute 2 kg rice to accumulate
a group savings fund for a fish culture project. One member’s husband
became furious and barred her from contributing to the project or
participating in its group activities. She circumvented his orders by
secretly saving handfuls of rice until she could meet her quota and thus
maintain her interest as a shareholder in the pond.
Box 3: Husband induces member to undermine her group
In this case, the wives of several gusti members shared the management
of a pond that belonged to one of their husbands that had been lying
uncultured. But the owner’s wife, under pressure from her husband,
ended up harvesting most of the fish to serve to relatives and visitors
before the designated harvest time, and the other households received
nothing. Now the member households are not on speaking terms with
one another and the joint management of the pond will not be
undertaken again.
Box 1: Husband appropriates pond management and fails
Here, the husband has mismanaged an extremely successful small
household pond. After the fish were harvested, he not only took control of
decisions regarding how to spend the money earned; he also unilaterally
determined that he would take over the pond management himself.
However, after stocking a single species of poor quality fingerlings at twice
the overall stocking capacity of the pond, and watching the results (the fish
all died), he was forced to concede that he had no expertise, and he agreed
to delegate the work to his wives again.
Many of the women in our study groups from households owning or sharecropping some
land reported that their husband tried to reserve manure for the land rather than allowing it
to be used in the pond being managed by the group their wife belonged to. Nevertheless,
because women (and children) collect the manure, there are ample opportunities for
circumventing this injunction as well.
These cases should be sufficient to call into question the presumed solidarity of the
household or gusti with respect to resource use, as well as that of the NGO-sponsored group.
The presence or absence of subtle class distinctions within the group seems to be a central
factor here (Box 4).
The pond-owner and his wife (the group president) have since repossessed the pond for
their own use two years short of the lease expiry date, an outcome that could have been
predicted had the class differences within the group has been seen before the lease was
arranged.
Implications for practice
What difference does it make if these sorts of fine distinctions are known? Those engaged in
research related to technology adoption will justifiably argue that the test of applied social
science research is its utility. What has the anthropological research strategy discussed above
yielded on this score?9
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Box 4: The status of the group president’s husband
In the women’s group studied in Sreepur, the president of the group
was the wife of the pond owner, a man who also owned about a hectare
of land. It was only through a protracted and determined struggle with
her husband that she was allowed to breach her obligation to observe
purdah in order to organise and attend meetings away from home. Her
household’s status, their control of the pond, and their links with local
elites have both strengthened the group as a whole and weakened the
relative position of the other group members. These other members,
while linked to the president’s household through ties of real and
fictive kinship, are largely servants of wealthy households or wage
labourers.
9. The following discussion is drawn, with some modifications, from material originally presented in Worby
and Karim (1994). It should be noted that the cost of this kind of research can be much less than large-scale
surveys that measure aggregate rates of technology adoption, resource use and productivity, and yet can be
much more ‘productive’ in terms of yielding practical recommendations for NGO use. The work reported
here required approximately nine-months of fieldwork by two novice anthropology graduates with MA
qualifications from local universities.
Matching ponds and management groups
NGOs that are engaged in rapidly extending improved, low-cost fish culture technologies to
landless clients need to help those clients select appropriate ponds for lease and sometimes
for re-excavation. Also, khas ponds, and the groups that are organised to manage them, must
‘fit’ together. This means that even though a technically suitable pond may be available for
leasing, the NGO must ensure that there is an appropriate group to manage it before
seeking a lease. Conversely, the enthusiasm a group may show for engaging in fish culture is
a necessary, but not sufficient indicator that they can easily culture a given pond, as the
following case from Nilphamari District indicates (Box 5).
In contrast, groups formed from communities that have established themselves around
khas ponds and defended their rights to remain there for many years normally have strong
support from at least one faction of village leaders and landlords, and less fear of eviction
should they show evidence of success. NGO groups must consider different criteria in
selecting family ponds for fish culture. Ponds owned by group members themselves, their
husbands or other relatives might be the easiest to obtain for fish culture. However, because
relatives will usually try to make special claims (with regard to management decisions,
distribution of fish or disposal of income), such ponds may not be the best choice unless
there is a clear lease agreement. If possible, individual owners should culture their
homestead ponds. Group members that do not own ponds or ditches may look for a nearby
pond that is not claimed by relatives, to lease. Distant ponds that cannot be guarded by
group members themselves (or reliably by their husbands) should never be selected.
Other considerations of group size and composition apply as well. Small management
groups should be encouraged, especially among women, but not where one member (or
their husband or relative) has a special interest in the pond. If group members are able to
make complementary contributions of inputs, (such as manure, rice bran, duckweed,
labour etc.) there should be very clear agreement beforehand about how their contribution
will be measured and how they will be compensated.
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Box 5: A khas pond group with little security
Although this guchchogram ‘model village’ group has a long lease, the
landless group members are both insecure and without established
mechanisms for co-operation because they were selected from diverse
communities by the NGO. The pond around which they have been
resettled is an island in a sea of rich, powerful landlords. This means
that beyond managing their pond and fish they must constantly be
wary of efforts to erode their rights to embankments where they have
built their homes and pond-side gardens.
Lease or share arrangements
Once a group is matched with an appropriate pond, it must secure tenure from the owner or
the local authority in exchange for a lease fee or a share of the fish. In the case of khas ponds,
lease agreements are always tied to local politics. As a result, it is important to have a full
understanding of the motivations of the local leasing authority, and of the possibility of
other powerful interests intervening (and even invalidating an agreement) before the group
takes on a lease.
Homestead ponds provide a slightly different set of problems, since here the politics of
resource access within domestic groups are salient. Such ponds are usually the locus of
complex, and often competing and unresolved claims by owners and their relatives over
rights to various pond uses and products. In this case, parties to the lease should be clear
about which ‘layers’ of use rights the owners and other community members will retain with
respect to the pond and its embankments while fish culture is going on. Moreover, it makes
sense to avoid share agreements between NGO members and pond owners since it is often
difficult to secure agreement on how much was spent and how much was harvested by the
end of the season.
Gender relations and pond management
The gendered quality of rights in resources in Bangladesh has obvious implications for pond
selection, management, harvesting and marketing strategies. Although NGO-sponsored
management groups are always either exclusively male or female, it should be recognised
that both men and women will, even if only informally, be jointly contributing to pond
management, although the exact division of labour and responsibilities will differ
depending upon the social and economic circumstances of the group. In rural Bangladesh,
women are usually able to manage the pond more effectively on a daily basis because they
have more knowledge and control over on-farm resources such as manure, rice-bran,
duckweed, vegetation and compost that serve as aquaculture inputs. Married women also
generally spend more time near to the pond than their spouses. Men, on the other hand,
have socially recognised access to public markets that women do not; they may also feel more
secure guarding ponds at night, although women from female-headed households may also
be encouraged to take on these tasks in small groups. When demand is high, women’s
groups may be able to sell their fish at pond side, avoiding formal marketplaces and
intermediaries, altogether.10
Conclusion
Among the several analytical approaches reviewed in this paper, I will conclude by
highlighting three that seem to be especially relevant both for practical efforts at fish culture
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10. White (1992) provides an important critique of the widespread notion that women in rural Bangladesh are
excluded from market transactions, noting that women predominate in what she calls ‘minor markets’ that
circumvent public marketplaces.
extension through NGO-sponsored groups, and for rethinking more generally the
relationship between ‘target’ specification and technology transfer.
Analysis of property regimes
We have seen that ponds (like grazing lands, forests and sometimes fields) are the locus of
complex property regimes in which common rights are usually claimed alongside private or
state rights. This implies that any exclusive claim that is asserted over a pond for fish culture
will usually generate social conflict, or at least the renegotiation (whether amiable or
antagonistic) of rights and relationships with respect to the resources involved.
Assessment of variable resources availability
The on-farm resources that go into fish culture (as into other low-input integrated
technologies) are not necessarily accessible for those who are expected to make use of them.
More often, they are simply not available except at prohibitive cost in terms of time or
money, or else they are subject to competing demands that may arise from within or outside
the household. Resource access varies widely according to regional differences in seasons,
rainfall, soil types, crops and fuels. It varies as well according to the class position and
occupational activities of NGO group members and their families.
Assessment of differential resource access
Gaining access to resources, and making decisions about how they are to be used, involves
processes strongly inflected by gender and class. Access to resources by women (in the sense
of day-to-day management) may, but does not necessarily, imply women’s control over how
they are used. Ties of kinship and cleavages (or ties of patronage) between classes
characterise most NGO pond management groups and do so in ways that have
consequences for resource access, resource use and distribution of benefits.
Finally, I recommend that those with professional anthropological training need not
exclusively seek the perspective and the objectives outlined here nor should they crowd out
research questions and initiatives taken by other disciplines in the natural and social
sciences. What it should provide, rather, is a set of critical orientations that might usefully
reframe the kinds of questions that development researchers—whether local or
international, governmental or non-governmental—ask about the communities they
imagine themselves to be serving, and about ‘who benefits’ from the technologies they are
hoping to transfer to those communities.
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Introduction
The population of semi-arid West Africa is growing rapidly. In this region, livestock are found
predominantly on smallholder mixed crop–livestock farms. The region is also experiencing
rapid urbanisation that leads to expanding urban markets for farm output. Growing population
pressure and food demand are increasing the value of land, crops and livestock. As these mixed
systems evolve in response to increasing population pressure and growing markets, livestock can
play an important role in increasing farmers’ incomes and in making these systems viable in the
long run. This paper addresses the following problem: with increasing values of land, crops and
livestock in the semi-arid region, what happens to the livestock component? The conventional
wisdom is that abundant land in more remote areas is more conducive to livestock development
than where human population densities are higher.
In the general theory of the evolution of livestock systems, the shift is taking place from
pastoral and agropastoral systems to mixed systems (Figure 1, Stages A to B). As much of
semi-arid sub-Saharan African agriculture can be characterised—now—as low input mixed
systems, the focus of this paper is the path subsequent to such systems (Figure 1, Stages B to C
and D, and Stages B to E). Analysing the next step in the livestock system evolution should be
very useful to researchers and policy makers. We present a conceptual framework based on the
argument that as population pressure increases, most crop systems will need to raise land
productivity with higher input levels while in some areas there will not be economic incentives
to intensify crop or livestock production. We test our theory with programming of the
prospective technology introduction process for two of these traditional mixed farming systems
and incorporate policy recommendations with further analysis of some of their effects.
In this paper, we discuss the anticipated changes in the mixed systems in semi-arid areas,
including the evolution of livestock production and the factors driving this process. We
then discuss the contrasting conditions at the two study sites—Libore and Kouka in Niger. A
Discrete Stochastic Sequential Programming (DSSP) model is then presented with
empirical evidence regarding the potential at the two sites for livestock development.
Further improvements in crop–livestock integration are then discussed as alternative
strategies to livestock intensification, as well as the substitutability and complementarity of
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livestock and crops in these mixed systems. Finally, the conclusions address appropriate
policy, the type of research required and development implications.
Evolution of livestock systems in semi-arid West
Africa
Livestock systems in sub-Saharan Africa are in evolution—responding to the pressures of
population growth and market opportunities. First, the pastoral and agropastoral systems
turn into mixed crop–livestock systems (Figure 1, Stage B) as population pressure reduces
communal grazing rights and increases the violence levels between farmers and herders. In
West Africa, the pastoral livestock systems have traditionally been located in the lower
rainfall zone (Figure 1, Stage A). Pastoralism is synonymous with transhumance in the arid
and semi-arid zones of the Sahelian countries. Migration enables cattle to take advantage of
the crop residues in the higher rainfall regions. The pastoralists’ base of operation is then
the very dry region beyond the predominant crop zones. They practice some subsistence
production of millet and cowpeas, but their principal activity is herd management.
As permanent farming settlements have increased in the higher rainfall zones around
traditional water sources, transhumance has become more difficult. Property rights
conflicts between these traditional herders and crop farmers have been increasing. From
observing the settlement patterns of the more innovative Fulani pastoralists and the
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A. Subsistent pastoralism
and agropastoralism
(Low input)
B. Semi-subsistent
extensive integrated
(Low external inputs)
C. Semi-commercial
intensive integrated
(High external
inputs)
D. Commercial
intensive specialised
(High external
inputs)
E. Commercial
extensive specialised
(Low input)
Cow–calf operations
Population pressure
Access to markets
Rainfall limiting
to intensification
Rainfall conducive
to intensification
Rainfall
Figure 1. Development pathways of agricultural systems in semi-arid West Africa.
increasing violence between herders and crop farmers, continued transformation of the
herders into the predominant mixed farming system is projected (Figure 1, Stages A to B).
Pastoralists have been moving into the higher rainfall regions of the Sahel, during the
extended periods of drought in the 1970s and 1980s and becoming sedentary (Sanders et al.
1986; Bourn and Wint 1994). When these herders settle in the higher rainfall zones, they
evolve into agropastoralism, i.e. they grow crops during the rainy season as traditional crop
farmers, but maintain much larger herds.
The next step in the evolution process after the low input, mixed farming system is to
either intensify crop–livestock systems (Figure 1, Stages B to C) or to move to more extensive
livestock systems (Figure 1, Stages B to E). In the traditional, mixed systems in the semi-arid
zone, arable land was historically abundant relative to labour. Extensive crop production
relying on a bush fallow system for soil rejuvenation was practised with minimal cash inputs
and little management. Livestock and crops played complementary roles with animals
mainly feeding on natural pasture or crop residues while producing manure and providing
traction power for crop production.
Rapid population growth, meanwhile, has been taking place in many semi-arid areas due
to the lower human and animal disease pressure than in the humid and sub-humid zones
and the improved disease control across rainfall regimes with economic growth. The first
response to increasing population pressure is usually an expansion of cultivated area to
maintain per capita crop output (Boserup 1965, 1981; Ruthenberg 1983). Unfortunately,
fallow periods for maintaining soil fertility on cropland are declining or disappearing in
many semi-arid areas, and pastureland is being put under crop cultivation (Peyre de
Fabreques 1986; McIntire et al. 1992). Continuing population growth eventually reduces
farm sizes as land becomes more constrained. Land becomes limited in quality as well as
quantity as the fallow system breaks down and cropping is extended onto the less fertile
lands previously used for grazing. As yields decline and the supply of land becomes more
limited, the potential returns to more intensive crop production practices increase.
A critical factor influencing crop intensification is the profitability of inorganic fertiliser
use. This profitability is determined by rainfall, population pressure and access to markets.
The use of inorganic fertiliser is increasing in the sub-humid region of West Africa where
rainfall is sufficient for the combination of fertiliser with higher value crops to be highly
profitable. Here the land constraint, both quality and quantity, and the profitability of
intensified crop production result in fertiliser replacing or being combined with manure in
farmer strategies to maintain soil fertility (Sanders et al. 1996, Chapter 4). This process is
also taking place in the southern relatively higher rainfall areas of the semi-arid region of
West Africa (Sanders et al. 1996, Chapters 5 and 6). With water retention, the use of
fertiliser can often be pushed further north into the drier regions (Sanders et al. 1996;
Shapiro and Sanders 1997).
In mixed systems, as long as the complementarity of livestock–crop interactions
outweighs the competitive aspects, intensification of both crop and livestock can occur in
response to growing population pressure (McIntire et al. 1992). In these mixed systems
there are two predominant factors encouraging livestock intensification. Population
pressure can reduce the communal grazing area increasing the incentive to move to
intensive forage production with fertiliser use. Market growth makes intensive milk, egg,
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poultry and seasonal intensive ruminant production (such as sheep for Tabaski) more
profitable activities. Where market opportunities increase sufficiently for livestock, the
systems can even turn into intensive livestock systems with minimal crop activities.
System dynamics can also lead to a deterioration and ultimately a return to extensive
livestock production (Figure 1, Stages B to E). Increasing population pressure, inadequate
water availability and a poor economic environment (low output prices and high input
prices) can result in the lack of profitability of using fertiliser on cropland. As such, yields
and incomes decline. Ultimately as the opportunity costs of farmers increase outside of
agriculture, they leave the farms and area consolidation for extensive livestock production.
Therefore, one critical factor in the livestock development path is where fertilising
croplands become profitable. Without this increase in land productivity, the system
declines as soil fertility is exhausted. With use of fertiliser on croplands and evolving
markets for livestock products, the intensive livestock systems become profitable to farmers.
Note that we are neglecting the demand driven intensive livestock systems. Here new
products become so important to urban consumers that some farmers become intensive
producers of milk, eggs, poultry or even seasonally fattened sheep. They may then stop most
crop activities except those that support the livestock activities (Figure 1, Stage D). In
contrast, our focus here is on those changes primarily induced by the supply side shifts
rather than the demand shifts associated with economic growth and with proximity or with
good access to major urban areas. As fertiliser is used on crops and crop production becomes
more specialised and market oriented, farmers will have a learning-by-doing effect about
both new technologies and the operation of output and input markets. This new knowledge
can then be applied to livestock production. For example, after increasing sorghum and
millet yields in the relatively wetter portions of the semi-arid regions West Africa, the same
reason for decreasing availability of quality land could encourage farmers to fertilise their
forages (Figure 1, Stage C).
The study sites
The two research sites in Niger are at Libore and Kouka. Libore lies farther south in the
region and has higher average rainfall (570 mm) than Kouka (430 mm). Libore also has far
better market access for crops as it is only 20 km away from the site of the largest urban
market, Niamey. The southern site at Libore is also representative of similar sites in the
higher rainfall Sudanian zone where there is market access. Millet–cowpea intercrop
predominates on rainfed fields at both sites. In addition to the predominant rainfed crop
activities, the Libore production system includes a small amount of irrigated land allocated
as a type of income safety net in government schemes. Average family size at Libore is 6.8
adult male equivalent.1 Average rainfed farm size is only 3.9 ha. The land–labour ratio at
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1. Measurement of the work capacities of women, male and female children was undertaken to arrive at adult
male equivalents (Norman 1972; Norman et al. 1981). Adult women and female children between 10 and
15 years of age assist with planting and harvesting in the Niamey region. The work capacity of one adult
woman is assumed to equal that of 0.75 adult man. Male and female children between the ages of 10 and 15
years assist with all crop production operations and are assumed to equal 0.50 adult man. Children below
the age of 10 years are not included in this measure.
Libore is thus 0.6, which is low relative to other regions in Niger and indicates the high
relative population pressure along the Niger River and near Niamey. Under current low
cash input rainfed practices, and with increasing population density, rainfed land quality
has been declining as fallow periods have decreased and more marginal land has been
brought into production (Painter 1987). The pressures of high population densities and
declining soil fertility then encourage the shift from extensive to intensive production
systems (Figure 2).
At the site further north and away from the Niger River at Kouka, cereal crop
production is exclusively rainfed. Farm households have a limited amount of fertile
cropland near the village, only 3.5 ha on average; however, substantial bush land is also
available. Cultivated area varies from 9 to 14 ha from year to year, depending on the amount
of seasonal rainfall.2 There is also a greater distance to the urban market (Niamey), as well as
to a paved highway. The prices of crop products are, therefore, lower than at Libore.
Household sizes are also larger, with 8.6 members (adult male equivalents) on average. The
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Figure 2. Development pathways of agricultural systems in Libore.
2. Farmers respond to prevailing rainfall conditions by varying the area under cultivation. In higher rainfall
years when the rains start earlier, farmers plant less and concentrate their efforts on their better fields. In
worse years, when the rains arrive late, farmers extensify crop production to reduce the risk. This is an
adaptive strategy for a production system where inputs other than labour are low.
land–labour ratio at Kouka varies between 1.05 and 1.6, but there is still little hired labour
used; at times of peak demand for seasonal labour, farmers are busy on their own fields. At
Kouka, due to the greater availability of land than at Libore, farm households keep larger
absolute numbers of small ruminants. Households at Kouka own an average of 8 goats and 3
sheep, while at Libore average livestock kept are 2 goats, 1 sheep and 2 oxen. Oxen at Libore
are primarily used for land preparation in irrigated rice and transport. They are not used in
rainfed crop production (Figure 3).
‘Livestock density’ or the intensity of land use in livestock activities, and ‘livestock
intensity’ or the numbers of livestock relative to human population are higher at Libore
than at Kouka. Measured in tropical livestock units (TLUs),3 livestock density is TLUs per
unit of cultivated land, and livestock intensity is TLUs per capita of human population (in
adult male equivalents). Livestock density (TLUs/ha) is eight times as high at Libore as it is
at Kouka, while livestock intensity (TLUs/capita) is five times as high at Libore as it is at
Kouka (Table 1).
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Figure 3. Development pathways of agricultural systems in Kouka.
3. Following Jahnke (1982), tropical livestock units (TLUs) enable the measurement of collective livestock
biomass. One TLU is 250 kg live weight, equivalent to 1 camel, 1.43 cattle or 10 small ruminants (sheep or
goats).
Table 1. Land–man ratio,a livestock densityb and livestock intensityc at Libore and Kouka.
Site
Farm size
(ha)
Family size
(No. of adult male
equivalents)
Livestock
(TLUs)
Land–man
ratio
Livestock
density
Livestock
intensity
Libore 3.0 6.0 3.0 0.6 0.8 0.5
Kouka 9–14 8.6 1.1 1.05–1.6 0.1 0.1
Source: Shapiro (1990)
a. Land–man ratio is male adult equivalents per hectare of cropland.
b. Livestock density is TLUs/hectare—intensity of land use.
c. Livestock intensity is TLUs/capita—intensity of labour use.
Improving livestock where crop intensification
is possible (Libore)
The mixed agriculture presently practised at Libore is moving from semi-subsistence, low
external input to more intensive, external input stages (Figure 2). With sufficient rainfall,
intensification of crop production is taking place before that of livestock. Widespread
adoption of improved, short-cycle cultivars of millet and cowpeas have been going on in the
study area and the cowpea production includes spraying when this is available. Adoption of
fertiliser and improved millet and cowpea cultivars is also beginning in this region of Niger
(Mokwunye and Hammond 1992; Shapiro and Sanders 1997). Households at Libore
consume most of the grain produced on their rainfed fields, but sell most or all of their
cowpea hay to finishing operations in Niamey. Rice is intensively produced on the small
irrigated areas with moderate purchased input levels. Farmers keep a small number of goats
and sheep, allowing them to browse freely and feed on crop residues. The farmers
sometimes fatten one or two animals at demand during peaks of the holidays.
Would improving the integration of livestock with crops by simply increasing the
number of small ruminants fed under low input methods increase farmer incomes? The
expected annual rate of return on investment in sheep (52%) found at Libore was
comparable to the 50% return in kind from lending millet (Shapiro 1990). However, the
expected annual gross returns per animal were only US$ 16.80 according to the model
results (see the Appendix for the description of the model), and small ruminant production
made up only 14% of total annual household income.
Low input small ruminant production was found to be less profitable than the use of
phosphorus fertiliser with improved cultivars. Model results showed that when the new
crop technologies were introduced, small ruminant activities decline. Here crop
intensification pushed out small ruminant browsing. According to model results, while
crop income increased by 41% with the new technologies and livestock income decreased
by 39%, total income still increased by 17% (Table 2). Even if livestock prices increased by
20% relative to crop prices and maintaining low input and productivity livestock practices,
small ruminant numbers still decrease with a livestock income decline of 20% (compared to
the decline of 39% with the new technologies alone). Small ruminant production then,
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unless intensified, will not become a source of increased incomes due to the competition for
land with the more profitable intensified crops, including the cowpea hay. Finishing
operations at Niamey create demand for cowpea hay from as far as 100 km away from the
urban, livestock fattening market. Under present traditional low input crop technologies at
Libore, sales of cowpea hay accounted for 27% of expected rainfed crop income, and
substantially more of cash crop income (Table 2). Under intensified crop production
practices that include improved cultivars and moderate levels of fertiliser, plus insecticide
on the cowpeas, expected rainfed crop income increased by 41% according to the whole
farm model results based on on-farm trials for the same five years. While millet–cowpea
income would increase by 21% with the new technologies; income from the sale of cowpea
hay would increase by 93%. The share of cowpea hay in expected rainfed crop income
increased from 27 to 37% according to the model results.
Table 2. Importance of animal feed sales (cowpea hay) in crop income at Libore, Niger.
Technologies
Millet–cowpea
income
(US$)
Cowpea hay
income
(US$)
Total crop
income
(US$)
Cowpea hay
share of total
income
(%)
Traditional practices(millet–cowpea
intercrop) 326 120 446 27
New technologies* 396 232 628 37
Change in income due to new
technologies (%) +21 +93 +41
Note: In 1990, US$ 1 = 299 CFA.
* New technologies here refer to improved short-cycle cultivars of millet and cowpeas with phosphorus
fertiliser, plus insecticide on the cowpeas.
Source: Adapted from Shapiro (1990, p. 98 and Appendix C) farm model results.
Intensified, on-farm feeding of the cowpea hay could become more profitable as small
ruminant prices rise relative to crops. However, higher animal productivity is a prerequisite
for the on-farm fattening to be introduced. Research to improve the ability of present breeds
to respond better to feeding or the development of new breeds that could achieve higher
weight gains under improved feeding is required. Furthermore, traders enjoy economies of
scale in their marketing operations that lower their transaction costs and thus lower average
costs per animal. For smallholders to be able to compete in small ruminant fattening,
besides price liberalisation and improved breeds, other policy measures and public
interventions would be required to improve their competitiveness in livestock markets. This
would need to include investments in marketing infrastructure and institutional
innovations such as co-operatives to improve market access and lower transaction costs.
A more intensive type of crop production with a high level of external cash inputs can be
expected to become more common at Libore in the short run (Figure 2, Stage C). The initial
technologies introduced were the improved millet cultivars and fertiliser use. The cowpea
hay indicates the commencement of livestock intensification even if the hay is now being
largely sold off the farm. Whether these farmers will fatten their own animals will depend
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upon their learning by doing in marketing their animals and whether there are economies
of scale and barriers to entry into these urban livestock markets.
Presently, the shift to improved forages is only occurring in the intensive, specialised
finishing operations for small ruminants and peri-urban dairy operations in West Africa.
Although finishing operations create demand for livestock from pastoral and agropastoral
systems, and for feed from mixed farming, they do not currently stimulate intensified
on-farm fattening in the relatively higher rainfall areas of the semi-arid region of West Africa
(both Sudanian and Sahelo-Sudanian). As the opportunity cost of labour falls sufficiently
relative to land and the price of meat rises relative to cereals, technological change through
intensification of forage production is expected to take place. Higher levels of inputs for
improved forage and hay production can then also be expected for fattening on-farm, as well
as for sale to the specialised finishing and peri-urban dairy operations (Figure 2, Stage D).
Some marginal improvements with drought resistant cultivars and some improved animal
health control measures are also feasible but will have small effects on income.
Improving livestock where intensified crops
are impossible (Kouka)
The mixed agriculture currently practised at Kouka is at the semi-subsistence, low external
input stage (Figure 3, Stage B). In Kouka, population density and rainfall are lower than in
Libore. The model results show that even with substantial changes in input and output
prices, inorganic fertiliser use does not become profitable. This is in sharp contrast with
Libore. In Kouka, rainfed crop production practices are extensive and animal herds larger.
Since land is more abundant than at Libore, the average number of small ruminants held at
Kouka is higher. Limited intensification of crops or livestock using cash inputs is occurring.
Improved livestock activities that can substantially increase farmer incomes require
replacement of crops with livestock activities and eventual consolidation of landholdings to
enable improved, but extensive animal production (Figure 3, Stage E). Over time, human
population is likely to decline further. Migration of most men is already occurring
seasonally from such areas (Sutter 1984; Painter 1986).
The superior profitability of extensive, low-input small ruminant production relative to
intensification of crop activities at was borne out by the whole-farm analysis. Expansion of
livestock activities through investment in small ruminants was chosen over intensified crop
production at Kouka in the model results. Evidence from the literature and the field
confirms that sheep and goats are usually purchased when there is extra cash available, such
as when men return from off-farm employment at the end of the dry season (Raynaut 1973;
Sutter 1984). Small ruminants and their offspring are then fattened and sold at feast and
holiday times or when cash is needed to meet household consumption requirements. The
expected annual return on investment from raising one goat plus offspring at Kouka
between 1984 and 1988 was 40%. For sheep, meanwhile, the rate of return was 55%.
Farmers keep a mix of both types of animals since goats survive better in low rainfall years
and demand for them is often higher.
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Key to the ability to move to specialisation in livestock production involving both small
and large ruminants is expanded marketing opportunities (Table 3). Sutter (1984) has
provided empirical evidence that currently Nigerian farmers sell most livestock during the
‘soudure’ or hungry period before the start of the crop season to have cash for food
purchases. Thus, in the base model analysis, farmers were only allowed to sell animals before
the crop season. Having expanded marketing opportunities would create flexibility in the
timing of sales and thus the ability to sell where and when prices are higher. Increased
marketing opportunities are made possible by access to more markets and would occur
through the development of roads, transport and better price information. Assuming 20%
higher prices (a proxy for increased market opportunities) and allowing farmers to sell in all
periods during the season (greater flexibility in the timing of sales) results in 24% higher
livestock income and lowers livestock income variability from a coefficient of variation (c.v.)
of 89% to 75% (Table 3). The income change due to increased flexibility in the timing of
sales, however, is still very low, only US$ 44 per annum. Although the rates of return to
investment in animals are higher than in crops in relatively drier, semi-arid areas such as
Kouka, the increased returns due to improved marketing opportunities are not very large in
absolute terms and the income variability is still considerable.
Table 3. Comparison of potential income change and variabilitya due to expanded livestock marketing
opportunitiesb at a relative surplus land sites in the Sahelo-Sudanian zone (Kouka, Niamey region,
Niger).
Income sources
Traditional
technologies
Expanded marketing
opportunities
Income and
(%) change
Income
(US$)
CV
(%)
Income
(US$)
CV
(%)
Crops 301 49 409 39 108 (+36)
Livestock 186 89 30 75 44 (+24)
Salaries 16 62 14 14 –2 (–13)
Total income
(Per-capita income)
503
(58) 63
653
(76) 54
150
(+30)
a. Measured with the coefficient of variation
b. Expanded livestock-marketing opportunities result in increased flexibility in the timing of sales so
higher prices can be realised. It also enables use of improved cultivars that result in higher and less
variable crop income.
Source: Shapiro (1990).
Improved feed production practices would enable the expansion of specialised livestock
activities not only to meet the local demand peaks created by feasts and holidays, but also to
supply expanding markets such as those in the coastal areas of West Africa. Possibilities for
improved, but low cash input livestock activities include crop rotations or intercropping
with forages, resulting in better feeding of animals, as well as improved soil fertility
management. Such low cash input systems that include legumes reduce, but do not
eliminate, the need for purchased inputs. Such innovations could raise livestock income at
drier semi-arid sites since more animals could be fed and sold, thus increasing off-take rates.
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Specialisation in and the expansion of livestock raises income risk since specialising in
animal production would reduce the diversification effects of mixed farming. Furthermore,
the returns to livestock are not the same in all types of rainfall years. At Kouka, where
livestock income accounted for 37% of expected total annual income from 1984–88, its
coefficient of variation was 89% (Table 3). At Libore, the relatively land scarce site, livestock
activities accounted for only 14% of total income, with a coefficient of variation of 75%.
This finding of higher livestock income variability than for mixed crop activities due to price
fluctuations, as well as losses due to reproductive problems, other diseases and theft,
contradicts the frequent assertion that livestock production involves little income risk.
Better integration or more intensive systems?
In the crop–livestock systems, a critical issue is whether further improvements in
interactions are viable alternatives to more intensive crop and livestock activities that
depend on purchased inputs. Livestock and crop activities are becoming competitive for
land resources under increasing population pressure in semi-arid West Africa. The
expansion of crop production onto land previously used for grazing results in increased crop
residues that can be used for animal feed, but do not provide more animal feed than the lost
grazing land. Animals have to be kept off the fields during the crop season. In the relatively
higher rainfall areas of semi-arid West Africa, which have comparative advantage for
cropping, this competition has resulted in the system of leaving large ruminants in the care
of transhumant Fulani pastoralists. Manure from these herds also cannot replace fallowing
practices as a means of maintaining soil fertility.
Is manure a better alternative for maintaining soil fertility than purchased inputs such as
inorganic fertiliser? Unfortunately, manure is not sufficient to maintain soil fertility even
when population pressure is low and animal stocks are large. The grazing land required for
sufficient livestock to provide organic fertiliser that can maintain soil fertility on 1 ha of
cropland can reach up to 10 ha in semi-arid West Africa (Williams et al. 1993). Moreover,
increasing population pressure generally means that it is not possible to extend the grazing
area. Increasing forage productivity could reduce the grazing requirements but this would
require the increased use of purchased inputs, i.e. more intensive production techniques.
With the disappearance of the fallow system and encroachment onto grazing lands, the large
quantities of organic fertiliser required to attain even moderate levels of the basic soil
nutrients cannot be achieved. Moreover, in many deforested areas manure has an
important alternative use as fuel. The ability to increase the efficiency of manure use is also
limited in most areas of semi-arid sub-Saharan Africa. While manure can be managed more
effectively by improved corralling and its efficiency increased through composting, the
overall increase in terms of essential soil nutrients (nitrogen, phosphorus and potassium) is
small (Williams et al. 1993).
An increase in the relative price of inorganic fertiliser recently due both to the
elimination of input subsidies and to currency devaluation has resulted in the expansion of
manure use and the development of techniques for improving manure quality in the
semi-arid zones of the Sahelian countries. Manure use has been increased in this zone.
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However, the limited ability to expand the supply of organic fertiliser means that the
potential for this substitution strategy is very limited in the future. Manure is thus expected
to be complementary to inorganic fertiliser rather than a substitute in the long run and will
remain so even under intensification (McIntire et al. 1992).
Conclusion and long-run development pathways
In addition to population pressure, rainfall and access to markets are critical factors driving
livestock development possibilities. Substantial potential for intensification of livestock
exists in the mixed systems in the wetter portions of the semi-arid zone where there is even
more potential for crop intensification. As with crops, improving livestock production in
such areas will require intensification involving increased use of purchased inputs.
Intensification of crop production is expected to take place first in these mixed systems
except for those systems such as peri-urban dairy where the demand is very high and land
very scarce.
As transhumance disappears, regional livestock specialisation will become more
important with cow–calf or stocker operations in the Sahelian and drier parts of the
Sahelo-Sudanian regions and fattening and finishing farther south where there are more
agricultural by-products, especially in the Sudanian and Sudano-Guinean regions.
In the next decade, the relative price of meat to cereals can be expected to substantially
increase and the stages of beef production will eventually become more specialised and
regionally concentrated as they have in other developing and developed countries. These
stages include cow–calf and stocker operations in open range systems in the arid and
semi-arid regions of West Africa, fattening on-farm and at collection or assembly points in
the semi-arid and sub-humid regions, and finishing near urban markets in all the
agroclimatic zones. The main purchased inputs for cow–calf operations are expected to be
veterinary supplies and improved grasses. Fattening and finishing are expected to develop in
relatively higher rainfall areas, creating demand for forage, straw, hay and residues grown
on-farm (Figure 1, Stage D).
Where it is not profitable to intensify crop production with inorganic fertilisers, more
intensive livestock production will also not be viable. In the lower rainfall region, extensive
livestock development will occur after further land degradation and eventually with
increased opportunities outside of agriculture such as migration. Farm consolidation can
then result in larger extensive grazing systems (Figure 1, Stage E).
When higher prices become the norm from increased incomes and demand for
Sahelian livestock—as evidenced by the devaluation of 1994—enabling increased
competitiveness in coastal West African countries, herders would first attempt to expand
their herds (Bourn and Wint 1994). As herd expansion becomes constrained by available
pasture, then there will be an increased demand for low cash input production technologies
to increase the availability of improved forages. In the slightly higher rainfall areas, it will be
profitable to intensify crop forage production, but in the lower rainfall areas, improved
grassland management will be needed.
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Livestock development has an important role to play in improving the livelihoods of
smallholder farmers and in making smallholder farming more viable and sustainable over
time. Research will need to resolve the technical constraints to development, especially
those related to achieving viable feed production systems. Public investments in
infrastructure (roads and services) will also be required to achieve better functioning
markets. Furthermore, African governments will need to further improve more conducive
policy environments for the private sector that has begun to involve in such endeavours in
recent years.
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Appendix: The model
Discrete Stochastic Sequential Programming (DSSP) was used to model the adaptive
decision-making, which farmers use to manage the risks from rainfall variability (Cocks
1968; Rae 1971a, 1971b). Three decision-making periods and five states-of-nature were
used. Farmers’ objectives and risks were represented by an expected income objective
function with minimum consumption constraints and stochastic input, output and
resource levels for each of the five states-of-nature.
Crop variety choice, the decisions on fertiliser, whether to hire or sell labour, and even
whether to plant, were modelled with the coefficients of yield response varying with the
rainfall conditions of each of the states of nature. The ability of these farmers to adapt to
good or adverse rainfall by shifting cropping activities (planting, fertiliser use, weeding and
harvesting), and purchases and sales of small ruminants, crops and forage to different
periods during the crop season is captured with the within-season discrete stochastic model.
The model is given below:
Maximise
(1) ∑∑
i j
ij ij
Yρ
subject to:
(2) A0X0 + t0T ≤ B0
(3) A0iX0 AiXi − t0T ≤ Bi for each i,
(4) − C0X0 − CiXi + Yij = 0, for each i, j
where:
Yij are the net revenue accounting activities for state-of-nature j following state-of-nature i
X0 is the vector of first-period activities
A0 is the matrix of first-period technical coefficients
B0 is the first-period vector of resource availabilities
Xi is the vector of activities for decision periods two and three for state-of-nature i
Ai is the matrix of technical coefficients for periods two and three for state-of-nature i
Aoi is the matrix of technical coefficients for first-period activities using or supplying
resources in periods two and three for state-of-nature i
t0 is a vector of resource-transfer coefficients which are zeroes or ones, depending on
whether the resource can be transferred between periods
T is the vector of resource-transfer activities for period one to periods two and three
Bi is the vector of resource availabilities associated with state-of-nature i
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C0 and Ci are the vectors of per-unit net activity returns for decision period one and periods
two and three for state-of-nature I.
The objective function of equation (1) is to maximise expected income. Equation (2) is
the resource constraint set for pre-planting decisions (land preparation and fertiliser
application, as well as purchases and sales of animals). Equation (3) is the combined
resource constraint set for decision periods two (planting, fertilising and weeding, as well as
purchases and sales of animals) and three (purchases and sales of crops, forages and
animals). There is a set of activities in periods two and three for each preceding
state-of-nature. This enables the adaptation response. Similarly, technical coefficients and
resource availabilities can vary with the preceding state-of-nature. The other terms (T) allow
the transfer of resources between periods when it is appropriate. For example, cash
resources not used in the first period are passed to the second period. The coefficients in
equation (3) incorporate consequences of decisions in period one on resources in the next
decision period. Here for example, fertilising with phosphorus in period one supplies
fertilised land in period two for each state-of-nature. Equation (4) sums the net
contributions to profits of the activities for each final state-of-nature. Besides crop activities,
there are livestock activities and the option of off-farm work (labour selling) in the model.
The agronomic and price data used were taken from the National Agricultural Research
Institute of Niger (INRAN) on-farm research sites at Libore and Kouka in the Niamey
region for the period 1984–88 and from on-farm trial results of other research
organisations. These include the International Crops Research Institute for the Semi-Arid
Tropics (ICRISAT), the International Fertilizer Development Centre (IFDC), the Food and
Agriculture Organization of the United Nations (FAO) and the International Institute of
Tropical Agriculture (IITA). The meteorological data are from the rainfall station at Niamey
Airport, which is the closest to the INRAN site. Supplemental data from anthropologists
who have done farm-level field work in Niger are also used (Collion 1982; Sutter 1984;
Painter 1986, 1987).
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Introduction
In recent years, financial support for research to generate new agricultural technologies for
developing countries has been declining. The decrease in funding occurred partly because
donors are not convinced that there have been sufficient returns on their investments in
research. Donors, as key stakeholders, are also becoming more directly involved in
influencing the direction and priority setting of research efforts. Agricultural research
institutes are being challenged to demonstrate more impact. They are also being asked to
collaborate more widely and co-operate more closely at all levels to improve efficiency and
avoid redundant efforts. Research efforts to achieve agricultural development now have to
include not only national and international institutions, but also the more recently
organised regional research institutes (RRIs), as well as the advanced research institutes
(ARIs) in the developed countries.
To demonstrate more impact, agricultural research institutes must also co-operate more
closely with the government extension services and development agencies (governmental
and non-governmental) that extend new technologies. Research can generate technologies
that bring about productivity increases, but transfer of these technologies to farmers has to
take place. Fortunately, the development community is performing better in technology
transfer while the policy environment is improving for agricultural producers in many
countries. Non-governmental organisations (NGOs) have been transformed from providers
of disaster relief to development agents that try to raise agricultural productivity in a
sustainable manner. This signals an opportunity for closer collaboration with the
agricultural research institutes to make a greater impact on farmers.
Research and development agencies, thus, need to become better integrated in their
efforts to ensure greater impact. New modes of functioning can help to link the interests and
activities of all the partners and stakeholders in agricultural development. The Food and
Agriculture Organization of the United Nations (FAO), as the premier international
development agency, is seeking ways to strengthen the links between the international
research centres and their research partners with itself and other development agencies to
increase the impact of new agricultural technologies. A framework for international action
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is one new mode of functioning that is being proposed by FAO and the International
Livestock Research Institute (ILRI) to support livestock development. The mandate of ILRI
has become global at a time when available resources for livestock research are less than in
the past. To make an impact in a global context with so many partners and stakeholders will
require more focus, as well as closer co-operation and co-ordination.
This paper addresses issues related to the roles and actions that the different partners in
livestock research and development can take to increase co-operation, ensure more effective
technology transfer and increase impact. The focus is on Africa because this region, while
not being unique in facing the problems of the developing world, provides the greatest
challenge to the global agricultural development community (Eicher 1990). After reviewing
the current state of agricultural research efforts, and the policy environment for livestock
research, including the effects of sectoral and macro policies, the special need for making
the case to support livestock research is highlighted. Then, a rationalisation of the roles for
the different partners in livestock research is proposed. Next, new modalities for linking
research and technology transfer are discussed, as well as where the needed resources in the
future could come from. Finally, the conclusions and the recommendation for a
‘framework for action’ to promote livestock development are presented.
The current state of research efforts
The current state of development research in Africa and more particularly that in the
national programmes is a function of:
• the priorities of colonial governments and the institutions they set up
• the operating paradigm promoted and the type of assistance provided by the
international donor community since independence and
• the neglect of agriculture, and especially research, by African governments (Sanders et al.
1996).
The current state of research in Africa is in part a function of the nature and focus of the
institutions set up during the colonial period. A skeletal agricultural research infrastructure
was established in most countries of sub-Saharan Africa (SSA) early in the 20th century
(McElvey 1965). Research concentrated almost exclusively, however, on export crops such
as oil palm, cocoa, coffee, groundnuts and cotton, which yielded rather substantial revenues
to colonial governments. Little attention was given to research on food crops and,
essentially, hybrid maize in Kenya and Zimbabwe was the only staple food receiving
substantial research effort during the colonial period.
After independence, the institutional base of agriculture continued to be largely geared
to supporting large farms, plantations, ranches and export agriculture (Eicher 1993).
African governments were mainly concerned with highly visible development projects.
They considered the agricultural sector to be a labour pool for industry and source of cheap
food for urban areas. Policy makers overlooked the potential returns from investing in
agricultural research. In economic terms, their rate of time discount was too high.
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Motivated by the successes of the Green Revolution in Asia in the late 1960s to the early
1980s, the international and developed country donors increasingly turned their attention
to efforts to assist smallholder farmers to achieve food self-sufficiency. They operated on the
paradigm that introduction of research-generated technology was the engine of agricultural
development and growth. A global research system was established that consisted of the
International Agricultural Research Centres (IARCs) sponsored by the Consultative Group
on International Agricultural Research (CGIAR), and which collaborated with and
provided training to the national agricultural research systems (NARSs). The CGIAR has
provided the predominant institutional model for development research. Following the
successes of the Green Revolution, the response of the international donor community was
to expand the IARC system. The IARC model has been that agricultural research requires
narrow definition of priorities, well-trained multidisciplinary teams of scientists and
long-term commitment (Ruttan 1982). The developed country donors have attempted to
isolate the IARCs from short run political and economic pressures and provided sufficient
financial incentives and infrastructure to create and motivate multidisciplinary teams of
scientists over long periods covering 10–20 years.
Donor support was also provided to the NARS, with the IARC model being adopted by
most of them. Human capital formation in the NARS was mainly supported by sending
African national researchers to the developed countries for post-graduate training, with staff
replacement by expatriates during their absence. Unfortunately, many of the African
national scientists did not return to their institutes, but remained in the developed
countries or were absorbed into NGOs, donor agencies, IARCs, or other international
organisations. Furthermore, the NARS have been unable to remain isolated from local
political and economic pressures and to maintain size and continuity in their research
programmes. As agencies of their governments NARS have had to respond to continually
changing objectives of their governments and, often, of donors. Thus, despite progress
made the NARS still need to improve human capital and institutional capacity.
Life became more difficult in the global research system during the 1980s when there
was a shift in the predominant development paradigm to ‘getting the prices right’. This
implied structural adjustment policies, accompanied by devaluation, changes in emphasis
from parastatals to development of a private sector and a stress on exports rather than
achieving food self-sufficiency. The forced economic changes of structural adjustment and
extraction of capital to repay the loans of the 1970s made the 1980s and the first half of the
1990s very difficult for most developing countries, especially the low income countries.
Many changes resulting from structural adjustment will help the agricultural sector in the
long run. With the shift of the development paradigm, however, there has been a levelling
off of donor funding for international agricultural research. Competition for donor funds
then became more intense and acrimonious in the 1980s and 1990s due to efforts by both
IARCs and NARSs to sustain their research budgets (Sanders et al. 1996).
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The livestock research policy environment
Research policy is mainly translated into investments in agricultural research capacity and
institution building. Where investment has been inadequate, such as in Africa, there has
been a marked lack of success in development and transfer of new technologies. Since
independence, slow development due to lack of sufficient support for human capacity and
institution building by African governments has been compounded by donor insistence on
using expatriate technical assistance to support national research programmes (Eicher
1990).
Compounding the reliance on expatriate technical assistance and the ‘brain drain’ to
developed countries and international organisations, there has been insufficient
investment in developing African scientific and managerial capacity resulting in a
continuing scientific gap and institutional immaturity (Eicher 1990). Even after 30 or more
years of independence, Africa has the lowest scientific capacity among the developing
regions. It has only one-fifth the number of research and development scientists and
engineers per million compared to Asia. About a quarter of the total value of human
resources in NARSs, including academic staff, are still expatriates (Eicher 1990). About
20% of researchers in SSA are engaged in research related to livestock production compared
to 17% in Asia and the Pacific (excluding China), 21% in Latin America and the Caribbean
(LAC), 16% in West Asia and North Africa (WANA) and 18% for the developing world in
general (TAC 1993). Africa, however, has far fewer scientists than other developing regions.
To function effectively NARSs need not only trained personnel but also adequate funds
to cover salaries, and fixed and operating costs. Government funding for NARSs in Africa
has rarely been sufficient and has often been used ineffectively. Average expenditure on
agricultural research for the less developed countries, including SSA, in 1981–1985 was
0.94% of agricultural gross domestic product (GDP) (Pardey et al. 1991, cited by Eponou
1993). Other sources put the figure at 0.54% of agricultural GDP and state that this is only
about a quarter of the percentage investment in developed countries (Jain 1990). National
resources are now mainly used for maintaining staff salaries, which often account for 90%
of the total budget, and infrastructure. Salaries are so low that it is difficult to maintain the
motivation of scientists. Thus, in spite of donor aid that makes it possible to cover the
marginal costs of experiments, many NARSs are still performing badly.
The human capacity/institution building model must replace long-term technical
assistance in order to develop national research capacity. Building effective national systems
capable of doing adaptive as well as applied research will require continued investments in
human capacity through higher education in the agricultural sciences. However, it is
questionable whether the necessary human and institutional development can take place
unless national scientists are more adequately remunerated given their education level,
expertise and contribution to agricultural development.
IARCs can play an enhanced role in NARS’ capacity building through the training
provided in collaborative research. Short-term training courses need to be supplemented
with increased collaborator research training in the context of projects undertaken in
cross-centre initiatives, including eco-regional ones, sponsored by the CGIAR. CGIAR (or
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CG) scientists can also act as technical resource persons in applied and adaptive research
projects carried out by NARS scientists that build upon results and technologies developed
by the CG system. Increased efficiency will also result from regional groupings of NARSs or
through using established networks to carry out such research.
A research environment increasingly dominated by short-term project-related research
funding also creates obstacles to development of national research capacity. Technological
advances that have taken place in the continent, such as the development of Zimbabwe
hybrid maize, have their roots in research studies undertaken by a small group of scientists
working over several decades (Delgado and Mellor 1984). Short-term funding is even a
greater problem for livestock research since the reproduction cycle of animals is so long.
Effective human capacity/institution-building strategies and adequate long-term funding
for livestock research projects need to be critical components of efforts to support livestock
development. Although agricultural research is a long-term investment, it can have very
high payoffs. However, most returns are subtle and not immediately obvious to policy
makers since diffusion of new technology is usually gradual and food price declines are
small. With the historic major disincentives against the agricultural sector in most SSA
countries, there should be even greater appreciation of the gains from new technologies that
have been achieved (Sanders et al. 1996). The NARSs, like the IARCs, however, need to do
a better job of documenting the impacts of their efforts.
Sectoral and macro policy effects on livestock
research impact
The policy environment affecting research is determined not only by research policy but
also by sectoral and macro policies. These policies have a bearing on the demand for
technological change and the extent of adoption and thus the impact of research efforts.
Such policies can depress domestic production and encourage poor management of the
natural resource base. These include: food pricing policies that subsidise consumers and tax
producers; overvalued exchange rates that favour imports rather than domestic production,
and inefficient input and credit market policies that inhibit the uptake of new technologies
(Ehui and Lipner 1993).
Sectoral policies in support of animal agriculture include: public investment in
infrastructure such as roads to improve market efficiency; regulations that facilitate market
operations for the supply of inputs and the delivery of animal health services, and improved
credit facilities (Fitzhugh et al. 1992). Sound sectoral policies can have several positive
effects on producers. They provide incentives to intensify livestock production with
purchased inputs to commercialise livestock activities and integrate them into the market
economy, and they also encourage investment in on-farm capital such as barns and fencing.
Macro policies can also affect research impact through their influence on food
production, distribution, and consumption. Until recently, trade policies encouraged
imports of cheap dairy products into Africa and discouraged development of domestic dairy
industries (von Massow 1989). Policy changes on the part of the European Union (EU), the
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United States of America (USA) and other major dairy exporters under the General
Agreement on Trade and Tariffs (GATT) have led to a decline in world milk supplies,
pushing up world market prices and making African domestic production more
competitive with imports from the developed, especially European countries. Even if world
market prices do not continue to rise as expected (Shapiro et al. 1992; Shapouri and Rosen
1992) domestic milk production in many SSA countries will remain competitive due to
recent currency devaluations (Walshe et al. 1991). Livestock production in the semi-arid
areas of West, East and southern Africa has a comparative advantage relative to livestock
production in coastal humid countries. The relative competitiveness of animal production
in such areas improves the prospects for interregional trade within Africa.
Despite the improvement in the policy environment, structural adjustment reforms
need to go beyond liberalising output and input prices. A recent analysis of effects of price
and macro policies on livestock production shows that, since the early 1980s, there has been
a reduction in price discrimination against producers in SSA. There is still scope, however,
for improving price incentives if macro-economic imbalances that cause exchange rate
distortions and high domestic inflation are corrected (Williams 1993). A case study
analysing the effects of policies on peri-urban dairying near Nairobi looked at institutional
factors beyond prices that needed policy reform. Producers were found to have major
opportunities for higher profits since market access is good and productive technology
could be profitably used. An analysis of dairy price decontrol indicated, however, that the
market remained non-competitive. The effect on producer incentives was thus still negative
compared with potential profitability in a policy free environment (Staal and Shapiro 1994).
Much policy research remains and information dissemination efforts need to be
broadened and systematised to ensure a conducive policy environment for technological
change and livestock development. Such efforts need to include improving the database on
livestock, as well as its accessibility to NARSs and regional research institutes (RRIs). The
ability of NARSs to provide policy analyses should also be enhanced to help decision makers
understand the probable consequences of policy actions. Policy research and training of this
type would help in improving the effectiveness of new livestock policy instruments now
being contemplated or introduced in many countries. Such policies include full cost pricing
for input services, and the payment of market interest rates. There is a need to know whether
such policies facilitate or hamper livestock development, including the sustainable use of
the natural resource base.
Making the case for livestock research
Livestock research objectives have a direct bearing on the strategies chosen and the ways that
research is organised to achieve them. The chosen objectives also affect the ability to obtain
needed resources. Research objectives derive from the priorities of all the partners and
stakeholders in development––NARSs, RRIs, research networks, ARIs, IARCs, NGOs,
extension and development agencies, as well as developing country governments and
donors. The objectives should also reflect the goals and aspirations of the direct
beneficiaries, as well as the interests of the society as a whole. Stakeholders in developing
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countries, including farmers, extension agents, agribusiness and policy makers, must be
involved in setting livestock research and development priorities. Involvement is essential
to ensure that research is relevant to the needs of the target groups.
It is increasingly recognised that even local decisions can affect the whole world. In a
world growing ever smaller and more closely interconnected the global interests of the
developed world are not becoming only broader but also more powerfully enunciated.
International concerns about livestock development are exerting a strong influence on
research policy and affecting donor attitudes to funding of livestock activities. These
concerns include: the environment; human health; animal rights; equity issues, including
poverty and gender; the use of existing food surpluses from the developed world, and private
vs. public sector involvement in agricultural development. The concerns and interests of
donors and interest groups need to be carefully considered and efforts made to educate the
general public. Better education of the public and policy makers in the developed countries
is required to ensure adequate support and funding for livestock development.
The case of environmental concerns is particularly instructive in this regard. Usually,
and too often mistakenly, development of animal agriculture is seen as harmful to the
environment. Global losses of tropical rainforest are a major international concern, with
deforestation associated with increased production of greenhouse gases and global
warming. Another global concern is desertification. That livestock are a major factor in
deforestation and desertification has become the conventional wisdom in the developed
world and the resulting widespread controversy affects donor contributions to livestock
research and development. Empirical evidence, however, does not support the contention
that livestock necessarily contribute to these problems. In the humid and sub-humid zones
the major impetus for expansion of agricultural land is population growth combined with
shifting cultivation (NRC 1993).
Furthermore, long-term research on the dynamics of Sahel rangelands shows that
livestock are not a major factor in land degradation. Even under the extreme grazing
pressure that occurs during drought less palatable and lower productivity plants supplant
more palatable, more productive species only in the short run. The more productive species
are then able to re-establish themselves earlier than they might have if they had been subject
to continued grazing pressure (Hiernaux 1994). A recent review of literature on the impact
of livestock on rangelands (Dodd 1991) concluded that effects of grazing and drought have
been confused. There is no solid evidence of irreversible effects on vegetation from livestock
except around water points and permanent human settlements.
Other recent research shows that it is mainly poverty that drives farmers to exploitative
resource-depleting practices (Vosti et al. 1991). Raising farm incomes by cash revenue
generating activities such as livestock can lead to a withdrawal from marginal areas that are
susceptible to degradation. Neither people nor policy makers in poor countries will feel
concern for the environment or biological diversity until a higher proportion of the
population is able to satisfy its basic needs and the economic system develops its capacity to
respond to the rapidly increasing demands for food products. The immediate problem,
therefore, is to get intensive technologies moving through NARS research systems and onto
farmers’ fields. Developing country policy makers will then have the flexibility to respond to
environmental concerns (Sanders et al. 1996).
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More livestock research and policy analysis should be devoted to the environmental
concerns of the global community. These issues should not be allowed to be barriers to
funding livestock research and efforts to introduce new livestock technologies since such
introduction itself can help resolve these problems. The low-income developing countries
need to accelerate the pace of food output increases.
Research strategies to promote livestock
development goals
Until recently, the IARCs had global or continental objectives for specific commodities.
The NARS’ role was seen as selecting and adapting what was most useful for their own
environments from IARC results and doing agronomic and location-specific production
systems research (Lynam and Blackie 1994). NARSs have taken over more of the breeding
functions as their breeding capacity has developed and they have fought for a larger share of
international resources as these have become scarcer. The emerging RRIs, meanwhile, are
achieving critical mass to attempt to solve problems common to more than one developing
country. These factors are causing the IARCs to re-define their roles and seek to move
upstream in the technology development process. At the same time, the IARCs must ensure
that their work results in impact at the farm-level. To accomplish this there is a need for
greater co-operation and closer collaboration between IARCs and NARSs so that more
impact is achieved with the limited available resources.
Among modes of functioning that are emerging are global and eco-regional research
programmes initiated by the CGIAR. Cross-centre programmes are one modality of
functioning being called for by the Technical Advisory Committee of the CGIAR (TAC).
ILRI has been charged with taking the lead in livestock research in the CGIAR system. ILRI
will thus have a major role in the livestock components of many CG projects. It will also take
the lead in CGIAR system-wide livestock programmes that involve closer collaboration with
sister CG institutions concerned with livestock research such as the International Center
for Tropical Agriculture (CIAT), the International Center for Agricultural Research in the
Dry Areas (ICARDA), and the International Food Policy Research Institute (IFPRI). A
challenge facing ILRI and the CGIAR is effective integration of NARSs in eco-regional and
global initiatives to help them develop their human and institutional capacities.
In these new modes of functioning, to ensure efficient use of scarce resources, the
comparative advantage of the various partners in research needs to be taken into
consideration in defining their respective roles. Research can be categorised as
basic/strategic, applied and adaptive (Table 1). These categories form a continuum in the
research spectrum and all have implications for development. Basic/strategic research is
scientific investigation that advances the knowledge of feasible biological processes, but may
not have immediate application in farming practices. In basic/strategic research the
problem definition is more general, the degree of predictability of results is moderate and
the extent and time of impact are broad and long. Applied research is oriented towards
achieving a practical objective, such as developing the genetic resistance of animals to
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parasites. Adaptive research refers to adjustment of technology to a particular set of farming
conditions, an example being the selection of certain forage species for use as feed in a
specific agro-ecological zone or region. Problem definition in adaptive research is very
specific, the predictability of results is very high and the extent and time of impact are
narrow and short.
In the expanded global research system, NARSs and RRIs have a comparative advantage
in adaptive and applied research, whereas the IARCs and advanced institutes are better
adapted to basic/strategic and applied research. Basic research requires expensive
equipment and staff skills that few developing countries possess. However, the IARCs
account for only about 3.5% of the global agricultural research expenditure of US$ 9 billion
(Eicher 1993). IARCs are well positioned to assist NARSs and RRIs with transfer of basic
research results from specialised institutes in developed countries. IARCs and RRIs have a
comparative advantage for doing research from which results can ‘spillover’ to similar
agro-ecological and socio-economic conditions across national boundaries.
Table 1. Characteristics of types of research and comparative advantage of research institutes that make
up the global research system.
Characteristics
Types of research
Adaptive Applied Strategic
Definition of problem Specific Specific Specific
Predictability of results High Moderate High
Likelihood of achieving impact High Moderate Low–High
Applicability for impact Narrow Moderate Broad
Time to impact Short Intermediate Long
Research institutes Comparative advantage
NARS Adaptive Applied Strategic
RRI ++ +++ +
IARC + ++ +++
Advanced institutes n.a. ++ +++
One of the challenges of future research efforts will be to define strategies to increase
co-operation with advanced institutes in the donor countries. Some of these already
contribute to development of the livestock sector in developing countries. There is,
however, a need to increase collaboration with universities in North America, Europe and
Asia. Involvement of these institutions in the new modes of functioning will help determine
the extent of support provided by their governments.
Effective collaboration with RRIs offers opportunities to accomplish more with the
scarce resources available. Several regional organisations have been formed in Africa in an
attempt to use resources more efficiently while tackling problems of a regional nature. The
Centre International de Recherches et Developpement sur l’Elevage zone Sub-humide
(CIRDES, formerly Centre de Recherches sur les Trypanosomes Animales, CRTA) in
Burkina Faso, and the International Trypanotolerance Centre (ITC) in The Gambia are
attempting to serve broad regional mandates. Regional programmes can complement the
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functions of NARSs and IARCs and serve as mechanisms for NARSs to pool resources and
rationalise responsibilities in the accomplishment of individual and collective objectives.
Like NARSs, however, they frequently lack sufficient funds.
Networks are another mechanism for co-operation and are growing rapidly as an
effective means of allocating and using research resources. Networking allows collaborating
NARS partners to pool and co-ordinate scientific efforts, do more effective research on
problems of mutual interest and avoid inefficient multiplication of effort.
National scientists are increasingly well trained, but there are few in the same discipline
in one institute or even in one country. Multi-locational projects managed through
networks provide opportunities for enhancing research efficiency and allow the
introduction of standardised methodologies that lead to more significant conclusions than
can be obtained from isolated, location-specific experiments.
IARCs already play a major role in networks as partners in collaborative research,
providing training opportunities to network participants, disseminating research methods
and results and facilitating exchange of information. IARCs also assist with network
support functions which include helping to attract donor funding, organisation of meetings
for setting up network steering committees, sponsoring meetings of participating scientists
and providing services in areas such as data analysis, documentation and publishing. A
future challenge for ILRI will be how to maintain and expand its networks to include new
NARS partners in its global mandate.
The organisation of dairy research programmes within the conceptual framework
developed by ILRI provides an example of how partners in research can work together to
increase impact. The conceptual framework is a research management tool that ensures:
• coherence between strategic, applied and adaptive research objectives and across
disciplines
• research at any level is done in a systematic manner
• organisation of multidisciplinary research
• there is no duplication of research across sites and
• consistency of research methods and resulting data cross sites to increase relevance and
impact.
Use of the conceptual framework (Figure 1) allows involvement of many partners,
enables them to co-ordinate efforts at all levels and encompasses both system-wide and
eco-regional endeavours. Support for activities rationalised within a conceptual framework
ensures that there are sufficient resources to realise potential impact.
Linking research and technology transfer
As the number of partners and stakeholders expands, the effective linkage of livestock
research and technology transfer is becoming more complicated. Greater co-ordination and
synergy between research and technology transfer will also be required if impact is to be
achieved. The expanding global research system will need greater interaction with the
development agencies, including multilateral organisations such as FAO and the United
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Nations Development Programme (UNDP), bilateral government agencies, and NGOs.
Developing country governments will also have an increasingly greater say in the research
and development activities that take place within their borders.
Among other international organisations, FAO confronts livestock development across
a broad spectrum. It provides technical advice and assistance to the agricultural community,
governments and funding agencies. It collects, analyses and distributes information, advises
governments on policy and planning and provides opportunities for governments to meet
and discuss food and agriculture problems collectively. FAO is taking the lead in organising
work on the conservation and use of animal genetic resources in which ILRI plays a major
role. Partnerships of this kind can provide essential critical mass and state of the art
technology and knowledge for the benefit of national research institutes.
NGOs can also play an important role in transferring livestock technologies in
developing countries. They have close contact with producers and their potential to expand
delivery of technical services to producers and to participate in field-testing activities is high.
Many donors are increasingly channelling development support through the NGOs.
Examples of new modes of functioning in this area include the ‘FAO/IARC
collaboration for technology transfer’ projects organised by FAO in collaboration with
CGIAR centres. The purpose of these projects is to promote proven IARC technologies
322 Social science research in IARCs
Ehui and Shapiro
Conceptual framework strategy
(Development methodologies)
Strategic Ecoregional
ILCA field projects
(Ethiopia, Kenya, Nigeria …)
Comparative
studies
CARNET
AFRNET
(Multi-country trials)
IARC collaboration
(System-wide projects)
IITA, ICRAF, CIAT
CIMMYT, ICRISAT
(Feed resources and
nutrient cycling)
IFPRI
(Policy)
ISNAR
(Priority setting)
Figure 1. Organisation of dairy research projects under the conceptual framework.
that are awaiting diffusion. Partners in these projects are NARSs and extension experts from
countries in a region where conditions conducive to the adoption of the technologies
prevail. In the first phase, a workshop is held to present the technologies and to prepare
country project proposals that can be part of a regional proposal to be submitted to donors.
In the second phase the country projects are carried out with technical assistance from FAO
experts, with the IARC scientists who developed the technologies acting as resource
persons. An important innovation of these projects is the role of information sharing
between developing regions. In the FAO/ILRI project on cow traction, the second phase
projects are initially to be carried out in eastern and southern Africa, but Asian traction
experts will participate in the first phase workshop to share their expertise and experience
and to explore the possibilities of extending the project to Asia.
Where the needed resources will come from
Key issues in Africa are whether and where governments can find resources to support
agricultural research and development. African governments will have to increase their
support for agricultural research and extension. They will also need to become more and
more efficient in the use of their own funds. Reliance on donor funding for critical
investments is increasingly risky because donors often have short time horizons and make
quick changes in priorities and funding. This is incompatible with human resource and
institutional capacity building, which requires long-term investments.
Structural adjustment is making agriculture more profitable. African governments are
increasing their revenues through these programmes by tax reform and by selling public
enterprises that they had to subsidise in the past. They are also cutting food subsidies to
urban consumers. Since agricultural research is a public good with a potentially high return
on investment—even though it takes a long time to realise—more of these additional
revenues should be invested in research and technology transfer as they become available.
As economies in the developing countries improve they need to play a greater role in
funding research, but continued developed country contributions will clearly be required
for some time. This need not be seen solely as a philanthropic or humanitarian activity as
funding research in developing countries can benefit agriculture in the developed
countries. For example, far more genetic diversity exists in plants and animals in Africa than
in the developed countries. This is true, for instance, in the resistance to endoparasites in
some African sheep and goat breeds. Embryo transfer has allowed five African goat and
sheep breeds to be introduced to Australia where these breeds will be reared for live
(re)export. This was not possible before due to diseases that have been a constraint to export
of live animals from Africa. The transfer of this technology was possible due to the public
goods nature of research-generated technologies.
There is a current debate in the donor countries on whether the private or the public
sector should finance the development of agriculture in developing countries. Its origin lies
in concerns for liberalisation and privatisation arising from the process of structural
adjustment being undertaken in the developing world. This debate is gaining in importance
with the conclusion of the GATT negotiations. The belief is that in many countries the
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economic situation can only improve if the public sector disengages from economic activity.
This argument neglects, however, the role that government can play to correct for market
failures arising from the existence of public goods (Smith and Thompson 1991).
An example of this counter argument is the significant role that research can play in
economic development. There is now broad consensus that a large proportion of
agricultural research must be treated as a public good and requires funding by the public
sector even in countries pursuing free market philosophies. According to Ellis (1992), the
reasons for this are:
• most agricultural innovations (including for example, cultivation practices and disease
resistant animal breeds) are in the public domain after release and cannot be protected
by patents or copyright laws
• private enterprise usually restricts itself to applied research that lends itself to copyright
protection but this is a small fraction of the research needed to achieve the long-run
output, equity and food security goals of society
• smallholders, who are often the main beneficiaries from research in developing
countries, cannot easily organise and finance the scale of research required for
wide-spread advances in technology and
• consumers, who are the other main category of research beneficiaries, would not
organise and finance agricultural research of their own volition.
According to Schultz (1994) ‘the only meaningful approach to modem agricultural
research is to conceptualise most of its contribution as public goods. As such, they must be
paid for on public account, which does not exclude private gifts to be used to produce public
goods’. Public investment in livestock research can also be very profitable judged by the high
rates of return to research of greater than 50% obtained in other parts of the world
(Pinstrup-Andersen 1982).
Conclusions and recommendations
for the framework of action
Major improvements in livestock productivity are possible and needed to assist economic
growth in developing countries. Research can provide technologies to help achieve
productivity increases, but transfer of technology has to take place to achieve impact. The
global research and development community is expanding and new modes of functioning
are required to ensure the best use of scarce resources. This paper considered issues related
to the role of the various partners in research and new modalities to ensure more effective
linkage between research and development agencies to improve technology transfer and
impact. Given the expanding number of partners and stakeholders involved in livestock
research and development, as well as the fact that available resources may be more limited, a
framework for international action to support livestock research and development is
required. The goal of such a framework would be to help achieve increased and sustainable
food production and generate more income for improved food security in low-income
countries. This goal fits within the new global mandate of ILRI, which although its main
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function is research, cannot ignore the need to link its research to technology transfer
efforts if it is to make an impact. Such a framework would ensure overall co-ordination of all
the partners and stakeholders involved by rationalising their roles and most efficiently
organising their efforts.
This framework for action will need to include research and technology transfer
policies, as well as strategies for action. It will require measures to promote an increase in
agricultural research investment within the framework of a human capacity and
institution-building model to replace the technical assistance model that has been
dominant in the past. The effects of macro and sectoral policies affecting research impact
also need to be considered, as do international concerns about the consequences of
livestock development on the environment, human health, equity and other critical issues.
An effective mix of the various types of research and the strengths of all the partners in
the global research and development system need to be included in the strategies chosen to
promote livestock development goals. Models such as the CGIAR eco-regional projects, the
CGIAR system-wide livestock initiative and the ILRI conceptual framework for dairy
research provide useful examples. Organisational models that ensure the transfer of
research generated technologies also need to be designed and must include the role of
international organisations and the NGOs. FAO/IARC co-operation provides a useful
model for the effective linkage of research and technology transfer.
To accomplish the framework’s objectives, explicit measures will be required to harness
resources and ensure impact. Such activities could include:
• a policy unit to be charged with carrying out impact and policy analysis, educating the
public and garnering advocacy and support for livestock development and
• a livestock policy network, which could help train NARS scientists in policy research and
analysis and could be tied to the previously mentioned policy unit.
Using these two structures, a ‘2020 vision for livestock development’ could be mounted
to promote the message of the positive effects of livestock development for the public,
interest groups and donors. These tangible measures would ensure that the framework for
action is translated into reality and result in livestock development that will have a strong
impact on human well being in low-income countries. ILRI is ready to do whatever it can to
play its role in this framework for action.
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