Abstract. In this article we prove a strong law of large numbers for Borel measurable nonseparably valued random elements in the case of generalized random sets.
Introduction
In this paper we provide a proof of the strong law of large numbers (SLLN) for generalized random sets in the case of pairwise independent and identically distributed fuzzy random variables, extending similar results for random sets in a natural way (see e.g. Artstein and Vitale [1] , Giné, Hahn and Zinn [6] and Puri and Ralescu [12] ). Here, we deal with the concept of a fuzzy random variable introduced by Puri and Ralescu [13] .
Fuzzy random variables are suitable for describing random experiments whose outcomes are due to imprecision of human knowledge. This kind of nonstatistical inexactness occurs e.g. in the form of linguistic terms which can be represented by fuzzy sets.
In section 2 we record some facts about random sets, fuzzy random variables and other preliminaries, which are required for the proof of our main result, a strong law of large numbers for fuzzy random variables, being tackled in section 3. Here, we choose the framework of R p −valued fuzzy random variables, although our method of proof is applicable to the case of separable Banach spaces.
In literature, strong laws of large numbers for fuzzy random variables are already established: Klement, Puri and Ralescu [8] proved such a result, but using two different metrics: The Borel measurability of a fuzzy random variable is defined via one metric, whereas the convergence is induced by the other. Their approach relies on embedding theorems and results from probability on Banach spaces. A stronger convergence result for independent and pairwise identically distributed fuzzy random variables could be shown by Kruse [9] for R, utilizing its total order.
In handling the nonseparability of involved metric spaces of fuzzy sets, the main tool of our proof is to associate linear isometrically each convex fuzzy random variable with an empirical process in l ∞ (T ), i.e. a Glivenko-Cantelli problem is set Regarding the finite-dimensional case, our result is a natural generalization of all previous SLLN's for random sets, because Borel measurability and convergence is only based upon one metric which generalizes the Hausdorff distance.
In the sequel we assume a probability space (Ω, , P ) to be complete.
Preliminaries
In the sequel we set L 0 u = supp u. Zadeh's Extension principle [16] supplies a linear structure in F c (R p ) by the operations
For later use, we define U c (R p ) as the collection of all u ∈ F c (R p ) with convex α−level sets and denote the convex hull of
Puri and Ralescu [8] ), where co A is the closure of the convex hull of a subset
, the class of all nonempty (convex and) compact subsets of
) together with the following operations forms a linear abelian semigroup:
Then the following properties can be shown, which are needed later (see Puri and Ralescu [12] , [13]): 
Let (Ω, , P ) be a probability space. A fuzzy random variable (frv) is a Borel measurable function ξ :
As one can see, frvs generalize compact random sets A (i.e. Borel measurable functions
by identification with the characteristic function χ A . 
Proposition 2 (see Klement, Puri and Ralescu [8]). Let
ξ : Ω −→ (F c (R p ), d ∞ ) be a frv. Then (i) co ξ : Ω −→ (U c (R p ), d ∞ ); ω → co ξ(ω) is a frv. (ii) L α ξ : Ω −→ (K(R p ), d H ); ω → L α ξ(ω) and co(L α ξ) : Ω −→ (co K(R p ), d H ); ω −→ co(L α ξ(ω)) are (convex) compact random sets for all 0 < α ≤ 1. (iii) supp ξ : Ω −→ (K(R p ), d H ); ω → L 0 ξ(ω) is a compact random set.
Proposition 3 (see Puri and Ralescu [14]). Let
is a frv with E ξ ∞ < ∞ then, by the last result, the expected value Eξ is the unique convex fuzzy set satisfying the property
A convenient representation of convex compact sets as elements of a concrete Banach space involves using support functions. Let us denote by ball R p , the compact unit ball of R p . The support function of a convex compact subset A ⊆ R p is the function s A defined on ball R p by the equation
A crucial step in the proof of the main theorem is based on an embedding of convex compact sets into the space of continuous functions. This result goes back to Minkowski (see e.g. Artstein and Vitale [1] ) :
(
ii) j(A + B) = j(A) + j(B), j(λA) = λj(A) (λ ≥ 0).
A central idea in deriving a SLLN for F c (R p )−valued frvs (see Corollary 7) is to reduce first the study of frvs to the convex case by convexifying the underlying variables and then to get rid of the convexity restriction by applying the following inequality (see e.g. Giné, Hahn and Zinn [6] ):
Theorem 5 (Shapley-Folkman-Starr). We obtain for all A 1 ,...,A n ∈ K(R p ) and n ∈ IN : ({0}, A) ).
The proof of the main result requires the notion of a bracketing number to measure the "size" of certain function classes: Let (F , · ) be a subset of a normed space of real functions f : χ −→ R on a set χ. Then the bracket [l, u] for real functions l, u is the set of all functions f :
is the minimum number of ε−brackets covering F . Note that in the definition of the bracketing number the functions l and u are assumed to have finite norms, but not to belong to F itself.
Strong law of large numbers for fuzzy random variables
First, we give a Kolmogorov type of SLLN for convex frvs:
sequence of frvs on the probability space (Ω, , P ) with
Proof. We intend to solve a Glivenko-Cantelli problem for the function class F :
For that purpose, it is sufficient to check a finiteness condition of entropy with bracketing, i.e. we should prove that N (ε, F , L 1 (P )) < ∞ holds for all ε > 0, where L 1 (P ) denotes the usual L 1 −norm with respect to P . We subdivide the proof into several steps:
1. Let us equip the interval [0, 1] with the pseudodistance
Since 
For our convenience we denote
holds for all (α 2 , x 1 ),(α 2 , x 2 ) ∈ T . This leads to the following inequality:
We go on with bounding above and obtain ((α 1 , x 1 ), (α 2 , x 2 ) ) for all (α 1 , x 1 ), (α 2 , x 2 ) ∈ T with the pseudodistance ρ = ρ 1 + ρ 2 on T where ρ 2 = · .
The last relation is a consequence of Theorem 4, and of the fact that Es A (x) = s EA (x) (x ∈ R p ) is valid for the Aumann expectation of compact random sets A (see Aubin and Frankowska [2] ).
3. We plan to construct a finite ε−net for the pseudodistance ρ 1 .
For that purpose, let us define: α 0 := 1,
If α 1 = 0, cut short the procedure; otherwise define:
continuing by induction. Suppose now that the procedure does not stop. The left-continuity of (α → ρ 1 (α, α n−1 )) on (0, 1] for all n implies then ρ 1 (α n , α n−1 ) ≥ ε for all n. Because of the compactness of L αn Eξ 1 and the continuity of (x → inf y∈Lα n−1 Eξ1 x − y ) for all n, there exists a sequence (a n ) n∈IN in supp Eξ 1 such that a i − a j ≥ ε for i = j. But this is in contradiction with the compactness of supp Eξ 1 .
To sum up, there exists a natural number n such that α 0 = 1, α n = 0, α m < α m−1 and ρ 1 (α, α m−1 ) < ε on (α m , α m−1 ] for all m = 1, ..., n. Thus (α m ) n m=0 is a ε−net for ρ 1 . Since (ball R p , · ) is a compact metric space, we conclude in addition that there is a finite ε−net for ρ.
4. From step 3 we know that there exists a finite (
).
Denote
and
Because of step 1 and monotonicity reasons there exist sequences α n and α n independent of ω ∈ Ω and of U
. Now, using the monotone convergence theorem and step 2, we realize
Since the continuity of the expressions inf t∈A f t (·) and sup t∈A f t (·) for A ⊆ T guarantees the measurability of C, we can write
5.
First, we want to find a finite number of ε−brackets which cover the function class F = {f t | t ∈ T }. While doing so, let us define for t 0 ∈ T and ε > 0, f u ε,t0 := sup t∈U ≤ Kε for all s ∈ S(ε) and a constant K.
Putting everything together, we could show that
To finish the proof, pick up finitely many ε−brackets [l j , u j ], whose union covers F = {f t | t ∈ T }. Then, for every t ∈ T , there exists a bracket such that
Therefore, we find
