ABSTRACT The shortcoming of the coherence of digital holographic light sources leads to the generation of holographic reconstruction speckle noise, which seriously affects the quality of holographic reconstruction. Although many advanced algorithms for reducing speckle noise in digital holography (DH) have achieved good results, in the process of processing image speckle noise, the details of the image are blurred, and the information relating to the image texture is lost. Therefore, we propose a new algorithm, which combines automatic GrabCut and guided filtering to solve the problem of blurred image details in filtering reconstruction. The new algorithm is applied to the problem of holographic speckle removal for the first time. In this paper, the new algorithm not only achieves quasi-noise-free (approximate the noise-free state) DH reconstruction but also realizes the retention of details in the image. The quality of the resulting holographic reconstruction is comparable to that achieved by incoherent technology, which exceeds the current level of DH and produces a good visual effect.
I. INTRODUCTION
Digital holography (DH) [1] , [2] is a powerful imaging technology for recording and displaying 3D information of objects. DH uses photoelectric sensors instead of dry plates to record holograms and then stores the holograms on a computer to simulate the optical diffraction process and achieve holographic reconstruction and processing of the recorded objects. Compared with traditional optical holography, digital holography has the advantages of low cost, fast imaging speed, flexible recording and reproducibility. In recent years, with the development of computers, especially high-resolution CCD cameras, digital holography technology and its applications have attracted increasing attention. The applications of DH are very wide, including quantitative phase 3D imaging of biological samples [3] , quantitative unlabeled microscopy of transparent samples in
The associate editor coordinating the review of this manuscript and approving it for publication was Po Yang. biology and medicine [4] , on-chip point nursing diagnostic holographic microscopy [5] , and three-dimensional particle tracking [6] . Three-dimensional optical displays [7] , homeland security [8] , optical security and encryption [9] , compression holographic imaging [10] , and holographic displays are also used for entertainment [11] . Recently, DH has taken a huge step toward recording and displaying large-size real-world objects employing far-infrared illumination (IRHD) [8] .
However, when a coherent light source is used for imaging, the achievable quality will be much lower than that obtained by noncoherent techniques. This is due to the coherent nature of the light source, resulting in a mixture of uncorrelated noise and speckle noise added to the image, which severely degrades the quality of the reproduced holographic image and reduces the signal-to-noise ratio of the image. Speckle noise in holographic images limits the development of all of the above applications; therefore, image denoising has always been a highly regarded research area in digital coherent imaging.
Although speckle noise has characteristics that are difficult to model statistically, which makes solving the problem challenging, many scholars have proposed solutions [12] - [23] . The proposed solutions can be roughly divided into two types. The first type is optical processing, such as reducing the spatial coherence of the beam illuminating the sample [24] or diversifying the wavelength and angle, which reduces the speckle to a certain degree. The second type reduces the strength of the speckle noise using digital image processing. For example, Garcia-Sucerquia et al. reduced the speckle noise in a reconstructed image using a median filter [25] . It is difficult for a median filter to attain a trade-off between noise attenuation and detail preservation. Sharma et al. reduced speckle noise by using wavelet-based transformations and improved the signal-to-noise ratio [26] . Junmin Leng reconstructed multiple holograms and then averaged the intensity to smooth the noise. Finally, he designed an adaptive algorithm based on nonlocal means to further suppress the speckle noise. As a typical method based on the partial statistical characteristics of an image, the Lee filter was introduced by Lee [27] to reduce speckle noise in SAR images. The Lee filter was also used to suppress speckle noise in an image reconstructed from holograms and was compared to other methods [28] . The nonlocal means (NLM) algorithm was proposed by Buades et al as an efficient technique for denoising. The method was used for speckle noise elimination in a digital hologram [17] . An adaptive anisotropic diffusion method was proposed by Caixia Liu et al. (represented by PM) [29] . A block matching 3D (BM3D) algorithm was proposed by Dabov et al. as an advanced image filter [30] . In the process of removing speckle noise, these advanced denoising algorithms blur the texture of the image edge and lose important details in the reconstructed hologram, such that the restored image cannot represent the original image. Although adaptive anisotropic diffusion has the ability to preserve edges, it performs poorly in removing speckle noise.
To restore the features of the original image, it is necessary to image enhancement on the reconstructed image. Most image enhancement methods are divided into the following four categories: histogram-based methods [31] , gamma correction techniques [32] , Retinex-based schemes [33] , and transform-based approaches [34] . Although these methods can generate good results, they still have disadvantages. For example, histogram-based methods are simple and easy to implement but yield overenhancement results with a loss of useful structures. Gamma correction techniques may produce saturation artifacts and a loss of details in bright regions. The results of Retinex-based enhancement methods are usually overexposed, and variational schemes based on Retinex theory are limited by their computational complexity. In this paper, the guided filtering algorithm [35] is used for reconstructed images. Many scholars have improved the guided filtering algorithm accordingly. For the first time, it has been found that the application of guided filtering to speckle noise image enhancement is very poor. For example, when the details of an image are enhanced, the background noise will also increase. To solve this problem, this paper applies the interactive segmentation method to the image enhancement of guided filtering. This method can suppress the increase in the background noise, the denoising effect is more obvious, and the details are retained more fully. The reproduction of the image surpasses that of other present-day techniques and produces a good visual effect. To the best of the author's knowledge, this algorithm has not been reported before.
II. THEORETICAL ANALYSIS A. DIGITAL HOLOGRAPHY
Digital holography is a combination of holography, computer technology and electronic imaging technology. It is based on the theory of optical holographic recording, but the hologram is obtained by using electronic imaging devices such as CCD cameras as recording media and stored in a computer. Then, the hologram is reproduced digitally. It can be divided into three parts: the recording of the digital hologram, the digital reproduction of the digital hologram, and the output of a digitally processed reproduced image and related experimental results. Specifically, digital holography technology is divided into two parts: wavefront recording and wavefront reconstruction. Wavefront recording is the recording of interference fringes, i.e., holograms, which are obtained by coherent interference between a light wave emitted by an object and another reference light wave by means of photography. Because a hologram has a grating structure, when the hologram is illuminated by reference light or other specific light waves recorded in the original record, the reconstructed light wave is diffracted by the hologram, and the diffracted light wave is similar to the object light wave, thus forming a reconstructed image of the object. The complex amplitude of the object light and reference light and the reconstructed illumination light reaching the holographic dry plate is shown in Eq. (1):
where o(x, y) and R(x, y) and are real numbers representing the amplitude distributions of the object light and reference light. φ o (x,y) and φ R (x,y) are also real numbers representing the phase distributions of the object light and reference light. The total optical field on the holographic dry plate H is shown in Eq. (2) .
The hologram intensity distribution after interference between the reference light and the object light in the x-y plane can be obtained:
Eq. (3) [16] is the holographic recording formula. In digital holography, the reconstructed wave is obtained by multiplication of the hologram intensity I H (x,y) with the reference wave R(x,y) that is calculated through the FresnelKirchoff integral [36] , namely,
where A is a complex constant, d is the distance from the hologram plane x-y to the reconstructed field ψ(u,v) in the observation plane u-v, and w(x, y) = exp[iπ (x 2 + y 2 )/λd] is a phase function. Eq. (4) shows that the reconstructed field is determined essentially by a two-dimensional (2D) Fourier transform of I H (x, y)R(x, y)W (x, y). If the resolution of the image sensor array is N × N pixels and the pixel spacings are x and y in the x and y directions, respectively, then the discrete representation of Eq. (4) can be expressed as:
where m, n, r, and s are integers, u and v are the pixel spacing in the reconstructed field in two directions. Eq. (5) shows the discrete 2D Fourier transform that allows computation of the reconstructed image via the fast Fourier transform (FFT) algorithm.
B. SPECKLE NOISE IN DH
Noise in digital holographic images is mainly derived from speckle noise. When coherent light is incident on a rough optical surface, light scatters on its surface, and the scattered waves interfere with each other and form interference fringes, causing spots on the reconstructed holographic image and affecting the signal-to-noise ratio. This phenomenon is known as the speckle effect, which is a feature of coherent imaging and cannot be avoided. More recently, in 2011, Pandley and Hennelly studied the influence of quantization error in recorded holograms on the fidelity of both the intensity and phase of the reconstructed image [37] . They showed that quantization error is introduced as uniformly distributed additive noise into the recording plane, and this manifests itself as complex noise in the reconstruction plane with Gaussiandistributed real and imaginary parts, Rayleigh-distributed amplitude and uniformly distributed phase. In 2011, Picart et al. described, from both theoretical and experimental points of view, the noise that appears in holographic images when holograms include saturation, up to 90%, due to the finite number of bits in the sensor [38] . Speckle noise also affects the gray value of the image itself. The larger the variance is, the greater the influence on the gray value of the image, and it is difficult to recover the gray value. To better explain the influence of speckle noise, in this paper the effect of speckle noise with variances of 0.1 and 0.9 on an image with a value of 40 is shown in Fig. 1 .
If the mean values of N Gaussian speckles participating in the superposition are determined as I k where K = 1, 2 · · · · · · N, then the probability density function of the kth Gaussian speckles intensity I k is exponentially distributed [39] ,as shown in Eq. (6):
Given the statistical independence between I k , the probability density function of the sum should be an (N-1) reconvolution of P I (I ), as shown in Eq. (7):
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If I k are not zero and are not equal to each other, then Eq. (7) can be expressed as Eq. (8):
The probability density functions of different N independent and equal-intensity speckle patterns are shown in Fig. 2 . When N is changed, the sum of the average strength is unchanged, and the probability density function changes from a negative exponential distribution (N = 1) to a Gaussian density function distribution (N = 10), which is consistent with the central limit theorem.
C. GUIDED FILTERING
Guided image filtering employs an edge smoothing filter that can achieve image edge smoothing, detail enhancement, and image fusion denoising. It is a powerful filter. Its principle is to filter an input image through a guiding image, and the output image can fully capture the details of the guiding image while retaining the overall characteristics of the input image. The input image is denoted as P, the guide image is denoted by I , and the filtered output image is denoted by q. Let k be the center of a window w k . There is a linear relationship, as shown in Eq. (9):
where I is the guide map, q is the output image of the filter, and a k and b k are a series of linear coefficients in the window w k . Guided filtering involves a local linear filter that minimizes the difference between the input image p and the output image q under the guidance of image I . Linear regression is used to obtain the window coefficient with the lowest window cost. The cost function can be expressed as Eq. (10):
where ε is an adjustment coefficient that prevents a k from being too large. Eq. (11) is used to find the window coefficient:
where P k is the mean of input image P in window w k , µ k and δ k are the mean and variance of the guiding image I in window w k , and |w| is the number of pixels in window w k . The values of q i involved in pixel I are different in different windows w k , so the final expression of the guided filter is obtained by taking the possible values of all q i of the average pixel I , as shown in Eq. (12):
Among them, a i and b i are average coefficients in the window of the i-th center.
The image effect after guided filtering is shown in Figure 3 .
D. AUTOMATIC GRABCUT IMAGE SEGMENTATION
GrabCut is an improvement of the Graph Cut algorithm. Compared to Grapth Cut, GrabCut simplifies the user interaction and uses GMM(Gaussian Mixed Mode)instead of a histogram. GrabCut is based on graph theory. A undirected graph G(V,E) is used to map an image in the GrabCut algorithm. Two terminals, the source S and sink T , are added into the undirected graph, and all pixel points are connected with the two terminals. An energy function is used for image segmentation [43] , as shown in Eq. (13):
where Rp(Vp) is the region penalty term (also called the data penalty term), B{p,q} is the boundary penalty term and λ is the penalty coefficient of the boundary. GrabCut is a fast and accurate interactive image segmentation method. However, when the image is complex, it is difficult for users to label rectangular frames effectively, and the operation time is long. To solve the above problems, the new algorithm proposed by Yuzhen Niu et al. [44] is applied to the segmentation of speckle noise image. According to the actual situation, the algorithm proposed by Yuzhen Niu et al. is modified accordingly. The algorithm uses visual saliency to realize automatic annotation of rectangular frames, and combines with super-pixels to effectively reduce the time of segmentation algorithm. Firstly, the saliency map is obtained by combining the improved super-pixel sorting algorithm, and the rectangular frame of the target is further obtained. Then, the parameters are estimated iteratively to get the segmented image. The saliency of image is aimed at the study of human visual mechanism. The saliency map of image is constructed by extracting the region of interest, so as to carry out the next research. In this paper, we select the salient object detection based on manifold sorting proposed by C.Yang [45] . After generating the final salient graph, we need to select the appropriate threshold to segment the salient graph, and get the binary image. By calculating the threshold value, the image can be roughly divided into target and background, where the pixel value of the background is 0 and the pixel value of the targetThe value is 1. From top to bottom, scan the pixel points from left to right, and store the coordinates of the first pixel value, which are A(x 1 , y 1 ), B(x 2 , y 2 ), C(x 3 , y 3 ) and D(x 4 , y 4 ), respectively, so as to obtain the four vertex coordinates of the rectangular box. Because only the rectangular frame is determined, the accurate segmentation is in the GrabCut stage, so we can take a rough threshold.When individual graphs do not meet the segmentation requirements, we can continue to improve the accuracy of segmentation through simple interaction to meet the segmentation requirements.
Super-pixel algorithm has a direct impact on the quality of subsequent algorithms. In order to get better segmentation effect, SLIC [46] super-pixel generation algorithm with better effect in recent years is selected. The segmentation algorithm in this paper is named SL-Grabut.
The specific steps are as follows: Firstly, the image to be processed is preprocessed into super-pixel blocks by super-pixel segmentation method. During the processing, the neighborhood super-pixel blocks of each super-pixel block are recorded. Then, the single-layer image is constructed from the super-pixel image, and the saliency value of the super-pixel image is calculated using the algorithm, and the binary image is obtained from the threshold. On this basis, a rectangular frame for object segmentation is obtained. Rectangular boxes are used to initialize super-pixel images into three areas. Outside the frame is the background area T B , inside the frame is the unknown area T U and T F = Ø. Estimating GMM parameters through these three areas. By calculating the mean and covariance of the super-pixel values included in the model, the mean µ(α, h) and covariance (α, h) of the h-th Gauss model can be obtained. The weight π (α, h) is the ratio of the size of the h-th Gauss model to the population. Then the GMM parameters are estimated iteratively. Each super-pixel is assigned a Gaussian component with the highest probability as its GMM label. Each Gaussian component is used to obtain the super-pixel sample and its parameter set, i.e. mean, covariance and weight. Based on the above parameters, the maximum flow and minimum cut algorithm are used to segment the network graph composed of super-pixels. Until the energy function converges and the final GMM parameters are obtained.The experimental procedure of this algorithm is shown in Figure 4 .
E. FILTER RECONSTRUCTION
In recent years, scholars have proposed several kinds of speckle filtering algorithms, including the Lee filtering algorithm, BM3D filtering algorithm, NLM filtering algorithm, and PM filtering algorithm. The four algorithms considered in this paper are briefly introduced.
Lee filtering is a standard speckle noise cancellation technique that has good noise reduction effects on SAR images and can be used to suppress speckle noise in an image reconstructed by a hologram. Based on local statistical characteristics, speckle noise reduction is realized by a minimum mean square error filtering criterion. The Lee filtering algorithm reduces speckle well in uniform regions but simultaneously blurs edges and textures [40] .
BM3D is known as the latest technology in image denoising. The algorithm includes basic estimation and final estimation, and each estimation is realized by three operations: block matching, three-dimensional cooperative filtering in the sparse domain, and reconstruction [41] . BM3D is also used to suppress speckle noise in digital images.
The NLM algorithm fully considers the similarity of structural information in the image and has a better noise reduction capability. The basic idea of the algorithm is that the target pixel not only has a correlation with the pixels around it but also has a correlation with the pixels of the entire image. The weight of each pixel is calculated using the Gaussian weighted Euclidean distance between the image block centered on it and the image block centered on the current pixel [42] .
The anisotropic thermal diffusion method can effectively maintain edge blurring and denoising. However, the determination of the coefficient depends on an empirical value, which makes image processing inconvenient. Based on the adaptive anisotropic diffusion image smoothing method, which is based on the analysis of the anisotropic diffusion equation, an adaptive calculation method for two parameters in the equation was proposed, solving the problem of determining the coefficient of the anisotropic diffusion [29] .
In this paper, the Lee filter, BM3D filter, NLM filter and the PM filter are selected for reconstruction. The specific flow chart of this paper is shown in Fig. 5 . The detailed steps are as follows:
Step 1: Segment the image to be processed, where the details and background will be roughly separated. In this paper, SL-GrabCut is used to segment the image. This method is not only simple but also improves the accuracy of segmentation. It overcomes the sensitivity of other segmentation algorithms to noise.
Step 2: Enhance the details of the processed image with the guided filter, use the image segmented in step 1 as the guide image, and use the image to be processed as the input image for processing.
Step 3: Use the BM3D, Lee, NLM and PM filtering algorithms to filter and reconstruct the enhanced image of step 2.
III. SIMULATION EXPERIMENT
In this paper, an off-axis Fresnel algorithm is used to reproduce holograms. Direct integration, convolution and a Fourier transform can be used to simulate the Fresnel diffraction process. We choose a convolution algorithm and put the hologram into a reconstruction program for holographic reconstruction. The LD wavelengths used are λ = 632.8 nm and λ = 532.0 nm. After a beam splitter BS, the LD wavelengths are divided into two beams, one of which is directed to the image through a beam expander. The other beam is directed by a mirror through the beam expander as a reference beam. The sensor array is 1200×1200 pixels. To verify the effectiveness of the above methods, a speckle noise image processed by a pilot filter is reconstructed by the Lee, BM3D, NLM and PM filtering algorithms. We call the proposed methods Lee-Guide, BM3D-Guide, NLM-Guide and PM-Guide and compare the Lee, BM3D, NLM and PM filtering algorithms. The results of different methods are analyzed through visual effects and objective indicators. The objective quantitative indices used in the experiment include the peak signal-tonoise ratio (PSNR), structural similarity (SSIM), root mean square error (RMSE), speckle index (SI) and image contrast. To better reflect the superiority of the algorithm, this paper also uses the average gradient as an evaluation index. The principle of using the average gradient is to measure the rate of change of the gray value, which can be used to express the image clarity. The larger the average gradient is and the more image layers there are, the clearer the image. The average gradient reflects the rate of contrast change in minute image details, that is, the rate of density change in the multidimensional direction of the image, and represents the relative clarity of the image.In this paper, we have simulated First, a holographic simulation experiment at a wavelength of λ = 532.0 nm is carried out (the parameters of holographic modeling are as follows: image sensor array is 1200 × 1200 pixels, pixel pitch is 4.8 µm, d0(Distance between object and camera recording plane) = 130 mm). Fig. 7(a) shows the original image. Fig. 7(b) presents the holographic image. The lower right corner is an enlarged view of the red area. Fig. 7(c) is the holographic reproduction image. The upper right corner is an enlarged view of the red area. Fig. 7(d) is a speckle noise reproduction image with a variance of 0.1.
The upper right corner is an enlarged image of the red region. Fig. 7(e) is the result of BM3D filtering of speckle noise targets using a 10 × 10 window. Fig. 7(f) is the result of BM3D-Guide filtering of speckle noise targets using a 10×10 window. Fig. 7(g) is the result of Lee filtering of speckle noise targets using a 4 × 4 neighborhood. Fig. 7(h) is the result of Lee-Guide filtering of speckle noise targets using a 4 × 4 neighborhood. Fig. 7(i) is the result of NLM filtering of speckle noise targets using a 7 × 7 search window and an 8 × 8 similar window. Fig. 7(j) is the result of NLMGuide filtering of speckle noise targets using a 7 × 7 search window and an 8 × 8 similar window. Fig. 7(k) is the result of VOLUME 7, 2019 adaptive anisotropic diffusion (PM) filtering of speckle noise targets using 10 iterations. Fig. 7(l) is the result of PM-Guide filtering of speckle noise targets using 10 iterations. Fig. 7(M) is part of the original image and divides it into 12 regions on average. In this paper, Fig. 7(e) -Fig. 7 (l) cut out the same part as in Fig. 7 (M) , equally divided into 12 regions on average. Fig. 7(N)-Fig. 7 (Q) are histograms obtained by average gradient analysis. Through the analysis of the obtained histograms, we can see that the image quality resulting from the algorithm in this paper can be improved up to 100% in the background area of Fig. 7(M1,M2,M12) , and the image quality of the other signal areas can be improved up to 99%. Compared with the BM3D, Lee, NLM and PM filtering algorithms, the proposed algorithm has absolute advantages in image reconstruction and can essentially achieve noise-free reconstruction.
To further verify the effectiveness of the proposed algorithm, a holographic simulation experiment at a wavelength of λ = 632.8 nm is carried out. Speckle noise with variances of 0.1 and 0.2 are added to the holographic image during the experiment. (The parameters of holographic modeling in Fig. 8 are as follows: the image sensor array is 1200×1200 pixels, the pixel pitch is 4.8µm, and d0 = 150 mm. The parameters of holographic modeling in Fig. 9 are as follows: the image sensor array is 1200 × 1200 pixels, the pixel pitch is 4.8 µm, and d0 = 143 mm). In Fig. 8 , the background area is circled with a red square, and the detailed area is circled with a red circle. The background noise can be absolutely suppressed, and the details can be well preserved. The quality of the reconstructed image is significantly improved compared with that of Fig. 8(d) , and the result is basically consistent with the original image in appearance. For a better image quality comparison, BM3D-Guide, NLM-Guide, BM3D and NLM are selected on account of their better results and compared with the algorithm proposed in this paper. First, the gray value matrices of the four methods and the original image are obtained, and the same part of the five matrices is selected. Finally, a comparison of the results is shown in Fig. 8 (M)-(P). Performing a gray value comparison can more intuitively and accurately detect whether the method has reaches the quality level of the original image. From the results, it can be clearly seen that the gray value curve of the algorithm is basically consistent with the gray value curve of the original image, and the correct rate of reconstruction is as high as 99%, exceeding the current level in DH. The BM3D and NLM filtering algorithms and the gray value curve of the original image have large errors, and the details have been blurred.
To verify the reconstruction effect of the proposed algorithm for images with severe speckle noise, an experiment is carried out on images with speckle noise with a variance of 0.2. The experimental results are shown in Fig. 9 . To more clearly see the effect of this algorithm in terms of image detail processing, the overlap of Fig. 9(d) -(k) is the same as that in the red box of Fig. 9 (l) and is enlarged, and the results are shown in Fig. 9(M) -(O) . From Fig. 9(M)-(O) , it can be seen that the algorithm in this paper can reconstruct an image with severe speckle noise. The algorithm not only preserves the details but also suppresses the background speckle noise. The quality of the reconstructed image achieves is satisfactory and essentially achieves noise-free reconstruction of the holographic image.
To prove the effectiveness of the proposed algorithm in an objective evaluation, the reconstructed images of Fig. 7,  Fig. 8, and Fig. 9 are objectively evaluated based on three quantities, PSDN, RMSE, and SSIM. The indices of PSDN, RMSE and SSIM are the errors between the eight reconstruction methods and the original map (a). Fig. 10 shows a graphical analysis of the background speckle index, signal area speckle index and image contrast in Fig. 7, Fig. 8and Fig. 9 . The data analysisof table.1 shows that PSDN increases by 33%, RMSE decreases by 47% and the SSIM index increases by 90% in our experiment. The contrast index increases up to 80%, the background noise reduces by up to 100%, and the noise in the signal area reduces by up to 98%. From the results, the four guiding filtering methods are very similar in effect, because the introduction of guiding filtering not only makes the four denoising algorithms more prominent in denoising, but also preserves more details. The final quality of the hologram reconstruction is comparable to that achieved by incoherent technology and far exceeds the current level of DH technology.
IV. REAL HOLOGRAPHIC EXPERIMENT
A semiconductor laser with a wavelength of λ = 532.0 nm is used in the holographic reconstruction experiment in this paper (the parameters of holographic modeling are: the image sensor array is 1200 × 1200 pixels, the pixel pitch is 4.8 µm, and d0 = 950 mm),optical setup for digital hologram recordings shows in Fig 6. It can be clearly seen from Fig. 11 that the method presented in this paper is effective for holograms with real speckle noise. Although the quality of the image reconstructed by the semiconductor laser is not good, the algorithm in this paper can still suppress speckle noise and retain the details of the image. The visual appearance of the image is greatly improved. The results are analyzed in Fig. 11(I) . In our experiment, the background noise is reduced by as much as 100%, the regional signal noise is reduced by as much as 70%, and the image contrast is improved up to 300%. Far beyond the current level of DH technology, the reconstruction quality of this algorithm is shown to be comparable to incoherent imaging for the first time.
V. CONCLUSION
In this paper, the problem of speckle noise in holographic reconstructed images is thoroughly studied, and a new algorithm of image reconstruction combined with an automatic GrabCut and guided filtering is proposed. First, a simulation experiment of holographic reconstruction is designed. The effectiveness of the new method in holographic reconstruction is proved by comparing the visual effects and objective indicators of the obtained results with those of the original method. The new method of this paper is applied in real experiments. The achieved reconstruction far exceeds the current level of image reconstruction in DH. The proposed method not only realizes quasi-noise-free DH reconstruction but also retains the image details. The quality of the resulting holographic reconstruction is comparable to that achieved with noncoherent techniques. Finally, compared with international advanced methods, the algorithm is more prominent in terms of detail processing and background noise suppression. 
