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Von Neumann measurement framework describes a dynamic interaction between a target system
and a probe. In contrast, a quantum controlled measurement framework uses a qubit probe to control
the actions of different operators on the target system, and convenient for establishing universal
quantum computation. In this work, we use a quantum controlled measurement framework for
measuring quantum states directly. We introduce two types of the quantum controlled measurement
framework and investigate the systematic error (the bias between the true value and the estimated
values) that caused by these types. We numerically investigate the systematic errors, evaluate the
confidence region, and investigate the effect of experimental noise that arises from the imperfect
detection. Our analysis has important applications in direct quantum state tomography.
I. INTRODUCTION
Quantum state tomography (QST) is a process of get-
ting the information of quantum states from measure-
ment data [1]. Under the tremendous growth in quantum
technologies, QST is of vital importance for benchmark-
ing, experimentally validating quantum devices, and es-
tablishing new quantum technologies. Therefore, it in-
duces a critical demand to develop effective schemes for
the QST and evaluate their efficiency, including innova-
tion, practically realizable, and significance.
Typically, a standard quantum state tomography
(sQST) includes (i) the measurements of multiple copies
of a system in a complete set of noncommuting observ-
ables, and (ii) the reconstruction of the most likely quan-
tum state from the measured data set using efficient al-
gorithms such as linear inversion, maximum-likelihood,
least squares estimations, etc [2]. In the past years, many
endeavors have been devoted to rising the efficiency of
the sQST [3–6]. It is, however, particularly challeng-
ing to apply for high-dimensional systems because it re-
quires dramatically increasing measurement cost (a full
state tomography of a d-dimensional system requires at
least d2 − 1 different measurements) and thus, consumes
substantial calculation time. Numerous practical works
have been dedicated to reducing the number of measure-
ments, emergent with compressed sensing [7, 8], reduced
density matrix [9], and adaptive quantum tomography
[10]. So far, recent achievements on dynamics enhance-
ment and dynamics control of entangled systems have
been reported [11, 12], which pave the way for studying
tomography of entangled systems.
Separate from the sQST, a direct state measurement
(DSM) method allows for measuring the wave functions
directly [13]. It was originally proposed by Lundeen et al.
based on the evidence that the amplitudes of the wave
functions are proportional to weak values [13]. The DSM
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has more experimental merit than the sQST because it
is straightforward, simple, versatile, required only local
measurements [14], and also be able to apply for large
systems [15–19]. It was enormously extended to gen-
eral mixed states [14, 20, 21], phase-space distributions
[14, 19, 22, 23], enlarged Hilbert space [24], and nonlocal
entangled states, recently [25].
There are numerous reports on the improving mea-
surement precision in the DSM using strong interaction
measurements [21, 26, 27], compressive sensing [28], en-
larged Hilbert space [24], and also continuous probe state
[29]. Besides, examining the novelty, efficacy, and signifi-
cance of the DSM had been reported [30]. The statistical
error estimation [31] and the protection of the systematic
errors when the probe undergoes decoherence [32] have
also been focused recently.
Measurements used in the DSM typically described by
a von Neumann model, which requires a dynamical inter-
action between a target system and a probe [33], see also
[34–36] for strong interaction measurements of weak val-
ues. Recently, Ogawa et al. [37], however, has proposed
a measurement framework of “probe-controlled-system
transformation” that without using the von Neumann
measurement. That framework actually can be derived
from the von Neumann measurement, and thus they are
operationally equivalent. In that framework, a target sys-
tem interacts with a control qubit probe via the actions
of different operators controlled by the qubit probe and
can be seen as a “quantum controlled measurement” (see
Sec. II A below.)
Previously, Hofmann [38] has also developed a frame-
work of the quantum controlled measurement where the
control qubit probe controls the operations of zero in-
teraction (identity operator) or fully projective measure-
ment on the target system. This method is a kind of
quantum controlled gate, and the same procedure has
been experimentally verified for measuring weak values
[14, 39].
An excellent feature of the quantum controlled mea-
surement is its applicability of the cyclic transforma-
tion property, which paves the way for using a scan-free
2method [15] (see discussion on Sec. IV below.) A scan-
free method is that all the data after a post-selection
process will be kept and used for estimating quantum
states. Therefore, it will help to improve the measure-
ment precision in the DSM.
In this work, we study the systematic errors in the
DSM caused by different operational types in quantum
controlled measurements. By definition, systematic er-
ror is a bias between the true value and the estimated
values. We consider two types of operational interac-
tion, i.e., type-I and type-II, correspond to Hofmann’s
and Ogawa’s frameworks, respectively. We first ana-
lyze the systematic errors caused by these types. Then,
we also compare their efficiency by evaluating the confi-
dence region. We finally investigate the systematic errors
under the imperfect detection noise, i.e., the noise that
arises from the imperfection of the measuring detectors.
In these calculations, we analyze the fidelity, a figure of
merit that is obtained from Monte Carlo simulations.
We emphasize that type-II corresponds to an arbitrary
strong interaction DSM. It thus represents the prevail-
ing evolutions of the DSM. Whereas, the performance of
type-I on the DSM has not been known yet. Therefore,
it is essential to investigate and compare the efficiency
of the DSM via these two types of operational quantum
controlled measurement.
The structure of this paper is organized as follows. Sec-
tion II introduces the measurement schemes of the DSM
using two types of operational quantum controlled mea-
surement. Section III presents the main numerical re-
sults of the systematic errors, including the investigation
of the confidence region and the effect of noise. Section
IV is devoted to a discussion. The paper concludes with
a summary in Sec. V.
II. DIRECT STATE MEASUREMENT WITH
QUANTUM CONTROLLED INTERACTION
A. Quantum controlled interaction
Let us first introduce a general form of quantum con-
trolled measurement framework [37, 38]. In this frame-
work, a target system is controlled by a control qubit
probe. The interaction between the target system and
the control qubit probe is given by
U = U1 ⊗ |0〉〈0|+U2 ⊗ |1〉〈1|, (1)
where Ui, (i = 1, 2) are two operators operate on the tar-
get system, and |0〉, |1〉 are two bases of the control qubit
probe. Such operators can be implemented in experi-
ments if their absolute eigenvalues are smaller or equal
to one [37].
We next apply the quantum controlled measurement
framework to measure the quantum state directly. We
consider two types of operational interaction in (1) as
following.
System
Controlled
qubit
Postselected onto 
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+
Un
FIG. 1. (Color online.) Scheme of the direct state mea-
surements (DSM). A control qubit probe is coupled to a tar-
get system (in d-dimensional Hilbert space) via a unitary
Un, n ∈ [0, d − 1]. The target system is then postselected
onto the conjugate basis {k}, while the control qubit probe
is measured on different bases, i.e., {0, 1}, {+,−}, {L,R} to
reproduce the target system state ρ0.
B. Type-I operational interaction
We consider a measurement scheme between a target
system and a control qubit probe as schematically shown
in Fig. 1. The target system is initially given in the
density matrix ρ0,
ρ0 =
d−1∑
n,m=0
ρnm|n〉〈m|, with ρnm = 〈n|ρ0|m〉, (2)
an unknown state needed to be estimated, d is the dimen-
sion of the target system. The control qubit probe is ini-
tially prepared in the state |+〉, i.e., |+〉 = (|0〉+|1〉)/√2.
The initial joint state becomes
ρ = ρ0 ⊗ |+〉〈+|. (3)
Let us consider the interaction is an invert quantum con-
trolled gate which we name as type-I operational inter-
action:
Un = Is ⊗ |0〉〈0|+ |n〉〈n| ⊗ |1〉〈1|, (4)
where Is is a d-dimensional identity matrix in the target
system space. Note that this interaction is similar to
Hofmann’s and can be implemented in optics where the
control qubit probe is a polarized single photon [38]. This
kind of implementation has been reported in [14, 39].
After the interaction, the joint state becomes
ρ′ = UnρU†n. (5)
The target system is then postselected onto a conjugate
basis |k〉 = 1√
d
∑d−1
m=0 e
i2πmk/d|m〉, while the remaining
control qubit state is given by
ρ′′ = 〈k|ρ′|k〉 =
(
ρ′′00(n, k) ρ
′′
01(n, k)
ρ′′10(n, k) ρ
′′
11(n, k)
)
. (6)
Explicitly, we have
3ρ′′00(n, k) =
1
2d
d−1∑
n,m=0
e
i2pi(m−n)k
d ρnm; (7)
ρ′′10(n, k) =
1
2d
d−1∑
m=0
e
i2pi(m−n)k
d ρnm; (8)
ρ′′01(n, k) = ρ
′′
10(n, k)
∗; and (9)
ρ′′11(n, k) =
1
2d
ρnn. (10)
Using the Fourier transformation, we obtain
ρnm ∝ 2d
∑
k
e
i2pi(n−m)k
d ρ′′10(n, k). (11)
Then, the element ρnm is calculated from the measure-
ment result of ρ′′10(n, k) in the control qubit probe. To
obtain ρ′′10(n, k), we measure the control qubit probe in
different bases:
ρ′′10(n, k) =
1
2
[(
P+ − P−
)
+ i
(
PL − PR
)]
, (12)
where Pj = tr[|j〉〈j|ρ′′] is the probability when measur-
ing the control qubit probe in different bases; where |j〉 ∈
{|0〉, |1〉}, {|+〉, |−〉}, {|L〉, |R〉}, where |±〉 = 1√
2
(|0〉 ±
|1〉), |L〉 = 1√
2
(|0〉+ i|1〉), |R〉 = 1√
2
(|0〉 − i|1〉).
C. Type-II operational interaction
We consider an arbitrary coupling between the target
system and the control qubit probe. The initial joint
state is the same as (3) in Sec. II B. The interaction is
given by
Un =
(
Is − εθ|n〉〈n|
)
⊗ |0〉〈0|+ sin θ|n〉〈n| ⊗ |1〉〈1|,
(13)
which we name as type-II operational interaction. Here
εθ ≡ 2 sin2 θ2 , and θ is the coupling strength. For θ ≪ 1,
the measurement is said to be weak. For θ = π/2, the
measurement is strong, while θ < π/2 corresponds to an
arbitrary strength measurement. This type is equivalent
to an arbitrary strong von Neumann measurement frame-
work [26, 27, 40–44], such that, as we can see in the von
Neumann measurement, a unitary interaction is given by
U
vNm
n = e
−iθ|n〉〈n|⊗σy
= Isp − |n〉〈n| ⊗
[
(1− cos θ)Ip + i sin θσy
]
, (14)
where Isp = Is ⊗ Ip; Is, Ip are identity matrices in the
target system and control qubit probe, respectively. vNm
stands for “von Neumann measurement.” The action of
U
vNm
n on the control qubit probe initially prepared in
state |0〉 leads to
(
Is − εθ|n〉〈n|
)⊗ |0〉〈0|+ sin θ|n〉〈n| ⊗ |1〉〈1|, (15)
which is the same as (13) above. This type of mea-
surement covers all of the versions of DSM from strong
[26, 27] to weak interaction [40–42] by changing the cou-
pling strength. This method also includes the coupling-
deformed-pointer method, which is an arbitrary strong
interaction [43, 44].
Next, after the interaction given in (13) and the post-
selection onto the conjugate basis |k〉, the final control
qubit state (ρ′′) is given as in (6). Then, we have
ρ′′00(n, k) =
1
2d
[ d−1∑
n,m=0
e
i2pi(m−n)k
d ρnm
− εθ
( d−1∑
m=0
e
i2pi(m−n)k
d ρnm + c.c
)
+ ε2θ ρnn
]
;
(16)
ρ′′10(n, k) =
sin θ
2d
[ d−1∑
m=0
e
i2pi(m−n)k
d ρnm + εθρnn
]
; (17)
ρ′′01(n, k) = ρ
′′
10(n, k)
∗; and (18)
ρ′′11(n, k) =
1
2d
sin2 θ ρnn. (19)
It is now possible to calculate the element ρnm by using
the Fourier transformation:
ρnm ∝ 2d tan θ
2
δnmρ
′′
11(n, k) +
∑
k
e
i2pi(n−m)k
d ρ′′10(n, k),
(20)
where δnm is the Dirac delta. For a weak measurement
(small θ), the reconstructed state is given by
ρWnm ∝
∑
k
e
i2pi(n−m)k
d ρ′′10(n, k). (21)
The same as Sec. II B, to obtain ρ′′10(n, k) and
ρ′′11(n, k), we measure the control qubit probe as follows:
ρ′′10(n, k) =
1
2
[(
P+ − P−
)
+ i
(
PL − PR
)]
, and (22)
ρ′′11(n, k) = P1, (23)
where P1 = tr[|1〉〈1|ρ′′]. Equations (20, 21) are equiva-
lent to those derived by von Neumann measurement in
[26]. This Neumann framework has been widely explored
and investigated theoretically and experientially [26, 27].
Such an element matrix ρnm in Eqs. (11, 20) is given
without any approximation. However, we emphasize that
its obtained value depends on the experiments and the
methods (that we use to measure the final control qubit
state): by using different types of equipment or different
methods, we have different values of ρnm, which is the
main leaven of systematic errors. So far, there are vari-
ous methods in the DSM, including compressive sensing
method [28], enlarged Hilbert space [24], and continu-
ous probe state [29]. However, in this work, we restrict
ourselves to quantum controlled measurement framework
since it includes the arbitrary strong interaction and is
experimentally realizable [27, 37].
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FIG. 2. (Color online.) Histogram of the fidelities estimated
from 500 independent reconstructed states |GHZ4〉. For each
state, Nc = 400 measurement repetitions have been carried
out. The red-dotted line is the reference fidelity f0. The
average fidelities obtained from type-I (purple), type-II(0.5pi)
(green), and type-II(0.1pi) (cyan) are smaller than f0, which
called systematic errors. Yellow curves are fit Gaussian.
III. ACCURACY IN THE DSM
A. Random vs systematic errors
To avoid any confusion, we define random and system-
atic errors as following. Random error describes fluctu-
ations around the true value that caused by unknown
and unpredictable changes during the measurement pro-
cess. It is essentially unavoidable but can be effectively
reduced by repeating the measurement many times. Dif-
ferently, systematic error is a bias between the true value
and the estimated value [45]. It is raised by inaccuracy of
equipment or by diffident measurement methods (mod-
els), such as the offset error, the scale factor error. For
example, if you are using a thermometer that has not
been set to zero beforehand, there will have a system-
atic error in measuring the temperature (offset error); or
using a stretched-out measuring tape will cause a scale-
factor type systematic error. In our case, the systematic
error is caused by diffident types in the quantum con-
trolled measurement framework.
We numerically investigate the systematic errors in
the DSM caused by two types of operational interac-
tion in Sec. II. We first consider a four-qubit GHZ state
|GHZ4〉 = 1/
√
2(|0000〉+ |1111〉) as a target state (later,
we also examine other common states such as W state
and Dicke state.) We also assume the state is mixed
with small white noise that ρ0 = (1−p)|GHZ4〉〈GHZ4|+
pIs/16. We choose p so that the reference fidelity f0 ≡
〈GHZ4|ρ0|GHZ4〉 = 0.9. To reconstruct the state, we
perform the Monte Carlo simulations with the cumula-
tive method [24, 40]. Our code can be found in [46]. To
analyze the systematic errors, we compare the bias be-
tween the reference fidelity and average fidelities obtained
from type-I and type-II as follows.
Figure 2 shows the histogram of the estimated fidelity
f(ρr) = 〈GHZ4|ρr|GHZ4〉, where ρr is the estimated den-
sity state, obtained from (11) or (20). Note that this fi-
delity is compared with the GHZ state, so that its exact
value is f0 = 0.9, as we fit above. If we compare ρr with
ρ0 then the exact value of the fidelity should be one. The
reason we shift the exact value to 0.9 is that for the il-
lustration purpose, as we can see from Fig. 2. From the
histogram, we can calculate the average fidelity (fave),
which is the average value of f(ρr)’s; and the standard
deviation (δf), which stands for the random error.
On one hand, the standard deviation (δf) obtained
from type-I is ±0.115, while those ones for type-II(θ)
with θ = 0.5π and θ = 0.1π are ±0.146 and ±0.208,
respectively. [Note that hereafter we add a suffix (θ)
to “type-II” to declare the θ-dependence of this type.]
Among these cases, the random error of type-I is small-
est while that value of type-II gradually increases when
reducing the interaction strength θ. These results are in
agreement with [26].
On the other hand, the average fidelities obtained from
these three cases above are 0.852, 0.837, and 0.718, re-
spectively. These average fidelities are smaller and de-
viate systematically from the true value (0.9), which are
known as the systematic errors [47]. To evaluate a “ mea-
sure” of systematic error, we define a bias factor, which is
the ratio between the reference fidelity f0 and the evarage
fidelity fave as
∆f =
f0 − fave
f0
, (24)
where f0 − fave is an infidelity. If the bias vanishes
(∆f = 0), there is no systematic error at all. The larger
the bias, the larger the systematic error. The analytical
expression of (24) can be derived in terms of the initial
unknown state. However, we emphasize that such an ex-
pression is given in an ideal case, such as the number of
measurements is infinity. In this paper, we thus restrict
ourselves to numerical simulation of (24), which can be
served as testbed before carrying out real experiments.
As we can see from Fig. 2, the bias is small for
type-I, while it gradually increases for type-II(θ) when
θ gradually reduces from strong to weak interactions.
These results are obtained after 400 measurement runs
(Nc = 400) for each ρnm and 500 estimated states to get
the histogram.
While random errors can be reduced when increasing
the number of copies Nc, systematic errors cannot be
completely eliminated in the same way. However, the
bias ∆f can be reduced when increasing Nc, for exam-
ple, see [47]; or in a general procedure called “calibra-
tion.” Hereafter, let us investigate the dependence of fi-
delities on Nc. The results are shown in the upper row of
Fig. 3 for several initial states, including the GHZ state
|GHZ4〉, the W state |W4〉, and the Dicke state |D14〉. For
each case, we show the average fidelities with respect to
the target state for type-I (purple), type-II(0.5π)(green),
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FIG. 3. (Color online.) Upper panels: The average fidelities with respect to the target state as functions of the number
of copies Nc for different target states GHZ4, W4, and D
1
4 from left to right. For each panel, we consider different methods,
ranging from type-I to type-II(θ) and weak measurements. Lower panels: the corresponding ∆f ’s. The solid lines are the
guide’s eyes.
type-II(0.1π) (cyan), and weak measurement (orange).
The results show that these fidelities depend significantly
on the number of measurement copies Nc and increase
with increasing Nc. Correspondingly, the biases ∆f de-
crease with increasing Nc, as can be seen from the lower
panels of Fig. 3. The results also suggest that the biases
still remain and do not collapse between deferent meth-
ods when increasing Nc, which imply that the systematic
errors cannot be completely eliminated. It can be seen
that the systematic error is small for type-I, and it grad-
ually increases for type-II(θ) when θ reduces from strong
to weak interactions. We also compare to the weak mea-
surement case, where the interaction strength is infinitely
small. The results reveal that the systematic error in this
case is the largest (among those methods that we are con-
sidering in this paper.) This conclusion is in agreement
with previous studies [26, 40], where the bias caused by
the infinitely small θ.
Furthermore, the systematic errors also vary with the
number of qubits Nq. In Fig. 4 upper panels, we show
the average fidelities with respect to the target state of
different methods versus Nq for different target states.
We also show the corresponding biases in its lower panels.
Here, we fit Nc = 10
5. The results suggest that the
fidelities decrease when increasingNq while the biases are
increasing, which imply the increase in systematic errors.
Similarly as above, for type-I, the systematic deviation is
small while it gradually increases for type-II(θ) when θ
reduces from strong to weak interactions. Here we omit
the weak measurement case since its systematic deviation
is relatively large.
B. Confidence region
Now, let us analyze the confidence region in the DSM.
Following the method of Christandl and Renner [48], we
consider a region Rf(ρr) is a set of state ρr so that its
fidelity f(ρr) satisfies a concrete condition
Rf(ρr) =
{
ρr : f¯ ≤ f(ρr) ≤ 2f0 − f¯ ≤ 1
}
, (25)
where f¯ is a fixed threshold fidelity. The distribution
function of f for all ρr is also defined as [49]
µ(f) =
∫
∀ρr
dρr P (ρr)δ[f(ρr)− f ], (26)
where P (ρr) is the normalized probability that the ob-
tained state is ρr, and δ[·] is the Dirac delta. In the region
Rf(ρr), the distribution function is satisfied [48, 49]:
∫ min{2f0−f¯ ,1}
f¯
µ(f)df ≥ 1− ǫ
2c
, (27)
where 1 − ǫ is the confidence level and c ≡ poly(Nc) =
(Nc+1)
d−1. Then, there exists a confidence regionRλf(ρr)
such that
Rλf(ρr) =
{
ρr : ∃ρ′r ∈ Rf(ρr) with F (ρr, ρ′r) ≥ 1− λ2
}
,
(28)
where F (ρr, ρ
′
r) = tr
√√
ρrρ′r
√
ρr the fidelity of the close-
ness between ρr and ρ
′
r, and λ
2 =
2
Nc
(ln 2ǫ+2 ln c). Then,
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FIG. 4. (Color online.) Upper panels: The average fidelities with respect to the target state as functions of the number
of qubits Nq for different target states GHZ4, W4, and D
1
4. Other denotations are the same as Fig. 3. Lower panels: the
corresponding ∆f ’s.
the probability that ρr belongs to the confidence region
is given by
P
[
ρr ∈ Rλf(ρr)
] ≥ 1− ǫ. (29)
Next, let us provide a concrete example of how to
choose the confidence region priorly. Let us assume the
distribution function µ(f) is a Gaussian mean f0:
µ(f) =
1√
2πσ2
e−
(f−f0)
2
2σ2 , (30)
where we choose priorly σ = ǫ = 0.005, i.e., the confi-
dence level is 1 − 0.005 = 0.995. Inversely solving (27)
we obtain f¯ ≈ 0.858128. We also calculate λ2 and then
obtain the confidence region bounded by
f¯ − λ2 ≤ Rλf(ρr) ≤ min(2f0 − f¯ + λ2, 1). (31)
For example, with GHZ4, Nc = 10
4, we have λ2 ≈
0.056461, then the confidence region is [0.801667 :
0.998333], which is the yellow region in Fig. 5(b).
In Fig. 5 (a), we numerically show the ratio into per-
centage between the number of states ρr that belong to
the confidence region Rλf(ρr) and all states with the confi-
dence level at 0.995. We investigate three cases of type-I,
type-II(0.5π) and type-II(0.1π) for several Nc. The re-
sults show that the ratio into percentage increases as Nc
increases; and type-I always shows the highest percent
while that one for type-II gradually decreases from strong
to weak interactions.
In Fig. 5 (b), we show the histogram of these three
cases where we can see that type-I lies inside the confi-
dence region with the highest percentage.
C. Systematic errors against the noise
In this subsection, we investigate the systematic errors
under the effect of noise caused by the imperfect detec-
tion. In this case, the probability when measuring the
control qubit probe (Pj) has some noises. We consider
the noise a Gaussian type [50, 51], then the probability
is given as
P
(η)
j =
∑
j′
N e−
(j−j′)2
2η2 Pj′ , (32)
where N is the normalizing factor, and η is the noise pa-
rameter. Physically, the imperfect detection noise means
that when measuring the control qubit probe in basic |j〉,
there is a small probability that it becomes |j′〉 for j and
j′ are in {|0〉, |1〉}, {|+〉, |−〉}, and {|L〉, |R〉}.
We show, in Fig. 6, the numerical results for the aver-
age fidelity of GHZ4 for two cases of type-I and type-II
(0.5π). It can be seen that the fidelity is protected in
the case of type-I, which implies that its systematic error
does not increase when increasing the noise. Meanwhile,
the fidelity of type-II(0.5π) rapidly drops when the noise
η reaches around 0.3.
IV. DISCUSSION
In our study, we show a higher accuracy for type-I
operational interaction in comparison with type-II from
strong to weak interactions. It can be understood be-
cause in type-I, we only measure ρ′′10(n, k) [equation
(12)] while in the latter case, it also requires to measure
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FIG. 5. (Color online.) (a) Plot of the ratio into percentage between the number of states inside the confidence region and
all states. We plot for three cases shown in the figure. (b) The histogram of these three cases at Nc = 10
4. The ratios into
percentages are given in the figure, while the highlight region represents the confidence region.
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FIG. 6. (Color online.) Plot of average fidelities of GHZ4 at
Nc = 10
4 for two cases: type-I and type-II(0.5pi). Inset: plot
of the fidelity of type-I on a large scale.
ρ′′11(n, k) [equations (22,23)]. Consequently, type-I gives
more accuracy. Both cases of type-I and weak measure-
ment only require the measurement of ρ′′10(n, k). How-
ever, for the weak measurement case, the bias is rising
due to the infinitely small of the interaction strength. As
a result, the accuracy of the weak measurement case is
poor.
So far, the quantum controlled interaction presents
a cyclic property between pre-selected state, basis |n〉,
and post-selected state |k〉, which allows for applying
the scan-free method [37]. In the scan-free method, the
projection operator |n〉〈n| in (4) and (13) is replaced by
|k〉〈k|, and the postselection is |n〉. We can keep all the
data of the postselection |n〉 (scan-free) that will be used
in the reconstruction process. It thus gives better accu-
racy for the DSM [15, 37].
Furthermore, the study of confidence region is crucially
important not only in theory but also in experiments be-
cause it helps to design and evaluate experiments. For ex-
ample, it allows experimenters to predict the confidence
region of quantum states in advance before carrying out
the experiments. Thus, the measurement time can be
reduced by focusing on the confidence region. So far, the
analysis of the confidence region has been carried out for
the standard quantum state tomography [48, 49, 52, 53].
However, this is the first time we apply this analysis on
the DSM.
V. CONCLUSION
We have investigated the systematic operational errors
in the direct state measurements (DSM) with a quantum
controlled interaction framework. In this DSM scheme,
a target system is controlled by a qubit probe and posts-
elected onto a conjugate basis; the outcomes of the con-
trol qubit probe can be measured and taken out of the
estimated state. We have considered two types of opera-
tional interaction: (i) invert quantum controlled interac-
tion (type-I) and (ii) arbitrary strong interaction (type-
II), which is equivalent to a von Neumann interaction.
Our numerical results first show that type-I opera-
tional interaction gives lower systematic error than type-
II, which means more accuracy. For the same confidence
level, type-I has a higher ratio into percentage in the con-
fidence region. The systematic error in type-I is also well
against the noise as its fidelity is protected under the
noise. These results can be explained by the difference in
these two interaction types, where type-I requires fewer
measurements than type-II.
Our study gives a better solution for quantum state
tomography using the quantum controlled measurement
scheme (better than conventional strong measurements
and weak measurements.) Furthermore, its measurement
is simple and applicable to high-dimension systems. This
method, thus, could be a potential candidate for further
characterizing the properties of large systems.
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