Abstract. The research paper discusses the relationship between international trade, especially export, and the economic growth, presented by GDP, in Lithuania over the period of 2000-2015 years. The analysis is started by the historical review of possible types of relationships between exports and economic growth. Furthermore, the paper presents four theoretical propositions as export-led growth (1), growth-driven export (2), a feedback relationship (3) and simple contemporaneous relationship (4). This study examines the importance of the export-led growth hypothesis for Lithuania. The testing is based on Granger causality in the export-GDP system. The export-led growth hypothesis is found in Lithuania only in the short-run. The recommendations for future investigations are developed at the end of research paper's parts.
Introduction
The relationship between export (as main indicator of international trade) and GDP (as main indicator of economic growth) has long been a main subject of the scientific interest in the literature of economic development and economic growth. Since the early 1960s policy makers and scholars have shown a great interest in the possible relationship between exports and economic growth. The motivation is clear. Should a country promote exports to speed up economic growth or should it primarily focus on economic growth, which in turn will generate exports? There are basically four theoretical propositions (Konya 2004): 1) According to the so called export-led growth hypothesis, export activity leads to the economic growth. The trade theory provides several plausible explanations in favor of this idea. Beside others, the positive impact of an outward oriented trade policy on technological change, labour productivity, capital efficiency and, eventually, on production can be mentioned.
2) The second proposition is the growth-driven export hypothesis, which postulates a reverse relationship. It is based on the idea that economic growth induces trade flows. It can also create comparative advantages in certain areas leading to specialisation and facilitating exports. These two approaches certainly do not exclude each other.
3) Therefore, the third notion is a feedback relationship between export and economic growth. 4) Finally, there is also potential for a simple contemporaneous relationship between these two variables. There is a significant strand of Lithuanian scientific literature devoted to discussion on the importance of the export-led growth for small open economy countries, whose economic activities are mostly export-oriented, like in Lithuania or the other Baltic States (Travkina, Tvaronavičienė 2010 , 2011 , 2015 Lankauskienė, Tvaronavičienė 2014; Dudzevičiūtė et.al. 2014; Rutkauskas et.al. 2014; Vosylius et.al. 2013; Bruneckienė, Paltanavičienė 2012; Meilienė, Snieška 2010; Rojaka 2008; Ginevičius et.al. 2005; Vilpišauskas 2004; Rudzkis, Kvedaras 2003) . In the article it is assumed that export is a short-run and a middle-run source of the Lithuanian economic growth; therefore, the exports-led growth hypothesis was re-examined and re-confirmed in the case of Lithuania during the period from 2000Q1 to 2007Q4 and from 2009Q1 to 2015Q1. The article is organized as follows: firstly, the mentioned relationship should be described using information from peer-reviewed scientific sources. Secondly, the author presents the methodology and econometrical testing results. Finally, the main finding of the part should be summarized.
The Analysis of the Relationship between Export and GDP
The genesis of competitiveness, presented by the author in 2010 (Travkina, Tvaronavičienė 2010) , argues that even without reference to a particular type of relationship between export and GDP, the international trade development positively influences economic growth, because it will increase capacity utilization, allow a country to take advantage of scale economies, promote technical change, and increase the resource allocation efficiency, and overall productivity as well. However, there are more theoretical insights tested by various models. The models mostly used in previous studies derive from neo-classical economic theory or from modern theories based on classical principles (Krugman 1994; Bouoiyour 2003; Travkina, Tvaronavičienė 2010; Bruneckienė, Paltanavičienė 2012; Meilienė, Snieška 2010) . Recent studies indicate that the relationship between trade and economic growth depends on the level of development (1) and economic structure (2) and is subject to an interactive process of economic development and structural change (Sun, Parikh 2001; Travkina, Tvaronavičienė 2011 , 2015 . However, the most recent and comprehensive survey of this literature is done by who review more than one hundred and fifty applied papers on export-growth, published between 1963 and 1999. These papers fall into three groups:
a) The first group of studies is based on cross-country rank correlation coefficients; b) the second one applies the cross-sectional regression analysis, and c) the third group uses time series techniques on a country-by-country basis. Two thirds of the papers belong to the third group, and more than seventy of these are based on the concept of the Granger causality and on various tests of it. Applications of causality tests and cointegration techniques in examining the relationship between international trade and economic growth have become popular since the beginning of the 1985 (Jung, Marshall 1985) , especially, there has been considerable interest in testing exportled growth (ELG) using the notion of Granger causality. Rather scarce studies exist on Lithuania, in which these techniques are applied (Rudzkis, Kvedaras 2003) . In the case of Lithuania, Rudzkis and Kvedaras (2003) find evidence for export causing growth both in the long run, and in the short run. In addition, prior studies have ignored dynamic analysis, such as impulse responses, and have had gaps in their econometric procedure of applying the VAR model.
The Methodology of the Testing
Intuitive ideas can be investigated through vector autoregression models incorporating the notion of Granger or regressive causality. This study is the subject to contribution to the scientific literature: a) it provides the econometric application in the proven way, to avoid misspecification and to minimize the testing bias. It includes and estimates the causal relationship by applying the three-variable VAR model based on the three time series (GDP, import, export); b) it complements the literature on relationships between trade liberalization, economic growth and empirical evidence about the source of economic development in the case of Lithuania. In this part the author tests the short-term and middle-term relationships between GDP, export and import for Lithuania from 2000Q1 until 2007Q4 and from 2009Q1 until 2015Q1, using a three-variable vector autoregressive (VAR) model. The author applies econometric procedures, including the following steps: 1) Test unit root of time series; 2) Construct the three-variable VAR model; 3) VAR diagnostics; 4) Granger causality test; 5) Impulse response function. "Eviews" program was selected as the instrument of statistical and econometric analysis as well as for testing.
1) Test unit root of time series.
The author implements the unit root test of the three time series: GDP, export and import by using the Augmented Dickey-Fuller (ADF) test (Enders 2009 ). If those studied series are stationary in first difference (I(1)), they will be used to construct a three-variable VAR. If some of the series, or all three, have a higher order than I(1), I will transfer them into the other forms such as logarithms, share of GDP or form of difference, and then retest the unit root. This step will cease when the transformed series are non-stationary with an order of one.
2) Construction of three-variable VAR model
VAR is the extension of the autoregressive (AR) model to the case in which there is more than one variable under study. The term "VAR" becomes more transparent if we use matrix notation. A first order VAR in two variables would be given by (Lapinskas, 2012) :
The term "VAR" becomes more transparent if we use matrix notation. A first order VAR in two variables would be given by
Where ε 1t and ε 2t are two white noise processes (independent of the history of Y and X) that may be correlated (Lapinskas, 2012) .
3) VAR diagnostics
To check the VAR model, the following tests should be implemented: a) Lag order selection; b) R-squared, adjusted R-squared, Akaike info criterion, Durbin-Watson stat. c) VAR residual serial correlation LM test; d) VAR residual normality test; e) VAR residual heteroscedasticity test.
a) Lag order selection According to Enders (2009) , the model will be misspecified, when the lag length is too small. The more lags there are, the more parameters we need to estimate and the less bias in our results occur. The model will be over parameterized if the number of lags is too large. There are two approaches: lag order selection based on the LR test; and lag order selection based on Information criteria such as AIC (Akaike's Information Criterion), FPE (final prediction error), SC (Schwarz criterion), HQ (the Hannan & Quinn (1979) criterion) (Lutkepohl 2005 ).
b) R-squared, adjusted R-squared, Akaike info criterion, Durbin-Watson stat.
The popular characteristic of the model quality is the coefficient of determination R-squared. For example, R 2 =0.65, we say that the right-hand variables explain 65 per cent of Y's variability. The problem with R 2 is that this ratio can not fall when more explanatory variables are added to a model. There are many possibilities to penalize for extra explanatory variables, for example, calculation of adjusted R-squared, Akaike info criterion (AIC), Durbin-Watson stat, Schwarz information criterion (SIC). Noticeably, that sometimes these criteria (most popular among them are AIC and/or SIC) give conflicting answers: if a few models have the same left-hand variable, the best is with the smallest AIC and/or SIC.
c) VAR residual serial correlation LM, normality and heteroscedasticity tests
However, it is usual that different criteria give a different number of maximum lag lengths. The problem is which criteria we should choose. To overcome this problem, the author should run VAR with different lag orders, chosen by different criteria and the LR test, and then implement the VAR residual serial correlation LM test, residual normality and heteroscedasticity tests. An appropriate lag order needs to satisfy those tests (Nguyen 2011) .
4) Granger causality test
In order to know the causality between those four time series, the author applies the Granger causality test (Enders 2009 ). This test detects, whether the lags of one variable can Granger-cause any other variables in the VAR system. The null hypothesis is that all lags of one variable can be excluded from each equation in the VAR system. The basic idea of the Granger or regressive causality is that a variable X Granger causes Y, if past values of X can help explaining Y. Of course, if the Granger causality holds, this does not guarantee that X causes Y. This is why academicians say "Granger causality" rather than just "causality". Nevertheless, if the past values of X have explanatory power for the current values of Y, it at least suggests that X might be causing Y. Granger causality is the only relevant with time series variables (Lapinskas 2012).
5) Impulse response function
Based on the Granger causality test, we do not know whether or not the exports and imports have a positive effect on GDP. It is also unclear, whether or not the impact of exports on GDP is stronger than that of imports on GDP. To answer these questions, the author analyzes the impulse-response function. Shin and Pesaran defined the impulse response function as follows: "An impulse response function measures the time profile of the effect of shocks at a given point in time on the (expected) future values of variables in a dynamic system" (Shin, Pesaran 1998).
Empirical Analysis and Findings
Data set of real variables (GDP, export and import) was constructed and consisted in 41 observations through two periods: 2000Q1-2007Q4 and 2009Q1-2015Q1 . The aim of this Section is to test the short-run and middlerun causality in the Granger sense. For this reason, the author uses the quarterly instead of the annual seasonally adjusted and adjusted data by working days data: a) Gross domestic product (GDP) is GDP at prices of the current reporting period or GDP at current prices (B1GM in Eurostat database), presented in million euro; b) Exports of goods and services (export or total export) represent the value of all goods and other market services provided to the rest of the world (P6 n Eurostat database), presented in million euro; c) Imports of goods and services (import or total import) represent the value of all goods and other market services received from the rest of the world (P7 n Eurostat database), presented in million euro. Table 1 reports the empirical founding of the unit root tests. In this Section, the author uses the Augmented Dickey -Fuller (ADF) technique (Enders 2009) . Table 1 provides the evidence that the three time series (GDP, export, and import) became stationary after the first difference, excluding the GDP for the period of 2000-2007 that became stationary after the second difference. 
Unit Root Test

VAR diagnostics
The result from the test for the lag length criteria based on the three-variable VAR systems with the maximum lag number 
Construction of three-variable VAR model
The author constructs two VAR systems with the three endogenous variables (GDP, export, and import) for The best regression equation that is on the right side includes gross domestic product for the period of 2009Q1-2015Q1 quarters as endogenous variable, describes exogenous variables with determination coefficient R 2 equal to 0.3084.
The Granger causality test
The Granger causality test (Pairwise Granger Causality Tests, Table 2) This conclusion needs to be compared with those from the impulse response function. However, this test does not provide information about the direction of the impact nor the relative importance between variables that simultaneously influence each other. For example, this test shows the causality of exports on GDP and also of GDP on import, and export on import. Based on this test, the author doubts whether or not the export has a positive effect on GDP. It is also unclear, whether or not the impact of exports on import is stronger than GDP on import. To answer these questions, the author analyzes the impulse-response function.
The Impulse response function
Figures 1-4 exhibit the generalized asymptotic impulse response function. It includes 4 small figures. Each small figure illustrates the dynamic response of each target variable (GDP, export, and import) to a one-standarddeviation shock on itself and other variables. In each small figure, the horizontal axis presents the five years (or 20 quarters) following the shock. The vertical axis measures the quarterly impact of the shock on each endogenous variable. The Granger causality test shows that export affects GDP during two periods. 
Conclusions
This research applies two three-variable VAR models, which are constructed from the three endogenous variables of GDP, of total export and of total import in order to observe the integrated relationship between the international trade and economic growth of Lithuania during the period from 2000Q1 to 2007Q4 and from 2009Q1 to 2015Q1. The results indicate the following aspects: 1) Export is a short-run source of the Lithuanian economic growth. The exports-led growth hypothesis was reexamined and re-confirmed in the case of Lithuania. Trade liberalization has a positive effect on the Lithuanian economic growth. The causality from trade liberalization on economic growth can be seen through export and re-export channel. 2) Export is not affected by the two other variables as GDP and import. 
