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Abstract
This paper is concerned with adaptive nonparametric estimation using the
Goldenshluger-Lepski selection method. This estimator selection method is
based on pairwise comparisons between estimators with respect to some loss
function. The method also involves a penalty term that typically needs to
be large enough in order that the method works (in the sense that one can
prove some oracle type inequality for the selected estimator). In the case
of density estimation with kernel estimators and a quadratic loss, we show
that the procedure fails if the penalty term is chosen smaller than some
critical value for the penalty: the minimal penalty. More precisely we show
that the quadratic risk of the selected estimator explodes when the penalty
is below this critical value while it stays under control when the penalty
is above this critical value. This kind of phase transition phenomenon for
penalty calibration has already been observed and proved for penalized model
selection methods in various contexts but appears here for the first time for
the Goldenshluger-Lepski pairwise comparison method. Some simulations
illustrate the theoretical results and lead to some hints on how to use the
theory to calibrate the method in practice.
Keywords: Nonparametric statistics, Adaptive estimation, Minimal
penalty
2000 MSC: 62G07
1. Introduction
Adaptive estimation is a challenging task in nonparametric estimation.
Many methods have been proposed and studied in the literature. Most of
them rely on some data-driven selection of an estimator among a given collec-
tion. Wavelet thresholding (Donoho et al., 1996), Lepski’s method (Lepski˘ı,
1990), and model selection (Barron, Birge´, and Massart, 1999) (see also Birge´
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(2001) for the link between model selection and Lepski’s method) belong to
this category. Designing proper estimator selection is an issue by itself. From
a constructive point of view, it is a crucial step towards adaptive estimation.
For instance, selecting a bandwidth for kernel estimators in density estima-
tion means that you are able to estimate the density without specifying its
degree of smoothness in advance. Recently an interesting new estimator se-
lection procedure has been introduced by Goldenshluger and Lepski (2008).
Assume that one wants to estimate some unknown function f belonging to
some function space endowed with some norm ‖.‖. Assume also that we
have at our disposal some collection of estimators (fˆh)h∈H indexed by some
parameter h, the issue being to select some estimator fˆhˆ among this collec-
tion. The Goldenshluger-Lepski method proposes to select hˆ as a minimizer
of B(h) + V (h) with
B(h) = sup{[‖fˆh′ − fˆh,h′‖2 − V (h′)]+, h′ ∈ H}
where x+ denotes the positive part max(x, 0) and where fˆh,h′ are auxiliary
(typically oversmoothed) estimators and V (h) is a penalty term (called ”ma-
jorant” by Goldenshluger and Lepski) to be suitably chosen. They first de-
velop their methodology in the white noise framework (Goldenshluger and Lepski,
2008, 2009), next for density estimation (Goldenshluger and Lepski, 2011)
and then for various other frameworks (Goldenshluger and Lepski, 2013).
Their initial motivation was to provide adaptive procedures for multivariate
and anisotropic estimation and they used the versatility of their method to
prove that the selected estimators can achieve minimax rates of convergence
over some very general classes of smooth functions (see Goldenshluger and Lepski,
2014). To this purpose, they have established oracle inequalities to ensure
that, if V (h) is well chosen, the final estimator fˆhˆ is almost as efficient as
the best one in the collection. The Goldenshluger-Lepski methodology has
already been fruitfully applied in various contexts: transport-fragmentation
equations (Doumic et al., 2012), anisotropic deconvolution (Comte and Lacour,
2013), warped bases regression (Chagny, 2013) among others (see also Bertin et al.
(2015) which contains some explanation on the methodology). We cannot
close this paragraph without citing the nice work of Laurent et al. (2008),
who have independently introduced a very similar method, in order to adapt
the model selection point of view to pointwise estimation.
In this paper we focus on the issue of calibrating the penalty term V . As
we mentioned above the ”positive” known results are of the following kind:
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the method performs well (at least from a theoretical view point) when V is
well chosen. More precisely one is able to prove oracle inequalities only if V
is not too small. But the issue is now: what is the minimal (or the optimal)
value for V to preserve (or optimize) the performance of the method? Here
we consider this issue from a theoretical point of view but actually it is a
crucial issue for a practical implementation of the method. In this paper we
focus on the (simple) classical bandwidth selection issue for kernel estimators
in the framework of univariate density estimation. The main contribution
of this paper is to highlight a phase transition phenomenon that can be
roughly described as follows. For some critical quantity V0 (that we call
”minimal penalty”) if the penalty term V is defined as V = aV0 then either
a < 1 and the risk E‖f − fˆhˆ‖2 is proven to be dramatically suboptimal, or
a > 1 and the risk remains under control. This kind of phase transition
phenomenon and its possible use for penalty calibration appeared for the
first time in Birge´ and Massart (2007) in the context of Gaussian penalized
model selection. It is interesting to see that the same phenomenon occurs
for a pairwise comparison based selection method such as the Goldenshluger-
Lepski method.
Proofs are extensively based on concentration inequalities. In particular,
left tail concentration inequalities are used to prove the explosion result be-
low the critical value for the penalty. Although the probabilistic tools are
non asymptotic by essence, they merely allow us to justify that suprema of
empirical processes are well concentrated around their expectations and the
approximations that we make on those expectations are indeed asymptotic.
Needless to say this means that our final results are (unfortunately) a bit of
an asymptotic nature, at least as far as the identification of the critical value
a = 1 is concerned. To be more concrete, we mean that for a given unknown
density and a given sample size n, it is unclear that a phase transition phe-
nomenon (if any) should occur at the critical value a = 1 as predicted by the
(asymptotic) theory. But still, because of the concentration phenomenon,
one can hope that some phase transition does occur (even non asymptoti-
cally) at some critical value even though it is not equal (or even close) to
the (asymptotic) value a = 1. To check this, we have also implemented nu-
merical simulations. These simulations allow us to understand what should
be retained from the theory as a typical behavior of the method. In fact the
simulations confirm the above scenario. It turns out that the phase transition
does occur when you run simulations even though the critical point is not lo-
cated at a = 1. This is actually what should be retained from the theory (at
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least from our point of view). The fact that some phase transition does occur
is good news for the calibration issue because this means that in practice you
can detect the critical value from the data (forgetting about the asymptotic
value a = 1). Then you can hope to use this value to elaborate some fully
data-driven and non asymptotic calibration of the method. We conclude the
paper with providing some hints on how to perform that explicitly.
In Section 2 we specify the statistical framework and we recall the oracle
inequality that can be obtained in the framework of density estimation. Then
Section 3 contains our main theorem about minimal penalty. This result is
illustrated by some simulations (Section 4). Finally, some proofs are gathered
in Section 6 after some concluding remarks.
2. Kernel density estimation framework and upper bound on the
risk
We consider independent and identically distributed real variablesX1, . . . , Xn
with unknown density f with respect to the Lebesgue measure on the real
line. Let ‖.‖ denote the L2 norm with respect to the Lebesgue measure. For
each positive number h (the bandwidth) we can define the classical kernel
density estimator
fˆh(x) =
1
n
n∑
i=1
Kh(x−Xi) (1)
where K is a kernel and Kh = K(./h)/h. We assume here that the func-
tion to be estimated is univariate and we study the Goldenshluger-Lepski
methodology without oversmoothing. This means that we do not use aux-
iliary estimators. We could actually prove the same results for the original
method but the proofs are more involved and we decided to keep the proofs
as simple as possible trying not to hide the heart of the matter.
To be more precise the procedure that we study is the following one:
starting from some (finite) collection of estimators {fˆh, h ∈ H}, we set
B(h) = sup
h′≤h
[
‖fˆh′ − fˆh‖2 − V (h′)
]
+
with V (h′) = a
‖Kh′‖2
n
(2)
with a being the tuning parameter of interest. Then the selected bandwidth
is defined by
hˆ = argmin
h∈H
{B(h) + V (h)} . (3)
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It is worth noticing that the penalty term V (h) which is used here is exactly
proportional to the integrated variance of the corresponding estimator.
We introduce the following notation:
fh := E(fˆh), hmin := minH, hmax := maxH
D(h) := max(sup
h′≤h
‖fh′ − fh‖, ‖f − fh‖) ≤ 2 sup
h′≤h
‖fh′ − f‖
We assume that the kernel verifies assumption
(K0)
∫ |K| = 1, ‖K‖ <∞ and
∀ 0 ≤ x ≤ 1 〈K,K(x.)〉‖K‖2 ≥ 1.
Assumption (K0) is satisfied whenever the kernel K is nonnegative and uni-
modal with a mode at 0. Indeed in this case K(xu) ≥ K(u) for all u ∈ R and
x ∈ [0, 1]. This is verified for classical kernels (Gaussian kernel, rectangular
kernel, Epanechnikov kernel, biweight kernel; see Lemma 4). This entails
that for all h′ ≤ h, ‖Kh′ − Kh‖2 ≤ ‖Kh′‖2 − ‖Kh‖2. This Pythagore type
inequality is a one of the key properties that we shall use for proving our
results.
Let us now recall the positive results that can be obtained for the selection
method if a is well chosen.
Proposition 1. Assume that f is bounded and K verifies (K0). Let fˆhˆ be
the selected estimator defined by (1), (2), (3). Assume that the parameter a
in the penalty V satisfies a > 1.
• There exist some positive constants C0 > 0 and c > 0 such that, with
probability larger than
1− 2
∑
h∈H
∑
h′≤h
max(e−c
√
n, e−c/h
′
),
the following holds
‖fˆhˆ − f‖ ≤ C0 inf
h∈H
{
D(h) +
√
a
‖Kh‖√
n
}
.
The values C0 = 1+
√
2(1 + (a1/3 − 1)−1) and c = (a1/3 − 1)2min( 1
24
, ‖K‖
2
6‖f‖∞ )
are suitable.
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• Moreover, if n−1 ≤ hmin ≤ hmax ≤ log−2(n), there exists a positive
constant C depending only on ‖K‖ and ‖f‖∞ such that
E‖fˆhˆ − f‖2 ≤ 2C20 inf
h∈H
{
D2(h) + a
‖Kh‖2
n
}
+ Cn|H|2e− (a
1/3−1)2
C
log2(n)
(C = max(24, 6‖f‖∞/‖K‖2, 4‖f‖∞ + 4‖K‖2) works).
We recognize in the right-hand side of the oracle type inequalities above
the classical bias variance tradeoff. This oracle inequality shows that the
Goldenshluger-Lepski methodology works when a > 1, at least for n larger
than some integer depending on a and the true density. From a non asymp-
totic perspective this ”positive result” should be understood with caution,
it is clear from the analysis of the behavior of the constants involved with
respect to a that these constants are worse when a is close to 1.
The proof of Proposition 1 is postponed in Section 6.1. It is based on
the following concentration result (adapted from Klein and Rio (2005)) and
more precisely on inequality (4) below.
Lemme 2. Let X1, . . . , Xn be a sequence of i.i.d. variables and ν(t) =
n−1
∑n
i=1[gt(Xi) − E(gt(Xi))] for t belonging to a countable set of functions
F . Assume that for all t ∈ F ‖gt‖∞ ≤ b and Var(gt(X1)) ≤ v. Denote
H = E(supt∈F ν(t)). Then, for any ε > 0, for H
′ ≥ H,
P(sup
t∈F
ν(t) ≥ (1 + ε)H ′) ≤ max
(
exp
(
−ε
2
6
nH ′2
v
)
, exp
(
−min(ε, 1)ε
24
nH ′
b
))
(4)
P(sup
t∈F
ν(t) ≤ H − εH ′) ≤ max
(
exp
(
−ε
2
6
nH ′2
v
)
, exp
(
−min(ε, 1)ε
24
nH ′
b
))
(5)
Moreover
Var(sup
t∈F
ν(t)) ≤ v
n
+ 4
bH
n
(6)
3. Minimal penalty
In this section, we are interested in finding a minimal penalty V (h), be-
yond which the procedure fails. Indeed, if a and then V (h) is too small,
the minimization of the criterion amounts to minimize the bias, and then to
choose the smallest possible bandwidth. This leads to the worst estimator
and the risk explodes.
In the following result hmin denotes the smallest bandwidth in H and is
of order 1/n.
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Theorem 3. Assume that f is bounded. Choose H = {e−k, ⌈2 log logn⌉ ≤
k ≤ ⌊log n⌋} as a set of bandwidths. Consider for K the Gaussian kernel, the
rectangular kernel, the Epanechnikov kernel or the biweight kernel. If a < 1,
then there exists C > 0 (depending on f , a, K) such that, for n large enough
(depending on f and K), the selected bandwidth hˆ defined by (2) and (3)
satisfies
P(hˆ ≥ 3hmin) ≤ C(log n)2 exp(−(log n)2/C)
i.e. hˆ < 3hmin with high probability. Moreover
lim inf
n→∞
E‖f − fˆhˆ‖2 > 0.
This theorem is proved in Section 6.2 for more general kernels and band-
with sets. Here we have simplified the conditions on H for the sake of
readability. Actually the real condition on H for Theorem 3 is that EH =
min{h/h′; h ∈ H, h′ ∈ H, h > h′} does not depend on n and is larger than
1. It can be verified for the highlighted set H = {e−k, an ≤ k ≤ bn}, but for
H = {cn + dnk, an ≤ k ≤ bn} as well.
Mathematically, the proof of this result relies on two main arguments.
The first argument is probabilistic: roughly speaking concentration inequal-
ities which allow to deal with expectations of the pairwise square distances
between estimators instead of the square distances themselves. The other ar-
gument is analytical: it essentially relies on proper substitutes to Pythagoras’
formula for kernel smoothing. The phase transition phenomenon is actually
easier to highlight in a context for which we have the actual Pythagoras’ iden-
tity at our disposal, see the discussion on projection estimators for Gaussian
white noise model in Lacour and Massart (2015).
Theorem 3 ensures that the critical value for the parameter a is 1. Beyond
this value, the selected bandwidth hˆ is of order 1/n, which is very small
(remember that for minimax study of a density with regularity α, the optimal
bandwidth is n−1/(2α+1)), then the risk cannot tend to 0.
4. Simulations
In this Section, we illustrate the role of tuning parameter a, the constant
in the penalty term V . The aim is to observe the evolution of the risk for
various values of a. Is the critical value a = 1 observable in practice? To do
this, we simulate data X1, . . . , Xn for several densites f . Next, for a grid of
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values for a, we compute the selected bandwidth hˆ, the estimator fˆhˆ and the
integrated loss ‖fˆhˆ − f‖2.
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Figure 1: Plots of true density f for Examples 1–6
We consider the following examples, see Figure 1:
Example 1 f is the Cauchy density
Example 2 f is the uniform density U(0, 1)
Example 3 f is the exponential density E(1)
Example 4 f is a mixture of two normal densities 1
2
N (0, 1) + 1
2
N (3, 9)
Example 5 f is a mixture of normal densities sometimes called Claw
Example 6 f is a mixture of eight uniform densities
We implement the method for various kernels, but we only present results
for Gaussian kernel, since the choice of kernel does not modify the results.
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On the other hand, the method is sensitive to the choice of bandwidths set
H: here we use
H = {e−k, 3 ≤ k ≤ 10} ∪ {0.002 + k × 0.02, 0 ≤ k ≤ 24}.
Note that the theoretical conditions on the bandwidths are asymptotic. Then,
they have no real sense in our simulations with given n. In practice, this set
must be rich enough for catching optimal bandwidths for a large class of den-
sities, but small enough for the computation time. For our study, we choose
equally distributed bandwidths for a good observation of the choice of hˆ,
and we also add the set {e−k, 3 ≤ k ≤ 10} to have very small bandwidths
avalaible, which are useful for irregular densities.
For n = 5000 and n = 50000, and several values of a, the Figure 2 plots
C0 = E˜
‖fˆhˆ − f‖2
minh∈H ‖fˆh − f‖2
where E˜ means the empirical mean on N = 50 experiments. Thus smaller
C0 better the estimation. Moreover, we also plot on Figure 3 the selected
bandwidth compared to the optimal bandwidth in the selection (for N = 1
experiment), i.e.
hˆ− h0 where ‖fˆh0 − f‖2 = min
h∈H
‖fˆh − f‖2.
We can observe that the risk (and then the oracle constant C0) is very
high for small values of a, as expected. Then it jumps to a small value, that
indicates the method begins to work well. For too large values of a the risk
finally goes back up. Thus we observe in practice the transition phenomenon
that was announced by the theory. However, contrary to the theoretical
results, the critical value may be not exactly at a = 1, especially for small
values of n. As already mentioned above this is related to the asymptotic
nature of the theoretical results that we have obtained. For irregular densities
(examples 2, 5, 6), the optimal bandwidth is very low, then it is consistent
to observe a smaller jump for the bandwidth choice. However the jump does
exist and this is the interesting point. We can also observe that the optimal
value for a seems to be very close to the jump point. That may pose a
problem of calibration and this is what we would like to discuss now.
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Figure 2: Oracle constant C0 as a function of a, for Examples 1–6
5. Discussion
To calibrate the penalty V , we face two practical problems: first, the op-
timal value for a seems to be extremely close to the minimal value; secondly,
this latter value is not necessarily equal to the (asymptotic) theoretical value
a = 1. In order to clearly separate the optimal value from the minimal,
we propose to use some slightly different procedure, which depends on two
possibly different penalty parameters instead of one as in the previous one.
B(h) = sup
h′≤h
[
‖fˆh′ − fˆh‖2 − a‖Kh′‖
2
n
]
+
,
hˆ = argmin
h∈H
{
B(h) + b
‖Kh‖2
n
}
with b 6= a. Of course this procedure is merely the one that we have previ-
ously studied when a = b. Our belief is that taking a and b to be different
leads to a better and more stable calibration. A good track for practical pur-
pose seems to use the procedure of Section 2 to find aˆ where there is a jump
in the risk (in practice this jump can be detected on the selected bandwidths)
and then to choose b = 2aˆ. Once again, what is important for practical cal-
ibration of the penalty is not that the jump appears at a = 1 (this value
should be considered as some ”asymptopia” which is never achieved) but
that the jump does exist so that it becomes possible to use the calibration
10
0 0.5 1 1.5 2 2.5 3 3.5 4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
  n = 5000
 a
 
 
hc
−h
o
 
 
Cauchy
Unif
Expo
Mix2
Claw
HistIrreg
0 0.5 1 1.5 2 2.5 3 3.5 4
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
  n = 50000
 a
 
 
hc
−h
o
 
 
Cauchy
Unif
Expo
Mix2
Claw
HistIrreg
Figure 3: hˆ− h0 as a function of a, for Examples 1–6
strategy that we just described. Proving theoretical results for this proce-
dure is another interesting issue related to optimality considerations for the
penalty that we do not intend to address here.
6. Proofs
6.1. Proof of Proposition 1
The first step is to write, for some fixed h ∈ H,
‖fˆhˆ − f‖ ≤ ‖fˆhˆ − fˆh‖+ ‖fˆh − f‖.
The last term can be splitted in ‖fˆh − fh‖ + ‖fh − f‖ ≤ ‖fˆh − fh‖ +D(h).
Notice that for all h′ ≤ h, using (2), ‖fˆh′ − fˆh‖2 ≤ B(h) + V (h′), which can
be written , for all h, h′;
‖fˆh′ − fˆh‖2 ≤ B(h ∨ h′) + V (h ∧ h′)
where h ∨ h′ = max(h, h′) and h ∧ h′ = min(h, h′). Then, using (3),
‖fˆhˆ − fˆh‖2 ≤ B(h ∨ hˆ) + V (h ∧ hˆ) ≤ B(h) + V (h) + max(B(h), V (h)).
We obtain, for any h ∈ H,
‖fˆhˆ − f‖ ≤
√
2B(h) + 2V (h) +D(h) + ‖fˆh − fh‖.
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Thus the heart of the proof is to controlB(h) = suph′≤h
[
‖fˆh′ − fˆh‖2 − V (h′)
]
+
by a bias term. First we center the variables and write
‖fˆh′ − fˆh‖2 ≤ (1 + ε)‖fˆh′ − fh′ − fˆh + fh‖2 + (1 + ε−1)‖fh′ − fh‖2,
with ε some positive real to specified later. Moreover ‖fˆh′ − fh′ − fˆh+ fh‖ =
supt∈B ν(t) where B is the unit ball in L
2 and
ν(t) = 〈t, fˆh′ − fh′ − fˆh + fh〉 = 1
n
n∑
i=1
gt(Xi)− E(gt(Xi))
with
gt(X) =
∫
(Kh′ −Kh)(x−X)t(x)dx.
We shall now use the concentration inequality stated in Lemma 2, with
F a countable set in B such that supt∈F ν(t) = supt∈B ν(t) (this equality is
true for any dense subset of B for the L2 topology, since ν is continuous).
To apply result (4), we need to compute b, H and v.
• For all y ∈ R, since t ∈ B,
|gt(y)| = |
∫
(Kh′−Kh)(x−y)t(x)dx| ≤ ‖Kh′−Kh‖‖t‖ ≤ ‖Kh′−Kh‖ ≤ ‖Kh′‖
so that b = ‖Kh′‖.We used assumption (K0) which implies, for h′ ≤ h,
‖Kh′ −Kh‖2 ≤ ‖Kh′‖2 − ‖Kh‖2 ≤ ‖Kh′‖2.
• Jensen’s inequality gives H2 ≤ E(supt∈F ν2(t)). Now
sup
t∈F
ν2(t) = ‖fˆh′ − fh′ − fˆh + fh‖2
= ‖ 1
n
n∑
i=1
(Kh′ −Kh)(x−Xi)− E((Kh′ −Kh)(x−Xi))‖2
E(sup
t∈F
ν2(t)) =
∫
Var(
1
n
n∑
i=1
(Kh′ −Kh)(x−Xi))dx
=
1
n
∫
Var((Kh′ −Kh)(x−X1))dx (7)
≤ 1
n
∫
E((Kh′ −Kh)2(x−X1))dx (8)
≤ 1
n
‖Kh′ −Kh‖2 ≤ 1
n
‖Kh′‖2
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Then H2 ≤ n−1‖Kh′‖2.
• For the variance term, let us write
Var(gt(X1)) ≤ E
[(∫
(Kh′ −Kh)(x−X)t(x)dx)
)2]
≤ E
[∫
|Kh′ −Kh|(x−X)dx
]
E
[∫
|Kh′ −Kh|(x−X)t2(x)dx
]
≤ ‖Kh′ −Kh‖21‖f‖∞‖t‖2 ≤ 4‖K‖21‖f‖∞‖t‖2
since ‖Kh′ −Kh‖1 ≤ 2‖K‖1. Then v = 4‖K‖21‖f‖∞ = 4‖f‖∞.
Finally, using (4), with probability larger than 1−∑h′<hmax(e− ε2∧ε24 √n, e− ε2‖K‖224‖f‖∞ 1h′ )
∀h′ ≤ h ∈ H ‖fˆh′ − fh′ − fˆh + fh‖ ≤ (1 + ε)‖Kh′‖√
n
where we choose ε such that a ≥ (1+ε)3. Then, with probability larger than
1−∑h∈H∑h′≤hmax(e− ε2∧ε24 √n, e− ε2‖K‖224‖f‖∞ 1h′ ) for any h,
B(h) ≤ (1 + ε−1)D(h)2
In the same way, choosing 0 < ǫ ≤ √a−1, we can prove that, with probability
1−∑h∈Hmax(e− ǫ2∧ǫ24 √n, e− ǫ2‖K‖26‖f‖∞ 1h ), for any h,
‖fˆh − fh‖ ≤ (1 + ǫ)‖Kh‖√
n
≤
√
V (h)
Finally, with high probability,
‖fˆhˆ − f‖ ≤
√
2(1 + ε−1)D(h)2 + 2V (h) +D(h) +
√
V (h)
≤ (
√
2(1 + ε−1) + 1)
(
D(h) +
√
V (h)
)
To conclude we choose ε = ǫ = a1/3 − 1. Regarding the second result, note
that the rough bound ‖fˆh‖2 ≤ ‖Kh‖2 ≤ ‖K‖2/hmin is valid for all h. Then,
denoting A the set on which the previous oracle inequality is verified,
E‖fˆhˆ − f‖2 ≤ E‖fˆhˆ − f‖21A + 2(‖f‖2 + ‖K‖2/hmin)P(Ac)
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with
P(Ac) ≤ 2
∑
h,h′∈H
max(e−c
√
n, e−
c
h′ ) ≤ 2|H|2e−c/hmax

6.2. Proof of Theorem 3
We shall prove a more general version of the theorem, where several band-
widths sets H and kernels K are possible. We denote Crit(h) := B(h)+V (h)
and EH = min{h/h′; h ∈ H, h′ ∈ H, h > h′}. We assume that EH does not
depend on n and is larger than 1 (H = {e−k, an ≤ k ≤ bn} suits with EH = e).
Let us define
φ(x) = ‖K‖−2‖K −Kx‖2 = 1 + 1
x
− 2〈K,K(x.)〉‖K‖2 .
We assume that the kernel K satisfies :
(K1) the function φ is bounded from below over [EH,+∞),
(K2) for 0 < µ < 1, the function φ(x)− µ
x
tends to +∞ when x→ 0 and is
decreasing in some neighborhood of 0,
(K3) for 0 < µ < 1, the function φ(x) + µ
x
is increasing for x ≥ 2.
These assumptions are mild, as shown in the following Lemma, proved in
Section 6.3.
Lemme 4. The following kernels satisfy assumptions (K0–K3):
a - Gaussian kernel: K(x) = e−x
2/2/
√
2π
b - Rectangular kernel: K(x) = 1[−1,1](x)/2
c - Epanechnikov kernel: K(x) = (3/4)(1− x2)1[−1,1](x)
d - Biweight kernel: K(x) = (15/16)(1− x2)21[−1,1](x)
The general result is:
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Theorem 5. Assume (K0–K3) and that f is bounded. Assume that EH does
not depend on n and hmax → 0 when n→∞. We also assume that there exist
θ1 < θ2 reals such that θ2 ≥ 2, θ1.hmin ∈ H and φ(θ2)− φ(θ1) ≥ 1/θ1 − 1/θ2.
Then, if a < 1, there exists C = C(‖f‖∞) > 0 such that, for n large
enough (depending on f,H, K),
P(hˆ ≥ θ2hmin) ≤
∑
h∈H
∑
h′<h
max(e−Cε
2
√
n, e−Cε
2‖Kh′−Kh‖2)
where ε < 1 − a1/3. If H = {e−k, an ≤ k ≤ bn} and the kernel is Gaussian,
rectangular, Epanechnikov or biweight, θ1 = e and θ2 = 3 work.
This results implies Theorem 3, since under (K1), ‖Kh′−Kh‖2 = ‖K‖2h′ φ(h/h′) ≥
(minEH φ)
‖K‖2
h′
as soon as h > h′, so that∑
h∈H
∑
h′<h
e−C‖Kh′−Kh‖
2 ≤ |H|2e−C′/hmax .
Let ε ∈ (0, 1) such that a < (1− ε)3 and
ε3 + 3ε <
φ(θ2)− φ(θ1)− a/θ1 + a/θ2
φ(θ2) + φ(θ1)
(9)
(possible since a < 1 ≤ (φ(θ2)− φ(θ1))/(1/θ1 − 1/θ2)). Let us decompose
fˆh′ − fˆh = (fˆh′ − fh′ − fˆh + fh) + (fh′ − fh) = S(h, h′) + (fh′ − fh)
with
S(h, h′) =
1
n
n∑
i=1
(Kh′ −Kh)(x−Xi)− E((Kh′ −Kh)(x−Xi))
and the bias term ‖fh′ − fh‖ ≤ suph′≤h ‖Kh′ ∗ f − Kh ∗ f‖ = D(h). First
write
(1−ε)‖S(h, h′)‖2−
(
1
ε
− 1
)
D(h)2 ≤ ‖fˆh′−fˆh‖2 ≤ (1+ε)‖S(h, h′)‖2+
(
1 +
1
ε
)
D(h)2
Now we shall prove that with high probability
(1− ε)‖Kh′ −Kh‖√
n
≤ ‖S(h, h′)‖ ≤ (1 + ε)‖Kh′ −Kh‖√
n
.
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First, we can prove as in Section 2 that for all h′ < h
P
(
‖S(h, h′)‖ ≥ (1 + ε)‖Kh′ −Kh‖√
n
)
≤ max
(
exp
(
−ε
2 ∧ ε
24
√
n
)
, exp
(
− ε
2
24‖f‖∞‖Kh
′ −Kh‖2
))
.
Next, we shall use (5) in Lemma 2 in order to lowerbound ‖S(h, h′)‖. Recall
that ‖S(h, h′)‖ = supt∈B ν(t) where B is the unit ball in L2 and ν(t) =
1
n
∑n
i=1 gt(Xi) − E(gt(Xi)) with gt(X) =
∫
(Kh′ − Kh)(x − X)t(x)dx. With
notations of Lemma 2, we have b = ‖Kh′ − Kh‖, H ′2 = n−1‖Kh′ − Kh‖2
and v = 4‖K‖21‖f‖∞. It remains to lowerbound H . First, remark, that (7)
provides nE(supt∈B ν
2(t)) = ‖Kh′ −Kh‖2 − ‖(Kh′ −Kh) ∗ f‖2. Next, using
(6)
E(sup
t∈B
ν2(t)) ≤ v
n
+ 4
bH
n
+H2 ≤ v
n
+
(
H +
2b
n
)2
.
Then
n
(
H +
2b
n
)2
≥ nE(sup
t∈B
ν2(t))−v = ‖Kh′−Kh‖2−‖(Kh′−Kh)∗f‖2−4‖K‖21‖f‖∞
which implies
√
n
(
H +
2b
n
)
≥
√
‖Kh′ −Kh‖2 − 4‖K‖21(‖f‖∞ + ‖f‖2).
Since b = ‖Kh′ −Kh‖,
H ≥
√
‖Kh′ −Kh‖2 − 4‖K‖21(‖f‖∞ + ‖f‖2)
n
− 2‖Kh′ −Kh‖
n
Now, for h′ < h
H ≥ ‖Kh′ −Kh‖√
n
(√
1− 4‖K‖
2
1(‖f‖∞ + ‖f‖2)
‖Kh′ −Kh‖2 −
2√
n
)
so
H − ε
3
H ′ ≥ H ′
(√
1− 4‖K‖
2
1(‖f‖∞ + ‖f‖2)
‖Kh′ −Kh‖2 −
2√
n
− ε
3
)
.
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From (K1), ‖Kh′ −Kh‖2 = ‖K‖2h′ φ(h/h′) ≥ (minEH φ)‖K‖
2
h′
≥ C
hmax
→ ∞
and, in consequence, for n large enough
H − ε
3
H ′ ≥ H ′ (1− ε) .
Thus for n large enough
P
(
‖S(h, h′)‖ ≤ (1− ε)‖Kh′ −Kh‖√
n
)
(10)
≤ max
(
exp
(
−ε
2 ∧ (3ε)
24× 9
√
n
)
, exp
(
− ε
2
24× 9‖f‖∞‖Kh
′ −Kh‖2
))
Let δ(h, h) = 0 and, if h 6= h′,
δ(h, h′) = 2max
(
exp
(
−ε
2 ∧ (3ε)
24× 9
√
n
)
, exp
(
− ε
2
24× 9‖f‖∞‖Kh
′ −Kh‖2
))
.
We just proved that for n large enough, with probability larger than 1 −
δ(h, h′)
(1− ε)2‖Kh′ −Kh‖
2
n
≤ ‖S(h, h′)‖2 ≤ (1 + ε)2‖Kh′ −Kh‖
2
n
.
Next, with probability larger than 1−∑h′≤h δ(h, h′)

B(h) ≥ suph′≤h
[
(1− ε)3 ‖Kh′−Kh‖2
n
− a‖Kh′‖2
n
]
+
− (1
ε
− 1)D(h)2
B(h) ≤ suph′≤h
[
(1 + ε)3
‖Kh′−Kh‖2
n
− a‖Kh′‖2
n
]
+
+
(
1 + 1
ε
)
D(h)2
But, if hmin small enough, for λ > a
sup
h′≤h
[
λ
‖Kh′ −Kh‖2
n
− a‖Kh′‖
2
n
]
+
= λ
‖Khmin −Kh‖2
n
− a‖Khmin‖
2
n
Indeed, for x = h′/h ≤ 1
λ
‖Kh′ −Kh‖2
n
− a‖Kh′‖
2
n
= λ
‖K‖2
nh
(
1 +
1− a/λ
x
− 2〈K,K(x.)〉‖K‖2
)
= λ
‖K‖2
nh
(
φ(x)− a/λ
x
)
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and the function φ(x) − a/λ
x
tends to +∞ when x → 0 and is decreasing in
some neighborhood of 0 (assumption (K2)). Then with probability larger
than 1−∑h∑h′≤h δ(h, h′), for all h

Crit(h) ≥ ‖K‖2
nhmin
[
−a + (1− ε)3φ(h/hmin) + ah/hmin
]
− (1
ε
− 1)D(h)2
Crit(h) ≤ ‖K‖2
nhmin
[
−a + (1 + ε)3φ(h/hmin) + ah/hmin
]
+
(
1 + 1
ε
)
D(h)2
In particular, for h = θ1hmin,
Crit(θ1hmin) ≤ ‖K‖
2
nhmin
[
−a + (1 + ε)3φ(θ1) + a
θ1
]
+
(
1 +
1
ε
)
sup
h
D(h)2.
(11)
Moreover, since a < (1 − ε)3, (1 − ε)3φ(x) + a
x
is increasing for x ≥ 2
(assumption (K3)). This implies that
∀h ≥ θ2hmin, Crit(h) ≥ ‖K‖
2
nhmin
[
−a + (1− ε)3φ(θ2) + a
θ2
]
−
(
1
ε
− 1
)
sup
h
D(h)2.
(12)
Since (Kh) is an approximation to the identity, ‖f −Kh ∗ f‖ tends to 0
when h tends to 0. This implies that D(h) ≤ 2 suph′≤h ‖f −Kh′ ∗ f‖ tends
to 0 and suph∈HD(h) tends to 0, as soon as hmax tends to 0. Now (9) leads
to ∆ := (1−ε)3φ(θ2)+ aθ2 − (1+ ε)3φ(θ1)− aθ1 > 0. Then, for n large enough,
(2/ε) suphD(h)
2 < ‖K‖
2
nhmin
∆ so that
‖K‖2
nhmin
[
−a + (1 + ε)3φ(θ1) + a
θ1
]
+
(
1 +
1
ε
)
sup
h
D(h)2
<
‖K‖2
nhmin
[
−a + (1− ε)3φ(θ2) + a
θ2
]
−
(
1
ε
− 1
)
sup
h
D(h)2
(13)
Finally, combining (11) and (12) and (13) gives hˆ < θ2hmin with probability
larger than 1−∑h∑h′≤h δ(h, h′).
Let us now prove the second part of Theorem 3, that is the lower bound
on the risk. Let An = {hˆ ≤ 3hmin} and Bn = ∩h∈H{‖fh− fˆh‖ ≥ 12 ‖Kh‖√n }. We
have just proved that P(Acn) ≤ C(logn)2 exp(−(log n)2/C). In the same way
that (10), we can write for n large enough
P
(
‖fh − fˆh‖ ≤ (1− ε)‖Kh‖√
n
)
≤ max
(
exp
(
−ε
2 ∧ (3ε)
24× 9
√
n
)
, exp
(
− ε
2
6× 9‖f‖∞‖Kh‖
2
))
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which implies P(Bcn) ≤ C ′(logn) exp(−(log n)2/C ′) and then
P(An ∩ Bn) ≥ 1− o(1).
Then we can write
‖f − fˆhˆ‖ ≥ ‖fhˆ − fˆhˆ‖1An∩Bn − ‖f − fhˆ‖
≥ min
h≤3hmin
‖fh − fˆh‖1An∩Bn −max
h
‖f − fh‖
≥ min
h≤3hmin
1
2
‖Kh‖√
n
1An∩Bn −max
h
‖f − fh‖
≥ ‖K‖
2
√
3
1√
nhmin
1An∩Bn −max
h
‖f − fh‖
But maxh ‖f − fh‖ → 0 (since hmax → 0), and nhmin → 1 when n → ∞.
Hence
E‖f − fˆhˆ‖ ≥
‖K‖
2
√
3
P(An ∩ Bn)√
1 + o(1)
− o(1)
which proves that E‖f − fˆhˆ‖ ≥ ‖K‖4√3 for n large enough.

6.3. Proof of Lemma 4
To prove Lemma 4, it is sufficient to do computations on integrals. We
obtain:
a - if K is the Gaussian kernel,
〈K,K(x.)〉
‖K‖2 =
√
2
1 + x2
.
b - if K is the rectangular kernel,
〈K,K(x.)〉
‖K‖2 =
1
x
∧ 1.
c - if K is the Epanechnikov kernel,
〈K,K(x.)〉
‖K‖2 =
5
4
[(
1
x
∧ 1
)
− x
2
5
(
1
x
∧ 1
)5]
.
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d - if K is the biweight kernel:
〈K,K(x.)〉
‖K‖2 =
1
16
[
21
(
1
x
∧ 1
)
− 6x2
(
1
x
∧ 1
)5
+ x4
(
1
x
∧ 1
)9]
.
These formulas permit to verify all the assumptions.

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