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Abstract
The main result of this small note is a quantified version of the asser-
tion that if u and v solve two nonlinear stochastic heat equations, and if
the mutual energy between the initial states of the two stochastic PDEs is
small, then the total masses of the two systems are nearly uncorrelated for
a very long time. One of the consequences of this fact is that a stochastic
heat equation with regular coefficients is a finite system if and only if the
initial state is integrable.
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mass; mutual energy.
AMS 2010 subject classification. Primary 60H15, 60H25; Secondary 35R60,
60K37, 60J30, 60B15.
1 Introduction
Consider a stochastic partial differential equation of the type
∂
∂t
ut(x) =
θ
2
∂2
∂x2
ut(x) + σ(ut(x))ξ(t , x), (1.1)
for all t > 0 and x ∈ R, where ξ denotes space-time white noise; that is, ξ is a
generalized centered Gaussian random field with covariance measure
Cov[ξ(t , x) , ξ(s , y)] = δ0(s− t)δ0(x− y), (1.2)
for every s, t > 0 and x, y ∈ R.
Throughout, the diffusion coeffficient θ/2 is assumed to be fixed, finite, and
strictly positive. In order to keep the discussion as non-technical as possible
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we consider only the commonly-studied setting in which the initial function
u0 is nonrandom and essentially bounded, and the nonlinearity σ : R → R is
nonrandom and globally Lipschitz continuous. The theory of Walsh [11] ensures
the existence of a unique continuous solution u to (1.1).
In addition, we assume throughout that σ satisfies the following conditions:
σ(x) > 0 for all x ∈ R and σ(0) = 0. (1.3)
Since σ vanishes at the origin and u0(x) > 0 for all x ∈ R, it follows from a
comparison theorem [8, 9] that with probability one,
ut(x) > 0 for all t > 0 and x ∈ R. (1.4)
Because of this fact, and since −ξ is also a space-time white noise, the positivity
condition on σ is harmless. Moreover, the positivity of u suggests that we can
think of ut(x) as the density at location x of a continuous particle system at
time t. The total mass process of that particle system at time t > 0 is therefore∫ ∞
−∞
ut(x) dx = ‖ut‖L1(R). (1.5)
As a consequence, t 7→ ‖ut‖L1(R) is a continuous local martingale as long as it is
finite at all times. This fact is basically due to Spitzer [10, Proposition 2.3]—see
also the proof of Lemma 2.1 below—and plays an important role for example
in Liggett’s analysis of linear particle systems [7, Chapter IX].
Motivated by the preceding, one says [7, p. 432] that the system is finite if
‖ut‖L1(R) <∞ a.s. for all t > 0 and that it is infinite if ‖ut‖L1(R) =∞ a.s. for
all t > 0. Because of the way in which we have defined things, it is logically
possible that a particle system is neither finite nor infinite. The following shows
that this sort of anomaly cannot occur in the context of (1.1). Moreover, that
there is a very simple characterization of when (1.1) is a finite system.
Corollary 1.1. Let u solve (1.1), starting with a nonrandom and nonnegative
initial function u0 ∈ L∞(R). Then, u0 ∈ L1(R) if and only if the system (1.1)
is finite.
This result is stated as a corollary of an inequality [Theorem 2.3 below] that
says roughly that if u and v solve (1.1)—with respective nonlinearities σ1 and σ2
and initial functions u0 and v0—and if the “mutual energy” between u0 and v0
is small, then the total mass of u at time t is almost uncorrelated from the total
mass of v at time t for a wide range of times t. This fact has other interesting
consequences as well. We name two of them next.
The following result says that if u0 and v0 have bounded support and the
support of u0 is very far away from the support of v0, then the total mass of
u at time t is almost uncorrelated from the total mass of v at time t for all
large times t upto a constant multiple of the distance between the supports of
u0 and v0. In order to write this out more carefully, let S[f ] denote the support
of a function f : R→ R, and let “dist” denote the Hausdorff distance between
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subsets of the real line. Also, let Lip(ϕ) to be the optimal Lipschitz constant of
a Lipschitz-continuous function ϕ : R→ R; that is,
Lip(ϕ) := sup
−∞<a<b<∞
∣∣∣∣ϕ(a) − ϕ(b)a− b
∣∣∣∣ . (1.6)
Then the preceding takes the following more precise form.
Corollary 1.2. Suppose u and v solve (1.1) with respective nonrandom non-
negative initial functions u0, v0 ∈ L1(R) ∩ L∞(R) that satisfy ‖u0‖L1(R) ∧
‖v0‖L1(R) > 0 and diffusion coefficients σ1, σ2 that satisfy (1.3). Then there
exist η ∈ (0 , 1) and γ > 0—depending only on (Lip(σ1),Lip(σ2), θ)—such that
Cov
( ‖ut‖L1(R)
‖u0‖L1(R)
,
‖vt‖L1(R)
‖v0‖L1(R)
)
6 η−1e−γt, (1.7)
provided that 0 < t < η · dist(S[u0] ,S[v0]).
In order to motivate our third corollary, we first digress a little. The Heisen-
berg uncertainty principle says, in one form or another, that a nice function ϕ
and its Fourier transform ϕ̂ cannot both have small support; see Donoho and
Stark [5] for example. Therefore one expects that, for many nice pairs of func-
tions u0 and v0, dist(S[u0] ,S[v0]) ought to be large if and only if the Lebesgue
measure of S[û0]∩S[v̂0 ] is small. If this were true, then because of Corollary 1.2,
one would also expect that if meas(S[û0]∩S[v̂0]) were small, then ‖ut‖L1(R) and
‖vt‖L1(R) have small covariance for a long time. The following shows that this
last assertion is so, and also yields a quantitative estimate of the “how long.”
Corollary 1.3. Suppose u and v solve (1.1) with respective nonrandom non-
negative initial functions u0, v0 ∈ L1(R) ∩ L∞(R) and diffusion coefficients σ1
and σ2 respectively. Then there exist η ∈ (0 , 1) and γ > 0—depending only on
Lip(σ1), Lip(σ2), and θ—such that
Cov
( ‖ut‖L1(R)
‖u0‖L1(R)
,
‖vt‖L1(R)
‖v0‖L1(R)
)
6 η−1e−γt, (1.8)
provided that 0 < t < η · log+[1/meas(S[û0] ∩ S[v̂0])].
Let us conclude the Introduction with a brief comment on the previous
corollary.
If the Fourier transforms of u0 and v0 were supported on disjoint sets then
Corollary 1.3 would imply the extremely surprising statement that ‖ut‖L1(R)
and ‖vt‖L1(R) are uncorrelated for all t > 0. It turns out that this condition
of disjoint support typically does not hold for reasons that are similar to the
reasons behind Heisenberg’s uncertainty principle. In order to see this, let A(R)
denote the Wiener algebra; that is, the collection of all f ∈ L1(R) such that
f̂ ∈ L1(R). As usual, we identify two functions that are a.e. equal. Owing
to the Riemann–Lebesgue lemma, A(R) ⊂ C0(R) [the latter being the space
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of uniformly continuous functions on R that vanish at infinity]. In particular,
A(R) is dense in Lp(R) for all p ∈ (0 ,∞]; in turn, the Schwartz space S (R) of
test functions of rapid decrease is dense in A(R). To summarize, A(R) is a big
collection of real functions. Furthermore, the Fourier transform is a one-to-one
and onto map from A(R) to A(R) thanks to the inversion theorem.
Now suppose that u0, v0 ∈ A(R) are nonnegative functions that have the
additional property that their Fourier transforms have disjoint support. By the
inversion theorem, û0 and v̂0 are both positive definite and continuous. They
are, in particular, maximized at the origin [theorem of Herglotz]. This implies
that at least one of u0 and v0 is identically zero.
It is possible to appeal to the works of Chen and Dalang [1] and Chen and
Kim [2] in order to extend our results to the case that u0 is a measure. For
example, that extension of Corollary 1.1 asserts that the system is finite if and
only if the initial measure is finite. See §3.2 below for more details.
2 Some background, and an inequality
We follow the theory of Walsh [11]—see in particular, Dalang [3] and Chen and
Dalang [1]—and interpret the SPDE (1.1) as the random integral equation,
ut(x) = (pt ∗ u0)(x) + (p⊛ σ(u))t(x), (2.1)
where: (a) (p ⊛ Ψ)t(x) :=
∫
(0,t)×R pt−s(x − y)Ψs(y) ξ(ds dy) is a stochastic
integral, in the sense of Walsh [11], of any predictable random field Ψ that
satisfies
∫ t
0
ds
∫∞
−∞
dy [pt−s(y − x)]2E[Ψs(y)2] < ∞; and (b) p denotes the heat
kernel; i.e.,
pr(a) := (2piθr)
−1/2 exp
(
− a
2
2θr
)
[r > 0, a ∈ R]. (2.2)
According to the theory of Dalang [3],
sup
t∈[0,T ]
sup
x∈R
E
(|ut(x)|k) <∞ for all finite T > 0 and k > 2. (2.3)
Moreover, the three quantities that appear naturally on both sides of (2.1) are
continuous functions of t > 0 and x ∈ R [up to a modification]. Therefore, there
is a single null set off which (2.1) holds for all t > 0 and x ∈ R. We will refer
to this fact tacitly from now on.
Let us mention an elementary consequence of Theorem 9 of Dalang and
Mueller [4]. The following is well known to experts; we include the short proof
for the sake of completeness.
Lemma 2.1. If u0 ∈ L1(R) ∩ L∞(R), then ut ∈ L1(R) a.s. for all t > 0, and
sup
t∈[0,T ]
E
(
‖ut‖2L1(R)
)
<∞ for all finite T > 0. (2.4)
In particular, t 7→ ‖ut‖L1(R) is a nonnegative continuous L2(Ω)-martingale.
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Proof. On one hand, Theorem 2.4 of Chen and Dalang [1] implies, as part of
the definition of a solution, that
E
(∫ t
0
ds
∫ ∞
−∞
dy [σ(us(y))]
2
)
<∞, (2.5)
for all t > 0. On the other hand, the general theory of Walsh [11] implies that:
1. t 7→ ∫
(0,t)×R
σ(us(y)) ξ(ds dy) defines a continuous L
2-martingale with
quadratic variation
∫ t
0 ds
∫∞
−∞ dy [σ(us(y))]
2 at time t > 0; and
2. We have the stochastic Fubini theorem: Almost surely,∫ ∞
−∞
(p⊛ σ(u))t(x) dx =
∫
(0,t)×R
σ(us(y)) ξ(ds dy) ∀t > 0. (2.6)
The preceding allows us to integrate both sides of (2.1) [dx] in order to
conclude that
‖ut‖L1(R) = ‖u0‖L1(R) +
∫
(0,t)×R
σ(us(y)) ξ(ds dy). (2.7)
The lemma follows. In fact, we also obtain the following estimate:
E
(
‖ut‖2L1(R)
)
6 ‖u0‖2L1(R) + Lip2
∫ t
0
E
(
‖us‖2L2(R)
)
ds, (2.8)
valid for all t > 0.
Lemma 2.2. Suppose u and v are the solutions to (1.1) with respect to diffusion
coefficients σ1 and σ2 respectively, and nonrandom nonnegative initial functions
u0, v0 ∈ L1(R) ∩ L2(R) respectively. Then,
Cov
(‖ut‖L1(R) , ‖vt‖L1(R)) = ∫ t
0
ds
∫ ∞
−∞
dy E [σ1(us(y))σ2(vs(y))] , (2.9)
for all t > 0. Thus, ‖ut‖L1(R) and ‖vt‖L1(R) are positively correlated.
Proof. It follows from (2.1) that
E [ut(x)vt(x
′)] = (pt ∗ u0)(x)(pt ∗ v0)(x′)
+
∫ t
0
ds
∫ ∞
−∞
dy pt−s(y − x)pt−s(y − x′)E [σ1(us(y))σ2(vs(y))] dy,
(2.10)
for all t > 0 and x, x′ ∈ R. Integrate [dxdx′] to finish.
Before we continue our analysis of the covariance of the previous lemma, let
us define the functions
rβ(x) :=
1
2
√
βθ
exp
(
−|x|
√
β/θ
)
[β > 0, x ∈ R], (2.11)
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and corresponding linear operators
(Rβf)(x) := (rβ ∗ f)(x) [β > 0, x ∈ R]. (2.12)
It is not hard to see that {Rβ}β>0 is the resolvent of the heat semigroup for
Brownian motion run at twice the standard speed. The corresponding Dirichlet
forms are denoted by
Eβ(f , g) := 〈f ,Rβg〉L2(R), (2.13)
and Eβ(f , g) is called the mutual β-energy between u0 and v0, as is customary.
The next theorem is the main result of this paper. Its content can be summarized
loosely as follows: If Eβ(u0 , v0) ≪ exp(−βt) for some t, β > 0, then ‖us‖L1(R)
and ‖vs‖L1(R) are nearly uncorrelated for all s ∈ (0 , t).
Theorem 2.3. For all t > 0 and β > [Lip(σ1) · Lip(σ2)]2/(4θ),
Cov
(‖ut‖L1(R) , ‖vt‖L1(R)) 6 2
√
βθ Lip(σ1)Lip(σ2)
2
√
βθ − Lip(σ1)Lip(σ2)
· eβtEβ(u0 , v0). (2.14)
Proof. Because of (2.10) and the positivity assertions (1.3) and (1.4),
E [ut(x)vt(x)] 6 (pt ∗ u0)(x)(pt ∗ v0)(x) (2.15)
+ Lip(σ1)Lip(σ2)
∫ t
0
ds
∫ ∞
−∞
dy [pt−s(y − x)]2 E [us(y)vs(y)] dy,
for every t > 0 and x ∈ R. We integrate both side [dx] and appeal to the Tonelli
theorem to find that
E
[〈ut , vt〉L2(R)] (2.16)
6 〈pt ∗ u0 , pt ∗ v0〉L2(R) + Lip(σ1)Lip(σ2)
∫ t
0
‖pt−s‖2L2(R)E
[〈us , vs〉L2(R)]ds,
Since pt ∗ ps = pt+s and 〈pt ∗ f , g〉L2(R) = 〈f , pt ∗ g〉L2(R), this means that
E
[〈ut , vt〉L2(R)] (2.17)
6 〈u0 , p2t ∗ v0〉L2(R) + Lip(σ1)Lip(σ2)
∫ t
0
p2(t−s)(0)E
[〈us , vs〉L2(R)]ds.
Define, for all β > 0,
Z(β) :=
∫ ∞
0
e−βtE
[〈ut , vt〉L2(R)] dt. (2.18)
Of course, Z(β) > 0 because of (1.4) and the Tonelli theorem. In addition, we
can infer from (2.17) and Lemma 2.2 that
Cov
(‖ut‖L1(R) , ‖vt‖L1(R)) 6 Lip(σ1)Lip(σ2) · ∫ t
0
E
[〈us , vs〉L2(R)] ds
6 eβtLip(σ1)Lip(σ2) · Z(β),
(2.19)
6
valid for every t, β > 0.
It is possible to see that Z(β) <∞ for β large. Here is a crude proof: Apply
the Cauchy–Schwarz inequality twice in order to see that
Z(β) 6
∫ ∞
0
e−βt
√
E
(
‖ut‖2L2(R)
)
· E
(
‖vt‖2L2(R)
)
dt. (2.20)
As was shown in Foondun and Khoshnevisan [6], for every λ > [Lip(σ)]4/(4θ)
there exists a finite constant C(λ) such that
E
(
‖ut‖2L2(R)
)
6 C(λ)eλt for all t > 0.
Therefore,
Z(β) 6
√
C(λ1) · C(λ2)
∫ ∞
0
exp
(
−
[
β − λ1 + λ2
2
]
t
)
dt <∞, (2.21)
for all positive λ1 and λ2 such that λj > [Lip(σj)]
4/(4θ) for j = 1, 2.
Consequently, we can deduce from (2.17) that as long as Z(β) < ∞—and
this happens for all β sufficiently large—we have
Z(β) 6
∫ ∞
0
e−βt 〈u0 , p2t ∗ v0〉L2(R) dt+ Lip(σ1)Lip(σ2) rβ(0)Z(β)
= Eβ(u0 , v0) + Lip(σ1)Lip(σ2) rβ(0)Z(β),
(2.22)
since rβ(x) :=
∫∞
0
e−βtp2t(x) dt, as can be seen directly from (2.11).
Thus, whenever Z(β) <∞, we have
Z(β) 6 Eβ(u0 , v0)
[
1− Lip(σ1)Lip(σ2)
2
√
βθ
]−1
. (2.23)
An elementary iteration of (2.17) shows that the preceding holds, in fact, when-
ever it makes sense [that is, whenever the right-hand side is strictly positive].
Equivalently, that (2.23) is valid for all β > (4θ)−1[Lip(σ1) · Lip(σ2)]2. The
result follows from (2.19).
3 Proof of the corollaries
Armed with Theorem 2.3 we conclude the paper by establishing its corollaries.
3.1 Proof of Corollary 1.1
If u0 ∈ L1(R), then ut is a.s. integrable for all t > 0; see for example Lemma
2.1. We work on the more interesting converse next.
Suppose u0 ∈ L∞(R) is not in L1(R); specifically, we are assuming that
‖u0‖L1(R) =
∫ ∞
−∞
u0(x) dx =∞. (3.1)
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Define
u0,N(x) := u0(x)1[−N,N ](x) [x ∈ R, N = 1, 2, . . .], (3.2)
and let ut,N (x) denote the solution to (1.1), starting from initial function u0,N ;
that is,
ut,N(x) := (pt ∗ u0,N )(x) +
∫
(0,t)×R
pt−s(y − x)σ (us,N (y)) ξ(ds dy). (3.3)
Since u0(x) > u0,N (x) for all x ∈ R and N > 1, an appeal to the comparison
theorem of SPDEs [8, 9] shows that ut(x) > ut,N (x) for all t > 0, x ∈ R, and
N > 1, all off a single P-null set. In particular,
‖ut‖L1(R) > ‖ut,N‖L1(R) for all t > 0 and N > 1, (3.4)
P-almost surely. It remains to prove that
lim sup
N→∞
‖ut,N‖L1(R) =∞ a.s. (3.5)
Because of (1.4), ut,N(x) > 0 for all t > 0, N > 1, and x ∈ R a.s. Therefore,
‖ut,N‖L1(R) =
∫∞
−∞ ut,N(x) dx. In particular, (3.1), (3.3), and the monotone
convergence theorem together yield
lim
N→∞
E
(‖ut,N‖L1(R)) = lim
N→∞
‖u0,N‖L1(R) =∞. (3.6)
By Chebyshev’s inequality, we obtain (3.5)—and hence the result—once we
prove that for every t > 0 there exists a finite constant K(t) such that
Var
(‖ut,N‖L1(R)) 6 K(t) · E (‖ut,N‖L1(R)) for all N > 1. (3.7)
According to Theorem 2.3, there exist finite constants A > 0 and β > 0 such
that for all t > 0 and N > 1,
Var
(‖ut,N‖L1(R)) 6 Aeβt · ∫ ∞
−∞
u0,N(x)(Rβu0,N )(x) dx
6 Aeβt · sup
x∈R
(Rβu0)(x) · E
(‖ut,N‖L1(R)) , (3.8)
because u0,N 6 u0 whence Rβu0,N 6 Rβu0; eq. (3.6) justifies the last line.
Thus follows (3.7), since
sup
y∈R
(Rβu0)(y) 6 ‖u0‖L∞(R) ·
∫ ∞
−∞
rβ(x) dx = β
−1‖u0‖L∞(R). (3.9)
The integral was evaluated directly from (2.11).
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3.2 Remarks on initial measures
As we mentioned in the Introduction, the results of this paper extend to the
case that u0 is a measure without a great deal of extra effort. Let us point out
how this is done for Corollary 1.1.
Corollary 3.1. Let u solve (1.1) for all x ∈ R, starting from a nonrandom
Borel measure u0 on R that satisfies∫ ∞
−∞
e−cx
2
u0(dx) <∞ for all c > 0. (3.10)
Then u0 is finite iff the system (1.1) is finite.
Sketch of Proof. The proof is basically an adaptation of the proof of Corollary
1.1 to the case that u0 is a measure. We hash out the details only where they
are not standard.
Theorem 2.4 of Chen and Dalang [1] tells us that, under Condition (3.10),
(1.1) has a solution u that is uniquely defined by the following moment condition:
supx∈R E(|ut(x)|k) < ∞ for all t > 0 and k > 1. Standard arguments then
imply that the process {ut}t>0 is Markov. We now condition at time t and
appeal to the preceding moment condition, together with the well-known fact
that if we start (1.1) from an independent, Lk(Ω)-bounded initial function, then
the solution is Ho¨lder continuous. It follows that u is Ho¨lder continuous a.s. at
all points (t , x) where t > 0 and x ∈ R. This comment will take care of all of
the meaurability issues that might crop up in the remainder of the proof.
If u0 has finite total mass, then Theorem 2.4 of [1] and Lemma 2.1 together
imply that ‖ut‖L1(R) < ∞ a.s. for all t > 0 in exactly the same way that the
corresponding result held for u0 ∈ L1(R) ∩ L∞(R). Let us, therefore, consider
the more interesting case that u0(R) =∞; of course, (3.10) is still in place. We
propose to prove that ‖ut‖L1(R) =∞ a.s. for all t > 0.
For every Borel set A ⊆ R and all integers n define
v0(A ∩ [n , n+ 1)) := u0 (A ∩ [n , n+ 1))
u0([n , n+ 1)) ∨ 1 . (3.11)
This construction uniquely describes a Borel measure v0 onR that is dominated
by u0 in the sense that v0(A) 6 u0(A) for all linear Borel sets A. In particular,
v0 satisfies (3.10). We observe also that v0 is an infinite measure.
Let vt(x) denote the solution to (1.1), started at measure v0. The comparison
theorem of Chen and Kim [2] shows that vt(x) 6 ut(x) for all x ∈ R and t > 0
a.s., and hence ‖vt‖L1(R) 6 ‖ut‖L1(R). In order to complete our proof we
propose to show that ‖vt‖L1(R) =∞ a.s. for all t > 0.
Since v0([n , n + 1)) 6 1 and
∑∞
n=−∞ rβ(n) 6 rβ(0) + 2
∫∞
0
rβ(x) dx =
(4βθ)−1/2 + 2/β, the convexity of x 7→ |x| shows that for all β > 0,
(Rβv0)(x) 6
∞∑
n=−∞
max
y∈[n,n+1]
rβ(y − x) 6 (4βθ)−1/2 + 4β−1, (3.12)
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uniformly for all x ∈ R. In other words, v0 is an infinite measure that has a
bounded β-potential for every β > 0; compare with (3.9). From here on, we can
mimic our derivation of Corollary 1.1—starting with v0,N := the restriction of
v0 to [−N ,N ]—in order to deduce that ‖vt‖L1(R) = ∞ a.s. for all t > 0. We
omit the remaining details.
3.3 Proof of Corollary 1.2
Let ∆ denote the Hausdorff distance between the supports of u0 and v0. If
∆ = 0 then the result holds vacuously. Therefore, we will consider only the case
that ∆ > 0. In that case,
Eβ(u0 , v0) = 1
2
√
βθ
∫ ∞
−∞
dx
∫ ∞
−∞
dy e−|x−y|
√
β/θu0(x)v0(y)
6
1
2
√
βθ
‖u0‖L1(R)‖v0‖L1(R) · e−∆
√
β/θ.
(3.13)
Consequently, Theorem 2.3 assures us that simultaneously for all t > 0 and
β > [Lip(σ1) · Lip(σ2)]2/(4θ),
Cov
(‖ut‖L1(R) , ‖vt‖L1(R)) 6 K exp
(
βt−∆
√
β/θ
)
2
√
βθ − Lip(σ1)Lip(σ2)
. (3.14)
where K := Lip(σ1)Lip(σ2) · ‖u0‖L1(R)‖v0‖L1(R). Now choose β := δ(∆/t)2 for
a suitable choice of δ > 0 in order to finish.
3.4 Proof of Corollary 1.3
By Parseval’s identity,
Eβ(u0 , v0) = 1
2pi
∫ ∞
−∞
û0(z)v̂0(z)r̂β(z) dz =
1
2pi
∫ ∞
−∞
û0(z)v̂0(z)
β + θz2
dz
6
1
2piβ
∫ ∞
−∞
|û0(z)v̂0(z)|dz
6
1
2piβ
‖u0‖L1(R)‖v0‖L1(R) ·meas (S[û0] ∩ S[v̂0]) ,
(3.15)
since the Fourier transform of every function ϕ ∈ L1(R) is bounded uniformly
in modulus by ‖ϕ‖L1(R). The corollary follows easily from this bound. The
remainder of the proof is similar to that of Corollary 1.2, and hence omitted.
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