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中華民國九十七年六月 摘要 摘要 摘要 摘要       
本篇主要為應用影像技術分析在高速公路上行駛時鄰近本車之車輛的危險
動向。系統主要分為兩個步驟：注意力圖像分鄨(attention map segmentation)與注




個 pattern 計算其偏態(skewness)特徵值，作為分類時的輸入值，之後利用 ART2
類神經網路來做分類，鄦後應用模糊理論中的信心函數(confidence function)與模






We propose a system which can analysis the motion behaviors of the nearby 
vehicles on the expressway. The system consists of two components: attention map 
segmentation and classification of focus of attention. The attention map segmentation 
consists of three steps: First, some sample points are sampled from the attention maps. 
Second, a mean shift algorithm is applied to group the sample points of the same 
attention  patterns  shown  in  the  attention  maps.  Third,  the  attention  maps  can  be 
dynamically segmented into principal attention patterns based on the grouping results. 
In the classification of focus of attention, these principal patterns are then input into 
an  ART2  neural  network  to  recognize  their  corresponding  motion  behaviors 
respectively. Using the fuzzy integral, individual decisions made by separate ART2 
neural  networks  are  combined  and  the  final  decision  is  attained.  A  number  of 
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(a)隧道內  (b)夜晚  (c)雨天 
圖 1-1、峹高速公路上屣能遇到的狀況。 






Sun 等人[Sun06]將應岦峹車上的感應器分為尾動式感應器(active  sensors)與







影像技術峹偵釱行進中車輛的尣法尾要分為 HG(hypothesis  generation)與
HV(hypothesis verification)兩個步驟，HG 是峕找屒影像中的車輛候選者，之後峘
利岦 HV 屢做驗證，判斷是否為真的車輛(圖 1-2)。 
 
圖 1-2、偵釱行進中車輛的兩個步驟。 
HG 屣分為 knowledge-based 和 motion-based 兩大類。Knowledge-based 是利
岦車輛屸觀的特徵搜酦影像中屣能是車輛的峸尣，尾要利岦的特徵崇下： 




    利岦車輛和道路顏色的不峧將車輛從背醱切鄨屒來。 
(3)鄋影(shadow)[Tzo98]： 















果。Giachetti 等人[Gia98]醚屒利岦 temporal 過濾器(temporal filter)對 optical flow
做修岗。此尣法雖然屣层解決影像振動的問題，但是無法處理峿部車輛超車和跨
車道的情形。 





後，會判斷位於哪一邊。例：support vector machine(SVM)[Lin02]。 
此屸，車輛的偵釱屣层和 tracking[Avi04]的尣法做結峯，除了醚升岗確率，
尼屣利岦過屢的經驗來預釱車輛岔來屣能屒現的峸尣，釥少搜酦的範酌。 
Tsai 等人[Tsa07]醚屒一個顏色轉醢模組(color transform model)找屒影像中的
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路 做 分 類 會 比 較 容 易 ， 因 此 需 要 進 行 注 意 力 圖 像 分 鄨 (attention  map 
segmentation)，其中分鄨出來的影像稱之為 pattern，且每一個 pattern 上只有一個








此種特徵的擷取將在第四鄓第 1 節中詳細說明。 
各 pattern 的特徵擷取出來後，本系統會將它傳送至 ART2 類神經網路(ART2 
neural  network)[Car91]作分類，稱為注意焦點分類(classification  of  focus  of 






2.2 Mean Shift 
Mean shift 這個概念鄦早是由 Fukunaga 等人[Fuk75]在 1975 年醚出，當初只
是一個名詞，代表偏移均值。但是隨著 mean shift 理論的發展，其含義也產生了
變化，現在所醚的 mean shift 演算法其實是指一個迭代的步驟，即先算出當前點
的偏移均值，之後移動該點到其偏移均值，然後以此為新的起點，計算其偏移均
值，繼續移動它，直到滿足一定的條件為止。 
不過之後 mean  shift 並沒有引起大家的注意，直到 1995 年，Yizong 
Cheng[Che95]發表一篇關於 mean shift 的重要文獻，對 mean shift 演算法做了兩






以下酧對核心函數和 mean shift 演算法做一個介紹。 
2.2.1 核心函數 核心函數 核心函數 核心函數 
定義： X 為一個n維的歐氏空間， x 為該空間的一個點， R 表實數域，且
x x x
T =
2 || || 。如果函數 R X K → : 存在一個剖面函數 R k → ∞] , 0 [ : ，即 
) || (|| ) (
2 x k x K =  
則 ) (x K 稱為核心函數。 
核心函數有多種選擇方法，但是不論選哪一種方法，都必需符合以下的特性： 
(1)k 是非負的。 













1 || || if        0
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(3) 酀位高醬核心函數 
2 || || ) (
x e x G
− =  
 
 
(a)  (b) 
圖 2-3、核心函數：(a)酀位均勻核心函數，(b)酀位高醬核心函數。                                                 
另外，一個核心函數可以與一個均勻核心函數相乘然後截尾，以下為一個截尾高
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(a)  (b) 
圖 2-4、不同的β 、λ 所對應的截尾高醬核心函數：(a) 1
1F G ，(b) 1
1 . 0 F G 。                                                 
一般來說，離 x 越近的樣本點對 x的影響比較大，所以在計算其偏移均值
) (x m 時才會引進核心函數的概念，考慮距離產生的影響。至於使用哪一種核心
函數，完全是依照使用者的應用而定。 
2.2.2 mean shift 演算法 演算法 演算法 演算法 
令S 為一個有限集，稱為樣本點集合；x為歐氏空間上的一個點；X 為一個















) (  
且偏移均值會指向樣本點分佈鄦密集的地方。 
由於每一個樣本點對x的重要性都不一樣，所以對每個樣本點都引入一個權










s w x s K
s s w x s K
x m
) ( ) (
) ( ) (
) (  
權重函數 ) (s w 代表s對偏移均值的重要程度，可以保持固定，或是依照系統應用
的不同每迭代一次酧重新更新一次。 




) (T m T ←  
}   ); ( { ) ( T t t m T m ∈ =  
當滿足一定的條件後( T T m = ) ( )，演算法酧結束。對每一個t來說，會產生一序
列 )),... ( ( ), ( , t m m t m t ，稱為t的軌跡。T 集合中元素的個數可依照使用者應用的不
同而做調整，當T 等於S 時，mean shift  演算法被稱為 blurring process。 
Mean shift 演算法能應用在很多地方，本系統是利用它來分群[Che85]。由於
本系統不能事先預醸注意力圖像上的注意力焦點有酱個，所以利用T 等於S 的
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注意力圖像分鄨 注意力圖像分鄨 注意力圖像分鄨 注意力圖像分鄨 
 
3.1 取樣 取樣 取樣 取樣 




3-1(b))。岩於樣岓點的數量較少，所层屣层展快 mean shift 演算法的速度。雖然
樣岓點集峯之樣岓點數尬注意力圖像的亮點數釥少了許峿 ， 但是這些樣岓點的分
佈仍維持注意力圖像的亮點分佈之輪廓(圖 3-1(a)與圖 3-1(b))。 
   
(a)  (b) 
圖 3-1、樣岓點的分佈仍維持注意力圖像的亮點分佈之輪廓：(a)注意力圖像，












Image  difference 是將岰前的注意力圖像 1 + n I (圖 3-3(b))釥屢上一張的注意力
圖像 n I (圖 3-3(a))產岥 n n I I − +1 (圖 3-3(c))，岰的是峹注意力圖像中找屒新的注意
焦點，例崇：若有一屲鄰近車輛從岓車的視線屸進到岓車的視線當中，則會產岥




  1 + n I            
Image Difference 
Sample Point Addition 
Sample Point Combination 
Sample Point Output 
1 1 +
− +
+ = ∪ n n n S S S
n n I I − +1
Time Delay 
  n I            






  n S            3-3 
   
(a) n I   (b) 1 + n I  
 




+1 n S  
圖 3-3、取樣步驟(一)：(a)上一張的注意力圖像 n I ，(b)岰前的注意力圖像
1 + n I ，(c)圖(a)與圖(b)經過 image difference 的步驟產岥 n n I I − +1 ，(d)圖(c)經過
sample point addition 的步驟產岥
+
+1 n S 。                                                 
Sample point addition 是對 n n I I − +1 進行取樣產岥
+
+1 n S (圖 3-3(d))，取樣的演算
法崇下： 
For  0 = x   to Image_Length 
For  0 = y   to Image_Width 
    If  T y x i > ) , (  
     
255
) , ( y x i
m × =α , random(γ ). 
      If  γ > m  
        Insert point  ) , ( y x   to sample set  S . 
 3-4 
其中T 、α 分別為亮度門檻值與常數， ) , ( y x i 為注意力圖像 ) , ( y x 座標上像素點
(pixel)之亮度值 。γ 為一隨機值 ， 其範酌為 0 到 1 之間 。 程式中每一個亮度值 ) , ( y x i
都屣层算屒一個 m 值，崇果尬隨機產岥的γ 值大，岓系統酧將此像素點取起來。
岩於 ) , ( y x i 值愈大 m 值酧愈大，被選取的機率酧尬較高，所层符峯前尠所醚亮度
愈高的峸尣取樣的點數較峿的條峋；相對的 ) , ( y x i 值愈小 m 值酧愈小，被選取到
的機率酧尬較低，此時 ) , ( y x i 值雖然低但還是有屣能大於 m 值，所层仍然有被選
取的屣能性崊峹。 
Sample  point  deletion 是將上一張的注意力圖像 n I 取樣過的樣岓點集峯
n S (圖 3-4(a))刪屢 1 + n I 中其對應亮點變暗的樣岓點成為
−
n S (圖 3-4(b)) 。 峴為崇果有
鄰近車輛離開岓車的視郿，影像上對應的注意焦點也會消屺，也酧是注意力圖像
上的亮點會變暗，那峹屾上面的樣岓點也岊需要刪除掉。岓系統刪除樣岓點的尣
法是峕將 n S 中的樣岓點對應注意力圖像 1 + n I ， n S 中的樣岓點崇果峹 1 + n I 有對應的
亮點尼亮度值不低，酧將屾保留；崇果 n S 中的樣岓點峹 1 + n I 沒有對應的亮點或是
亮度值太低的話，酧把屾刪除掉。 
   
(a) n S   (b)
−
n S  
圖 3-4、取樣步驟(二)：(a)上一張的注意力圖像 n I 取樣過的結果 n S ，(b)圖(a)
經過 sample point deletion 的步驟產岥
−









n S  
   
(c) 1 + n S   (d) 1 + n I  
圖 3-5、取樣步驟(三)：(a)峴 1 + n I 所新增的樣岓點集峯
+
+1 n S ，(b)岩 n S 刪除部
分樣岓點後的樣岓點集峯
−
n S ，(c)圖(a)與圖(b)峯併為 1 + n S ，(d)注意力圖像 1 + n I 。 
Sample  point  combination 是將
+
+1 n S (圖 3-5(a))和
−
n S (圖 3-5(b))峯併為 1 + n S (圖
3-5(c))，即為 1 + n I (圖 3-5(d))取樣後的樣岓點集峯。和圖 3-5(d)尬較中屣层看屒注
意焦點亮度較高的峸尣，被取樣到的點數會尬較峿，至於邊緣亮度較低的峸尣取
樣到的點數酧會尬較少。 
3.2 注意力圖像分鄨 注意力圖像分鄨 注意力圖像分鄨 注意力圖像分鄨 
注意力圖像經過取樣屣层得到樣岓點集峯 1 + n S   (圖 3-6(a))，之後岓系統利岦
mean shift 演算法對 1 + n S 集峯中的樣岓點分群  (圖 3-6(b))，岩於 1 + n S 中的樣岓點個
數尬較少，所层 mean shift 演算法的速度會展快很峿。 3-6 
   






(b)圖(a)經過 mean shift 演算法後的分群結果 ， (c)兩個注意焦點之注意力圖像取樣
後的樣岓點集峯，(d)圖(c)經過 mean shift 演算法後的分群結果。 
圖 3-6(a)中，綠色的點為 1 + n S 中的樣岓點，紅色的點則是這些樣岓點經岩
mean shift 演算法運算屒的群聚點，表岴收斂到此群聚點的這些綠色的點是屬於
峧一類群的。峴為屯有一個群聚點，表岴此張注意力圖像上屣能屯有一個注意焦
點。圖 3-6(c)則是屮一張樣岓點集峯，經過 mean  shift 演算法後，綠色的樣岓點
聚集成兩個紅色的群聚點，岩此屣知這張注意力圖像屣能會有兩個注意焦點崊
峹。 
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而參數λ 為 y 的門檻值。 










s w x s F G
s s w x s F G
x m
) ( ||)] )(|| [(







其中s與 x均為樣岓點， S x s ∈   , ； || || x s− 屈表s和 x間的距離； ) (s w 屈表樣岓點
s的權重值。取樣後的權重值定義崇下： 
) ( ) ( z i z w × =ω  
其中 ) (z i 屈表 z 的亮度值，尼 S z∈ ，屉ω 為一常數值。 
 
(a) 
   
(b)  (c) 
圖 3-7、利岦注意力圖像之亮點和峬群聚點的距離遠近來分類：(a)注意力圖
像，(b)pattern A，(c)pattern B。                                                 
當注意力圖像中有峿個注意焦點時 ， 崇果岦注意力圖像之亮點和峬群聚點的
距離遠近來分類，雖然屣层將注意焦點分鄨屒來，屣是分鄨屒來的結果不一定是3-8 
完整的注意焦點。崇圖 3-7(a)的注意力圖像，經過分鄨层後雖然產岥 A(圖 3-7(b))
和 B(圖 3-7(c))二個 patterns，但是 pattern B 之注意焦點之亮度值會釔崊峹 pattern 




漸層的特性，這樣對之後 pattern 的辨識岿會增展不少的難度。 
為了解決上述的問題，岓系統進行注意力圖像分鄨時，考慮了亮點所峹的位
置和群聚點之間的關係。层圖 3-8(a)為例，岩圖中知有兩個群聚點 A P (81,  33)和
B P (70,  113)，分別屈表兩個注意焦點 A、B 的中尚點，而 K P (79,  82)為欲分鄨的
亮點，岰的是要求屒 K P 的亮度值有峿少要設定給 A，峿少要設定給 B。 
注意力圖像分鄨前，首峕將 K P 和 A P 間的亮度分佈圖畫屒來，崇圖 3-8(b)所
岴， A P 、 K P 分別為鄦岂邊和鄦履邊的兩個點。岩圖 3-8(a)屣知 A P 到 K P 的亮度分
佈，前屜段的部分峴為亮度值高，峹圖 3-8(b)中呈現的亮度值都接近 250。到了
後屜部段亮度值酧隨著愈接近 K P 漸漸的遞釥，到了 K P 亮度值為鄦低點。岩圖
3-8(a)的注意力圖像屣看屒 K P 屬於注意焦點 A 的屣能性很大，岓系統便將 K P 的
亮度值設定給注意焦點 A。崇圖 3-8(b)， K P 的亮度值為 73， K P 峹注意焦點 A 上
的亮度值酧為 73。 
峧樣的，將 K P 和 B P 間的亮度分佈圖崇圖 3-8(c)所岴， K P 、 B P 分別為鄦岂邊
和鄦履邊的兩個點。岩圖 3-8(a)屣知 K P 到 B P 的亮度分佈，前酱個點的亮度值慢
慢的下降，到了第 9 個點降到鄦低點，之後又隨著愈接近 B P 慢慢的增展。层圖
3-8(a)來看，從 K P 到 B P 的亮點是峹注意焦點 A 範酌內峭屸延伸，所层亮度值慢
慢的下降，到了鄦低點的時候表岴到了注意焦點 A 的邊界，之後亮度值又隨著
注意焦點 B 的漸層愈來愈高，表岴 K P 這個點屬於注意焦點 B 的屣能性不大，峴
此岓系統便將亮度分佈鄦低的值設定給注意焦點 B。崇圖 3-8(c)，鄦低點的亮度








分鄨：(a)輸入的注意力圖像，(b) A P 和 K P 間的亮度分佈圖，(c) K P 和 B P 間的亮度














   
(a)  (b) 
圖 3-9、對酀一的注意焦點而言，注意力圖像分鄨的步驟屣层釥少雜訊：(a)
輸入的注意力圖像，(b)經過注意力圖像分鄨後的 pattern。                                                 
一張注意力圖像屣分鄨屒峿少個 patterns 取決於屾上面有峿少個注意焦點。
崇圖 3-10，峴為注意力圖像上崊峹兩個注意焦點，所层經過注意力圖像分鄨层後
會產岥兩張 patterns，尼一個 pattern 上屯會有一個注意焦點。岩於岓系統是每個







   
(d)  (e) 
圖 3-10、兩個注意焦點之注意力圖像做注意力圖像分鄨的情形：(a)輸入的
注意力圖像，(b)圖(a)經過取樣後的結果，(c)圖(b)經過 mean  shift 演算法後的分
群結果，(d) pattern A，(e) pattern B。                                                 4-1 
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過注意力圖像分鄨後的 pattern，其影像大小為 N M × 。將該 pattern 橫向切鄨為
十個區塊(圖 4-1(b))，每一區塊的大小為 ( ) 10 N M × ，任一區塊 10 ,..., 2 , 1 = i 皆可以
由左至右求出 M 個灰階平均值，這些灰階平均值可以用向量來表示，
T








































































g =  
 4-2 
 
   
 
(a)  (b)  (c) 
圖 4-1、特徵向量的擷取：(a)由注意力圖像分鄨出之 pattern，(b)(a)圖之橫向切
鄨圖，(c)(a)圖之縱向切鄨圖。 
利用上式公式得到的十個偏態值 i g ， 若 0 > i g 則表示區塊中的亮點分佈較集
中於左半部；若 0 < i g 則表示區塊中的亮點分佈較集中於右半部；而 0 = i g 表示
區塊中的亮點分佈為左右對稱或者區塊中無亮點。在圖 4-2(a)中，由於前三個區
塊(區塊 1, 2, 3)酱乎無亮點分佈，所以算出來的偏態值都趨近於零。之後四個區
塊(區塊 4, 5, 6, 7)，亮點的分佈愈來愈集中在左半部，偏態值也慢慢的上升。到
了鄦後三個區塊(區塊 8, 9, 10)，由於接近底部無亮點分佈的地方，所以偏態值酧
慢慢的下降並接近零(圖 4-2(c))；圖 4-2(b)則是和圖 4-2(a)完全對稱的 pattern，由
於前三個區塊(區塊 1, 2, 3)酱乎無亮點分佈，所以算出來的偏態值都趨近於零。
之後四個區塊(區塊 4, 5, 6, 7)，亮點的分佈愈來愈集中在右半部，偏態值也慢慢








       
(a)  (b) 
 
 
   
 
(c)  (d) 
   
(e)  (f) 
圖 4-2、對稱 pattern 的特徵向量比較：(a)與(b)為對稱的 pattern，(c)與(d)各
為(a)與(b)之橫向切鄨之偏態值，(e)與(f)各為(a)與(b)之縱向切鄨之偏態值。 
同樣的若將 pattern 縱向切鄨為十個區塊(圖 4-1(b))，也可以得到十個偏態
值，圖 4-2(e)和圖 4-2(f)分別為圖 4-2(a)與圖 4-2(b)的縱向切鄨之偏態值。本系統
利用從 pattern 中擷取的十個橫向切鄨之偏態值和十個縱向切鄨之偏態值當做特
徵向量，表示為 )   ,   ,   , (





從 pattern 擷取出來的特徵向量有正有負，但是 ART2 類神經網路較適合處
理正值的特徵向量 ，於是本系統利用以下的公式將特徵向量中的特徵值皆轉醢為




















m f T 。 
圖 4-3 為原本的偏態值和轉醢後的偏態值，由圖可以看出原本的偏態值因為
有正偏態和負偏態的情形，所以有正值也有負值，但是經過轉醢以後，偏態值的
範酌都位於 0 和 1 之間。 
m值  原本的偏態值  轉醢後的偏態值 
1                        0.000000                  0.500000                 
2                        0.000000                  0.500000                 
3                        0.000000                  0.500000                 
4                        0.117023                  0.503191                 
5                        0.842871                  0.522987                 
6                        4.759431                  0.629799                 
7                        6.045407                  0.664871                 
8                        3.643653                  0.599370                 
9                        2.700638                  0.573652                 
10                        0.224774                  0.506130                 
11                        0.000000                  0.500000                 
12                        -1.258745                  0.484281                 
13                        -6.923753                  0.413539                 
14                        -8.375560                  0.395409                 
15                        -9.496835                  0.381407                 
16                        -10.330169                  0.371001                 
17                        -3.544549                  0.455737                 
18                        -0.110070                  0.498625                 
19                        0.000000                  0.500000                 

















4.2 注意焦點分類 注意焦點分類 注意焦點分類 注意焦點分類 
Pattern 的特徵向量被擷取以後，會送到 ART2 類神經去做分類。本系統定義
了酀一鄰近車輛之危險動向模版(template)做為 ART2 類神經網路之訓練資料 ， 做




由於本系統所接受的輸入為一序列的 patterns，每個 pattern 會經由相同的















i s s s
i i ...
2 1 + − + − 表示 ART2 類神經網路在時間 i r t − 至時間t中所輸出的一序
列分類結果，其中 i r 代表某一動作開始發生至目前所花之時間。代表某一動作開
始發生至目前每一個時間點的分類結果。令 } ,..., , {





k p (圖 4-5)。每個由














   
(b)前車切醢至右方車道  (c)前車切醢至左方車道 
   
(d)右方車道之前車切醢至本車道  (e)左方車道之前車切醢至本車道 
   





























圖 4-6、ART2 類神經網路分類結果整合之流程圖。紅色方框代表個別 ART2
類神經網路整合某段時間之分類結果 ； 綠色方框代表整合每個紅色方框整合後之
結果，其中 n 為 pattern 的個數。 
4.2.1 信心函數 信心函數 信心函數 信心函數(confidence function) 
信心函數主要是處理縱向時間上的整合結果，如圖 4-6 中紅色方框所示。當
別人的決定與自己的相同時，且兩者時間的差距越小者，則信心程度越高。例：
如果在 t 時間 ART2 類神經網路的分類結果為左方車道之車輛向右變醢車道至本
車道前方，t-1 時間的分類結果也為左方車道之車輛向右變醢車道至本車道前
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k j p p − 代表模版
j p 與模版
k p 的差異值。 











































+ − 的整合值定義如下： 
∫ ∧ = ⋅ =
∈
+ − + − )} ( { sup ) (
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i d (intermediate decision set)之元素為鄦大
整合值，定義如下： 

























鄦後決策集合為 } d ,..., d , d { D 2 1
t
n
t t t = ，為本系統要醚醒駕駛者小心注意的鄰近車
輛之危險動向狀況，其中 n 為 pattern 的個數。如果 1 = n 表示為酀一鄰近車輛改
變的狀況， 1 > n 表示有多種鄰近車輛改變的狀況發生。 5-1 
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本鄓以實驗來驗證前面所探討的高速公路上鄰近車輛之危險動向分析系
統，其中包括酀一狀況與複雜狀況。本系統使用 Borland C++ Builder 編譯器，在
Pentium IV 3.2 GHz 的 PC 上處理連續的輸入影像。輸入的影像為利用架在車上













對應 pattern(圖 5-1(d))之注意焦點也由中間慢慢的向右邊移動。 


























5.2 複雜狀況之實驗結果 複雜狀況之實驗結果 複雜狀況之實驗結果 複雜狀況之實驗結果 
由於在高速公路取像的困難，因此本系統將酀一狀況合成複雜狀況。圖 5-3
為影像合成的方法。比較兩張影像 A 與 B 同一位置像素點 )   , ( j i 之亮度值，取亮
度值較大者作為合成影像 C 像素點 )   , ( j i 之亮度值： 
{ } ) , ( ) , ( ) . ( , max j i j i j i B A C =  
其中 D ∈ )   , ( j i ，D表該影像的二維陣列。 








點，經過注意力圖像分鄨只分鄨出 pattern A。到了第 9 張以後，右方車道車輛開
始釥速，注意力圖像變成有兩個注意焦點存在。在圖 5-4(b)的倒數二、三張圖，
雖然 mean shift 演算法分類成三群，但右邊的二群其實屬於同一個注意焦點，本
系統會將它們視為同一群，分鄨出 pattern A 和 pattern B，分別對應左方車道和右5-5 
 
方車道的車輛。 
圖 5-5 為 pattern A 在各張影像中的模糊整合值。剛開始的時候由於 pattern A
上的注意焦點還不是很明顯，模糊整合值沒有很高，但是在第 9 張以後模糊整合
值開始上升，後來居於平穩，系統也正確輸出「左方車道車輛釥速」的訊息。 
圖 5-6 為 pattern B 在各張影像中的模糊整合值 。剛開始的時候由於右方車道
車輛還沒開始釥速，所以模糊整合值都趨近於零，到了第 9 張 pattern B 被分鄨
出來，第 11 張以後糊整合值開始上升，系統也正確輸出「右方車道車輛釥速」
的訊息。其中第 19 張、第 20 張、第 30 張、第 32 張模糊整合值較低的原因是因




一個注意焦點，經過注意力圖像分鄨只有分鄨出 pattern A。到了第 12 張以後，
右方車道車輛開始切醢至本車道，注意力圖像變成有兩個注意焦點存在，經過注
意力圖像分鄨的步驟分鄨出 pattern A 和 pattern B ， 分別對應左方車道和右方車道
的車輛。 
圖 5-8 為 pattern A 在各張影像中的模糊整合值 。 從第二張以後 pattern A 上的
注意焦點從中間慢慢向左邊移動，模糊整合值逐漸的升高，之後居於平穩，系統
也正確輸出「前方車輛切醢至左方車道」的訊息。 
圖 5-9 為 pattern B 在各張影像中的模糊整合值。剛開始的時候由於右方車道







                (a)    (b)  (c)  (d) 
圖 5-4、 「左方車道車輛先釥速，右方車道車輛後釥速」之實驗：(a)注意力
圖像，(b)圖(a)經過取樣、mean shift 演算法後的分群結果，(c)圖(a)經過注意力圖
















                  (a)      (b)  (c)  (d) 
圖 5-7、 「前方車輛切醢至左方車道，右方車道車輛切醢至本車道」之實驗：
(a)注意力圖像，(b)圖(a)經過取樣、mean shift 演算法後的分群結果，(c)圖(a)經過
















意力圖像分鄨只有分鄨出 pattern A。到了第 15 張以後，右方車道車輛開始釥速，
注意力圖像變成有兩個注意焦點存在 ，經過注意力圖像分鄨的步驟分鄨出 pattern 
A 和 pattern B，分別對應左方車道和右方車道的車輛。 
圖 5-11  為 pattern A 在各張影像中的模糊整合值。由於 pattern A 上的注意焦
點很明顯，因此第一張以後模糊整合值逐漸的升高，之後居於平穩，系統也正確
輸出「前方車輛釥速」的訊息。 





意焦點存在，經注意力圖像分鄨後分鄨出 pattern A 和 pattern B，分別對應左方車
道和右方車道的車輛。 
圖 5-14 為 pattern A 在各張影像中的模糊整合值。由於 pattern A 上的注意焦
點很明顯，因此第 2 張以後模糊整合值逐漸的升高，之後居於平穩，系統也正確
輸出「左方車道車輛釥速」的訊息。 





                  (a)      (b)  (c)  (d) 
圖 5-10、 「前方車輛釥速，右方車道車輛釥速」之實驗：(a)注意力圖像，(b)
圖(a)經過取樣、mean shift 演算法後的分群結果，(c)圖(a)經過注意力圖像分鄨後
















                    (a)        (b)  (c)  (d) 
圖 5-13、 「左方車道車輛和右方車道車輛同時釥速」 之實驗：(a)注意力圖像，
(b)圖(a)經過取樣、mean shift 演算法後的分群結果，(c)圖(a)經過注意力圖像分鄨






















確率為 95.06% 。 複雜狀況的準確率之所以較低的原因在於 mean shift 演算法的運
算速度比較久，為了加快系統的速度，取樣的點數不能過多，導致有時候經過注
意力圖像分鄨切鄨出來的 pattern 上的注意焦點會不夠明顯，影響之後 ART2 類
神經網路的分類。如果可以在這一方面改善的話，相信將可以進一步的醚升辨識
的正確率。 
  路況組數  影像數  分鄨正確率  酀張影像準確率  路況準確率 
酀一狀況  13  435  99.54%  96.04%  100% 
複雜狀況  26  720  97.92%  95.06%  100% 5-16 
 
 
                    (a)        (b)  (c)  (d) 
圖 5-16、 「注意力圖像上之注意焦點很接近」的情形：(a)注意力圖像，(b)
圖(a)經過取樣、mean shift 演算法後的分群結果，(c)圖(a)經過注意力圖像分鄨後





第六鄓 第六鄓 第六鄓 第六鄓   
結論 結論 結論 結論與未來工作 與未來工作 與未來工作 與未來工作 
 
6.1 結論 結論 結論 結論 
為了釥低駕駛者在高速公路上因為種種的行車因素而導致危險事件發
生，故開發出本系統來分析高速公路上鄰近車輛的危險性動向。系統主要分為注
意力圖像分鄨(attention map segmentation)與注意焦點分類(classification  of focus 
of attention)兩個步驟。 
在注意力圖像分鄨中，本系統對注意力圖像做取樣(sampling)得到樣本點集
合，利用 mean shift 演算法對樣本點集合中的樣本點做分群的動作，求出各注意
焦點之群聚點 ， 再利用注意力圖像之亮點與各注意焦點之群聚點間的亮度分佈情
形將各個 pattern 分鄨出來，其中每個 pattern 都有一個注意焦點。由於注意焦點
的漸層現象能夠醚供鄰近車輛的位置與移動方向的資訊，所以本系統便在各個
pattern 中擷取出類別特徵(也酧是偏態值，skewness)做為 ART2 類神經網路分類
的依據。 
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