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1. Introduction . 
The pr~ncipal result of this paper, stated in Theorem 3, is a form of 
the Bayes Theorem which is required for the solution of many problems in the 
control and estimation of stochastic systems. Although the original motivation 
for the problem treated here is in the field of control, it is more convenient 
to formulate it in terms of estimation. Its application to control will be 
discussed in a later paper. 
We shall be -:concerned with the estimation of a "system process" x( t), 
O < t < T which we assume to be defined as a stochastic process x(t, n) 
on a known probability space (~'~X' PX)' (nenX). It is further assumed that 
the system process cannot be observed directly. Instead we have available 
an "observation process" ·z( T) which is given by 
(1.1) 
T 
z(T) = J x(u)du + w(T) 
0 
where w(T) is a standard Wiener process independent of the system process. Our 
available data is z(T), 0 ~ T ~ t, for t fixed in the interval O ~ t ~ T, 
and using this data we wish to estimate some functional of the system process 
(1.2) G[x(T, n); 0 ~ T ~ T]. 
It will be assumed that the resulting function g(n) 
by 
(l.3) g(n) = G[x(n, -r); 0 ~ T ~ T] 
is integrable. 
defined. on (n 'la. P) X' (PX' X 
The system process, or more precisely, the space nX on which it is defined 
corresponds to the parameter space in the usual Bayes approach to the theory of 
estimation. Thus the probability PX is the a priori distribution for the 
unknown parameter; the process z(T), 0 < T < t is the observed random variable 
and we wish to estimate the function g(n) defined on the parameter space. 
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We shall assume a squared error loss function. Hence we wish to find an 
estimate o(z(T), 0 ~ T < t) which minimizes 
(L4) E(g - 5) 2 • 
It is well known that this is accomplished by letting 
(1.5) 0 = E[g\z(T), 0 ~ T ~ t]. 
Our task then is to compute this conditional expectation. In Theorem 3 a 
formula is given for (1.5) where, in addition to the usual measurability and 
integrability assumptions, it is assumed only that the system process is square 
integrable almost surely 
(1.6) 
T J [x(t, Tj)] 2 dt < = 
0 
It should be noted that by the proper selection of the function g~ this 
result can be used to solve the smoothing problem, the filtering problem and 
the estimation problem in addition to many others. For smoothing let 
(l.7) g(Tj) = x(s, Tj) 
where O ~ s < t, for filtering 
(1.8) g(~) = x(t, ~) 
and for prediction 
(1.9) g(Tj) ~ x(s, Tl) 
where t < s < T. It may be noted that by letting 
(1.10) ga(~) = L(~, a) 
the conditional expectation (1.5) becomes the a posteriori Bayes risk for the 
loss function L(Tj, a) where a belongs to an action space. Thus the con-
ditional expectations of the form (1.5) are those required to solve the general 
Bayes decision problem8 
The formula provided for the conditional expectation (4.32) of Theorem 3 
is useful in applicationsonly in the case that b is fixed. If the data is 
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coming i.n. continuously and we require an estimate which is being continuously 
revised to take into account the new data, then this formula, while valid, is 
not practical since the estimate. at time t + l:::. must be completely recomputed 
using all the pa.st data.. The value of the estimate at time t is of no use 
in computing the estimate at time t + !:::.. The practical method of computing 
an estimate which depends continuously on time is by the use of a stochatic 
differential equation~ Under additional assumptions on the system process, 
the formula presented in this paper (4.32) can be used to obtain such a 
differential equation. This work will be given in a later paper. 
Certain generalizations of this problem considered here can easily be 
handled by the methods of this paper. For example, both the system and the 
observation processes ma.y be vector-valued., The observation equation (1. 1) 
may be repla.ced by 
t 
(1.11) I , J , Z I t) -• hi'!' 
' ·- '. . ' 
0 
x('iJJdT + w(,-) 0 < ,- < T 
where h satisfies a.ppropria,t:e regularity conditions. However, as each of 
these generalizations introduces complications in notation and technique, it was 
deemed best at this s t~.ge of the investigation to treat the simplest case 
which includes what we con.sider to be the essential difficulties inherent in 
the problem. 
Further genera.lizat.ions of the.observation equation have been considered 
and will be presented lat.ero For example, the case 
(1. 12) . ) . , dz ( t ~ h \. -r, I,-\' X\:-' / d T + cr (,., x ( -r) ) dw ( ,- ) 
can be solved by these methods. The success of generalization in this direction 
depends on the existence of results of the Cameron and Graves type quoted in 
Lemma 2. 
One essentia.1 property of the estimation problem that is omitted here is 
the possibility_of control in the distribution of the system process. This 
property is difficult to formulate rigorously and since it is not considered here, 
no attempt a.t such a formulation will be made. However, since the motivation 
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, for the work is the desire to obtain results valid for a "controlled" process, 
some comment is essential. Heuristically, in a "controlled" system at any given 
time t the distribution of the future of the system process (x(T) for T ~ t) 
is permitted to depend on the past of the observation process (z(T) for O < T < t). 
1he formula in.Theorem 3 was obtained earlier under the assumption that 
system process is constant in time 
(L13) x(t) = X 
and x is a random variable with a finite number of states. It is presented 
along with the stochastic differential equation satisfied by (l.5) in an 
interesting and fundamental paper by W.M. Worham [5]. This paper is,to the 
knowlege of the authors, the only rigorous work on this aspect of the estimation 
problem. In fact, the generally heuristic nature of the literature in this area 
justifies in our opinion what might appear to be an excessive attention to 
technical detail in the following treatment. 
Theorem 1 in section 1 s ta.tes a general form of the Bayes Theorem. In 
Theorem 2 the result is extended to the case in which conditional densities exist. 
In section 3 the proba.bility structure of the problem defined by (1.1) and (1.5) 
is presented in detail, and some lemmas which will be required later are proved. 
In section 4-, the main result of the paper (Theorem 3), is stated a.nd proved. 
Theorem 3 is cast in a form which is convenient in the derivation of the 
stochastic differentia.l equation to be presented in a later paper. Another form 
of Theorem 3, given as a Corollary in section 5, is more appropriate for the 
estimation problem. Its use in a Monte Carlo computation procedure is also 
discussed in the last section. 
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2. General Bayes Theorems. 
In Theorem 1 we consider an arbitrary random variable g, measurable with 
respect to a sub a-field /J...x, and compute its conditional expectation with 
respect to another sub a-field(l 2 . In Theorem 2, the same conditional 
expectation is computed under the further assumption of existence of conditional 
den~ities~ 
Theorem 1: On the probability space 
(2.1) (n,~,P) 
let g(w) be~ integrable random variable measurable~ respect_!£! sub 
a-field ~X and let Q(A,w) be ~ version of the conditional probability 
(2.2) Q(A,w) = E(IAl~x) a.s. 
for As lt zC£:i . Then cpg, defined by 
(2o3) cpg(A) = J g(w)Q(A,w)P(dw) 
for As&. 2 is_~ finite signed measure ~ (n,dl, 2); it is absolutely continuous 
with respect t.o P Z' the restriction of P to a z; and its Radon-Nikodym 
derivative satisfies 
(2 .. 4) E(gl~z) ~ dcpg dPZ a.s. P z· 
Proof: From the integrability of g and the properties of conditional probabilities 
it is easily verified that cpg is a finite signed measure. 
Since the conditional expectation E(gj{.R_2) is d2-measurable, in order 
to verify that E(g\CQ.2) is a.es. the Radon-Nikodym derivative in (2.4) it 
suffices to show that 
(2.5) E[IAE(glll_2 )J ~ ~g(A) As(l2 . 
For AsCR.z,, IA(w) is &.z-measurable, so that 
(2.6) IAE(g l~z) ~ E(gIA lllz) a. s . 
Taking expectations, we have 
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Since g isl'.l.,X-measurable 
(2.8) a.s. 
Thus from (2.2), (2.3) and (2.8), we have 
(2.9) 
The result (2.5) then follows from (2.7) and (2.9). 
Theorem 2: Let the following conditions be satisfied: 
(i) the conditional probabilities Q(A,w) in (2.2) ~ regular, 
(ii) the a-field {J.. 2 is generated by!: countable family of sets; and 
(iii)there exists~ measure A defined on (n,lf2 ) such that Q(A,w) is 
absolutely continuous with respect to 11. for wen' where P(n') = 1. 
Then, it follows that 
(iv) P2 is absolutely continuous with respect~ 11., 
(v) there exists a function q(g,w) which is measurable on (nxn,azx&x) 
and satisfies 
(2 .10) 
(2 .11) 
(2.12) 
a.e. 11.XP, 
(vi) 
0 < J q(~,w)P(dw) < = 
(vii) for g integrable and lfx-measurable 
__ .f.g ( w) q ( ; , w) P ( dw) 
Jq(g,w)P(dw) 
a.s. 
Proof: In Doob [2] (Example 2.7 of the Supplement, p. 616) the existence of 
a jointly measurable density q( ~ ,w) is shown in the case that a X = Cl is 
generated by a countable family of sets. A very slight modification of the 
argument given there establishes the existence of the function q(g,w) 
satisfying (2.10) for our case. The details of this argument will be omitted. 
From the definition of Q(A,w) in (2.2), for Ae42 
6 -
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(2.13) 
Thus, from the absolute continuity of Q(A,w) with respect to A assumed in 
condition (iii), it follows from (2.13) that P2(A) and from (2.3) that ~g 
are absolutely continuous with respect to A . From Loeve [4] (P• 141, Example 21) 
(2 .14) d~ d~g dP2 dXg = dPZ' dA a .e. A. 
Let 
(2.15) 
Then 
(2.16) 
and hence 
(2.17) 
Finiteness follows from the finiteness of Pzo From (2.14) 
d~ d~ dP 2 (2.18) g (w) g (w) / dt.. ( v.)) for w~A0 \) B0 dPZ :! dA 
where B0 is set on which (2.14) doe~ not hold so that A(B0) = 0. Since 
P
2 
is absolutely continuous with respect to 
(2.19) 
It rema.ins to show tha.t 
(2.20) 
d~ 
dAg (g) ~ J g(w)q(;,w)P(dw) 
and 
(2.21) 
From (2.3) a.nd (2.10) of the theorem, for Ae~z 
(2.22) ~g(A) = J g(w)Q(A,w)P(dw) = f g(w) [ JA q(g,w)X(dg)]P(dw). 
Applying the Fubini rheorem (see, for example, Loeve [4J p. 136) on the 
product space (n x n, (,l.2 >< <lx' AX PX) to (2.22), it follows that 
- 7 -
' ;, 
(2.23) ~(A)= J [ J g(w)q(l,w)P(dw)]A(d,) 
g A . 
and that [ ] in (2.23) is anc:lz-measurable function of Thus the expression 
[ ] in(2.23) is the Radon-Nikodym derivative of ~g with respect to A and 
(2.20) follows. The result (2.21) follows by the same argument for g(w):1. 
Conclusion (vi) of the theorem follows from (2.17) and {2.21), and (vii) follows 
from (2.19), (2.20) and (2.21). 
3. Function Space Formulation. 
Let R[O,t] be the space of all real-valued functions z(T) for O ~ T ~ t, 
let~JO,t] be the product a-field in R[O,t] defined in the usual manner, and 
let C[O,t] be the space of real-valued continuous functions on [O,t]. 
Define measurable spaces 
W = C[O,T], 
(3.1) 
[O, T] 
llw = wOoR , 
Zt = C[O,t], 
Kl. = z on[o,t] 
\Vz t VR ' 
t 
where O < t < T. 
and (Z ~ ) as follows t' Q~z 
t 
It wil 1 be assumed that a Wiener measure PW is defined on (W, t} W) 
and that a probability space (nX,~X' PX) is also given. Elements of 
nX and W will be denoted by ~ and w respectively. The probability space to 
which Theorem 2 will be applied is the product space defined by 
(3.2) 
The a-field c1.x is induced by the projection transformation 
( 3. 3) 
defined by 
(3.4) H~,w) = ~-
Thus 
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-(3.5) 
consists of the cylinder sets in ·Sc X W with bases in~ x • 
It will be assumed tha.t a real-valued stochastic process x(u,'fl) 
0 ~ u ~ T, 'flsnX, called the system process, is defined on (_&\,~x' PX). The 
cr-field lt_2 is induced by the tra.nsformation H to be defined in (3.8) and 
(3.9). The measura.bility of H i.s demonstrated in Lemma 1. 
Since t will remain fixed throughout this section.,we shall drop the sub-
script t, following the convention Z ~= Z. 
C 
It may be noted 
that in Lemma 1 the tra.nsforma.tions h, H a.nd J a.11 depend on t, but that this 
is not reflected in the not~tion at this point. 
Lemma 1: If x(u,'fl) is~ (jointly) measurable process, then the transformations 
(3.6) 
and 
defined by 
t 
for O< 'T' < t if J [x ( u, Tl) ]2 du < co 
0 
[h ''Tl' .. , , ,.,.. ~ \ 'I: J '. i : ·-· 
t 
0 for O< '7'< t if f [x(-u, Tl) ]2 du :::: co 
0 
and I 
(O<T<t) 
are measura.ble and 
(3.10) H(;~) == Z. 
Proof: The process x(-u, 'T]) is assumed to be jointly measurable on 
where t) UJ [O, T] is the Borel 
o·-field and i.s Lebesgue mea.sure on the interval [O,T]. Thus 
and x-(u,'fl) are also jointly measurable and by the 
f 'T.+. 'd f'T' -, ) positive functions, x ( u., Tl., u a.n.d x \ u, 'Tl du 0 0 
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Fubini Theorem for 
are ~X-measurable in 
., 
-
t 
Tl for ,- fixed. Similar~ly, J [x(u,~)] 2 du is B-x-measurable and hence 
0 
(3,11) 
Define 
( 3 .12) 
t 
C = (~: J [x(u,Tl)] 2 du < =} e l'>x· 
0 
l ~ + ~/ (u,1])du if + h ('T',Tl) = 
if 
{}x-(u,1])du if h-(1",Tl) = 
if 
. TleC 
Tl4C 
TleC 
'fl4C. 
These functions are Ox-measurable and finite for ,- fixed (0 ~ ,- ~ t) and 
hence h('T",'Tl) defined by 
is finite and Ox-measurable for T fixed (0 ~ 'T" ~ t). It follows from 
(3ol2) and (3.13) that 
(3o14) h • ,,., n ) - (R[O, t] n [O, t]) • \_)"X' \llx ''l)R 
given by 
[h('fl)](T) = h('fl,T) 
satisfies (3.8) of the theorem. Since h is Sx-measurable coordinate-wise, 
it is measurable with respect to the product cr-field ~JO,tJ. From (3.8) 
h(Tl,T) is clearly a continuous function of ,- for TlenX fixed. Thus 
(3.16) 
and h in (3.6) is measurable with respect to (13z = C[O,t]nBJ0 ,t]_ The 
transformation 
(3.17) 
which restricts functions w('T") for O < 'T' < T to the range O < 'T' < t, 
(3.18) [J(w) ]( ,-) = w(',-) 0 < 'f < t, 
is clearly measurable. 
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- Finally, defining 
(3.19) H(~,w) = h(~) + J:(w), 
it is easily seen that H is a measurable transformation from 
(OX X W, Ox X ~) to (Z, ~ 2). Let z be an arbitrary element in Z and 
let ~eOX be fixed. Then 
( 3.20) h(~)ez 
and 
(3.21) z - z - h(~) e z 0 - •1 
since both are continuous functions on [0,t]. Define 
0 <'I"< t 
( 3.22) 
t < 'I"< T. 
Then from ( 3.18) 
( 3.23) 
and 
( 3.24) 
Thus 
(3.25) zeH(n) 
and (3.10) follows. This concludes the proof of Lemma 1. 
We shall write w = (~,w) and H(w) for H(~,w). If the system process 
x is jointly measurable, it follows from the preceding lemma that 
( 3.26) 
is a sub cr-field of tl,o We recall from the definition of PW and j (3.18) 
that --1 PiJ defined by 
( 3.27) PJ-l(B) = PW[j-l(B)], 
is a standard Wiener measure on Let z0 be a fixed element of z 
- 11 -
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and let P be the probability on ~Z given by 
zo 
( 3. 28) Pz (B) = PW(w: J:(w) + z0eB] for Be(9 2• 0 
We shall require the following result due to Cameron and Graves [1] (Theorem 1, p.162) 
Lemma 2: If z0ez is differentiable and its derivative 
dz0 ( -r) ( 3.29) d 'i = XO ( -r) , 0 < 'i" < t 
is square integrable 
then 
(3 .. 3:!.) 
t s [xo( '1") ]2d'i < m, 
0 
P is ebsolutely continuous with respect to p_];-l 
z - ------- ----- ----- - w-i-0 t l t 
dP J x0 (~)dz('t') - ~ J [x0(T)]2d't' zo O 0 
__ 1 ( z) == e 
dPwI -
and 
a.s. 
--1 pwl . 
It is understood that the first integral in the exponential in (3.31) is 
to be replaced by zero for those values of z for which the integral does 
not exist .;.r..d he:nce that the Radon-Nikodym derivative is defined for all 
values of zez. 
Lemma 3: For Ae ~ and wen, define 
where P (B) is defined by (3.28), h and H by (3.6)-(3.9), and t is the 
zo - -
projection J3.4). Then Q(A,w) is~ regular conditional probability measure 
for pz given tlxo 
Proof: From the definitions of P , H and } 
zo 
Since from Lemma l ( 3 .10) H is onto, 
(3.34) Pw[w: H{~,w)sHA] = Pw[w: (~,w)eA] = Pw(A~) 
where A~ is the section of A at ~- Thus from (3.32), (3.33) and (3.34), 
(3.35) 
It follows that Q(A,w) is a measure in A for w and hence ~ fixed. By 
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the Fubini Theorem, for Ae~X xiw 
P(A) ~ J Pw(A~)Px(d~) 
nx 
where Pw(¾)is a ~X-measurable function of ~- Since t is ax-measurable, 
it follows from (3.35) that Q(A,w) is Ox-measurable for Aed2 fixed. For 
ce&X, since C is a cylinder set, there exists Be:~X such that 
(3.37) C =EX W. 
Then for Aedz from (3.36) 
(3.38) 
From (3.37) 
(3.39) 
and hence (3.38) may be written as 
(3.40) J IA(w)P(dw) = J Pw(A~)Px(d~) = J J Pw(A~)Px(d~)Pw(dw) 
c· B II WB '1 
From (3.40) it follows that 
(3.41) a. s. 
4. ~..a.in Theoremo 
Under the assumption that the system process x(~,~) is jointly measurable 
and square integrable a.s., Theorem 2 will be applied to the probability space 
defined by (3.2) with«1,X given by (3.5) and {tz by (3.26). In order to 
do this the conditions (i)-(iii) of Theorem 2 must be verified. First, 
according to Lemma 3 Q(A,w) given by (3.32) is a regular conditional probability 
measure for P2 given{lX, and hence (i) is satisfied. Condition (ii) is 
- 13 -
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checked by noting that the cr-field &,2 is generated by the countable class 
of sets 
(4 .1) {H-1(Bt b)lt0 ,a,b rational} O'a' 
where 
(4.2) B = fzlzez, a< z(t0 ) ~ b}. to,a,b 
In condition (iii), the measure A will be defined by 
(4.3) 
where PW~rl is defined by (3.27). Then, according to Lemma 2 P is 
zo 
--1 
a.bsolutely continuo-;,is with respe;ct to Pwi, provided z0 satisfies (3.29) 
and (3.30). For Ae{.k.2 such that A(A) = 0, from (4.3) clearly PJ-
1(B) = O 
where B ~ HA and hence P (B) = P (HA)= O. Thus from the definition of 
zo zo 
Q(A,w) given by (3o32) it is clear that Q(A,w) is absolutely continuous with 
respect to A for a.11 w such that h(Hw)) satisfies (3.29) and (3.30). 
Referring to the defin.ition.s of h e.nd qi given by (3.8) and (3.4) we see that 
(4.4-) h(4i('fl.,w) ]( ,-) .. 
,- t J x(u,'fl)du for O < ,- < t if J [x(u,'fl)]2 du < m 
0 0 
0 
t 
for O < '1" < t if J [ x ( u, Tl) ]2 du = o,. 
0 
Thus, since x(u,'fl) is assumed to be square integrable a.s., it follows that 
,-
(4.5) h [ w ('fl, w)] ( ,- ) = f x(u,'fl)du 
0 
Hence h[Hc.0)] is differentiable a.s. and 
(4.6) :,. h[l('fl,w)](,-) = x(,-,Tl) 
where, by assumption 
t J [x(u,'fl)]2 du < m 
0 
a.s. 
Thus (3.29) and (3.30) c~re satisfied a.s., and condition (iii) of Theorem 2 is 
seen to hold. 
- 14 -
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A formula for the Radon-Nikodym derivative on the right side of (2.10) of 
Theorem 2 can also be deduced from Lemma 2. For w = ('fl,w) fixed and such 
that (4.6) and (4.7) are satisfied, by Lemma 2 
(4.8) 
where 
(4.9) 
Define 
(4.10) 
f 11 (z) 
--1 
a.s. Pw,i 
t l t J x(u,'fl)dz(u) - 2 J [x(u,'fl)]2 du 0 0 
= e 
The function f~(w)(z) is measurable on (z,132 ) for w fixed as above 
since it is a R-N derivative. Thus qw(s) is measurable on (n,Cl.2 ) since 
by Lemma 1 H is a measurable transformation from (n,dz) to (z,~2). 
For Ae~ 
(4.11) 
(see, for example, Lehmann [3], Lemma 2 p. 38). From (4.8) 
(4.12) JHAft{w)Pwi-l(dz) = ph[t{w)](HA), 
and thus by definition of Q(A,w) (3.32), 
(4.13) J q (s)A(ds) = Q(A,w). Aw 
It follows that 
(4.14) a.s. A 
for wen', where n' is the set on which (4.6) and (4.7) hold and hence P(n') = 1. 
Now from Theorem 2 there exists a function q(s,w) measurable on 
(n x n., ~Z x ~) which satisfies 
(4.15) a.e. AX P. 
The conditional expectation giventR....z of everydx-measurable and integrable 
random variable g is given by (2.12) of Theorem 2. 
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To facilitate interpretation and application it is desirable to recast the 
right hand side of (2.12) in a more convenient form. For this purpose we intro-
duce the probability space 
(4.16) 
where the spaces (nx,Bx,Px) and 
,., ,., 
(n,~), define the projections 
N N ,-I 
(nx,~) (4.17) t 1:(n,{l) -
and 
(4.18) 
,v ~ ,., a N ~ 
t 2 :(n,~) - (n, ):(nx x w, ~x x ~x) 
by 
rJ ~ 
(4.19) '1 (T\, T\, w) = T\ 
and 
N fl/ /\/ 
(4.20) '2(T\, T\' w) = (T\, w). 
From (4.18) letting 
(4.21) 
it is easily seen that 
,, ,, 
P(ti1A) = Px(A) if AedJX and 
(4.22) 
for Ae{l. 
On the space 
Let g(T\) be an integrable random variable on (nx 1l5Jx,Px). Then 
N ,.., N ,J 
gt(w) = g(l(T\,w)] = g(T\) and gt1(w) = ,![t1(T\,T\,w)] = g(T\) are integrable 
random variables on (n,~,P) and (;,&_,P) respectively. The conditional 
expectation E(gtltl2) is an CJ.. 2 measurable function on (n,{Q_). Since (Q2 
is induced by the transformation H (3.26), there exists a 82-measurable 
function F(z) on Z such that 
(4.23) E(gtllAz)(w) = F[H(w)] 
(see Lehmann [3], Lemma 1, p. 37). To denote this function F(z), we will 
- 16 -
. . 
• 
-
use the more suggestive notation., 
where F(z) satisfies (4.23) and hence 
(4.25) E(gtl~)(w) = E(gt\H-18z)(w) = E(gt\H,ijz)(H(w)). 
v ,._, ,,.., 
The cr-field {J.. Z in (n ,~) is defined by 
V JV 1 "'-'1 (4.26) {,L2 = (Ht2 )- ( ~ 2 ) = 1; (Cf.. 2 ). 
Following the notation outlined above 
(4.27) 
,.J V N ,J ,.,/ ,./ Al' I\/ /V N 
E(Gl~2)(w) ~ E[Gl(H~2)-1(~)](w) = E(G!Ht2 , ~ 2)(Ht2 (w)) 
- -
where G is an arbitrary integrable (or non-negative) random variable on (n:ce,P). 
On the space 
(4.28) 
-1 denote by PZH the probability measure 
Since the following theorem is to be applied in other connections, the 
dependence on t will be explicitly displayed. 
Theorem 3: Let x( -r, 11), 0 _:::: T ~ t, 'fle~ be ~ jointly measurable process such that 
(4.29) 
t J [x(u,'Tl)]2 du < m 
0 r 
N ,~Iii~ 
Then there exists a function yt(w) measurable on (n,~ such that 
t t ~ 1 t 
(4.30) 
[J ·x(u,'fl)dw(u) + J x(u,'fl)x(u,'fl)du - -2 J [x(u,'fl)]2 du] 
rl O O 0 
yt('Tl,11,w) :: e 
(4.31) 
and 
(4.32) a.s. 
Proof: Consider the projection 
(4.33) 
defined by 
- 17 -
µ 
a.s. P, 
. . 
8(s,w) = (i(w),s). 
Observe that the range space of e is nx x n = n where n is taken to be 
,-,J 
,v 
nx x w, and Ox X ~ C ~- Further' e is a measurable transformation with 
(4.35) e-l<Ox x ~) =~ x~. 
Since q(s,w) is cQ.2 X~ measurable, there exists 
(OX XO, rix X~) such that 
measurable on 
(Lehmann [3], Lemma 1, p. 37). 
It is easily seen that 
(4.37) ~ f p = p X X p z = ( p z X p) 8 -1 on !3 X X l~ z 
where it will be remembered that P2 is the restriction of P to &2• 
It suffices to take g non-negative and PX-integrable on nX. Since 
q(s,w) is ~ ></Jl.x measurable, by the Fubini Theorem 
J g~(w)q(s,w)P(dw) 
n 
measurable in S• From (4.26) is a measurable transformation from 
(4.39) 
is an a.z 
to I /0 \ ,n, '--"z; a.nd hence 
N .._, J gl(w)q(t2 (w),w)P(dw) 
,,J 
measurable function on n. 
,,...,1 
If Ac°'-z,, then there exists Be~ 
such that A= nX X B. Thus, again from the Fubini Theorem and (4.37) (remembering 
fV . 
that ~c~ x~) 
= J [J gt(w)q(s,w)P(dw)]P2(ds). B Q 
""'1· ,,.,, 
From the definitions of the transformations ~, t 1 , 12 and 8, 
~I\/ N 
(4.41) gt(w) = g~l(w) = gtl(9(s,w) = g(~) 
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where 
.J .J 
w = ('n, Tl, w) 
(lt-.42) w = (Tl' w') 
N ti ,J 
s = t 2 (w) = (Tl, w). 
Thus from (4.36) and (4.37), the right hand side of (4.40) can be written as 
,J ,.J ,.,. ,.,, ,J ,., 
(4.43) J J gt 1[8(s,w)]yt[8(s,w)]P(dw)Pz(ds) = J gt1(w)yt(w)P(dw) B n A 
since 8(B x n) = nx x B = A. It follows from (4.40) and (4.43) that 
µN /'I rl rJ/V !') 
(4.44) E(gt 1 -vtldz)(w) = J gt(w)q[t2(w),w]P(dw) a.s. Pz. n 
~ N N 
Here PZ denotes the restriction of P to~- In Theorem 2, if s is 
~~ ~~~ 
replaced by t2(w), the equations (2.11) and (2.12) hold a.s. on (n,LA.z,Pz)• 
Thus from (4.44) we have 
r' # 
(4.45) o < t[vtl~](w) < m 
and 
( J+ .46) 
Nfl "'Ill 
E(gt 1 •y t I~) (w) 
"' ,v "' 
E ( y t I dz) ( w) 
a.s. 
From the notationel convention defined in (4.25) and (4.27), we can write 
(4.45) and (4.46) as 
(4.47) 
and 
(4.48) a.s. 
These equations will be used to show that (4.31) and (4.32) of the theorem 
hold a.s. PZH-1• Let N be the set on which (4.31) or (4.32) does not hold. 
n n N w 1__ Since the functions involved are all llz measurable, Nell]z• For we(Ht2 )-~, 
(4.47) or (4.48) is violated, and hence from (4.47) and (4.48) 
,., ,., 
(4.49) Pz[(Ht2 )-1N] = O. 
- 19 -
• 
~ From (4.22) and (4.28) 
(4.50) 
Thus (4.31) and (4.32) hold a.s. P2H-1• 
It remains to show that (4.30) holds. From (4.15) and (4.10) 
(4.51) a.e. AX P. 
Thus from ( 4. 36) and ( 1+. 3l+) 
(4.52) a.e. AX P 
~ ~ 
where f.n(z) satisfies (4.9). 
t 
Let n' be the subset of n on which 
(4.53) 
J [x(u,~)]2 du < m, 
0 
t rl J [x(u,~)] 2 du < m, and 
0 
t J x(u,~)dw(u) 
0 
N 
exists and is finite. From the form of the probability space n (4.16) and 
N,,, ,-,N 
assumption (4.29), it follows that P(n') = 1. For wen' it is easily seen 
from the definition of H (3.8) and (3.9) that 
,v 
Let N 
(4.55) 
,., 
be the set in n 
t t ,J l t [J x(u,~)dw(u) + J x(u,~)x(u,~)du - 2 J [x(u,~)]2 du] 0 0 0 
= e 
on which 
Since (4.52) is violated for ( E,w)ee-1(:), there must exist a set Ms~ x4 
such that 
and 
(4.57) (A X P)(M) = O. 
From (4.35), there must be a set ~s~X X~ such that 
- 20 -
• 
(4.58) 
Since 8 
(4.59) 
-1"' M = 8 (M). 
is onto, it follows from (4.56) and (4.58) that 
/II ,, 
NCM. 
It was shown earlier that P2 is absolutely continuous with respect to A. Thus 
from (4.57) it can be shown that 
(4.60) 
and hence from (4.37) 
~"' (4.61) P(M) = O. 
From (4.54), (4.55), (4.59) .an.4 (4.61): it fGllows that (4.30). o'f .the Theorem holds 
a.s. P. 
5. Discussion. 
A more explicit form of Theorem 3 is given in the following corollary. 
Corollary: Let x( ,-, T)), 0 ~ ,- ~ t, ilsnX be ~ jointly measurable process such that 
t 
(5.1) 
Then 
(5.2) 
J [x(u,T))] 2 du < m a.s. PX. 
O t t 
J x(u,T))dz(u) - ½ J [x(u,T))] 2 du 
O < J[e O O ]PX(dT)) < m a.s. 
and 
(5.3) 
t l t J x(u,T))dz(u)- 2 J [x(~,Tl)]2 du 
J[g(T))e o o ]Px(dT)) 
E(gt IH,Q1 2 )(z) = ------------~-t l t J x(u,T))dz(u) - 2 J [x(u,T))]2 du 
J[e o o ] Px(dT)) 
a .s. 
The integrals in (5.3), taken over nX are well defined since the 
expressions [ ] are Ox measurable a.s. PX for zen~ where P2H-
1(n' 2) = 1. 
Proof: From (4.36) yt(~) is measurable on (nX X n,<Y>x X~) where ~ = (Tl,~,w), 
,., 
T)enX and (T),w)en. From (4.37) and the Fubini Theorem, it can easily be shown 
that 
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.. 
~ ~ f'J /V ,J 
E[g~ 1 ·Ytlc.lz]('Tl, 'Tl, w) = J g('fl)yt('Tl, 'Tl, w)PX(d'fl) (5.4) 
From (4a55), (4.59) and (4.61) 
(5.5) tt/ N yt('Tl, Tl, w) = f'Tl(H('fl, w)) 
,,.,, 
a.s. P 
where f~(z) is given by (4.9). Again by the Fubini Theorem and (4.37) for 
,./ ('Tl, w)e:fl·' Where p 2(n I) = 1 
(5.6) 
_,.,; 
The exceptional set here may depend on (Tl, w). 
From (5.4) and (5.6) 
IV,., /\;,,, NN 
(5. 7) E[gt1 ·y t lc:lzJC:.0) ::: J g('fl) f'Tl(Ht2(w) )Px(d'fl) 
where integration on the right side of (5.7) is understood to be with respect 
~ 
to the completion of the measure PX. That is, the right side of (5.7) is (J_Z 
IV 
measurable in ('fl,w) a.s. P2• By definition (4.27) 
,., #\I I'll ,._, ,, ,., /' N -1(.) ,., 
(5.8) E(gl1·YtlHt2,0z)(Ht2(w)) = E(gi1·Ytl(Ht2) G)z)(w). 
f'/ ,v 
Since (Ht2 )-l~Z ::~, from (5. 7), ~sing~.an argumen~ simi1,ar .to. that;:in .the proof 
of Theorem J it cari be s·hown that 
(5.9) 
The Corollary then follows from Theorem 3, (5.9) and (4.9). From (5.6) the 
function fll(z) is~X measurable a.s. PX for zeH(n')=n' 2 where 
P H-\n' ) = P (n') = L z z z 
Formula (5.3) of the corollary can be used to find Monte Carlo approximations 
to the desired estimates. Suppose we wish to estimate a functional 
(5.10) G(x(,-); 0~ -r~ T) 
defined on the system process. For example, .the for.m :of. this· func.·tional requi.red 
for the smoothing; filtering, and prediction pr.oblems '.are_ gi'ven\•by,:(1·;7h-,_1e1,s) '. 
and ( 1.9) . We will assume that a. s·ample of_ system. process.es is available.: . Thus .. 
the functions 
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(5.11) X ( 'f") 
n 
0 < rr < T 
are independent for n = 1,2, ... , N and as random variables with values in 
function space,they have the distribution induced by PX. Let 
(5.12) g =G(x(rr),O<rr<T). 
n n - -
It will be assumed that the process 
(5.13) z( 'r) 0 < 'f" < t 
has been observed. Then we can approximate the "best" estimate of 
(5.14) o(z(-r), o ~ rr ~ t) := E[G1z(rr), o < rr < t] 
where 
(5.15) 
t l t J x (u)dz{~) - ? J [x (u)]2 du 
0 n - 0 n 
f = e 
n 
- 23 -
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