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Strsssen’s result on the Prokhorov’s distance is proved by means of linear 
programming techniques (the duality theorem). This is a slight modification of 
Schay’s approach (Am. Probability 2 (1974), 163-l 66) which, in a sense, is made 
precise. 
Let (S, 6) be a complete separable metric space and let B(S) be the set of all 
Bore1 probability measures (p-m.‘s in what follows) on S. The Prokhorov 
distance p on B(S) is defined as 
p(p, V) = inf{r: p(F) < v(FJ + E for all F C S closed), 
where F, = {s: d(s, F) < c}. This distance metrizes the weak-star topology of 
9’(S) as a subset of the dual of. C(S), the space of bounded continuous functions 
on S. Strassen [5] (see [l]) proved a remarkable optimality property for this 
metric, namely, that for all p., v E B(S), p(p, V) is the minimum distance in 
probability between any two S-valued random variables with distributions 
p and v. The distance in probability in question is that of Ky Pan, 
d,,(X, Y) = infl;: P{d(X, Y) > e> < l ]. 
Obviously, p(9(X), 9(Y)) < d&X, Y) f or every pair of random variables X 
and Y (as usual, Z(X) and 2’(Y) are the distributions of X and Y). 
Schay [4] noted that the Prokhorov’s distance arises naturally as the linear 
programming solution of the problem of determining the greatest possible 
mass that a subprobability on S x S with prescribed bounds for its (discrete) 
marginals can give to a neighborhood of the diagonal s = t of S x S. In this 
paper, we prove that Schay’s approach can be made more precise, and in fact 
that, as expected, his linear programming problem can be replaced by that of 
determining the greatest possible mass that a probability on S x S with prescribed 
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discrete marginals can give to a neighborhood of the diagonal. For the sake of 
completeness, we end the proof of Strassen’s theorem-for this, we follow 
Dudley [l, Theorem 21. 
As in Schay [4], the problem is solved via the duality theorem of linear 
programming [6, p. 981. We begin by p roving the existence and giving the 
form of the solution of a linear programming problem which is shown below 
to contain the dual of the original one. 
Some notation. The points in lR2n are denoted by (u, v), u, v E UP, and the 
coordinates by ui , vi , i, j = I,..., n. 
LEMMA. Let w(u, v) = C,“=, (p,u, + qivi) be a linear form on R2n such that 
pi, qi 3 0 for all i = I,..., n ad E:,“_, pi = C,“_, qi . Let (d&=1 be a set of 
nonnegative numbers and set a( = max, dij and b, = maxi dii , i, j = 1,. .., n. Then, 
the linear programming problem 
minimize 4% 4 (1) 
subject o the constraints UL + vj 3 dii i, j = I,..., n (2) 
has a solution (i.e., the absolute minimum of w over the region determined by the 
constraints is jinite) and it is the value of w on a vertex of the parallelogram 
Q = {(u, v) : 0 < ui < ai , 0 < vi < bi , i = l,..., n}. 
Proof. Let C be the region determined by the constraints (2). First, we prove 
inf(w(u, v) : (u, v) E C} = min{w(u, v) : (u, v) E C n Q}. (3) 
Note that since C n Q is a nonempty convex compact set, the right-hand side 
of (3) exists and equals 
min{w(% v) : (u, v) E C n Q} = min{w(u, v) : (u, v) E Vert(C n IQ)}, (4) 
where Vert(C n Q) denotes the set of vertices of C n Q. 
In order to prove (3) it is enough to show that for every (u, v) E C n Qc 
there exists (I(‘, v’) E C n Q with w(u’, v’) < w(u, v). If (u, U) E C and uk = 
mmi ui , then the point (u’, v’) defined by the equations 
Ui’ = min(Ui - Uk, a,), vi’ = min(vi + uk , bi) i = I,..., n 
satisfies the required conditions: (i) 0 < ui’ < ai and ui’ > 0 by construction, 
bi>vi’=vi+u,>,dki>Oand 
ui’ + vi’ > min{u$ + vj , ai + vi + ulc , ui - uk + b, ,‘a, + bj} 
> min(dij , ai , bi , ai + bj} = dij , 
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i.e., (u’, w’) E C n Q; and (ii) 
w(u’, w’) < W(Ui - Uk )..., u, - Uk , WI + Uk ,..., w, + u*) 
= w(u, w) - Uk i (pi - Qi) = w(u, w). 
i=l 
So, (3) is proved. 
By (4) the proof is complete if 
Vert(C n Q) _C Vert(Q), (5) 
and this is what we show next. Let (u, w) be a vertex of C n Q, Then (u, w) is 
the unique solution of a system of equations of the form 
ui + wj = dij i,jEACP (6) 
u* = z&o KEBCI (7) 
wt = w/l ZECCI (8) 
where I = {l,..., n}, uio is either zero or ai ard 0~0, either zero or bi . The 
coordinates u1 for i E I - B and wi for i E I - C of (u, w) must then be uniquely 
determined by the system 
hi + W, = dii i, j E A’, (6’) 
where A’ = I2 - {(i, j) E A : i E B or j E C}. But this is impossible unless 
A’ = 0 because a system like (6’) with a solution ui , We , i, j E A’ admits also 
the solutions ui + t, We - t, i, j E A’, t E R. And if A’ = 0, then (u, w) is only 
determined by (7) and (8), i.e., it is a vertex of Q. Q.E.D. 
Now we prove a version of Strassen’s theorem-not the most general [l, 
Theorems 1 and 23 but the simplest to state. 
THEOREM. If (S, d) is a complete separable metric space and CL, v E P(S), then 
there exist S-walued random variables X and Y with 9(X) = p and 9(Y) = v 
such that 
P(P, ~1 = d&C Y). 
Proof. First consider S = {a, ,. . ., an} finite. A previous natural step in our 
problem is to find distributions yti on S x S with given marginals p and v and 
assigning the greatest possible mass to the neighborhood d, = ((a,, a,) : 
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d(ai , aj) < a} of the diagonal d = {(ai, ui)} of S x S. Setting ya = CF,j=, 
x&a, , uj) and 
dij = Xo,(Ui 9 Ui) = 1 if (ai, ui) E A, 
=o otherwise, 
the question is equivalent to the following linear programming problem 
maximize 4x1, ,***> x,,) = f dijxij 
i,j=l 
subject to the constraints & xij = pi , i xij = qj 
and xij >, 0 for all i, j = l,..., 71. 
The dual problem [6, p. 9.51 is the following: 
minimize w(“> v> = +J (PA + qivi) 
i=l 
subject to the constraints ui + vi 3 dij . 
(9) 
(10) 
(11) 
(12) 
By the previous lemma, this problem has a solution and it is attained (at least) 
on a vertex of the parallelogram Q = {(u, V) : 0 < ui < 1, 0 .< vi < l}. Then, 
by the duality theorem [6, p. 981 the original problem (9), (10) has a solution 
too and the solutions of both problems agree. 
For each F C S, let xF be the vertex of Q with coordinates ui = 0 if and only 
ifu,EFandvi=l ifandonlyif~~~F,={u~:d(u~,F)<~),i=l,...,n. 
Then xF is in the region determined by (12) and if x is any vertex of Q we have 
44 3 w(Xkzi:u#w). 
Therefore, the minimum of w on the set determined by (12), which equals 
the maximum of a on the set determined by (lo), is exactly min(w(x,): F C S}. 
So, for every 01 > 0 there exists a p.m. ya on S x S with marginals TV and v 
which gives to A, the (greatest possible) mass 
or 
x&Lc) = yc&4F) - @‘a)) 
= inf{p: p(F) < v(FJ + p for all F C S) 
(13) 
(the last identity is immediate). 
Let now an Jp(p, V) and let yam be p.m.‘s on S x S satisfying (13) with 
a = a, ) 11 = I,.... Taking a subsequence if necessary we may assume (Ye,> to 
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be weakly convergent--B(S x S) is compact [2, p. 451. Let y = w* - lim 3/a, .
Then for every 01 > p(p, Y), 
for all FC S} (14) 
If S is not finite, approximate weakly p and v by p.m.‘s pn and v, supported 
by finite sets S, , n = I,... For each 71 let yn be a p.m. on S, x S, with marginals 
pn and V~ and satisfying (14) for pn , v, and every (Y > p(pn , v,). Since {pL,} 
and {vn} are convergent, they are tight and therefore so is {m}. Hence, by 
taking a subsequence if necessary, {m> can be considered weakly convergent 
[3]. If w * - lim,,, yn = y, then for every 01 > p(p, v), 
(for the first inequality see [2, 11.6.1). So, the coordinate projections 
7Yi:(sxs,Y@Y,y)+(s,Y), i=l,2 
(where Y is the Bore1 u-algebra of S and Y @ Y the u-algebra of S x S 
generated by 9 x 9) are two random variables such that 9(r1) = CL, Z(r.J = v 
and P(P, v> = 4,h , 4. Q.E.D. 
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