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A subset S of a metric space X is U-embedded in X if every uniformly continuous real-valued 
function on S extends to a uniformly continuous real-valued function on X. In this paper, 
techniques are presented which allow us to determine whether certain subsets of various metric 
spaces are U-embedded. Examples are given which indicate the difficulty of showing which sets 
are U-embedded. 
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Introduction 
The classical Tietze extension theorem states that every continuous real-valued 
function defined on a closed subset of a metric space can be extended to a continuous 
real-valued function defined on the entire metric space. The purpose of this paper 
is to study the analogous extension problem for uniformly continuous mappings. 
Even for the Euclidean plane, the question of characterizing the U-embedded subsets 
(those admitting the extension of uniformly continuous real-valued mappings) seems 
to be very difficult and to depend on certain fundamental geometric principles which 
are not completely understood. 
In this paper, we consider the uniform extension question and examine the 
geometry of the problem. In Section 1 we give the definitions and notation which 
we will need. Section 2 gives some of the results which appear in the literature 
regarding extension of uniformly continuous functions. In Section 3 we present 
some general results on U-embedded sets. Section 4 deals with sets which determine 
boundedness, a concept which is useful in proving various sets are U-embedded. 
In Section 5 we characterize the U-embedded subsets of the real line. Section 6 
gives a characterization of when the union of finitely many lines is U-embedded in 
R”. Section 7 gives a large number of examples of sets in R2 and R3 which are 
designed to indicate the subtle nature of the U-embedding property. Finally, Section 
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8 deals with U-embedding of the union of finitely many lines in the Lobacevskian 
plane. 
1. Definitions and notation 
(M, d) will denote a metric space with metric d. Given x in M and r > 0, 
S(x,r)={pId(x,p)<r}. If SGM and XEM, then we define d(x,S)= 
inf{d (x, s) ( s E S}. We denote by U(M) the set of all uniformly continuous real- 
valued mappings defined on M and by U*(M) the set of bounded elements of 
U(M). Iffand g are members of U(M), we denote sup{]f(x)-g(x)l: XE M} by” 
]]f- gll (allowing the possibility IIf- g]l = CO). 
We say that a subset X of a metric space M is U-embedded (resp. U*-embedded) 
in M if every member of U(S) (resp. U*(S)) can be extended to a member of 
U(M). It is well known that every dense subset of a metric space is U-embedded. 
Hence, a subset X of a metric space M is U-embedded in M if and only if the 
closure of S is U-embedded in M. 
A mapping I: (M, d)+ (N, e) between metric spaces is Lipschitz if there exists a 
constant k such that e(Z(x), Z(y)) s kd (x, y) for all x, y in M. The family of real- 
valued Lipschitz mappings defined on M is denoted by Lip(M). Clearly, Lip(M) G 
U(M). The mapping I is Lipschitz for large distances if for each r > 0, there exists 
a real number K, such that e(Z(x), Z(y)) < K,d(x, y) whenever d(x, y) > r. 
Two metric spaces (M, d) and (N, e) are unifbrmly equivalent if there exists a 
one to one surjection f: M + N such that both f and its inverse f’ are uniformly 
continuous. If the mapping f can be chosen so that both f and f’ are Lipschitz, 
then the metric spaces are said to be Lipschitz equivalent. A subset S of the metric 
space M is a uniform retract of M if there exists a retraction r: M + S which is 
uniformly continuous. Finally, a subset D of a normed linear space (B, I( . II) is a 
Lipschitz region if there exists a constant k such that for each pair x, y of points in 
0, one can find a rectifiable curve C : [0, l] + D with C(0) = x, C(1) = y, and length 
(C) 5 kllx - y Il. Clearly, every convex set is a Lipschitz region. 
2. Some known results 
In this section, we will state several results from the literature which will be used 
in what follows. The first of these deals with the extension of Lipschitz mappings. 
2.1. Theorem [ 11. Suppose S is a subspace of the metric space M and f E U(S). If f 
can be uniformly approximated by members of U( S) each of which extends to a member 
of U(M), then f extends to a member of U(M). 
2.2. Theorem [8]. Every real-valued Lipschitz mapping on a subspace of a metric space 
M can be extended to a Lipschitz mapping on M. 
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2.3. Theorem [4]. Every subset of a metric space is V-embedded. 
More generally, it is shown in [6] that any uniformly continuous mapping from 
a subset of a metric space M to a precompact subset of a normed linear space can 
be extended to a uniformly continuous mapping defined on all of M. 
2.4. Theorem [5]. Every Lipschitz region in a normed linear space M is U-embedded 
in M. In particular, every convex set is U-embedded. 
The statement about convex sets was originally proven by McShane. It is reason- 
able to ask if the extension in 2.3 can be chosen in such a way that the modulus of 
continuity of the function on the Lipschitz region is preserved by the extension. For 
convex regions, the answer is ‘yes’, but even for very simple non-convex regions, 
such as the letters L and 0, the answer is ‘no’. For a discussion of this question, 
see [ll]. 
2.5. Theorem [3]. Suppose (M, d) is a metric space, SC M, andf E U(S). Then there 
is a real number r> 0 such that f extends to an element of U(S), where S, = 
{x 1 d(x, S) s r}. 
2.6. Theorem [6]. 7’he following are equivalent for a subset S of a normed linear space 
(B, II ’ II). 
(i) S is U-embedded in B. 
(ii) S is U-embedded in the convex hull of S in B. 
(iii) Every member of U(S) is Lipschitz for large distances. 
(iv) Every member of U(S) can be uniformly approximated by members of Lip(S). 
2.7. Theorem [7]. Suppose M is a umformly connected metric space-that is, M is 
not the union of two subsets which are a positive distance apart-and {A,,, A,, _ . } 
is an infinite uniformly discrete family of non-empty subsets of M. Then A = IJ A,, is 
not U-embedded in M. 
3. Preliminary results 
In this section we present some tools which we will need later. In addition we 
prove some results which are of interest in their own right. To start we establish 
some facts which will allow us to show that certain sets are U-embedded. 
3.1. Proposition. Suppose that a metric space A is Lipschitz equivalent to a U-embedded 
subset of a normed linear space. Then A is U-embedded in any metric space which 
isometrically contains it. 
Proof. Assume that A is a subset of the metric space (M, d) and 1: A+ S is a 
Lipschitz equivalence onto a U-embedded subset S of a normed linear space. 
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Suppose fE U(A) and E > 0. Since f 0 I-’ E U(S), by 2.6 there exists I, E Lip(S) such 
that IIf0 1-l -Z,]) < E. Hence Ilf- I, 0 111 < F and I, 0 1 E Lip(A). Therefore, f is 
uniformly approximated by members of Lip(A), so it follows from 2.1 and 2.2 
that f may be extended to a member of U(M), which completes the proof. 0 
In 3.1, the result fails if it is assumed only that A and S are uniformly equivalent- 
we will give examples later. However, the proof only requires that there be a uniform 
equivalence which is Lipschitz for large distances. 
The following result will simplify several examples. 
3.2. Theorem. Let S1, SZ, . . . , S,, n 2 2, be a finite family of subsets of the metric 
space X such that S, u S, is U-embedded in X for every pair i, j, i Zj. Then S = U Si 
is U-embedded in X. 
Proof. The case n = 2 is immediate. We will prove the case n = 3 and then use this 
case with an induction argument to establish the general case. Assume S,, Sz, 
and S3 are subsets of X such that for each pair i # j, S, u Si is U-embedded in X. 
Let S = S, u S2 u S3 and suppose f is a member of U(S). By assumption, there exists 
g in U(X) such that g 1 S, u S, = f 1 S , u S2. Define h in U(S) by h = f - g and write 
h = h+ - hP, where hf = max(h, 0) and h- = max(-h, 0) are non-negative members 
of U(S). We will show that ht extends to Ht in U(X). Since S, u Sj is U-embedded 
in X, we can extend h+l S, u S3 to a non-negative Zf: in U(X). Since S, u S3 is 
U-embedded in X, we can extend h’ 1 S2 u S, to a non-negative member H: of 
U(X). Define Ht in U(X) by H+(x) = min(H:(x), H:(x)). One can easily verify 
that H+ is an extension of ht. Similarly, one can construct H- in U(X) such that 
H- 1 S = hp. Then the mapping H = H+ - HP is an extension of h, so F = H + g is 
a uniformly continuous extension ofJ: This establishes the result for n = 3. Suppose 
inductively that n > 3 and that the result holds for n - 1 subsets. Let S,, SZ, . . . , S, 
and S be as in the statement of the proposition, and let T = lJ:=, S,. By assumption, 
S, u S, is U-embedded in X. Since each of the sets S, u T and SZ u T is the union 
of n - 1 sets, the union of any two of which is U-embedded, by the induction 
hypothesis S, u T and S,u T are U-embedded in X. Therefore, by the case n = 3, 
applied to {S, , S2, T}, the union S = S, u S, u T is U-embedded in X. 0 
We conclude this section with some further general information on U-embedding 
which is implicit in the literature. First, the uniform spaces for which every subspace 
is U-embedded have been studied in [2] under the name RE spaces. (See also [lo].) 
In particular, the RE spaces include the precompact spaces, the zero-dimensional 
uniform spaces, and the fine spaces, and the class of RE spaces is closed under 
completion and the formation of inverse limits. Secondly, one can consider U- 
embedding as an ‘external’ absolute property of a space. Define a metric space M 
to be absolutely U-embedded if it is a U-embedded subset of every metric space in 
which it is uniformly embedded. 
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3.3. Proposition. A metric space M is absolutely U-embedded if and only if U(M) = 
U*(M). 
Proof. It follows from 2.3 that M is absolutely U-embedded if U(M) = U*(M). 
Conversely, assume that M is an absolutely U-embedded space and uniformly 
embed M in the unit ball S of the Banach space of all bounded real-valued functions 
defined on M. It is easy to show that U(S) = U*(S) holds for every ball S in a 
normed linear space, so it follows that U(M) = U*(M). 0 
Remarks. (i) The preceding proof shows that M is absolutely U-embedded if and 
only if it is U-embedded in every normed linear space in which it is embedded 
uniformly. 
(ii) It is well-known that if I is an injective uniform space, then U(Z) = U*(I). 
(A quick proof is as follows: Let H be the hedgehog with card(l) spines. Map the 
ends of the spines onto I. Since I is injective, this map extends to a uniformly 
continuous surjectionf: H + I. Since H admits no unbounded uniformly continuous 
real-valued functions, neither does I.) 
(iii) Using remark (ii), the argument in 3.3 can be extended to show that the 
result holds if M is a uniform space. 
(iv) 3.3 (with remark (iii)) shows that the uniform spaces which satisfy both the 
(internal) RE property and the (external) absolute U-embedding property are exactly 
the precompact spaces. (If M is not precompact, choose an infinite uniformly 
discrete subset N = {xi} and define f: N+ R by f(xi) = i. Then f extends to an 
unbounded member of U(M), which contradicts the absolute U-embedded 
property.) 
4. Bounded sets and sets which determine boundedness 
Definition. A subset S of a metric space M determines boundedness for M if every 
real valued uniformly continuous mapping defined on M that is bounded on S is 
also bounded on M. 
In the above definition, one need only require that every member of U(M) which 
is identically 0 on S is bounded on M. (For assume that g E U(M) and g 1 S is 
bounded. By 2.3, g 1 S can be extended to a member g* of .!J*( M). Then f = g -g* E 
U(M) and f 1 S = 0 implies f bounded, so g = f + g* is also bounded.) 
The following proposition characterizes the subsets of normed linear spaces which 
determine boundedness. 
4.1. Proposition. Let C be a convex subset of the normed linear space (B, 11. II). A 
subset S of C determines boundedness for C if and only if there exists r > 0 such that 
every point in C is distance at most r from S. 
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Proof. Assume first that d(x, S) < r for every x in C. AssumefE U(C) with fl S = 0. 
Choose 6 > 0 such that x, y E C and 11x -yll < 6 imply (f(x) -f(y)1 < 1. Given x in 
C, choose s in S such that IIx - s II G r. Then one can choose k = [r/ a]+ 1 points 
PlrP2r..., pk on the line segment between x and s such that x = pl, s =pk, and 
II pi+, -pi II s 6. Then we obtain the bound If(x)1 s If(x) -f(s)1 + If(s)1 C 
CFlrr If(Pi+r)-f(P;)Is k h’ h w IC is valid for any x in C. Hence S determines bounded- 
ness for C. 
To prove the converse, assume that the distance condition fails for the subset S 
of C. Then by an induction argument, one may choose a sequence x1, x2, . . . of 
points in C and a sequence r, , r,, . . . of real numbers such that S(x,, r,,) n S = 0, 
r,>n (n=l,2,... ), and S(x,, r,,) n S(x,, r,,,) = 0 for m # n. Define f: C + R by 
d(x, G) 
f(x)={, 
ifxE S(x,, m), 
ifxE C-US(x,, r,), 
where C,, = {p III p -x, 11 = r,,}. Then F is an unbounded real-valued Lipschitz map- 
ping on C whose restriction to S is identically zero, which completes the proof. 0 
4.2. Proposition. Suppose that M is a metric space and S G X c M. If S is U-embedded 
in M and determines boundedness.for X, the X is U-embedded in M. 
Proof. Choose f E U(X). By assumption, f 1 S can be extended to a member g of 
U(M). Now h =f -(glX) is a member of U(X) and h I S = 0; since S determines 
boundedness for X, the mapping h is bounded. By 2.3, h can be extended to h* in 
U*(M). Then f” = g + h* is a member of U(M) which extends f: 0 
4.3. Corollary. Suppose that X is a subset of the metric space M. Zf X contains a 
uniform retract of M which determines boundedness for X, then X is U-embedded in M. 
Proof. Every uniform retract of a metric space is U-embedded, so 4.3 follows from 
4.2. 0 
We conclude this section with the following result involving bounded sets. 
4.4. Proposition. The following statements are equivalent for a uniformly connected 
metric space M. 
(i) Every bounded subset of M is precompact. 
(ii) The complement M-B of every bounded subset B of M is U-embedded in M. 
Proof. To establish (i)+ (ii), we will show that M-P is U-embedded in M for 
every precompact subset P of M. Let f be a member of U( M - P) and let M* 
denote the completion of M. We may first extend f to a uniformly continuous 
mapping fi defined on Cl( M - P) (the closure of M - P in M*) and then by Tietze’s 
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theorem, fi can be extended to a continuous mapping f * on M*. Using the facts 
that Cl(P) is compact and f, is uniformly continuous, one can establish that f * is 
a member of U( M*), so f * ) M is the desired extension of _/I 
To prove (ii)+ (i), assume that S is a bounded subset of (M, d) that is not 
precompact and choose an infinite uniformly discrete subset N = {x, x2, . . . } of S. 
Assume d (x,, x,) 3 2r > 0 for m # n and define the bounded set 
B={pEMld(p,S)sr and d(x,,p)zir for n=l,2,...}. 
Then M-B is the union of an infinite uniformly discrete family of subsets, so by 
2.7 M-B is not U-embedded in M. 0 
Remark. The above proof established that the complement of any precompact subset 
of a metric space is U-embedded. 
5. U-embedded subsets of R 
According to 2.7, the union of an infinite uniformly discrete family of non-empty 
subsets of R” is not U-embedded in R”. While the converse of this statement is not 
true in general, it does hold when n = 1. 
5.1. Proposition. A subset S of R is U-embedded in R if and only if S is not the 
union of an infinite uniformly discrete family of non-empty subsets. 
Proof. Necessity follows from 2.7. To prove sufficiency, we assume without loss of 
generality that S is a closed subset (for every set is U-embedded in its closure). 
Then R - S can be written as the union of countably many disjoint open intervals. 
If two of the intervals are unbounded, then S is precompact, so by 2.3 it is 
U-embedded. If no interval is unbounded, then R - S = UT=, (a,, 6,) where the 
intervals (a,, b,) are disjoint. Assume f E U(S) and define F: R + R by F 1 S = f and 
for n = 1,2,. . . , F 1 (a,, b,) is the unique linear mapping determined by the values 
off at the endpoints. To show that F is uniformly continuous, we first observe that 
for each 6 > 0 there are only finitely many indices n such that b, - a, 3 6. Otherwise, 
as can easily be seen, it would be possible to decompose S into infinitely many 
subsets such that the distance between any two of them is at least S, contradicting 
the assumption on S. Now fix E > 0 and choose S > 0 such that x, y E S and lx - yl < 6 
imply that If(x) -f(y)1 <+E. Ch oose a positive number r > 8 such that if ak < -r, 
or bk> r, then bk -uk < 6. Since F is continuous, it is uniformly continuous on 
[-r- 1, r+ 11, so it suffices to show that if Ix-y]< 8 with lx]> r, (yl> r, then 
IF(x) -F(y)/ < E. There are four cases to consider. 
(i) If x, y E S, then IF(x) - F(y)1 <$E < E. 
(ii) If there exists n such that x, y E [an, b,], then b, - a, =C 6, so by the linearity 
of F, IF(x)-F(~)~~IF(u,)-F(~,)~<$. 
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(iii) If a, < x < b, and x < y with y E S, then 
IF(x) - F(y)1 s IF(x) - F(Ml+ IF(k) -F(y)1 
~IF(a,)-F(b,)I+IF(b,)-F(y)l<fE 
since b,-a,,<6 and ly-b,1<6. 
(iv) If a, < x < b, and a,<y<b, with b,<a,, then IF(x)-F(y)[s 
IF(x) - F(b,)l+ IF(k) - F(a,)l+ IHa,) - F(y)1 < E. Finally, when R -S contains 
an infinite interval, such as (--CO, a,), one uses the above argument with F defined 
to have the constant value f( a,) on the interval (-co, a,,). 0 
5.2. Corollary. The union of any jinite family of U-embedded subsets of R is U- 
embedded in R. 
As we will see in the next section, neither 5.1 nor 5.2 holds when R is replaced 
by R2. 
6. Lines in R” 
As a starting point, we note the following example, which follows from 2.4 (or 
from 2.6, or from the fact that the spaces are uniform retracts of R”). 
6.1. Example. Every line or ray is U-embedded in R”. 
6.2. Example. The union of two U-embedded subsets of R2 need not be U- 
embedded in R2. 
To see this, let S = [0, +a) x (0, 1) and define f: S+ R by f(x, 0) = 0, f(x, 1) =x, 
for x>O. Clearly, f is not Lipschitz for large distances; hence, by 2.6, S is not 
U-embedded in R2 even though it is the union of two rays. 
6.3. Example. A subset of R2 which is uniformly equivalent to R need not be 
U-embedded in R2. (Compare to 3.1.) 
Let T = S u ((0, y) IO < y G l}, where S is the set defined in the preceding example. 
T is uniformly equivalent to R, but it is not U-embedded in R2 (since S is not 
U-embedded in R2 and S is obviously U-embedded in T). 
6.4. Example. Let R,, R2,. . . , Rk be a finite number of rays in R” which emanate 
from a common endpoint 0. Then the space S=U Ri is U-embedded in R”. 
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Let Bij (s n) denote the angle between the distinct rays Ri and R,. An elementary 
computation shows that for each pair of points P and Q on the rays Ri and Rj, 
or 
))O-P(~+))O-Q~~~~~P-Q~~ ifO,=T. 
Therefore S is a Lipschitz region with constant k (as defined in Section l), where 
k = max{2/sin( 0,) 1 Oii ST}, so by 2.4, S is U-embedded in R”. q 
6.5. Lemma. The union of two lines in R2 is U-embedded in R” if and only ifthe lines 
are not parallel. 
Proof. Example 6.4 showed that the union of two intersecting lines is U-embedded; 
on the other hand the argument used in Example 6.2 shows that the union of two 
parallel lines is not U-embedded. q 
We can use 6.5 to establish an analogous result for rays in R”. Two rays R, and 
R, (in R2) are parallel if they are contained in parallel lines L, and L2 and there 
exist points pi on L, (i = 1,2) such that R, u R2 is contained in a half-plane 
determined by the line through p1 and p2. (In other words, rays are parallel if they 
lie in parallel lines and point in the same direction.) 
6.6. Proposition. The union of two rays in R2 is U-embedded in R2 if and only if the 
rays are not parallel. 
Proof. The argument used in 6.2 essentially shows that the union of two parallel 
rays is not U-embedded. Conversely, assume that R, and R2 are non-parallel rays. 
Case (i): R, and R2 are not contained in distinct parallel lines. 
There are two possibilities. First, if R, u R, is a subset of one line L, then by 5.1 
R, u R2 is U-embedded in L, which is in turn U-embedded in R2 (6.1), so R, v R, 
is U-embedded in R2. Secondly, suppose the rays R, and R2 are contained in lines 
L, and L2 which intersect. In this case, it is easy to show that R, u R2 is U-embedded 
in L, u L,; then by 6.5 R, u R, is U-embedded in R2. 
Case (ii): R, and R, are contained in distinct parallel lines L, and L2 and the 
rays emanate in different directions. 
Let qi denote the endpoint of Ri (i = 1,2) and let S denote the line segment from 
q, to q2. Using an argument analogous to the one presented in 6.4, one can establish 
that the set R, u R,u S is a Lipschitz region. Hence, by 2.4 R, u R,u S is U- 
embedded in R2. Clearly, R, u R2 is U-embedded in R, u R2 w S, so it follows that 
R, u Rz is U-embedded in R2. 0 
We conclude this section by establishing the analogue of 6.5 for any finite number 
of lines in R”. 
166 R. Levy, M.D. Rice / U-embedding 
6.7. Proposition. The union of a finite number of lines in R” is U-embedded in R” if 
and only if no two of the lines are parallel. 
To establish 6.7, we will use the following result for skew lines in R3. 
Lemma. Assume that S, and S2 are skew lines in R3 and 1: S, u S, + R is a real-valued 
mapping such that the restriction 11 Si is Lipschitz for i = 1,2. Then 1 is a Lipschitz 
mapping. 
Proof of Lemma. We will first show that S, u S, is Lipschitz equivalent to the subset 
L, u Lz of R3, where L, = {(x, 0,O) 1 x E R} and Lz = ((0, x, 1) 1 y E R} and then estab- 
lish the lemma for the domain L, u LZ. Since every isometry of R3 is a Lipschitz 
equivalence, S, u S, is Lipschitz equivalent to a set of the form L, u S,, where 
S3 = {(at, bt, c) 1 t E R} and a, b, c are constants with bc # 0. Then the linear mapping 
T:R3+R3definedbyT(x,y,z)=(x-(a/b)y,.y, / )’ z c IS an isomorphism (and hence 
a Lipschitz equivalence) which fixes L, and maps S3 onto Lz. Without loss of 
generality, we may therefore assume that 1 is defined on L, u L,. Choose k > 0 such 
thatll(p)-l(q)\Gkljp-qIIif{p,q}cLi(i=l or 2). We claim that for {p, q} G L, u 
L 2, 
~l(p)-l(q)~~(2k+c)llp-qll, 
where c = \l(O, 0,O) - l(0, 0, 1)1. For assume that p = (x, 0,O) and q = (0, y, 1). Then 
V(P)-l(q)ls IL(P)-L(O,O, o)l+c+lw, 0, wwl 
~kll~ll+c+kllqll 
<(2k+c)Jx2+y2+1=(2k+c)IIp-qII. 0 
Proof of 6.7. Let L,, L,, . . . , L, be a finite number of distinct lines in R”. 
We first suppose that two of the lines, say L, and L2, are parallel. Choose r> 1 
such that any two intersecting lines in the family intersect in a point which is at 
most r - 1 units from the origin. Choose p E L, with /pII > r and let S be a ray 
contained in L1 which emanates from p and does not intersect the sphere centered 
at the origin with radius r. Define f: L, u L, u. * . u Lk + R as follows: if x E S, let 
f(x) = (Ix -pII; if x& S, let f(x) = 0. Then f is uniformly continuous, but it is not 
Lipschitz for large distances on the subset Su L,, so by 2.6, Uf=, L, is not U- 
embedded in R”. 
Now assume that no two lines in the family {L, , . . . , Lk} are parallel. For each 
pair Li and L, of lines, either Li n Lj # 0 or L, and Lj are skew. In the first case, 
by 6.5, Li u L, is U-embedded in the two-dimensional plane spanned by the lines, 
which is clearly a uniform retract of R”: hence, Li u L, is U-embedded in R”. If L, 
and L, are skew, let f be an element of U( L, u L,). By 2.6 and 6.1, for each E > 0, 
there exists 1, E Lip( Li) and 1, in Lip( L,) such that 11 f 1 L, - Iill < E and 11 f) Lj - 411 < F. 
Since the set L, u L, is contained in an isometric copy of R3 in R”, we may apply 
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the lemma to get that the mapping 1: Li u L, + R defined by 1, and I, is Lipschitz. 
Furthermore, Ilf- 111 < E. Therefore, f can be approximated by Lipschitz mappings, 
so by 2.6, L, u L, is U-embedded in R". 
Since Li u L, is U-embedded for each pair i, j, it follows from 3.2 that I_):=, L, 
is U-embedded. q 
7. U-embedded subsets of R2 and R3 
In this section we will present several examples which are designed to illustrate 
some of the techniques which are useful in showing that a set is (or is not) 
U-embedded. In addition, some of the examples serve to indicate some of the 
difficulties involved in characterizing the U-embedded subsets of even the Euclidean 
plane. 
7.1. Example. The graph of any uniformly continuous mapping f: R + R is a uni- 
form retract of the plane-the mapping (x, y) + (x, f (x)) is a uniform retraction-and 
hence is U-embedded in R2. 
There are also U-embedded graphs of non-uniformly continuous functions. 
7.2. Example. (a) The graphs of y = eX and y = In x are U-embedded subsets of R*. 
(b) The graph of any polynomial function of odd degree is a U-embedded subset 
of R2. 
(c) The graph of y = l/x is a U-embedded subset of R2. 
Sketch of proof. Parts (a) and (b) are established by observing that if f: [c, co) + R 
is a decreasing or increasing continuously differentiable function whose derivative 
is bounded away from 0, then the graph off is a Lipschitz region. The proof requires 
only elementary calculus. Using this fact and the geometry of the curves in question, 
one can establish that the graphs are Lipschitz regions. 
For part (c), let G be the graph and suppose f E U(G). By 2.5, there exists E > 0 
such that f can be extended to a uniformly continuous mapping fi defined on the 
closed &-neighborhood of G. Let S = G u (R x (0)) u ((0) x R) and define f2 E U(S) 
in the following manner: 
hIG=fi, f2(0,0) =o, 
f2(x, 0) = f,(x, 0) if IxI> C’, 
.h(O,y)=f,(O,y) if lula E-‘, 
and f2 linear on the segments 
[-E-‘,O]x{O}, [O,E-‘1x(0}, {O}x[-Cl,01 and {O}x[O,&-‘I. 
Since by 6.5 the union of the coordinate axes is U-embedded in the plane and 
clearly determine boundedness for S, by 4.2 the set S is also U-embedded in the 
168 R. Levy, M.D. Rice / U-embedding 
plane, so f2 may be extended to f * in U( R’), which is an extension of J: Hence, G 
is U-embedded in the plane. 0 
The method used in part (c) of the preceding example can be used to show that 
any hyperbola is U-embedded in R2. 
A reasonable question to ask in light of the previous examples is whether the 
graph of every continuous function is U-embedded in the plane. The next example, 
which should be contrasted with 7.2(b) answers this question. 
7.3. Example. The graph of every polynomial function of even degree > 0 fails to 
be U-embedded in R2. 
Sketch of proof. We will illustrate the idea of the proof using the curve y = x2. Let 
G be the graph {(x, x2): x E R}. It is routine to show that the arc length function 
s : {(x, x2) 1 x 2 0) + R is a Lipschitz mapping; it follows that the mapping f: G + R 
defined by f(P) = the arc length from the origin to P if P is in the first quadrant 
and f(P) = -the arc length from the origin to P if P is in the second quadrant is 
uniformly continuous. Now consider the points P = (x, x2) and Q = (-x, x2). Then 
IIP-Qll=2x, while If(P)-f(Q)I=2f(P)z2x2. Hence, If(P)-f(Q)laxl(P-Q(I, 
so f is not Lipschitz for large distances. By 2.6, G is not U-embedded in R2. 0 
We now list some sets which are and are not U-embedded in R3. However, we 
will not give the proofs. 
7.4. Example. The following sets are U-embedded in R3: 
(i) The union of a finite number of planes, no two of which are parallel. 
(ii) An elliptic cone (such as the graph of z2 = 4x2+ y’). 
(iii) An elliptic paraboloid (such as the graph of z = x2+ y’). 
(iv) A hyperboloid of either one or two sheets (such as the graphs of x2 + y2 - z 
*1). 
2 = 
7.5. Example. The following sets are not U-embedded in R3. 
(i) The union of a pair of parallel planes, or, more generally, the union of any 
finite family of planes two of which are parallel. 
(ii) A hyperbolic paraboloid (such as the graph of z = x2-y’). 
(iii) A parabolic cylinder (such as the graph of z = x2). 
To describe the next example, it will be convenient to use the notion of a grid, 
by which we mean a set of the form (0, x R) u (R x 02) (in R2) or one of the form 
(D, x D2 x R) u (D, x R x D3) u (R x D2 x 03) (in R3), where each Di is a uniformly 
discrete subset of R with no first or last elements. If the rectangles (or rectangular 
boxes) formed in this way have identical dimensions, we say that the grid is regular. 
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7.6. Example. Let S be any subset of RZ [resp. R3] which is the complement of the 
union of convex sets, where each set is chosen from the interior of a different 
rectangle [resp. rectangular box] in a regular grid G. Then S is U-embedded in R2 
[resp. R3]. 
Proof. It is routine to check that a regular grid is a Lipschitz region with constant 
2 in R2 and constant 4 in R’. Hence, G is U-embedded. Now one may verify that 
the grid G determines boundedness for S. 0 
If the grid G in 7.6 is not regular, or the sets removed are not convex, the above 
construction need not yield a U-embedded set. 
To conclude this section, we will establish a result for certain star-like subsets of 
the plane. This theorem will illustrate the subtle nature of the U-embedding property. 
Let a,<~,<... be an unbounded strictly increasing sequence of positive real 
numbers and for each n = 1,2,. . . let S,, be the line segment in the plane which 
connects the origin to the point (a,, 1) as in Fig. 1. Then S will denote the star-like 
region (IJ S,) u (R+ x (0)). The following result relates the U-embedding of S to 
the behavior of the sequence a,, a,, . . . . 
7.7. Theorem. The following are equivalent. 
(i) S is a U-embedded subset of the plane. 
(ii) limn++oo (%I+,/%) = 1. 
(iii) R+ x (0) determines boundedness for S. 
(a,,11 
Fig. 1. 
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Proof. The implication (iii) + (i) follows from 4.2 and 6.1. To establish (i) + (ii), 
assume that limn_+m (a,+,la,) # 1. Since a,+,/ a, > 1 for all n, it follows that 
lim n_+r sup(a,+,/u,) > 1, so there exists c > 0 and an increasing sequence m(0) = 0, 
m(l), . . . of natural numbers such that U,(,,+,/U,(i)Z l+c for i = 1,2,. . . . Using 
this fact, we will show that the family {V,, V, , . . . } is uniformly discrete, where 
V=(R+x[~,~))nl._{Sj~m(i)+l~j~m(i+l)}, i=O,1,2,.... 
Assume that (x,, yO) lies in S,,,(,+,) and y, 2 f. Then the distance d from (x0, y,,) to 
the line segment ( Rf x [& CO)) n Sk, where k = m( i + 1) is given by 
d = Ix0 - uky,\/Jl + ~‘k=Yo((~k+,l~k)-I)/Jl+(I/~Zk) 
2 &C/X& for uk 2 1. 
A similar argument involving points (x,, y,J in Sm(i+,j and the line segment (R+ x 
[$, CO)) n Sk (k = m( i + 1) + 1) allows us to conclude that { V,, V, , . . . } is a uniformly 
discrete family. Now define f: S + R as follows. If (x, y) lies in S and y s i, let 
f(x,y)=O. If (x,y) lies in V,, i=O,1,2 ,... andya:, definef(x,y)=(4y-3)u,(,,. 
Since{V,, If,,...} is a uniformly discrete family, f is uniformly continuous. Define 
Ai = (u,,,~~,, 1) and B, = (a,,,,, 0). Then IIA, -Bill = 1, so f is not Lipschitz for large 
distances since lf(Ai) -f( B,)I = u,,,(,) + ~0. 
Finally, we establish the implication (ii) + (iii). Assume that lim,,+,(u,+,/u,) = 1 
and letf: S -+ R be a uniformly continuous function such thatf( R’ x (0) = 0. Choose 
an integer K such that P, Q in S, I] P - 911 G S = l/K imply ]f( P) -f( Q)I s 1. Choose 
an integer N such that n 2 N implies 1 - (~,/a,,+,) < 6. Since f is bounded on the 
compact set Up=“=, Sk, it suffices to show that f is bounded on lJF=)=N+, Sk. For 
i=l,2,..., K, define Pi={(x,y)(y~i/K}n(U~=,+,S,). By our choice of K, 
If(x, y)I s 1 if (x, y) E PI. We will now use an induction argument to show that f is 
bounded on every Pi. Assume that fl Pi is bounded in absolute value by Mi for 
ii K. Suppose (x, y) E P,,, - Pi and let y’ be the smallest number such that (x, y’) E 
Pi+, - Pi. Then 11(x, Y) -(x9 v)‘ll s 6, so If(x, y)-f(x, y’)l~ 1. Let n be the unique 
integer such that (x, y’) E S,: y’= x/u,. Since y’s (i+ 1)/K, we have x/u, G (ii-1)K 
or x < a,( i + l)/ K. Multiplying this inequality by [(l/u,) - (l/u,+,)], we obtain 
x[(lla,) -(I/G+, )I~[(i+l)lK1[1-(~,/~,+,)1. (*) 
By the minimality of y’, (x, x/u,+,) E Pi. Furthermore, 
II(X,Y’)-(X,Xlan+l)ll =X[(lla,)-(l/a,+,)l<~ 
by (*) since 1 - (~,/a,,+,) < 8. Hence, 
If(x, Y)l s b-(x, Y) -Ax, Y’)l-t If(% Y’) -Ax, YlG+l)l+ If(4 X/G+dl 
s1+1+M,=A4,+2. 
Therefore, f is bounded on P,,, . 0 
Remark. If the segments S,, in the region in 7.7 are extended to rays emanating 
from the origin, the resulting space will fail to be U-embedded even if 
limn++oo a,+,/a, = 1. 
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8. Lines in Lobacevskian geometry 
In Section 6, we observed that the union of two parallel rays in the Euclidean 
plane is not a U-embedded subset. In this section, we will show that the existence 
in absolute geometry of two parallel rays whose union is U-embedded characterizes 
the geometry as hyperbolic. Moreover, we will also demonstrate (in the Poincare 
model for Lobacevskian geometry) that the union of any finite number of lines is 
a U-embedded subset. 
8.1. Lemma. Let P he a plane in absolute geometry (in the sense of [9]) with the 
metric d, and suppose L is a line in P. Then L is a Lipschitz retract of P. 
Proof. For p E P, let r(p) = p* be the unique point on L such that E* I L if p E L 
and let r(p) = p* =p if p E L. We will show that the retraction r: P-+ L satisfies 
d(p*, q*)s d(p, 9). If {P, q)c L or P* = q*, there is nothing to prove. Otherwise, 
we consider the following cases. 
Case (i). p E L, q& L. Then pqq* is a right triangle with hypotenuse pq, so 
d(p, q) 2 d(p, q”) = d(p*, 4”). 
Case (ii). p, q are on opposite sides of L. By assumption p* # q*, so pq is not 
perpendicular to L. Let a be the intersection of L and E. By Case (i), d( p, a) 2 
d(p*, a)and d(q, a)sd(p*, a).Sincep-a-qandp*-a-q*,weobtaind(p, q)= 
d(p,a)+d(a,q)sd(p*,a)+d(a,q*)=d(p*,q*). 
Case (iii). p, q are on the same side of L with d(p, p*) = d(q, q*). Then q pp*q*q 
is a Saccheri quadrilateral with base m, so by a well-known result in absolute 
geometry, d(p*, q*) 4 d(P, 4). 
Case (iv). p, q are on the same side of L with d( p, p*) < d(q, q*). Choose a on 
2 such that d(u, q*) = d( p, p*). By Case (iii), d(a, p) 2 d(a*, p*) = d(q*, p*). 
Since q pp*q*a is a Saccheri quadrilateral with base m, the angle &paa* has 
measureless thangO“, so d(p,q)>d(a,p)zdd(p*,q*). 0 
It follows at once from 8.1 that every ray in absolute geometry is a Lipschitz 
retract. We will use this fact to establish the following result. 
8.2. Proposition. Assume the hyperbolic parallel postulate for the plane P Zfps and 
rS are critically parallel rays in P, then S = z u G is U-embedded in P. 
Proof. We will establish that the ray z determines boundedness for S. It will then 
follow from 4.3 and the comment preceding this proposition that S is U-embedded 
in P. Assume f E U(S) and f 1 z = 0. Choose 8 > 0 such that x, y E S and d (x, y) < S 
imply I.f(x) -f (y)I s 1. There exists u on G such that if r - u - ZI, the line through 
u perpendicular to z intersects z. Let g(v) denote the point on G such that 
vg(v) 1%. Since fi and z are critically parallel rays, there exists u,, such that 
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r-u-u,andifr-u,-v,thend(u,g(v))<6.Hence,foralluonrs-;;;,,If(v)l~l. 
Since the segment Q = Go is compact, f( Q is bounded, so it follows that f] G is 
bounded, which completes the proof. q 
Using the Poincare model for Lobacevskian geometry, one can in fact establish 
that every pair of rays is U-embedded. Recall that in the Poincare model the ‘points’ 
are the usual points in the interior of the unit disk of the Euclidean plane and the 
‘lines’ are either open diameters of the circle or open arcs of circles which 
orthogonally intersect the circumference of the unit circle. The metric d is defined 
by d(P, Q) =ln[A?. @)/(z. @)I, h * w ere denotes the usual Euclidean distance 
between points and A, B are the points on the fixed circle determined by the ‘line’ 
PQ. Finally, the model is conformal-an ‘angle’ formed at the intersection C of 
rays is the usual Euclidean angle formed by the intersection of the tangent lines to 
the rays at C (see Fig. 2). 
We also remark that the analogues of 2.4 and 2.6 are valid for subsets of a Poincare 
model with the metric d defined above. Without presenting a proof of this assertion, 
we comment that the hyperbolic plane behaves enough like a convex subset of a 
normed linear space that the proofs work. 
We now consider the following two basic cases involving pairs of rays in the 
Poincare model. 
Case 1. The two rays emanate from the common point 0 (see Fig. 3(a)). Let 0 
be the angle &AOB formed by the two rays m and m and let CY = &OAB. Let 
a = d(0, A), b = d(0, B), and c = d(A, B). By a basic result in hyperbolic geometry, 
sinh blsinh c = sin o/sin 8; hence sinh b s k sinh c, where k = l/sin 0 > 1. An 
elementary calculation shows that k sinh(x) s sinh( Icx) for k 3 1, x 2 0. Therefore, / \ / C P 69 / 0 / \ \ B 
Fig. 2. 
Fig. 3. 
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sinh b s k sinh c G sinh kc, so applying sinh-’ we obtain b < kc. An analogous argu- 
ment shows that a G kc, so the length of the path from A to B is a+ bs (2k)c. 
Hence the union of the two rays is a Lipschitz region, so by the analogue of 2.4 it 
is U-embedded. 
Case 2. The two rays are divergently parallel (see Fig. 3(b)). Let ??ij and 
m be divergently parallel rays. To show that X = Gum is U-embedded, it 
-. 
clearly suffices to show that X u CD IS U-embedded. We will establish this fact by 
showing that the latter set is a Lipschitz region. It suffices to verify that for P 
near A and Q near B, d( C, P) + d( D, Q) + d( C, D) is bounded by some multiple 
of d(P,Q). By definition, d(C, P)=ln[c. E)/(E. s)] and d(P,Q)= 
ln[E. @)I(%. @?)I. For P near A and Q near B, R is near A and S is near 
B; t@n <(P, QL=ln[(A%. A%)/p. BI]=ln[K/(A?. B2)] and d(C, P)= 
ln[(AC. AEx(AP. CE)]=ln[L/AP] (where K and L do not depend on P, Q). 
Hence, for BQ s K/L, we get the estimate 
d(C, P)=ln(L/G)=ln{[(L. B3)/K].[K/(A2. B?)]] 
~ln(l)+ln[K/(~. FQ)]-d(P, Q). 
A similar estimate shows that d( D, Q) is essentially bounded by d( P, Q) for P and 
Q sufficiently near A and B respectively. Since d( C, D) is a fixed number, it follows 
-. 
that X u CD IS a Lipschitz region, so by the analogue of 2.4, X is U-embedded. 
Using 8.2 and Cases 1 and 2 above, one can easily establish that the union of 
every pair of rays in the Poincart model is U-embedded. We can now use this fact 
to prove the following result. 
8.3. Theorem. The union of any jinite number of lines in the Poincare’ model P is 
U-embedded in P. 
Proof. Let L, , Lz, . . . , L, be a finite number of lines in P and let S-U Li. By 3.2 
it suffices to show that L, = Li u L, is U-embedded in P for every pair i, j = 1,2, . . . , n. 
Case (i). i = j. Then L, = Li, which is U-embedded by 8.1. 
Case (ii). i #j and Li, L, # 0. 
Then L, is the union of four rays which emanate from a common point, so by Case 
1 above, Lij is a Lipschitz region and hence U-embedded by the analogue of 2.4. 
Case (iii). Li n L, = 0. Choose points Pi on L, and Pj on Lj and let T denote the 
line segment between p, and Pi. Let R,, S, (resp. Rj, A,) be the rays in Li (resp. 
4) determined by Pi (resp. Pi). If both the pairs Ri, Rj and Si, Sj are divergently 
parallel rays, Case 2 above shows that L, u T is a Lipschitz region, so L, is 
U-embedded in P If two of the rays say Ri, R,, are critically parallel, then by 8.2, 
R, u R, is U-embedded in P and once again by Case 2, S, u S, u T, R, w S, u T, and 
Rj u Si u Tare Lipschitz regions, so L, = R, u R, u S, u Sj is the union of four subsets 
such that the union of any two of the subsets is U-embedded in P Hence, by 3.2, 
L, is U-embedded in P 0 
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Added in proof 
The authors have recently characterized the U-embedded subsets of normed linear 
spaces in a paper to appear in Proc. AMS. 
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