The basic algorithm of pseudo-Boolean programming due to Hammer and Rudeanu allows to minimize nonlinear O-l functions by recursively eliminating one variable at each iteration. We show it has linear-time complexity when applied to functions associated in a natural way with graphs of bounded tree-width. We also propose a new approach to the elimination of a variable based on a branch-and-bound scheme, which allows shortcuts in Boolean manipulations.
Introduction
The basic algorithm for pseudo-Boolean programming was originally proposed by Hammer, Rosenberg and Rudeanu 25 years ago [ 10, 111. A streamlined form due to Hammer and Rudeanu is presented in their book "Boolean Methods in Operations Research and Related Areas" [12] . This algorithm determines the maximum of a nonlinear function in O-l variables, or pseudo-Boolean function, by recursively eliminating variables. Following the dynamic programming principle, local optimality conditions are exploited so as to produce at each iteration a function depending on one less variable, but having the same optimal value as the previous one.
No systematic effort for programming this method appears to have been made. Possible reasons for this are the relative sophistication required to implement Boolean manipulations of formulas, and the large memory space necessary for the storage of intermediary results. Hence, with the advent of new methods, the basic algorithm has progressively fallen into oblivion during the last decade.
For several reasons, this seems unwarranted. First, while the basic algorithm may not be the most efficient for maximizing arbitrary pseudo-Boolean functions, it might be the case that it is very well adapted to the maximization of functions belonging to particular classes. For instance, several polynomial algorithms (see [6, 8, 15] ), which are in fact subsumed by the basic algorithm, have been recently proposed for the maximization of quadratic pseudo-Boolean functions associated with trees or series-parallel graphs. Second, some steps of the basic algorithm might be simplified. Third, the explosive development of algorithm design and data structuring renders the programming of complex combinatorial methods much easier to do efficiently than even a decade ago. Fourth, the availability of powerful computers with large internal memory substantially increases the size of potentially solvable problems. In this paper, we reconsider the basic algorithm both from the theoretical and from the computational point of view. We recall the details of the basic algorithm in Section 2, and we present the variant of it we will consider in the sequel of the paper. In Section 3, we establish that the basic algorithm has linear-time complexity when applied to functions associated in a natural way with graphs of bounded tree-width.
In Section 4, we propose a new approach to the elimination of a variable, based on a branch-and-bound scheme. This subroutine is directly applied to the subfunction defined by the terms containing the variable to be eliminated, and several steps of the basic algorithm, using Boolean manipulations, are thus cut short. We study in Section 5 the data structures required for the representation of pseudo-Boolean functions, and for an efficient implementation of the algorithm. We also report on computational experiments.
The basic algorithm
A pseudo-Boolean function is a real-valued function of O-l variables. Any such function can be (nonuniquely) expressed as a polynomial in its variables x1, x2, . . . ,x, and their complements x1 = 1 -xl, x2 = 1 -x2, . . . , xn = 1 -x, , of the general form:
where m is the number of terms of the polynomial, T(t) is a subset of { 1,2, . . . , n} (t=1,2, . ..) m), OZjtE (0, l} (t' 1,2, . . . . m; Jo T(t)), and x1=x, x0=x.
We present now the scheme of the basic algorithm of Hammer, Rosenberg and Rudeanu, for maximizing over { 0,l)" a pseudo-Boolean function in polynomial form.
Let fi be the function to be maximized, and write:
f,(xiYx*, ...? x,) = x,g,(x,,xs, .. (i= 1,2 ,..., n-1).
Obviously, the efficiency of this algorithm hinges critically on how difficult the polynomial expressions of v/,, w2, . . . , (I/~ _ 1 are to obtain. And, as already observed in [12] , this can in turn be influenced by the elimination order chosen for the variables.
We return to this issue in Section 3.
Notice that the original version of the basic algorithm is slightly more complex than the one presented above. >O and equal to 0 otherwise), (iii) eliminating the y, from @I and simplifying it through Boolean operations.
Then, (iv) x1 is replaced by Q1 in x,g,(x,,x,, . . . ,x,) and pseudo-Boolean simplifications are made, yielding wI(x~, ~3, . . . , x,). The values XT are recursively obtained from @;(xT+ t, xi*, 2, . . . , x,*). All optimal solutions may be obtained by analyzing the equality g, (y,, y2, . . . , yP) = 0 in a similar way as the inequality g,(y,, y,, . . . , yJ > 0 above, and introducing parameters.
Pseudo-Boolean functions with bounded tree-width
We use the graph-theoretic terminology of Bondy and Murty 141. All graphs in this paper are simple and undirected.
A vertex v is simplicial in a graph G if the neighbors of v induce a complete subgraph of G. For k20, a k-perfect elimination scheme of a graph G is an ordering (u,, v2, . . . , u,) of its vertices, such that v, is simplicial and has degree k in the subgraph Gj of G induced by { Vj, Uj+ t, . . . , v,} (j= 1,2 , . . . , n -k). A graph is a k-tree if it has a k-perfect elimination ordering. A partial k-tree is any graph obtained by deleting edges from a k-tree.
Since the complete graph on n vertices is an (n -1)-tree, every graph is also a partial (n-1)-tree. The tree-width of a graph is the smallest value of k for which this graph is a partial k-tree (see [l, 191 for equivalent definitions). For instance, trees and forests have tree-width at most 1, and series-parallel graphs have tree-width at most 2. Arnborg, Corneil and Proskurowski [2] proved that determining the tree-width of a graph is NP-hard. However, for every fixed k, there is a polynomial algorithm to decide if a graph has tree-width k [l, 191. In fact, the algorithm in [l] is constructive: if G has tree-width k, then the algorithm returns a k-perfect elimination scheme of some k-tree containing G as a subgraph. For brievity, we will refer to such a scheme as a k-scheme of G.
Let us now consider a pseudo-Boolean function f(xl,xz, . . . ,x,) expressed in polynomial form. The co-occurrence graph of f, denoted G(f), has vertex set V= {x1,x2, . ..) xn}, with an edge between Xi and Xj (ifj) if these variables occur simultaneously, either in direct or in complemented form, in at least one term of f. The tree-width off is the tree-width of G(f).
Remark. Strictly speaking, the graph G(f) and its tree-width are not completely determined by f, but only by the particular expression considered for f. Nevertheless, it will be a convenient, and harmless abuse of language to speak of the graph and the tree-width off.
For every fixed k, there is a polynomial-time algorithm to decide whether a given pseudo-Boolean function f(x1,x2, . . . , x,) has tree-width at most k. Moreover, using the algorithm of Arnborg et al. [2] , the variables of such a function can always be relabelled, so that (x1,x2, . . . ,x,) is a k-scheme of G(f). 
. , x,,) is a k-scheme of G(f).
Proof. Fix k, and let f(xI,x2, . . . . x,) be as in the statement of the theorem.
(1) In order to carry out efficiently the computations required by the basic algorithm, we need a little bit of data structuring. Namely, we need a list representation of f consisting, for each variable Xi, of a list of the terms of f containing Xi but not x1, ~2, . . . , Xi _ 1, together with the coefficients of these terms (i= 1,2, . . . . n). This representation can be obtained easily. Indeed, since xi has degree at most k in G(f), it is contained in at most 2. 3k terms of G(f). Similarly, each variable xi occurs in at most 2 . 3k terms not containing x1,x,, . . . ,Xi_ 1 . Therefore, f has at most 2. 3kn terms, i.e., O(n) terms. Also, since G(f) has no clique on k + 2 vertices, all terms off have at most k + 1 variables. It follows that a list representation off can be obtained in time O(n), by scanning through the terms off.
(2) Now, we show that, when applying the basic algorithm to f, =f, we can obtain a polynomial expression of the function w1 in constant time (where w1 is as described in Section 2).
Indeed, an expression of g, is immediately available from the list representation off. Let N= (xj: j E J} be the set of neighbors of xi, in G(f). Then, gl depends only on the variables in N. Also, it is easy to see that: v1 = C max(9 a(a)) lYI xp/, where the sum ranges over all vectors a in (0, l}lJ1.
Since 1JI ok, and k is fixed, this expression of w1 can be obtained in constant time. In fact, it is clear that we can even obtain in constant time a list representation off,=V/l+hl.
(3) We claim that f2(x2, x3, . . . , x,) is a function of tree-width at most k, and that (xz,xs, **a, x,) is a k-scheme of G(f).
To see this, let H denote a k-tree containing G(f) as a subgraph, and such that (X,9%, 0.. ,x,J is a k-perfect elimination scheme of H. Notice that N induces a complete subgraph in H. Moreover, G(f2) is identical to G(f) \ {xl}, except possibly for some edges between vertices of N (since gl and w1 depend only on the variables in N). Therefore, G(fJ is also a subgraph of H \ {x1}, and the claim follows. (4) Since fi satisfies the hypotheses of the theorem, and its list representation is immediately available, we conclude as in step (2) that the second iteration of the basic algorithm takes again constant time.
Clearly, the same reasoning can be inductively extended to all iterations of the basic algorithm, including the n steps needed to trace back the optimal solution. Altogether, this leads to the O(n) bound for the time complexity of the algorithm. 0
This result admits straightforward extensions to various related problems in O-l variables.
Consider for instance the well-known satisfiability problem, defined as follows. A clause C,= n JE J, xJy~ is a product of variables in direct or complemented form. The satisfiability problem for a set of clauses Cl, C,, . . . , C, is then to decide if there exists an assignment of O-l values to the variables such that all clauses are equal to 0. This last condition is satisfied if and only if the minimum of the pseudo-Boolean function Cl + C, + ... + C, is equal to 0. Defining the co-occurrence graph of a set of clauses Cl, C,, . . . , C, in a similar way as for a pseudo-Boolean function immediately yields the following result. XiE{O,l} (i= l,...,n),
,VjE (07 l} (j = 1, ..*,I?Z) (see [12] ). The resulting algorithm can again be implemented to run in polynomial time when applied to functions of bounded tree-width.
4. Moreover, the proposed branch-and-bound algorithm differs from usual ones in that instead of yielding one or all optimal solutions to a problem, it yields a new equivalent expression of it, with one variable less. No further Boolean manipulations are then required.
Let us consider the function f(x,, x2, . . . , x,) to be maximized and the variable x, to be eliminated.
After replacing every occurrence of X1 by 1 -xl, and grouping terms in which x1 appears, we have: 
and we have t,u,=O if c<O.
Let us now state the precise rules of the algorithm for the computation of r,u = max(0, g(xj: j E J)). We use here the branch-and-bound terminology of [14] , with the following extended meaning: a resolution test exploits a sufficient condition for a particular formula to be the desired expression of the current pseudo-Boolean function: a feasibility test exploits a sufficient condition for the null function to be such an expression. We note by 1 the product of variables in direct or complemented form corresponding to the variables fixed at 1 and at 0 respectively in the current subproblem. Adding a rule for the choice of the variable to be eliminated by the aforementioned algorithm, as well as the usual rules for obtaining the optimal solution from the expressions vi, yields a variant of the basic algorithm, which we call basic algorithm revisited. We select for elimination the variable for which gi contains the fewest variables. If f has width k but the k-scheme is unknown, we may use the same rule. This might however lead to some subproblem with a width larger than k. Whether this happens is explored empirically in the next section.
An example
Consider the maximization of the following pseudo-Boolean function f: First we built the co-occurrence graph Gt which is represented on Fig. 1 . For this example, we adopt the heuristic rule of eliminating the variable corresponding to the vertex of smallest degree in the current co-occurence graph. We break ties using the lexicographic order. All vertices of Gr are of degree 4, so the lexicographic order gives x1 to be eliminated. f is rewritten:
f(x) = Xl g,(x) + h 1 (XI where
The lower and upper bounds on gt(x) are respectively Q = -5 and g1 = 7. Since gl <O and 8, >O, we compute the penalties. Their values are given in Table 1. -The conditional resolution test on the variable x6 is successful: g, +p:, 2 0, so that: -v/l +x6(-3+& + 2x2 + 5 -2x3) and x6 is fixed to 1. Then g, is rewritten:
Penalties are recomputed. Their new values are given in Table 2 . The conditional feasibility test on the variable x, is successful:
so that x, is fixed to 1 and w1 is unchanged.
Then the conditional resolution test on the variable x4 leads to: a +pi>O, so that: w1 + I+V] +2x4x2X6, and x4 is fixed to 1. g, is then equal to 2 and the iteration corresponding to the elimination of x1 is finished. The minimization of the function f now reduces to the minimization of fi= hI + wl, i.e., 
Computational experience
As mentioned in the introduction, memory requirements have long been an obstacle to the implementation of the basic algorithm. Memory size still appears to be the limiting factor for in-core resolution of pseudo-Boolean programs with many variables but few in the functions gi. So the representation off, and the functions vj, must be compact. Moreover, efficiency in the implementation of the algorithm of Section 4 implies computing bounds and penalties with a minimum number of operations.
This means access to information offmust be possible through efficient data structures both by terms and by variables. Finally all information should be updated from one iteration to the next and not recomputed.
We describe in the next subsection the data structures used to reach these objectives. In Subsection 5.2 we present computational results obtained with a FORTRAN 77 program for the basic algorithm revisited on a Sun 3/16OS microsystem (with the same processor as a Macintosh 2).
An efficient implementation of the basic algorithm revisited
Reducing the cpu time is usually the main concern in algorithm design. Here we are also faced with memory space problems, due to the increasing number of terms in the function f after elimination of some variables. We shall discuss three points:
(i) internal representations of the functions J and g;, (ii) updating of the cooccurrence graph, and (iii) grouping of terms involving the same variables.
It is useful to have two kinds of access to the function f: (a) given the index of a term, list all the literals of this term; (b) given a variable xi, list all the terms (and their coefficient) containing Xi or xi. So, we have adopted a double representation off, chaining terms containing each variable and variables in each term. We also chain free spaces. Indeed, at each iteration one variable xi is selected and the derivative of f with respect to this variable is computed. Then the terms of the derivative are removed fromfand thus free some space here and there in the internal representation off. Later some terms corresponding to the function I,Y will be added to f. In order to save memory space, we chain the free spaces obtained when removing the terms of the derivative and insert the terms of v using those spaces first. The variable to be eliminated corresponds to the vertex of minimal degree in the co-occurrence graph. In case of ties, we use the lexicographic order. So the co-occurrence graph must be updated at each iteration. This can be done by recomputing the degrees of the vertices corresponding to the variables involved in gi. This is easy, using the second representation off.
In order to save cpu time, the representation of the function gi is not updated each time a variable is fixed in the branch-and-bound procedure, i.e., there is no compression to eliminate terms with a literal fixed at zero, and to reduce terms with a literal fixed at one. Instead, the effect of fixed literals is taken into account during the tests. Due to these fixations, several reduced terms of gi might involve the same product of literals. These lead to obtaining several terms in wi also involving the same product of literals. To avoid increase of the size of v/i due to such terms, they are merged, using an AVL-tree (see e.g. Knuth [16] ). Moreover, to avoid having terms with the same product of literals in f, further merging is done between terms of vi and those terms of hi involving only variables of gi. We note hi the sum of these latter terms.
Products of literals are coded by assigning to each of them a number corresponding to their position in the list of all products ranked first by increasing length and then by lexicographic order. To keep these numbers sufficiently small, we code only terms all variables of which appear in gi. Complemented variables are coded as variables xl + n. Literals of gi are thus renumbered from 1 to 2k. Each node of the AVL-tree has a value equal to the code number and a label equal to the coefficient of the corresponding term. Terms of hj are first inserted, then those of 'c/i as soon as they are obtained in the branch-and-bound procedure. The new expression off (after elimination of Xi) is obtained by adding to hi-hj the terms contained in the AVL-tree.
Experimental results
The basic algorithm revisited has been tested on random pseudo-Boolean functions with tree-width at most k, for various fixed values of k. A partial k-tree G = (X, E) on n vertices is first built in the following way [ 191. Initially a set Xi of at most k + 1 vertices is chosen randomly. At iteration r, a subset X, is constructed by: (i) choosing randomly a subset X, among Xi, X2, . . . ,X,_ i , (ii) choosing randomly in X, a subset Xi of "attachment vertices", such that 0 < IX; 1 I k, (iii) adding to X, = X,' a random set X: of new vertices (i.e., vertices not belonging to X1 U X, U **-U X,_,) such that IX,~=IX~UX~II~+~, lXJl~1 and IXIUXZU-..UXrl~n. Then a pseudo-Boolean function, the co-occurrence graph of which is a partial graph of G, is obtained by generating random pseudo-Boolean functions on each of the sets X,.
In step (h) of the variable elimination procedure (Section 4.1), branching is done according to the following rule: the quantity 6 = maxj,, max(p,!,pT, qj, 4;) is computed; let SE J be the index achieving 6; then x, is the next variable branched upon; if 6 =pi or 6 = qi, then CC, = 0; otherwise a, = 1.
Two orders of elimination have been compared: the first one corresponds to the selection at each iteration of the variable associated with the vertex of smallest degree and the second one follows the k-elimination scheme. The results obtained are summarized in Table 3 . Mean values and ranges over 10 problems are given for fixed values of n and k and increasing numbers of terms. The first two columns give the average number m of terms and the range of these numbers.
The four last ones give, for both orders of elimination, the averages m of the maximum number of terms in f during resolution, and the cpu times in seconds.
The following conclusions can be drawn from these experiments: (i) problems with ks 10 and large n are readily solved on a small computer.
Memory space appears to be the limiting factor; (ii) the maximum number of terms in the successive functions fk is not much larger than in the original function f and only larger when kz7; (iii) results obtained with the minimum degree selection rule are comparable to those obtained when following the k-elimination scheme. Only in rare cases does the minimum degree of one of the co-occurrence graphs exceed k when the former rule is used. This indicates that the basic algorithm revisited can be applied with this rule for maximizing pseudo-Boolean functions of bounded but unknown tree-width, and functions of known tree-width for which the k-elimination order is unknown. Only comparisons with algorithms for related but slightly different problems than that one considered in this paper, can be made to evaluate the efficiency of the basic algorithm revisited. On the one hand, algorithms for nonlinear O-l programming may be considered.
These are based on implicit enumeration (Lawler and Bell [17] , Mao and Wallingford [18] , Hansen [13] , Taha [20, 211) or cut generation and sequential resolution of generalized set covering problems (Granot and Granot [9] , Balas and Mazzola [4, 51) . Only problems with up to 40 variables at most have been solved, but there are no bounds on the maximum degree of the co-occurrence graph, and there are constraints.
On the other hand, while computational results for optimization problems solvable in linear time on partial k-trees do not appear to have been extensively published, Arnborg and Proskurowski [3] very recently estimated values for k for which such problems appear to be solvable in practive. They give two estimates, the first one being demonstrably feasible and the second of which "may be approached after careful analysis and implementation of the update step". 
