Abstract. We introduce the notion of extended affine Lie superalgebras and investigate the structure of extended affine root supersystems. We also define root graded Lie superalgebras in a new approach; this definition is a generalization of the known ones. We show that centerless root graded Lie superalgebras are appeared as the centerless core of extended affine Lie superalgebras.
Introduction
In the past 40 years, researchers in many areas of mathematics and mathematical physics have been attracted to Kac-Moody algebras. These algebras are a natural generalization of finite dimensional simple Lie algebras. Affine Lie algebras are the most importants among Kac-Moody algebras. Affine Lie algebras are contragredient Lie algebras of finite growth which are not of finite dimension. In 1977, the super version of contragredient Lie algebras was introduced [15] . The classification of finite dimensional contragredient Lie superalgebras, the classification of finite growth symmetrizable contragredient Lie superalgebras and the one of finite growth contragredient Lie superalgebras were done in 1977, 1989 and 2007, respectively (see [15] , [23] and [12] ). On the other hand, in 1990, a generalization of affine Lie algebras refer to as extended affine Lie algebras was introduced [1] . Since then, different generalization of extended affine Lie algebras were studied. Symmetrizable contragredient Lie superalgebras of finite growth satisfy certain properties which are a super version of the axioms of an extended affine Lie algebra. In this paper, we axiomatically introduce extended affine Lie superalgebras and study their structure. We also systematically study their root systems refer to as extended affine root supersystems. Symmetrizable contragredient Lie superalgebras of finite growth as well as invariant affine reflection algebras whose nonisotropic roots are integrable [21] consisting of locally finite split simple Lie algebras [20] , extended affine Lie algebras, toral type extended affine Lie algebras [2] and locally extended affine Lie algebras [19] are examples of extended affine Lie superalgebras. Correspondingly, generalized root systems, locally finite root systems, extended affine root systems, invariant affine reflection systems and locally finite root supersystems (see [22] and [11] , [18] , [1] , [21] and [25] ) are examples of extended affine root supersystems.
Extended affine Lie Superalgebras
Throughout this work, F is a field of characteristic zero. For an abelian group A, we denote the group of automorphisms of A by Aut(A). We denote the derived algebra of a Lie algebra G by G ′ .
2.1. sl 2 -Super Triples. In this short subsection we prove a lemma about finite dimensional spo(2, 1)-modules. The Lie superalgebra spo(2, 1) is generated by three elements, two of degree one and one of degree 0. We refer to such a triple as an sl 2 -super triple.
Definition 2.1. Suppose that g = g 0 ⊕ g 1 is a Lie superalgebra. We call a triple (x, y, h) of nonzero elements of g an sl 2 -super triple for g if
• {x, y, h} generates the Lie superalgebra g, • h ∈ g 0 and x, y ∈ g i (i = 1, 2),
Remark 2.2. Suppose that (x, y, h) is an sl 2 -super triple for a Lie superalgebra G = G 0 ⊕ G 1 , then if x, y ∈ G 0 , G = G 0 is isomorphic to sl 2 (F) and if x, y ∈ G 1 , G = F[x, x] ⊕ F[y, y] ⊕ Fh ⊕ Fy ⊕ Fx is isomorphic to spo(2, 1).
Lemma 2.3. Suppose that g is a Lie superalgebra and (x, y, h) is an sl 2 -super triple for g. Suppose that (V, ·) is a nonzero finite dimensional gmodule such that h·− : V −→ V is diagonalizable with the set of eigenvalues Λ. Then Λ ⊆ Z; also if λ ∈ Λ is a positive integer, then [−λ, λ]∩(λ−2Z ≥0 ) ⊆ Λ.
Proof. We first note that if x, y ∈ g 0 , g is nothing but a Lie algebra isomorphic to sl 2 (F) and so we are done using the sl 2 -module theory. So from now on, we assume x, y ∈ g 1 . Suppose that V = ⊕ λ∈Λ V λ is the decomposition of V into eigenspaces of the linear transformation h · −. For λ ∈ Λ and v ∈ V λ \ {0}, we have
This shows that x · v ∈ V λ+2. Similarly, y · v ∈ V λ−2 . Since V is finite dimensional, there is m := m λ ∈ Z >0 such that This in particular implies that p is an odd integer and that λ 0 = p − 1 ∈ Z. Therefore, λ = λ 0 − 2(m − 1) ∈ Z. We also note that the corresponding eigenvalues of v 0 , . . . , v p−1 are respectively λ 0 , λ 0 − 2, . . . , −λ 0 + 2, −λ 0 . Now if λ > 0, then since λ ≤ λ 0 , λ ∈ {−λ 0 , −λ 0 + 2, . . . , λ 0 − 2, λ 0 }, therefore −λ ∈ {−λ 0 , −λ 0 + 2, . . . , λ 0 − 2, λ 0 } and so we are done.
Extended Affine Lie Superalgebras.
We call a triple (L, H, (·, ·)), consisting of a nonzero Lie superalgebra L = L 0 ⊕L 1 , a nontrivial subalgebra H of L 0 and a nondegenerate even supersymmetric invariant bilinear form (·, ·) on L, a super-toral triple if
• L has a weight space decomposition L = ⊕ α∈H * L α with respect to H via the adjoint representation which is compatible with the Z 2 -grading on L, in the sense that L 0 = ⊕ α∈H * (L 0 ) α and L 1 = ⊕ α∈H * (L 1 ) α respectively with (L i ) α := L i ∩ L α , i = 1, 2, • the restriction of the form (·, ·) to H is nondegenerate.
We call R := {α ∈ H * | L α = {0}}, the root system of L (with respect to H). Each element of R is called a root. We also refer to elements of R 0 := {α ∈ H * | (L 0 ) α = {0}} (resp. R 1 := {α ∈ H * | (L 1 ) α = {0}}) as even roots (resp. odd roots). We note that R = R 0 ∪ R 1 . Suppose that (L, H, (·, ·)) a super-toral triple and p : H −→ H * is the function mapping h ∈ H to (h, ·). Since the form is nondegenerate on H, this map is one to one. So for each element α of the image H p of H under p, there is a unique t α ∈ H representing α through the form (·, ·). Now we can transfer the form on H to a form on H p , denoted again by (·, ·), and defined by (α, β) := (t α , t β ) (α, β ∈ H p ).
Lemma 2.4. Suppose that (L, H, (·, ·)) is a super-toral triple with corresponding root system R = R 0 ∪ R 1 . Then we have the following: (i) For α, β ∈ H * , [L α , L β ] ⊆ L α+β . Also for i = 0, 1 and α, β ∈ R i , we have ((L i ) α , (L i ) β ) = {0} unless α + β = 0; in particular, R 0 = −R 0 and
(ii) Suppose that α ∈ R ∩ H p and x ±α ∈ L ±α with [x α , x −α ] ∈ H, then we have [x α , x −α ] = (x α , x −α )t α ,
Proof. (i) It is easy to see.
(ii) For h ∈ H, we have
Therefore we have
This together with the fact that the form on H is symmetric and nondegenerate completes the proof.
(iii) Suppose to the contrary that (x α , x −α ) = 0, then (2.5) implies that (h, [x α , x −α ]) = 0 for all h ∈ H, but the form on H is nondegenerate, so [x α , x −α ] = 0 that is a contradiction. Now using (2.5), we get that (h,
there is no confusion) with root system R = R 0 ∪ R 1 is called an extended affine Lie superalgebra if
For an extended affine Lie superalgebra L with root system R, we set
An extended affine Lie superalgebra (L, H, (·, ·)) with root system R is called admissible if
For an extended affine Lie superalgebra L, we take L c to be the subalgebra of L generated by L α for α ∈ R × and call it the core of L.
An extended affine Lie superalgebra (L, H, (·, ·)) with L = L 0 ⊕ L 1 is called an invariant affine reflection algebra if L 1 = {0} and it is called a locally extended affine Lie algebra if L 1 = {0} and L 0 = H. Finally a locally extended affine Lie superalgebra (L, H, (·, ·)) is called an extended affine Lie algebra if L 0 = H is a finite dimension subalgebra of L.
Examples.
Example 2.7. Suppose that n is a positive integer and set I := {1, . . . , n}. Suppose τ is a subset of I and A is an n × n-complex matrix. Fix a complex vector space H of dimension n + corank(A). By [14] , there exist linearly independent subsets
Suppose thatG(A, τ ) is the Lie superalgebra generated by {e i , f i | i ∈ I}∪H subject to the following relations:
for i, j ∈ I and h, h ′ ∈ H. By [23] ,G(A, τ ) =ñ + ⊕ H ⊕ñ − , in whichñ + (resp.ñ − ) is the subsuperalgebra ofG(A, τ ) generated by {e 1 , . . . , e n } (resp. {f 1 , . . . , f n }). Moreover, there is a unique maximal ideal r ofG(A, τ ) intersecting H trivially. The Lie superalgebra G(A, τ ) :=G(A, τ )/r is called a Contragredient Lie superalgebra with Cartan matrix A and Cartan subalgebra H. We make a convention that for a contragredient Lie superalgebra as above, the image of e i , f i , h (i ∈ I, h ∈ H) in G(A, τ ) under the canonical projection is again denoted by e i , f i , h, respectively. The Lie superalgebra G := G(A, τ ) has a weight space decomposition G = ⊕ α∈H * G α with respect to H with G 0 = H. Take ∆ to be the corresponding root system of G = G(A, τ ) and set
It is seen that C := {h ∈ H | α i (h) = 0; ∀i ∈ I} is the center of G(A, τ ) and that C is a subset of G ′ (A, τ ), the derived subalgebra of G(A, τ ). We know that G ′ (A, τ )/C is simple if and only if A satisfies the following condition: (*) for any i, j ∈ I, there exists a sequence i 1 , . . . , i t ∈ I for which a ii 1 a i 1 i 2 . . . a itj = 0.
Moreover, if G(A, τ ) is finite dimensional and L := G ′ (A, τ )/C is simple, then there is an even nondegenerate supersymmetric invariant bilinear form on L.
We refer to such a Lie superalgebra a basic classical simple Lie superalgebra; see [16, Thm's 2, 3] . A basic classical simple Lie superalgebra is an admissible extended affine Lie superalgebra; see [22] .
Example 2.9 (Affine Kac-Moody superalgebras [23] ). We first recall that a Lie superalgebra G is said to be of finite growth if
in which S runs over all finite subsets of G and for a finite subset S of G, d(S, n) is the dimension of linear span of the commutators of length at most n of elements of S. We also recall that by a symmetrizable matrix, we mean a square matrix A having a decomposition A = DB in which D is an invertible diagonal matrix and B is a symmetric matrix. Suppose that n is a positive integer and I = {1, . . . , n}. Suppose τ is a subset of I and A is an n × n-generalized Cartan matrix; that is A is an n × n-matrix A = (a i,j ) with entries in C satisfying
The contragredient Lie superalgebra G := G(A, τ ) is called a Kac-Moody Lie superalgebra. One knows that basic classical simple Lie superalgebras are nothing but the derived algebras of finite dimensional contragredient Lie superalgebras associated to nonzero indecomposable symmetrizable matrices, up to the center. A Kac-Moody Lie superalgebra G(A, τ ) is called an affine Lie superalgebra if it is not of finite dimension but of finite growth and that A is symmetrizable.
From now on, we assume that G = G(A, τ ) is an affine Lie superalgebra and use the same notations as in the previous example. Setting H ′ := n i=1 Cα i and fixing a subspace H ′′ of H with H = H ′ ⊕H ′′ , we have G = G ′ ⊕ H ′′ . By [23, Proposition 4.2] , there exists an invariant even nondegenerate supersymmetric C-valued bilinear form (·, ·) such that
• the restriction of the form (·, ·) to G α + G −α , α a root, is nondegenerate, • [x, y] = (x, y)t α ; where α is a root, x ∈ G α , y ∈ G −α and t α is the unique element of H representing α through the form,
We note that C = {h ∈ H | α i (h) = 0, ∀1 ≤ i ≤ n} is the center of G and also is a subspace of G ′ . So C ⊂ H ′ and so
In [23] , the author gives the classification of affine Lie superalgebras. He uses a constructive approach to get the classification; more precisely, as in the Lie algebra version, Van De Leur classifies generalized Cartan matrices whose associated Kac-Moody Lie superalgebras are affine and then constructs corresponding Lie superalgebras. According to his classification, an affine Lie superalgebra is either twisted or non-twisted. Let us start with recalling the non-twisted ones. Suppose that g = g(A, τ ) is a finite dimensional contragredient Lie superalgebra with nonzero indecomposable symmetrizable Cartan matrix A and Cartan subalgebra h. One knows that the center C of g is of dimension at most 1; moreover C = {0} if and only if g = g ′ . Also there is a subspace
and that the restriction of the form on h ′′ × h ′′ is zero. Setting g * to be the orthogonal complement C ⊕ h ′′ in g, one gets that g * ⊆ g ′ and
We define
in which by [x, y] 0 , x, y ∈ g, we mean the projection of [x, y] on g * with respect to the decomposition g ′ = g * ⊕ C. We next define
and setL (g) := L(g) ⊕ Cc ⊕ Cd. This is a Lie superalgebra in which
Set H := (h ⊗ 1) ⊕ Cc ⊕ Cd and extend each linear map λ ∈ H * to a linear map on H * by λ(c) = λ(d) := 0. ThenL(g) is an affine Lie algebra with Cartan subalgebra H. Define δ ∈ H * by δ(d) := 1 and δ(h) = 0 for all h ∈ h ⊕ Cc. Now if Φ is the root system of g, then ∆ := {jδ + α | j ∈ Z, α ∈ Φ} ∪ {jδ | j ∈ Z \ {0}} is the root system ofL(g) with respect to H and
one concludes that adx, where x ∈L(g) jδ+α , for some j ∈ Z \ {0} and α ∈ Φ \ {0}, is locally nilpotent. We have already mentioned that there is an invariant supersymmetric even nondegenerate bilinear form (·, ·) onL(g) such that (d, d) = {0} and (c, (1 ⊗ h) ⊕ Cc) = {0}, (see (2.10) ). This in particular implies that (c, d) = 0 and that t δ is a nonzero scalar multiple of d. Therefore ∆ 0 = Zδ. Now it is easy to check thatL(g) is an admissible extended affine Lie superalgebra. Next let us go through the twisted case. Suppose that A is an indecomposable Cartan matrix and G(A, τ ) is a finite dimensional contragredient Lie superalgebra such that G := G ′ (A, τ )/C is simple. Suppose that σ is an automorphism of G of finite order m = 1, then if ξ is a primitive root of unity, we have G = ⊕ m i=1 Gī, where
We next recall that G is equipped with an even invariant nondegenerate supersymmetric bilinear form (·, ·) which is unique up to a nonzero scalar multiple. We also recall that as G is a basic classical simple Lie superalgebra, the even part of G is a reductive Lie algebra. We further assume that the form is invariant under σ on a simple component of G0 and define the subalgebraL(G, σ) ofL(G) as following:
In [23] , the author proves that for certain automorphisms,L(G, σ) is an affine Lie superalgebra and determines the root system. He also shows that any affine Lie superalgebra is a twisted or non-twisted affine Lie superalgebra constructed above. Using the same argument as in the previous case, one can see that a twisted affine Lie superalgebraL(G, σ) is an admissible extended affine Lie superalgebra.
Example 2.11. Suppose that I, J are two disjoint index sets such that |I| = |J| if I, J are both finite. Consider the Lie superalgebra L := gl(I ⊎ J).
then G is a Lie subsuperalgebra of L. Fix i 0 ∈ I, j 0 ∈ J and consider the abelian subalgebra
For r ∈ I and t ∈ J, define ǫ r : H −→ F, h i := e i,i − e i0,i0 → δ i,r − δ i0,r , k j := e j,j − e j0,j0 → 0, h := e i0,i0 + e j0,j0 → δ r,i0 ,
One can see that G has a weight space decomposition G = ⊕ α∈R G α with respect to H in which
It is an even nondegenerate invariant supersymmetric bilinear form. We note that R is a locally finite root supersystem of typeȦ(I, J).
Example 2.12. Suppose that I and J are two disjoint infinite index sets andĪ andJ are disjoint copies of I and J respectively. For i ∈ I (resp. j ∈ J), we denote byī (resp.j) the element ofĪ (resp.J) corresponding to i (resp. j). Suppose that V 0 is a vector space with a basis {v i , vī | i ∈ I} and V 1 is a vector space with a basis {v j , vj | j ∈ J}. Consider the form
and the form (·, ·) 1 :
Consider the superspace V := V 0 ⊕V 1 and set (·,
Consider the Lie superalgebra L := gl(I ⊎ J ⊎Ī ⊎J). For i = 0, 1, define
For i ∈ I and j ∈ J, take
and set
Next define
Consider the map b : H −→ H * mapping h ∈ H to (h, ·). Since the form (·, ·) | H×H is a nondegenerate symmetric bilinear form; for each α ∈ b(H), there is a unique t α ∈ H with
Therefore the form on H can be transferred to a nondegenerate symmetric bilinear form on b(H) denoted again by (·, ·) and defined by
For k ∈ I and s ∈ J, define
One can see that
Therefore for t, t ′ ∈ I, s, s ′ ∈ J, we have
The Lie algebra G has a weight space decomposition G = ⊕ α∈R G α with respect to H with
for i, r ∈ I and j, s ∈ J with i = r and j = s.
Then L together with the bilinear extension of the following Lie brackets
Lie superalgebra with
Then L has a weight space decomposition with respect to h with
in which
It is not hard to verify that L is an admissible extended affine Lie superalgebra.
2.2.2.
Properties of the root system. Throughout this subsection, we suppose that (L, H, (·, ·)) is an extended affine Lie superalgebra with root system R = R 0 ∪ R 1 .
Proof. Suppose that i ∈ {0, 1} and α ∈ R i with (α,
we have [e α , e −α ] = t α by Lemma 2.4. Now for h α := 2t α /(α, α), we have (y α := 2e α /(t α , t α ), y −α := e −α , h α ) is an sl 2 -super triple for the subalgebra G(α) generated by {y α , y −α , [y α , y −α ]}. For the lat assertion see Remark 2.2.
Proposition 2.14. For α, β ∈ R with (α, α) = 0 we have that
Proof. Suppose that α, β ∈ R with (α, α) = 0. Assume α ∈ R i for some i ∈ {0, 1}. Using Lemma 2.13, there are
We claim that M β (x) is the g(α)-submodule of M β generated by x. Indeed, as G(α) is generated by {y α , y −α , h α }, it is enough to show that it is closed under the action of h α , y α , y −α . By Lemma 2.13, for m, n ∈ Z ≥0 , we have ad
Also it is trivial that it is invariant under the action of y −α . We finally show that it is invariant under the action of y α . We use induction on n to prove that [y α , ad
If n = 0, there is nothing to prove, so we assume n ∈ Z ≥1 and that [y α , ad
This together with the induction hypothesis and the fact that M β (x) is invariant under action h α and y −α completes the induction procedure. Now we are ready to prove the proposition. Keep the notation as above.
(i) Since ad y −α and ad yα are locally nilpotent,
ad hα acts diagonally on M β and the set of eigenvalues of ad hα on M β is nothing but
Moreover this set of eigenvalues is the union of the set of eigenvalues of the action of h α on the finite dimensional G(α)-
Now we note that β(h α ) is an eigenvalue for the action of h α on M β , so it is an eigenvalue of the action of h α on a finite dimensional G(α)-submodule M β (x) for some x ∈ L β+kα (k ∈ Z) and so using Lemma 2.3, we get that
(ii) Since β(h α ) is an eigenvalue for the action of h α on M β , it is an eigenvalue for the action of h α on a finite dimensional
, then from Lemma 2.3, we know that −β(h α ) is also an eigenvalue for ad hα on M β (x), so there is an integer k such that β + kα ∈ R and −β(h α ) = β(h α ) + 2k. This implies that k = −β(h α ). In particular β − β(h α )α ∈ R. Now suppose that β(h α ) ∈ Z ≤0 , changing the role of β with −β, we get using the same argument as above that −β + β(h α )α ∈ R and so β − β(h α )α ∈ R.
(iii) Suppose that r, s ∈ Z with r < s and β + rα, β + sα ∈ R, then we want to show β + tα ∈ R for r ≤ t ≤ s. We consider the following cases: β(h α ) + 2r = 0 and m := β(h α ) + 2s > 0 : Since m is a positive eigenvalue for M β , it is a positive eigenvalue for a finite dimensional G(α)-submodule M β (x) (x ∈ L β+kα , k ∈ Z) of M β and so using Lemma 2.3, we get that each element of [−m, m] ∩ (m − 2Z ≥0 ) is an eigenvalue for M β (x). In particular β(h α ) + 2t for r ≤ t ≤ s is an eigenvalue for M β (x). This in turn implies that β + tα ∈ R for r ≤ t ≤ s; see (2.15).
β(h α ) + 2r < 0 and β(h α ) + 2s = 0 : Changing the role of β with −β, we get the result as in the previous case.
−n := β(h α ) + 2r < 0 and m := β(h α ) + 2s > 0 : If n ≤ m, we fix 0 = x ∈ L β+sα , then m is an eigenvalue for the action of h α on M β (x). Since m is a positive integer, −m is also an eigenvalue for the action of h α on M β (x) and each element of [−m, m] ∩ (m − 2Z ≥0 ) is an eigenvalue for this action. In particular, for r ≤ t ≤ s, since −m ≤ −n = β(h α ) + 2r ≤ β(h α ) + 2t ≤ β(h α ) + 2s = m, we get β(h α ) + 2t is an eigenvalue for the action of h α on M β (x) and so β + tα ∈ R. Now suppose m ≤ n. Using the same argument as above and changing the role of β with −β, we get the result.
n := β(h α ) + 2r > 0 and m := β(h α ) + 2s > 0 : Since β + sα ∈ R, m = β(h α ) + 2s is an eigenvalue for the action of h α on M β (x) for some nonzero x ∈ L β+sα . So each element of [−m, m] ∩ (m − 2Z ≥0 ) is an eigenvalue for this action. Therefore for r ≤ t ≤ s, β(h α ) + 2t is an eigenvalue for the action of h α on M β (x). This in turn implies that β + tα ∈ R.
−n := β(h α ) + 2r < 0 and −m := β(h α ) + 2s < 0 : Change the role of β with β and use the same argument as in the previous case to get the result.
Lemma 2.16. Suppose that α ∈ R × re and β ∈ R, then there are nonnegative
Proof. We have already seen in Proposition 2.14 that {k ∈ Z | β + kα ∈ R} is an interval. We now prove that it is bounded. To the contrary, suppose that it is unbounded. We have (β +kα, β +kα) = (β, β)+2k(β, α)+k 2 (α, α). So there are at most two integer numbers such that β + kα ∈ R × re . Replace (α, β) with (−α, −β) if necessary, there is a positive integer k 0 such that for k ∈ Z ≥k 0 , β + kα ∈ R × re and (α, β + kα) = 0. Now we note that for k ∈ Z ≥k 0 ,
This is a contradiction as it is a sequence of nonzero integers. Now one can easily see that the bounded interval {k ∈ Z | β + kα ∈ R} has the desired property.
Proposition 2.17. L 0 is an invariant affine reflection algebra; in particular, if α ∈ R 0 with (α, α) = 0, then (α, R 0 ) = {0}.
Proof. The first assertion is easily verified. For the second assertion, consider Lemma 2.4 together with Proposition 2.14(i) and use the same argument as in [19, Pro 3.4] and [1, Proposition I.2.1].
(ii) For α ∈ R re , we have 2α ∈ R 1 ; in particular if α ∈ R re and 2α ∈ R, we have α ∈ R 0 .
Proof. (i) Use the same argument as in [1, Thm. 1.29(d)].
(ii) We know from Proposition 2.14(ii) that 4α ∈ R. Now the result is immediate using Lemma 2.13.
that is a contradiction.
(ii) Suppose to the contrary that α ∈ (R im \{0})∩R 0 . Then by Proposition 2.17, we get that
We claim that (β, β) = 0; otherwise, by Proposition 2.18(ii), 2β ∈ R 1 ; also (α, 2β) = 0 which implies that 2β ∈ R 0 , so 2β ∈ R that contradicts Proposition 2.18(iii). Now L is admissible and α, β ∈ R im with (α, β) = 0, so rα + β ∈ R re for some r ∈ {±1}. We carry out the proof through the following two cases; either rα + β ∈ R 0 or rα + β ∈ R 1 . In the former case as L 0 is itself an extended affine Lie superalgebra (see Proposition 2.17), Lemma 2.16 implies that there are nonnegative integers p, q with p − q = 2(rα + β, rα)/(rα + β, rα + β) = 1 and {rα
(2rα+β,2rα+β) ∈ Z that is a contradiction. Therefore, q = 0 and so p = 1. Thus we have −β = rα − p(rα + β) ∈ R 0 , a contradiction. In the latter case, we have rα + β ∈ R re ∩ R 1 . Therefore, by Lemma 2.13, we have 2rα + 2β ∈ R 0 and so by (2.20), 0 = 2(β, α) = (2rα + 2β, α) = 0, a contradiction.
Extended affine root supersystems
Suppose that A is an additive abelian group and F is a field of characteristic zero. By a form on A (with values in F), we mean a group bihomomorphism (·, ·) : Definition 3.1. Suppose that A is a nontrivial additive abelian group equipped with a symmetric form (·, ·) : A × A −→ F and R is a subset of A. Set
. We say (A, (·, ·), R) (or simply R if there is no confusion) is an extended affine root supersystem (in A) if the following hold:
(S1) 0 ∈ R, and span Z (R) = A,
the string property holds in R in the sense that for α ∈ R × re and β ∈ R, there are nonnegative integers p, q with 2(β, α)/(α, α) = p − q such that {β + kα | k ∈ Z} ∩ R = {β − pα, . . . , β + qα}, (S5) for α ∈ R im and β ∈ R with (α, β) = 0, {β − α, β + α} ∩ R = ∅.
Each element of R is called a root. The elements of R re (resp. R im and R 0 ) are called real (resp. imaginary and isotropic) roots. The root supersystem R is called irreducible if R × cannot be written as a disjoint union of two nonempty orthogonal subsets. For a subset X ⊆ R\{0}, we say α, β ∈ X are connected in X if there is a chain α 1 , . . . , α m ∈ X with α 1 = α, α m = β and (α i , α i+1 ) = 0 for all 1 ≤ i ≤ m − 1. If elements α, β ∈ X are not connected, we say they are disconnected. Connectedness is an equivalence relation on R × re . In particular, R × re = ⊎ i∈I R i , in which R i 's are connected components. The root supersystem R is called tame if for each δ ∈ R 0 , there is α ∈ R × such that δ+α ∈ R. R is called an affine reflection system if R im = {0}. Two irreducible extended affine root supersystems (V, (·, ·) 1 , R) and (W, (·, ·) 2 , S) are called isomorphic if there is a linear isomorphism ϕ : V −→ W and a nonzero scalar r ∈ F such that ϕ(R) = S and (v, w) 1 = r(ϕ(v), ϕ(w)) 2 for all v, w ∈ V.
Using Lemma 2.4(i), Proposition 2.14 and Lemma 2.16, we get the following Proposition: H, (·, ·) ) is an admissible extended affine Lie superalgebras with root system R, then R is an extended affine root supersystem.
If (A, (·, ·), R) is an extended affine root supersystem, then for α ∈ R × re and a ∈ A, (S1) and (S3) imply that 2(a, α)/(α, α) ∈ Z and so r α : A −→ A mapping a ∈ A to a − 2(a,α) (α,α) α is a group automorphism. We note that for a locally finite root system (A, (·, ·), R), as (·, ·) is nondegenerate, A is torsion free and we can identify A as a subset of F ⊗ Z A. The dimension of F ⊗ Z A is called the rank of R; see [18, ] and [25, Lem. 3.14] .
Suppose that T is a nonempty index set and U := ⊕ i∈T Zǫ i is the free Z-module over the set T. Define the form
One can see that these are irreducible locally finite root systems in their Z−span's which we refer to as type A, D, B, C and BC respectively. Moreover, every irreducible locally finite root system of infinite rank is isomorphic to one and only one of these root systems. Also, each locally finite root system is either a finite root system or a locally finite root system of infinite rank (see [18, §4.14, §8] ). Now we suppose R is an irreducible locally finite root system as above and note that (α, α) ∈ N for all α ∈ R. This allows us to define
The elements of R sh (resp. R lg , R ex ) are called short roots (resp. long roots, extra-long roots) of R.
3.2.
Locally Finite Root Supersystems. A subset S of a locally finite root supersystem R is called a sub-supersystem if the restriction of the form to span F S is nondegenerate, 0 ∈ S, for α ∈ S ∩ R × re , β ∈ S and γ ∈ S ∩ R im with (β, γ) = 0, r α (β) ∈ S and {γ − β, γ + β} ∩ S = ∅. If {R i | i ∈ Q} is a class of sub-supersystems of R which are mutually orthogonal and R \ {0} = ⊎ i∈Q (R i \ {0}), we say R is the direct sum of R i 's and write R = ⊕ i∈I R i . We next recall that as the form is nondegenerate, A is torsion free and we can identify A as a subset of Q ⊗ Z A. Now if R is irreducible, we say R is of real type if for A re := span Z R re , span Q A re = Q ⊗ Z A; otherwise we say it is of imaginary type. A sub-supersystem S of R is called full if span Q S = Q ⊗ Z A.
Lemma 3.7. Suppose that (A, (·, ·), R) is an irreducible locally finite root supersystem. If S is a full subsystem of R, then S is also irreducible.
Proof. Suppose that S is not irreducible, then there are subsystems S 1 and S 2 of S such that S = S 1 ⊕ S 2 . Set R i := R ∩ span Q S i for i = 1, 2. Then we claim that R 1 and R 2 are subsystems of R with R = R 1 ⊕ R 2 . We show that the form on span Z R i is nondegenerate. We first note that span Q R i = span Q S i and so for each α ∈ span Z R i , there is a nonzero integer n α such that n α α ∈ span Z S i . Now if α is an element of the radical of the form on span Z R i , we have (α, β) = 0 for all β ∈ R i and so (α, β) = 0 for all β ∈ S i . Therefore (n α α, β) = 0 for all β ∈ S i and so n α α = 0 which in turn implies that α = 0. Also if α ∈ R 1 ∩R 2 \{0}, then there are n, m ∈ Z such that nα ∈ span Z S 1 and mα ∈ span Z S 2 and so nmα ∈ span Z S 2 and (nmα, span Z S 2 ) ⊆ (span Z S 1 , span Z S 2 ) = {0} that contradicts nondegeneracy of the form on span Z S 2 . Now the assertion is easily fulfilled. (i) If S is a connected component of R \ {0}, then S ∪ {0} is an irreducible sub-supersystem of R. Moreover, R is a direct sum of irreducible sub-supersystems.
(ii) For (·, ·) re := (·, ·) | Are , (A re , (·, ·) re , R re ) is a locally finite root system. (iii) If R is irreducible and
Proof. See [25, §3] . Definition 3.9. If (V, (·, ·) 1 , R) and (W, (·, ·) 2 , S) are two locally finite root supersystems and R = ⊕ i∈I R i and S = ⊕ j∈J S j are their decomposition into irreducible subsystems, we say R is isomorphic to S if first of all |I| = |J| and second of all by identifying I and J, up to a permutation on indices, R i is isomorphic to S i for all i ∈ I. Example 3.10.
(1) Suppose that T is an index set with |T | ≥ 2. Take B to be a free abelian group with a basis {ǫ t | t ∈ T } and consider the form
on B. Take S := {±ǫ t ± ǫ t ′ | t, t ′ ∈ T } to be the locally finite root system of type C T in its Z-span. Consider a free abelian group Zα * of rank 1 and set A := Zα * ⊕ B. Fix t 0 ∈ T. Extend the form (·, ·) to a symmetric form on A denoted again by (·, ·) and defined by (α * , α * ) := 0, (α * , ǫ t ) := 0, (α * , ǫ t 0 ) := 1; t ∈ T \ {t 0 }.
Then R is an irreducible locally finite root supersystem of imaginary type in span Z R, we refer to as typeĊ(0, T ). We note that {α * , 2ǫ t 0 , ǫ t 0 − ǫ t | t ∈ T \ {t 0 }} is a Z-basis for span Z R.
(2) Suppose that T is an index set with |T | ≥ 2. Take B to be a free abelian group with a basis {ǫ t | t ∈ T } and consider the form
on B. Take S := {ǫ t − ǫ t ′ | t, t ′ ∈ T } to be the locally finite root system of typeȦ T in B ′ := span Z S. Consider a free abelian group Zα * of rank 1 and set A := Zα * ⊕ B ′ . Fix an element t 0 ∈ T. Extend the form (·, ·) to a symmetric form on A denoted again by (·, ·) and defined by
is an irreducible locally finite root supersystem of imaginary type we refer to as typeȦ(0, T ). We note that {α * , ǫ t 0 − ǫ t | t ∈ T \ {t 0 }} is a Z-basis for A.
(3) Suppose that T, P are two index sets of cardinal numbers greater than 1 such that |T | = |P | if T, P are both finite and A ′ is a free abelian group with a basis {ǫ t , δ p | t ∈ T, p ∈ P }. We equip A ′ with a symmetric form
Take S 1 := {±(ǫ t − ǫ t ′ ) | t, t ′ ∈ T } which is a locally finite root system of typeȦ T in U 1 := span Z {ǫ t − ǫ t ′ | t, t ′ ∈ T } and S 2 := {δ p − δ p ′ | p, p ′ ∈ P } which is a locally finite root system of typeȦ P in U 2 := span
is an irreducible locally finite root supersystem of imaginary type with R im = {0} ∪ ±{ǫ t − δ p | t ∈ T, p ∈ P }. We refer to this locally finite root supersystem as a locally finite root supersystem of typeȦ(T, P ). Fix t 0 ∈ T and p 0 ∈ P, then
Theorem 3.11 ([25, Thm. 4.27]). If R is an irreducible locally finite root supersystem of imaginary type, then R is isomorphic to one and only one of the following root supersystems:
•Ċ(0, T ), T is an index set with |T | ≥ 2,
•Ȧ(0, T ), T is an index set with |T | ≥ 2,
•Ȧ(T, K), T, K are index sets with |T |, |K| ≥ 2 such that if T, K are finite sets, then |T | = |K|.
Theorem 3.12 ([25, Thm. 4.37]). Suppose for
. . . , (X n , (·, ·) n ,Ṙ n ) are irreducible locally finite root systems. Set X := X 1 ⊕ · · · ⊕ X n and (·, ·) := (·, ·) 1 ⊕ · · · ⊕ (·, ·) n and consider the locally finite root system (X, (·, ·),Ṙ :=Ṙ 1 ⊕ · · · ⊕Ṙ n ). Take W to be the Weyl group ofṘ. For 1 ≤ i ≤ n, ifṘ i is a finite root system of rank ℓ ≥ 2, by {ω i 1 , . . . , ω i ℓ }, we mean a set of fundamental weights forṘ i and ifṘ i is one of infinite locally finite root systems B T , C T , D T or BC T as in (3.5), by ω i 1 , we mean ǫ 1 , where 1 is a distinguished element of T. Also ifṘ i is the finite root system {0, ±α} of type A 1 , we set ω i 1 := α/2 and ifṘ i is the finite root system {0, ±α, ±2α} of type BC 1 , we set ω i 1 = α. Normalize the form (·, ·) i on X i such that 
Then (X, (·, ·), R) is an irreducible locally finite root supersystem of real type and conversely if (X, (·, ·), R) is an irreducible locally finite root supersystem of real type, it is either an irreducible locally finite root system or isomorphic to one and only one of the locally finite root supersystems listed in the above table.
3.3. Structure Theorems. We recall form [17] that a symmetric reflection subspace of an additive abelian group A is a subset X of A satisfying X − 2X ⊆ X. A symmetric reflection subspace X of an additive abelian group A is called a pointed reflection subspace if 0 ∈ X.
Theorem 3.13 ([3, Thm. 1.13]). Suppose that (Ȧ, (·, ·),Ṙ) is an irreducible locally finite root system and G is an abelian group. IfṘ lg = ∅, set (3.14)
Let S, L, E be subsets of G satisfying the conditions (⋆) and (i)− (iv) below:
(⋆) S, L (ifṘ lg = ∅) are pointed reflection subspaces of G and E (ifṘ ex = ∅) is a symmetric reflection subspace of G,
Extend (·, ·) to a form on A :=Ȧ ⊕ G such that (A, G) = (G, A) = {0}, and set
where ifṘ lg orṘ ex is empty, the corresponding parts vanish. Then (A, (·, ·), R) is a tame irreducible affine reflection system. Conversely, suppose that (A, R, (·, ·)) is a tame irreducible affine reflection system, then there is an irreducible locally finite root systemṘ and subsets S, L, E ⊆ G := A 0 as in (⋆) satisfying (i)-(iv) such that R has an expression as (⋆⋆). re , where n is either 2 or 3, is the decomposition ofṘ re into irreducible subsystems. Suppose that G is an additive abelian group. Suppose that for 1 ≤ i ≤ n, τ i is an extension datum of type (Ṙ i , G). Suppose that
Suppose that F is a subset of G, we refer to (τ 1 , . . . , τ n , F ) as an extension super-datum of type (Ṙ, G) if for 1 ≤ i ≤ n, F and τ i satisfy 0 ∈ F ifṘ is of imaginary type, F = −F ifṘ is of real type with X = A(ℓ, ℓ), ℓ ∈ Z ≥1 .
Lemma 3.17. Suppose that (A, (·, ·), R) is an extended affine root supersystem and¯: A −→Ā := A/A 0 is the canonical projection map. Suppose that (·, ·)¯is the induced form onĀ. Then (i) {2(β, α)/(α, α) | α ∈ R × re , β ∈ R} is a bounded subset of Z and for α ∈ R × re and β ∈ R im , 2(α, β)/(α, α) ∈ {0, ±1, ±2}, (ii) if k ∈ Z and α, β ∈ R im with (α, β) = 0, then α + kβ ∈ R only if k = 0, ±1, (iii) (Ā, (·, ·)¯,R) is a locally finite root supersystem. In particular, the form restricted toĀ re = span ZRre is nondegenerate Proof. (i) See [25, Lem. 3.7] and follow the proof of [25, Lem. 3.8] .
(ii) It is easy to see.
(iii) The nondegenerate form (·, ·)¯:Ā×Ā −→ F induces a nondegenerate symmetric bilinear form
Using the same argument as in [25, Lem. 3.10] , one can see that 1 ⊗R re := {1 ⊗ᾱ | α ∈ R re } is locally finite in its Q-span. Now the result follows from [25, Lem.'s 3.14 and 3.11].
Proposition 3.18. Suppose that (A, (·, ·), R) is an extended affine root supersystem, then for S := R re ∪ R 0 and B := span Z S, (B, (·, ·) | B×B , S) is an affine reflection system.
Proof. We just need to show that the string property holds in S. Suppose that α, β ∈ S with (α, α) = 0. We show that there are nonnegative integers p, q with p − q = 2(β, α)/(α, α) such that {β + kα | k ∈ Z} ∩ S = {β − pα, . . . , β + qα}. We know that (Ā, (·, ·)¯,R) is a locally finite root supersystem; in particular,R re is a locally finite root system in its span and soR × re = ⊎ i∈IRi in which eachR i is a connected component ofR × re . Let α ∈ R × re and β ∈ S. Since the only scalar multiples of α which can be roots are 0, ±α, ±2α, we are done if β = 0. We next suppose that β ∈ R × re , then there are i, j ∈ I withᾱ ∈R i andβ ∈R j . Suppose that i = j and that k is an integer such that β + kα ∈ R. Sinceβ + kᾱ ∈ span ZRi , then by [18, §4.14 and Theorem 3.14] and [25, Lemma 3.14] , eitherβ + kᾱ = 0 or (β + kα, β + kα) = (β + kᾱ,β + kᾱ) = 0. Therefore, β + kα ∈ S. This implies that {k ∈ Z | β + kα ∈ R} = {k ∈ Z | β + kα ∈ R re ∪ R 0 } and so we are done.
Next suppose i = j. Assume k ∈ Z \ {0} and β + kα ∈ R. Since (β + kα, α) = (β + kᾱ,ᾱ) = k(ᾱ,ᾱ) = 0 and (β + kα, β) = (β + kᾱ,β) = k(β,β) = 0, we have β + kα ∈R re and that β + kα ∈ R 0 . Therefore, β + kα ∈ R im and so 0 = (β + kα, β + kα) = (β, β) + k 2 (α, α). This in turn implies that (β, β)/(α, α) = −k 2 . Suppose that |k| > 1, then since (β + kα, α) = 0, there is r ∈ {±1} with β + (k + r)α ∈ R. As above, we get that (k + r) 2 = −(β, β)/(α, α) = k 2 that is a contradiction. So |k| = 1. Now as r α (β + kα) = β − kα, {β + kα | k ∈ Z} ∩ R is either {β} or {β −α, β, β +α}. But as we have already seen, if β ±α ∈ R, then β ±α ∈ R im and so {β + kα | k ∈ Z} ∩ S = {β}.
Finally suppose that β ∈ R 0 \ {0}, then if k is a nonzero integer and β + kα ∈ R, then (β + kα, β + kα) = k 2 (α, α) = 0. This means that {k ∈ Z | β + kα ∈ R} = {k ∈ Z | β + kα ∈ R re ∪ R 0 } and so we are done.
The following proposition is a generalization of Proposition 5.9 of [13] to extended affine root supersystem; see also Proposition 1.12 of [3] . • the restriction of (·, ·)¯toB ×B is nondegenerate, • (B, (·, ·)¯|B ×B ,S ∪ {0}) is a locally finite root supersystem, • W S (S ∪ −S) ⊆ S, where W S is the subgroup of Aut(B) generated by
Proof. To show that R is an extended affine root supersystem, we just need to show that the string property holds. We suppose that α ∈ R × re = S × re and β ∈ R and show that there are nonnegative integers p, q with 2(β, α)/(α, α) = p − q such that {β + kα | k ∈ Z}∩ R = {β − pα, . . . , β + qα}. We carry out this in the following steps:
Step 1. β ∈ R 0 : If n ∈ Z \{0} and β + nα ∈ R, then (β + nα, β + nα) = 0 and so β + nα ∈ S × re . Now since W S (S ∪ −S) ⊆ S, β − nα = r α (β + nα) ∈ S. Also as 2(α, β+nα)/(β+nα, β+nα) ∈ Z, we get n ∈ {±1, ±2}. If β±2α ∈ R, again using the fact that W S (S ∪ −S) ⊆ S and that β ± 2α ∈ S × re , one gets that α ± β = r β±2α (−α) ∈ S. So {β + nα | n ∈ Z} ∩ R is equal {β}, {β − α, β, β + α} or {β − 2α, β − α, β, β + α, β + 2α}.
Step 2. β ∈ R × re : We have the following two cases: Case 1:ᾱ andβ are Z-linearly independent: Consider R α,β := R ∩ (Zα ⊕ Zβ). We first claim that the form restricted to Zα + Zβ is nondegenerate. We suppose that rα + sβ is an element of the radical of the form on Zα + Zβ and show that r = s = 0. If either r = 0 or s = 0, we are done, so to the contrary, we assume that r, s = 0 We have r(α, α) + s(β, α) = (rα + sβ, α) = 0 and r(α, β) + s(β, β) = (rα + sβ, β) = 0. So we have (ᾱ,β)/(ᾱ,ᾱ) = −r/s and (ᾱ,β)/(β,β) = −s/r. Also asᾱ,β are two linearly independent real roots ofS andS re is a locally finite root system in span ZSre . Now by [25, Lem.'s 3.14, 3.10 and 3.3], we get that
(ᾱ,ᾱ) ∈ {±3, ±2, ±1}. So as (ᾱ,β) = 0, up to symmetry, the only possibilities for (2r/s = −2(α, β)/(α, α), 2s/r = −2(α, β)/(β, β)) are (±1, ±1), (±1, ±2), (±1, ±3), (±2, ±1), (±3, ±1), but each case results in a contradiction. This completes the proof of the claim. Now the map ϕ : β) ) is a monomorphism. Also as the form restricted to Zα + Zβ is nondegenerate, R α,β ⊆ S and so by Lemma 3.17, the image of ϕ is finite. This shows that R α,β is a finite set. Now extend the form on Zα⊕Zβ naturally to a Q-bilinear map on (Q ⊗ Z (Zα ⊕ Zβ)) × (Q ⊗ Z (Zα ⊕ Zβ)) denoted again by (·, ·). Since Zα ⊕ Zβ is torsion free, we can identify 1 ⊗ R α,β with R α,β . Now R α,β a spanning set for the Q-vector space Q ⊗ Z (Zα ⊕ Zβ), R α,β = −R α,β and 2(γ, η)/(η, η) ∈ Z for all γ, η ∈ R α,β with (η, η) = 0. Now apply [25, Lem.'s 3.10 and 3.14] to get that R α,β is a locally finite root supersystem. In particular, the string property holds in R α,β and so we are done in this case.
Case 2:ᾱ,β are nonzero linearly dependent. We consider the possible cases:ᾱ = ±β,ᾱ = ±2β and ±2ᾱ =β. We first suppose thatᾱ = ±β, then γ := α ∓ β ∈ A 0 ∩ (S − S) ∈ R 0 . This together with the first step and the fact that {β + kα | k ∈ Z} ∩ R = {γ + kα | k ∈ Z} ∩ R completes the proof in this case.
We next assumeβ = ±2ᾱ. Replacing β with −β if it is necessary, we may assumeβ = 2ᾱ. So β − 2α ∈ A 0 . Now if β + kα ∈ R for some integer number k, then (2 + k)ᾱ =β + kᾱ ∈R =S ∪ {0}, so 2 + k ∈ {0, ±1, ±2} and so k ∈ {−4, . . . , 0}. Now we are done considering the following relations:
Finally, we assume thatᾱ = ±2β. Then if k ∈ Z \ {0} and β + kα ∈ R, we get that (1 ± 2k)ᾱ ∈S ∪ {0} and so 1 ± 2k ∈ {±1, ±2}. Therefore k = ∓1. On the other hand asᾱ = ±2β, we have that r α (β) = β ∓ α. This completes the proof.
Step 3. β ∈ R im : If (α, β) = 0, then for k ∈ Z \ {0}, β + kα ∈ R if and only if β +kα ∈ R × re . So we are done using Step 2 because if γ := β +k 0 α ∈ R for some k 0 ∈ Z \ {0}, then {β + kα | k ∈ Z} ∩ R = {γ + kα | k ∈ Z} ∩ R. Next suppose (α, β) = (ᾱ,β) = 0. Considering Lemma 3.17, we have n := 2(α, β)/(α, α) ∈ {±1, ±2}. For k ∈ Z, (β + kα, β + kα) = 0 if and only if k ∈ {0, −n}. If n = ±1 and {β + kα | k ∈ Z} ∩ R = {β, β − nα}, we get the string property; also if β + rα ∈ R for some r ∈ Z \ {0, −n}, then γ := β + rα ∈ R × re and so we are done as before. Now suppose that n = ±2, then β − nα = r α (β) ∈ S im . Now as (β − nα, α) = (β, α) − n(α, α) = −(n/2)(α, α) = 0, we get that β − nα + tα ∈ S for some t ∈ {±1}, and so γ := β − nα + tα ∈ R. But (γ, γ) = 0 and so γ ∈ R × re which is enough to get the result as above. 
is a tame irreducible extended affine root supersystem. Conversely, each tame irreducible extended affine root supersystem arises in this manner.
Proof. We first mention that ifṘ is a locally finite root supersystem with Weyl groupẆ andṘ im = {0}, without loss of generality, we assumeṘ is one of the locally finite root supersystems in Theorem 3.11 or one of the locally finite root supersystems listed in Theorem 3.12.
, we takeṘ to be as in Example 3.10, in particular, we takeδ * to be α * as in Example 3.10 and so we haveṘ × im = ±Ẇδ * . For other types we fix a nonzeroδ * ∈Ṙ im and note that −δ * ∈Ẇδ * and soṘ × im =Ẇδ * . Now one can see that (3.21)
Now for the first implication, we note that we have
and
Therefore, we get that
by Lemma 3.17 and ifṘ is of types B(T, T ′ ), BC(T, T ′ ), B(1, T ) or B(T, 1), we have
by the classification of irreducible locally finite root supersystems. These all together imply that
So we get the result using Proposition 3.19 together with (3.21)-(3.23).
For the reverse implication, suppose that (A, (·, ·), R) is a tame irreducible extended affine root supersystem with R im = {0}, then by Lemma 3.17, (Ā, (·, ·)¯,R) is a locally finite root supersystem. In particular, by Lemma 3.8, (Ā re , (·, ·)¯r e ,R re ), whereĀ re := span ZRre and (·, ·)¯r e is the restriction of the form (·, ·)¯toĀ re ×Ā re , is a locally finite root system. So there is a subsetΠ ⊆ R × re such thatΠ is Z-linearly independent and
By Example 3.10, ifṘ is of imaginary type, then there is δ * ∈ R × im such that {δ * }∪Π is a Z-basis forĀ. SetΠ := Π ifR is of real type, Π ∪ {δ * } ifR is of imaginary type, and takeȦ := span ZΠ as well asṘ := {ȧ ∈Ȧ | ∃η ∈ A 0 ;ȧ + η ∈ R}. One can see that A =Ȧ ⊕ A 0 , and thatṘ is a locally finite root supersystem iṅ A isomorphic toR. Forα ∈Ṙ, set Sα := {η ∈ A 0 |α + η ∈ R}.
So R = ∪α ∈Ṙ (α + Sα). Without loss of generality by multiplying the form on (·, ·) to a nonzero scalar, we may assumeṘ is one of the locally finite root supersystems as in Theorems 3.11 and 3.12; in particular we may take δ * to beδ * as in the beginning of the proof. We next fix δ * ∈Ṙ × im ifṘ is of real type. Now ifα ∈Ṙ × re ,β ∈Ṙ, η ∈ Sα and ζ ∈ Sβ, we have
This means that
SupposeẆ is the Weyl group ofṘ and Now forẇ ∈Ẇ, if (δ * ,ẇδ * ) = 0 and δ * + σ + r(ẇδ * + τ ) ∈ R, for some r ∈ {±1}, σ ∈ S δ * and τ ∈ Sẇ δ * , we get δ * + rẇδ * ∈Ṙ and (3.25) S δ * + rSẇ δ * ⊆ S δ * +rẇδ * Also if (δ * ,α) = 0 for someα ∈Ṙ re and δ * + σ + r(α + τ ) ∈ R, for some r ∈ {±1}, σ ∈ S δ * and τ ∈ Sα, we get δ * + rα ∈Ṙ and
Now suppose thatṘ re = ⊕ n i=1Ṙ i re , where n = 2, 3, is the decomposition oḟ R re into irreducible subsystems as in Table . Then asΠ ⊆Ṙ, we get 0 ∈ Sα (α ∈Ṙ × re \∪ n i=1 (Ṙ i re ) ex ) and ifṘ is of imaginary type, then 0 ∈ S δ * . Therefore considering (3.24), for 1 ≤ i ≤ n andα,β ∈Ṙ i re such that (α,α) = (β,β), we have Sα = Sβ and that
We next set
We note that if δ ∈ R 0 , then there isα ∈Ṙ × and σ ∈ Sα such thatα + σ + δ ∈ R. This implies that σ + δ ∈ Sα, so δ ∈ Sα − Sα. This means that R 0 = ∪α ∈Ṙ × (Sα − Sα). Also as α ∈ R if and only if −α ∈ R, we get that
Moreover, ifṘ is of real type with X = A(ℓ, ℓ), −δ * ∈Ẇδ * , so we get that
Now (3.21) together with (3.25) and the fact that
Also by (3.22) and (3.26), for 1 ≤ i ≤ n,
and for 1 ≤ i ≤ n,
Moreover, for types B(1, T ) and B(T, 1), (3.24) implies that
These all together imply that (τ 1 , . . . , τ n , F ) is a super datum of type (Ṙ, G), where for 1 ≤ i ≤ n,
This completes the proof.
Root Graded Lie superalgebras
In 2002 and 2003, the authors in [5] - [7] introduced the notion of a root graded Lie superalgebra. In their sense, a root graded Lie superalgebra L contains a finite dimensional basic classical Lie superalgebra with a Cartan subalgebra H with respect to which L has a weight space decomposition satisfying certain properties. In 2004, E. Garcia and E. Neher [10] introduced the notion of a root graded Lie superalgebra in a different approach; in fact their definition is a generalization of the definition of a Lie algebra graded by a reduced locally finite root system. In this section, we also define a root graded Lie superalgebra; our definition is a generalization of both above definitions.
Definition 4.1. For a locally finite root supersystem R of type X. Define
and R 1 := R \ R 0 . We call elements of R 0 (resp. R 1 ) even (resp. odd) roots.
We note that for a locally finite root supersystem R, R 0 is a locally finite root system. 
• the support of L with respect to the R -grading is a subset of R,
• there is a full subsystem S of R such that for 0 = α ∈ S, there are 0 = e ∈ 0 L∩L α and 0 = f ∈ 0 L∩L −α with t α := [e, f ] ∈ L 0 \{0} and for β ∈ R and x ∈ L β , [t α , x] = (β, α)x (we call {t α | α ∈ S \ {0}} a set of toral elements and refer to S as a grading subsystem).
An (R, Λ)-graded Lie superalgebra is called fine if for i = 0, 1, the support L i with respect to the R -grading is a subset of R i ; also it is called H, (·, ·) ) is an admissible extended affine Lie superalgebra with irreducible root system R. Use the same notation as in Subsection 2.2; set A := span Z R and denote the form on H * restricted to A by (·, ·) as well. Suppose that¯: A −→ A/A 0 is the canonical projection map and takeR to be the image of R under the projection map "¯". Then the core L c of L is a (R, Λ)-graded Lie superalgebra for some torsion free abelian group Λ. Moreover, if L 0 ⊆ L 0 , then for i = 0, 1, the support (L c ) i with respect to the R -grading isR i .
Proof. Keeping the same notations as in Section 3, we know that there is a locally finite root supersystemṘ isomorphic toR such that R = ∪α ∈Ṙ (α + Sα). We note that since each root space is Z 2 -graded, L c is a Z 2 -graded subalgebra of L. Moreover, taking Λ to be the subgroup of A 0 generated by
So L c is equipped with a Ṙ -grading which is compatible with the Λ-grading on L c . Now seṫ S := Ṙ re \ {2α |α ∈Ṙ re \ {0}} ifṘ is of real typė R ifṘ is of imaginary type.
We know thatṠ ⊆ R and that forα ∈Ṡ \ {0}, Lα ⊆ 0 (L c )α and so there are e ∈ Lα ⊆ 0 (L c )α and ifα ∈Ṙ re and 2α ∈Ṙ, thenα+Sα ⊆ R 0 ; also ifα ∈Ṙ re and 2α ∈Ṙ, then 2α + S 2α ⊆ R 0 and ifα ∈Ṙ im , thenα + Sα ⊆ R 1 .
So to complete the proof of the claim, it is enough to show
We first consider type BC(T, T ′ ). We supposeṘ re =Ṙ 1 re ⊕Ṙ 2 re is the decomposition ofṘ into irreducible subsystemsṘ 1 re andṘ 2 re which are locally finite root systems of types BC(T ) and BC(T ′ ) respectively. Takė
We show that up to changing the role of 1, 2, ∪α ∈(Ṙ 1
such that [e α , e −α ] = 2t α /(α, α). Now suppose that ζ ∈ S ǫ i −δp and consider γ :
which is a contradiction, so {0} = [e α , L γ ] ⊆ L ǫ i +τ +ζ . Therefore,
But we know that S 1 + F ⊆ S 2 , S 2 + F ⊆ S 1 and F = −F, so we have
Similarly, we get that
A similar argument as above shows that if α = δ p + τ ∈ R 0 , then
and so without loss of generality, we assume
Next suppose X = B(T, T ′ ). We supposeṘ re =Ṙ 1 re ⊕Ṙ 2 re is the decomposition ofṘ into irreducible subsystemsṘ 1 re andṘ 2 re which are locally finite root systems of types B(T ) and BC(T ′ ) respectively. Takė R 1 re = {0, ±ǫ i , ±ǫ i ±ǫ j | i, j ∈ T, i = j} andṘ 2 re = {±δ p , ±δ p ±δ q | p, q ∈ T ′ }, then we know from Theorem 3.12 thatṘ im = {±ǫ i ± δ p | i ∈ T, p ∈ T ′ }. By (4.4), for i ∈ T, τ ∈ S ǫ i and α := ǫ i + τ ∈ R 0 . Fix i ∈ T, e α ∈ L α 0 and e −α ∈ L −α 0 such that [e α , e −α ] = 2t α /(α, α). Now suppose that p ∈ T ′ and ζ ∈ S −ǫ i +δp and consider γ := −ǫ i + δ p + ζ. We note that γ ∈ R 1 and that
which is a contradiction, so
and so we are done in this case as well. For Types B(1, T ), B(T, 1) and G(1, 2), we get the result similarly.
Lemma 4.5. Suppose that (Ȧ, (·, ·)˙,Ṙ) is a locally finite root supersystem, Λ is a torsion free abelian group and G = G 0 ⊕ G 1 = ⊕ λ∈Λ ⊕α ∈Ṙ λ Gα is an (Ṙ, Λ)-graded Lie superalgebra with a grading subsystemṠ and a set {tα |α ∈Ṡ \ {0}} of toral elements. Take T to be the linear span of {tα |α ∈Ṡ \ {0}}. Suppose that G is equipped with an even nondegenerate invariant suppersymmetric bilinear form (·, ·). Forα ∈Ṡ \ {0}, fix eα ∈ 0 Gα and fα ∈ 0 G −α such that tα = [eα, fα].
(i) Suppose that the form (·, ·) restricted to T is nondegenerate. Then for allα ∈Ṡ \ {0}, we have (eα, fα) = 0. Also ifα,β ∈Ṡ \ {0} are connected inṠ \ {0}, then (eα, fα) = (eβ, fβ); in particular, without loss of generality, we may assume (eα, e −α ) = 1.
(ii) Suppose thatṘ = ⊕ j∈JṘ (j) is the decomposition ofṘ into irreducible subsystems. Suppose that {α i | i ∈ I} ⊆Ṡ is such that {tα i | i ∈ I} is a basis for T. If j ∈ J andγ ∈Ṙ (j) ∩Ṡ \ {0}, then tγ ∈ span F {tα i |α i ∈ R (j) ∩ S \ {0}}. Moreover, if {r i | i ∈ I} ⊆ F with tγ = i∈I r i tα i , we havė γ = i∈I r iαi ∈ F ⊗ ZȦ (here we identifyȦ as a subset of F ⊗ ZȦ ); in particular, forβ ∈Ṙ, This means that rt − α∈Ṡ\{0} rαtα is an element of the center of G and so it is zero, i.e. rt = α∈Ṡ\{0} rαtα.
Theorem 4.7. Suppose that (Ȧ, (·, ·)˙,Ṙ) is a locally finite root supersystem and Λ is a torsion free abelian group. Suppose that G = ⊕ λ∈Λ ⊕α ∈Ṙ λ Gα is a centerless predivision (Ṙ, Λ)-graded Lie superalgebra, with a grading subsystemṠ, equipped with an even nondegenerate invariant suppersymmetric bilinear form (·, ·). Suppose that
• for λ, µ ∈ λ with λ + µ = 0, ( λ G, µ G) = {0}, • the form is nondegenerate on the span of a set of toral elements of G, then G is the centerless core of an extended affine Lie superalgebra. Then L = L 0 ⊕L 1 where L 0 := G 0 ⊕V ⊕V † and L 1 := G 1 is a Lie superalgebra and (·, ·) is an invariant nondegenerate supersymmetric even bilinear form. Forα ∈Ṡ \ {0}, we fix eα ∈ 0 Gα and fα ∈ 0 G −α such that tα = [eα, fα] and the form on T := span F {tα |α ∈Ṡ \ {0}} is nondegenerate. So by Lemma 4.5, without loss of generality, we may assume (eα, fα) = 1. We next set
We identify H * with T * ⊕ V * ⊕ (V † ) * in the usual manner. We also consider λ ∈ V as an element of H * by defining λ(t + v + d) = d(λ).
Claim 1. For i = 0, 1, L i has a weight space decomposition with respect to H with the set of weights {β + λ |β ∈Ṙ i , λ ∈ Λ, λ Gβ = {0}}, whereβ is defined as in (4.6): We know that For r 1 , . . . , r n ∈ F,β 1 , . . . ,β n ∈Ṡ ∪ {0},β ∈Ṙ, λ ∈ Λ and x ∈ λ Gβ i , we have so we get the result. Claim 2. Forα ∈Ṙ, λ ∈ Λ withα + λ = 0 and Lα +λ = {0}, there are e ∈ L˜α +λ and f ∈ L −α−λ with 0 = [e, f ] ∈ H : Since G is predivision, there are e ∈ λ Gα and f ∈ −λ G −α such that t := [e, f ] G ∈ G 0 \ {0} and for x ∈ σ Gβ, [t, x] G = (α,β)˙x. But since spam QṠ = Q ⊗ Z span ZṘ , there is a nonzero integer r ∈ Z such that rβ = α∈Ṡ\{0} rαα. So t = 1 r α∈Ṡ\{0} rαtα ∈ T by Lemma 4.5. So [e, f ] ∈ H \ {0}.
Claim 3. Ifα ∈Ṙ with (α,α)˙ = 0, then for all λ ∈ Λ and x ∈ λ Gα, ad x is locally nilpotent: Suppose thatβ ∈Ṙ, then there are at most two nonnegative integers withβ + nα ∈Ṙ im . So for large enough n, we have that eitherβ + nα ∈Ṙ re or it is not a root. If for some n 0 ,β + n 0α ∈Ṙ re , then (β + Zα) ∩Ṙ re is a subset of span Z {α,β + n 0α } ∩Ṙ re which is a finite set asṘ re is a locally finite root system. Therefore, there are just finitely many integer number n withβ + nα ∈Ṙ re and so there are just finitely many integer number n withβ + nα ∈Ṙ. Now it follows that ad x is locally nilpotent. This completes the proof.
