SELEST is a procedure for identifiability of parameters in which selection and estimation steps are simultaneous, ensuring a well-conditioned estimation problem for a subset of identifiable parameters. Nevertheless, since SELEST is based on local sensitivity analysis, the identifiability criteria are dependent on the parameters initial values, requiring intensive parameters evaluation. In order to improve the convergence of the algorithm, we propose to update the values of the selected parameters and their sensitivity submatrix when re-ranking the remaining parameters. Therefore, the parameters estimations are performed using more appropriate values than the initial estimates. Two cases studies illustrate the performance of the proposed procedure: a hypothetical model, and an enzymatic hydrolysis model. Results demonstrate that the proposed modifications improved the performance of the algorithm, reducing the computational time significantly.
Introduction
Procedures for identifiability of parameters deal with illposed estimation problems, selecting a subset of parameters that can be estimated when the simultaneous estimation of all model parameters is not possible [1] . In most identifiability procedures, parameters are ranked from most estimable to least estimable based on the model structure, the experimental data and the initial estimates of the parameters [2] . Unfortunately, initial estimates are seldom known, being usually adopted arbitrarily [1, 2] . When the identifiability measures are based on initial estimates, the parameters estimation will most likely provide biased new estimates.
In order to ensure that the selected parameters lead to a well-conditioned estimation problem, some identifiability procedures perform the selection and estimation steps simultaneously [3, 4] , updating the estimated values at each iteration [2] . SELEST [3, 4] is a procedure for identifiability of parameters in which selection and estimation steps are simultaneous, ensuring a well-conditioned estimation problem for a subset of identifiable parameters. However, the ranking of parameters does not change along the iterations of this procedure, and a selected parameter that cannot be estimated is replaced by the next parameter in the original ranking. The update in the ranking of nonselected parameters along the procedure may be interesting for SELEST, improving the selection of noncorrelated parameters, since the values of the selected parameters may be far away from the initial estimates. Besides, the estimation step is carried out using the initial values of the selected parameters, although estimated values are already known from previous steps. Updated values of the parameters in the estimation step may accelerate the convergence of the optimization method, since more adequate parameters values are used, according to the available experimental data.
In this work, we proposed some modifications in the SELEST identifiability algorithm, in order to improve its convergence. The original algorithm is briefly described in Section 2, and the proposed modifications are introduced in Section 3. Two models, presented and discussed in Section 4, were employed as case studies, a hypothetical model with known solution and a dynamic model for enzymatic hydrolysis containing large numbers of parameters.
Selection and Estimation -SELEST
SELEST is a numerical procedure for identifiability of parameters that performs the parameters selection and estimation simultaneously [3] . As most of the identifiability procedures reported in the literature, SELEST is based on two criteria: (i) magnitude -parameters influence on the prediction, and (ii) correlation -parameter influence on the outputs is undistinguished from the effects of other parameters.
The parameters magnitude is calculated by applying principal component analysis (PCA) to the local sensitivity matrix [5] . The parametric correlation is recursively calculated by computing the minimum distance between the sensitivity vectors of a candidate parameter and the parameters already selected for estimation [5] . Thus, by combining these two criteria, the SELEST generates a ranking of the parameters to be estimated, wherein each parameter candidate should fulfill degradation indexes ensuring that the selected parameters can be estimated. Theses metrics were also employed by Li et al. [5] , but without determine the optimum number of parameters to be selected for estimation.
SELEST uses as stop criteria, degradation indexes addressing the problem of the number of parameters that should be estimated based on two key aspects: (i) the variability of the prediction is expected to increaseprediction degradation index, and (ii) the linear independence between parameters is expected to decrease -parameter correlation degradation index.
Finally, the SELEST algorithm presents considerable programming effort and medium to low computational cost when compared to other procedures [1, 2, 5] .
Methodology
The SELEST algorithm is available in MATLAB ® . The lsqnonlin and ode23 packages were employed for parameters estimation procedure and dynamic model simulation, respectively.
In order to ensure a better and faster convergence, we proposed the following improvement in the SELEST algorithm:
• Proposal 1: Updating selected parameters values to their estimated values for each added parameter. This change is proposed in order to accelerate the convergence of numerical procedure, since the estimated values of the selected parameters are better than the initial estimates and the derivatives of the objective function regarding to this subset of parameters are close to zero. • Proposal 2: Recalculate sensitivity submatrix of the selected parameters in order to re-rank the remaining parameters. Because the values of the selected parameters may change after estimation, the correlation between the selected and remaining parameters may be better evaluated.
• Proposal 3: This proposal includes simultaneously all the changes described in the previous proposals.
All the modifications in the SELEST algorithm include a bound checking of the estimated parameters. Estimated values that are at their upper or lower bounds indicate unsuccessful estimation. Therefore, these parameters are removed from the set of selected parameters and placed to the last position in the ranking.
Two cases studies illustrate the performance of the proposed modifications in SELEST: (1) a hypothetical model [6] , and (2) an enzymatic hydrolysis model [7] [8] [9] . The hypothetical model presents a simple problem for parameter identifiability with known solution, composed of a linear model in the parameters and containing four parameters, being two of them correlated due to an inadequate experimental design. The enzymatic hydrolysis model corresponds to a challenge problem for parameter identifiability, described by a biological dynamic model containing 16 highly correlated parameters, given the scarce experimental data. For the second case study, the experimental data set and the initial estimates of the kinetic and adsorption parameters were obtained from Angarita et al. [9] 
Results and discussion
The proposals for SELEST improvement were implemented and applied to both case studies: hypothetical model and enzymatic hydrolysis model. The main results are presented and discussed as follows.
Hypothetical model
The simple hypothetical model is described by Equation 1. The chosen experimental design correlates completely and in such a way that this model can be rewritten according to Equation 2.
(1)
The true parameters values of the original model form a negative arithmetic progression {30, 25, 20, 15} from , to . The pseudo-experimental data for the vector were obtained from orthogonal experimental design. The values of the variable y were calculated from the original model, adding a random noise with normal distribution, zero mean and variance equal to 0.25. Due to the incomplete experimental design ( for all data points), correlating and , an adequate identifiability procedure should identify only one of these two parameters, keeping the other parameter in its initial estimate. The initial estimates for the parameters were: , , and The results for both original and modified SELEST algorithm were identical, with final objective value equal to 0.332. The ranking and estimated values of the selected parameters , and . As expected, the parameter was not selected, being kept at its initial estimate, due to its strong correlation with the parameter . Besides, according to the initial estimate of the parameter , its influence on the prediction is greater than the parameter .
Although the results were the same, the computational time was significantly reduced for proposal 1 and 3 as shown in Table 1 . The proposal 2 increased the computational time since the sensitivities were re-evaluated at each iteration, but since the problem is linear, the derivatives are constant and the recalculation of sensitivities had no gain to the algorithm. Whereas, with the proposal 1 there was a reduction of 36% when compared to the original SELEST, which indicates that the update in the parameters values along iterations is beneficial to this algorithm.
Langmuir-type isotherm
Enzyme adsorbed on cellulose
Enzyme adsorbed on hemicellulose
Substrate reactivity
Cellulose (C) to glucose (G) 
Cellobiose (G2) to glucose (G)
Hemicellulose (H) to xylose (X) 4 (3) 90.023 (3) 999.999+ (3) 1.247 (3) 18.998 (3) k 1ix 2.150 1.015 (7) 36.515 (7) 999.999+ (7) 0.890 (6) 0.572 (6) k 2r 8.810 0.229 (2) 0.512 (2) 0.252 (2) 0.234 (2) 0.233 (2) (5) 27.035 (5) 999.999+ (5) 999.999 (7) 999.999 (7) k 2ix 9.500×10 -2 0.666 (8) 0.674 (8) 999.999 (11) 0.649 (8) 0.652 (8) 3.396 (1) 3.010 (1) 0.364 (1) 0.364 (1) k 4ig2 16.250 996.859 (10) 793.666 (10) 999.999+ (8) ns ns k 4ig 4.000 995.582 (4) 3.972 (4) 4.523 (4) 997.705 (4) 999.999 (4) k 4ix 154.000 998.492 (6) 999.998 (6) 927.121 (6) 999.971 (9) 999.984 (9) 
Enzymatic hydrolysis model
The semi-mechanistic kinetic model used to describe the enzymatic hydrolysis of pre-treated sugarcane straw is describe by Equations 3 to 17 [8, 9] . This model considers one homogeneous reaction of cellobiose to glucose and two heterogeneous reactions of cellulose to cellobiose and cellulose to glucose. The Langmuir isotherm was used to model the enzyme adsorption on the substrate. The competitive enzyme inhibition by the products and the conversion of hemicellulose to xylose were also incorporated into the model. Table 2 presents the main results of the SELEST algorithms.
As expected, all the proposals accelerate the convergence, having smaller computational time when compared with the original algorithm, as can be seen in Table 2 . Also, the algorithms obtained different results, revealing the difficulty to identify the best set of estimable parameters, and the advantages of the proposal 1, 2 and 3 are evident in this case. The computational times for these proposals had reductions of 77%, 64% and 86%, respectively, with respect to the original algorithm. It is interesting to observe that the proposal 3, which combines the proposals 1 and 2 obtained the best computational time, suggesting that for nonlinear complex problems, both improvements are appealing.
Besides, one can observe that the original SELEST reaches a relatively low value of objective function, 38.424, when compared to the other algorithms; however, this result was achieved setting one parameter, k 3m , as identifiable, as well as other parameters through the intermediary iterations, even when this caused parameters to reach their bounds. In this case, the parameter could not be considered an identifiable parameter, since the derivative of the objective function regarding to this parameter is not zero and, therefore, the minimum is not characterized. Thus, in this case study, only for comparison purpose, it was proposed also checking if the parameters values were at their bounds for the Original SELEST, at each added parameter. When a modification was done in original SELEST to avoid such problem, column Original* in Table 2 , the performance of the SELEST was impaired: a higher value of the objective function was found, 70.936, and computational time was increased 38% in relation to the original algorithm.
Proposal 1, at each iteration, resulted in the selection of supposedly important parameters but causing poor estimations, because the values of one or more parameters reached their bounds. As the included parameter is deemed unidentifiable for that iteration, a new parameter is selected, and, as parameters keep being selected and unselected, more computational time was required to overcome this problem. Proposals 2 and 3 avoid the problem of parameters being stuck to their bounds. For better understanding the performance of the SELEST algorithms, the optimal values of the objective function for each new selected parameter are shown in Figure 1 . Due to the better parameter ranking promoted by updating the sensitivity matrix, proposals 2 and 3 have faster convergence to the final result. Both versions of the original algorithm do not have a strictly decreasing pattern. Instead, the value of the objective function oscillates as more parameters are selected. These oscillatory behaviors are better visualized observing the values of the estimated parameters, normalized by their final values, for each new selected parameter, showed in Figure 2 , in which the Original* algorithm presents smaller amplitude in the parameters variations. This oscillatory behavior is consequence of using fixed initial guess for the parameters at every iteration, where the increasing dimension of the objective function gradient may provide new search directions leading to different local minima. Moreover, the parameters becoming stuck to their bounds and inadequate selection of parameters due to the poor estimate of the sensitivity matrix also contribute to this behavior, being the former observed when comparing the Original algorithm with the modified version Original*.
Better stability of the parameters estimates is observed for proposals 1 and 3 in Figure 2 , reflected by the parameter updating strategy. The narrowest path of the parameters for proposal 3 shows the effectivity of this proposal in choosing the parameters due to both the updating of the sensitivity matrix and the parameters initial guess.
Conclusion
In this work we proposed modifications on the SELEST algorithm for identifiability of parameters in order to improve its convergence. The updates of the selected parameters values and the sensitivity matrix were performed, including the re-ranking of the remaining parameters. The proposed modifications improved the selection of non-correlated parameters, accelerating the convergence of the algorithm. For both case studies, hypothetical model and enzymatic hydrolysis dynamic model, improvement of the algorithm performance with significant reduction of the computational time were observed.
