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1. Introduction
Let Fq be the ﬁnite ﬁeld with q elements and let n be a positive integer co-prime to q. A cyclic
code C of length n over Fq is a linear subspace of Fnq with the property that if (a0,a1,a2, . . . ,
an−1) ∈ C , then the cyclic shift (an−1,a0,a1, . . . ,an−2) is also in C . A cyclic code C of length n over
Fq is also called a q-ary cyclic code of length n. We can also regard C as an ideal in the prin-
cipal ideal ring Rn := Fq[x]/〈xn − 1〉 under the vector space isomorphism from Fnq to Rn given by
(a0,a1, . . . ,an−1) → a0 + a1x + · · · + an−1xn−1. It is known that any ideal C in Rn is generated by a
unique monic polynomial g(x), which is a divisor of (xn − 1), called the generating polynomial of C .
A minimal ideal in Rn is called an irreducible cyclic code of length n over Fq .
If C is a cyclic code of length n over Fq and v ∈ C , then the weight of v , wt(v), is deﬁned to be
the number of non-zero coordinates in v . If A(n)w denotes the number of codewords in C of weight w ,
w  0, then the list A(n)0 , A
(n)
1 , . . . , A
(n)
n is called the weight distribution of C . The weight distribution
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some cases (see [1–7,9,10,12–14]). Ding [2] determined the weight distribution of q-ary irreducible
cyclic codes of length n provided 2  q
On(q)−1
n  4, where On(q) denotes the multiplicative order of
q modulo n. He also pointed out that the weight formulas become quite messy if q
On(q)−1
n  5 and
therefore ﬁnding the weight distribution of q-ary irreducible cyclic codes is a notoriously diﬃcult
problem.
In the previous paper [12], the authors, along with Raka, have determined the weight distribution
of all the irreducible cyclic codes of length 2m over Fq . In this paper, we determine the weight distri-
bution of all the irreducible cyclic codes of length pm over Fq , where p is an odd prime co-prime to
q and m 1 is an integer, in three different cases, when (i) the multiplicative order of q modulo pm
is φ(pm); (ii) the multiplicative order of q modulo pm is a power of p; (iii) the multiplicative order
of q modulo pm is twice a power of p. In Section 2, we list all the irreducible cyclic codes of length
pm over Fq and show that in order to determine the weight distribution of any of these codes, it is
suﬃcient to ﬁnd the weight distribution of the q-ary irreducible cyclic code of length pr , 1 r m,
which corresponds to the q-cyclotomic coset containing 1 (Theorem 1). In Section 3, we ﬁnd the
weight distribution of the irreducible cyclic code of length pr , 1  r m, which corresponds to the
q-cyclotomic coset containing 1 in the three different cases listed above (Theorems 2–4). Finally, in
Section 4, we also give some illustrative examples.
2. Irreducible cyclic codes and their weight distribution
Let Fq be the ﬁnite ﬁeld with q elements and let n be a positive integer co-prime to q. Let α
denote a primitive nth root of unity in some extension ﬁeld of Fq . For any integer s, 0  s  n − 1,
the q-cyclotomic coset of s modulo n is the set
Cs :=
{
s, sq, sq2, . . . , sqns−1
}
,
where ns is the least positive integer such that sqns ≡ s (mod n). Corresponding to the q-cyclotomic
coset Cs , deﬁne
M(n)s (x) :=
∏
j∈Cs
(
x− α j)
and
M(n)s := the ideal in Rn generated by x
n − 1
M(n)s (x)
.
It is known that M(n)s (x) is the minimal polynomial of α
s over Fq and M(n)s is an irreducible cyclic
code of length n over Fq , called the q-ary irreducible cyclic code of length n corresponding to the q-
cyclotomic coset Cs . Furthermore, if Cs1 ,Cs2 , . . . ,Csk are all the distinct q-cyclotomic cosets modulo n,
then M(n)s1 , M(n)s2 , . . . , M(n)sk are precisely all the distinct irreducible cyclic codes of length n over Fq .
For details, see [8, Chapters 7 and 8]. We have the following:
Theorem 1. Let Fq be the ﬁnite ﬁeld with q elements, p be an odd prime co-prime to q andm 1 be an integer.
Let g be a primitive root modulo pm.
(i) The codes M(pm)0 , M(p
m)
gk p j
, 0 j m − 1, 0 k φ(pm− j)O pm− j (q) − 1, are precisely all the distinct irreducible
cyclic codes of length pm over Fq, where φ denotes Euler’s Phi function.
(ii) All the non-zero codewords in M(pm)0 have weight pm.
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gk p j
is equivalent to the code M(pm)
p j
and therefore they have the same weight distribution.
(iv) M(pm)
p j
is the repetition code of the irreducible cyclic code M(pm− j)1 of length pm− j corresponding to the
q-cyclotomic coset containing 1, repeated p j times. Furthermore, for any w  0,
A(p
m)
w =
{
0 if p j does not divide w;
A(p
m− j)
w ′ if w = p jw ′, 0 w ′  pm− j,
where A(p
m)
w (resp. A
(pm− j)
w ), w  0, denote the weight distribution of M(p
m)
p j
(resp. M(pm− j)1 ).
Proof. By [11, Lemma 1], all the distinct q-cyclotomic cosets modulo pm are given by C0, Cgk p j ,
0 j m − 1, 0 k φ(pm− j)opm− j (q) − 1. Therefore, (i) follows. (ii) and (iii) are obvious. The proof of (iv) is
similar to that of Lemma 2 of [12]. 
It thus follows from the above theorem that the weight distribution of all the q-ary irreducible
cyclic codes of length pm can be determined from the weight distribution of q-ary irreducible cyclic
code M(pr )1 of length pr (1 r m), which corresponds to the q-cyclotomic coset containing 1.
3. The weight distribution ofM(pr)1 , 1 rm
Throughout this section, Fq denotes the ﬁnite ﬁeld with q elements, p an odd prime co-prime to
q and m 1, an integer. Let 1 r m be ﬁxed throughout. In this section, we determine the weight
distribution of q-ary irreducible cyclic code M(pr )1 of length pr corresponding to the q-cyclotomic
coset containing 1, in the following three different cases:
(i) the multiplicative order of q modulo pm is φ(pm);
(ii) the multiplicative order of q modulo pm is a power of p;
(iii) the multiplicative order of q modulo pm is twice a power of p.
3.1. The multiplicative order of q modulo pm is φ(pm)
We ﬁrst ﬁx some notations. Let Z denote the set of integers. For any t, ν ∈ Z, t  1 and ν  2, let
Pt(ν) :=
{
(ν1, ν2, . . . , νt) ∈ Zt
∣∣∣ 2 ν j  p for all j, t∑
j=1
ν j = ν
}
.
Given (ν1, ν2, . . . , νt) ∈ Pt(ν), set
L(ν1, ν2, . . . , νt) :=
{
(1, 2, . . . , t) ∈ Zt
∣∣∣  j  ν j − 2 for all j, t∑
j=1
 j  p − 2t
}
.
Given (1, 2, . . . , t) ∈ L(ν1, ν2, . . . , νt), put A(ν1, ν2, . . . , νt;1, 2, . . . , t) to be equal to
a(1,2,...,t )
(
1
ν − 2
)(
2
ν − 2
)
· · ·
(
t
ν − 2
)
(q − 1)t(q − 2)ν−2t,1 2 t
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a(1,2,...,t ) =
p−∑ti=1i−2t+1∑
k1=1
p−∑ti=2i−2(t−1)+1∑
k2=k1+1+2
· · ·
p−∑ti=t−1i−3∑
kt−1=kt−2+t−2+2
p−t−1∑
kt=kt−1+t−1+2
1. (1)
Deﬁnition 1. For any integer ν  0, deﬁne N(ν) to be equal to
1, if ν = 0;
0, if ν = 1 or ν  p + 1;∑
t1
∑
(ν1,ν2,...,νt )∈Pt (ν)
∑
(1,2,...,t )∈L(ν1,ν2,...,νt ) A(ν1, ν2, . . . , νt;1, 2, . . . , t), otherwise.
We are now ready to state
Theorem 2. Let Fq be the ﬁnite ﬁeld with q elements, p be an odd prime co-prime to q and m  1 be an
integer. If the multiplicative order of q modulo pm is φ(pm), then the weight distribution A(p
r)
w , w  0, of the
q-ary irreducible cyclic code M(pr )1 is given by
A(p
r)
w =
∑
N(w1)N(w2) · · ·N(wpr−1),
where the summation runs over all tuples (w1,w2, . . . ,wpr−1 ) of non-negative integers wi ’s satisfying∑pr−1
i=1 wi = w.
We need some preparation to prove this theorem.
Let ei , 1 i  pr , be the canonical basis of Fp
r
q .
Lemma 1. If the multiplicative order of q modulo pm is φ(pm), then the generating polynomial of M(pr )1 is
xp
r−1 − 1, and the vectors
ei+pr−1 − ei, 1 i  (p − 1)pr−1,
constitute a basis of M(pr )1 over Fq.
Proof. Let α be a primitive pr th root of unity in some extension of Fq . Then the generating poly-
nomial g(x) of M(pr )1 is x
pr −1
Mα(x)
with Mα(x) =∏ j∈C1 (x − α j), where C1 is the q-cyclotomic coset of
1 modulo pr . Observe that the multiplicative order of q modulo pm is φ(pm) and 1  r m yields
that the multiplicative order of q modulo pr is φ(pr) = (p − 1)pr−1. Therefore, the q-cyclotomic coset
modulo pr containing 1 is {1,q,q2, . . . ,q(p−1)pr−1−1}, which is a reduced residue system modulo pr .
As a result, the roots of Mα(x) are precisely all the primitive pr th roots of unity. Also note that the
roots of the polynomial x
pr −1
xpr−1−1 = 1+x
pr−1 +x2pr−1 +· · ·+x(p−1)pr−1 are also precisely all the primitive
pr th roots of unity, which gives Mα(x) = xp
r −1
xpr−1−1 and hence g(x) = x
pr−1 − 1. Now, by [8, Chapter 7,
Theorem 1], M(pr )1 is the subspace of Rpr spanned by g(x), xg(x), . . . , x(p−1)p
r−1−1g(x). But under the
standard isomorphism from Rpr to F
pr
q , x
i−1g(x) corresponds to ei+pr−1 − ei for each i, which proves
the result. 
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r
q spanned by
ei+ jpr−1 − ei+( j−1)pr−1 , 1 j  p − 1.
Deﬁnition 2. We say that a vector v ∈ Vi is a nice vector if
v =
k+∑
j=k
α j(ei+ jpr−1 − ei+( j−1)pr−1),
where 0 
= α j ∈ Fq , k  1,  0, k +  p − 1. The integer  is called the length of v denoted (v);
k is called the initial point of v , denoted by I(v); and k +  is called the end point of v , denoted by
E(v).
Deﬁnition 3. Let v1, v2, . . . , vt ∈ Vi . We say that v1, v2, . . . , vt is a chain in Vi if each v j , 1 j  t ,
is a nice vector and I(v j) E(v j−1) + 2 for 2 j  t .
Remark 1.
(i) If v1, v2, . . . , vt is a chain in Vi , then wt(
∑t
j=1 v j) =
∑t
j=1wt(v j).
(ii) Any v ∈ Vi can be written as v =∑tj=1 v j , where v1, v2, . . . , vt is a chain in Vi .
Lemma 2.
(i) If 0 
= v ∈ Vi , then 2wt(v) p.
(ii) If v ∈ Vi is a nice vector of length , then 2wt(v)  + 2.
(iii) If , k, ν are integers satisfying 0  p − 1, 1 k  p −  − 1 and 2 ν   + 2, then the number
of nice vectors in V i of length , weight ν and initial point k is
( 
ν−2
)
(q − 1)(q − 2)ν−2 . (Note that this
number is independent of the choice of the initial point and i.)
Proof. (i) Let v ∈ Vi . Then
v =
p−1∑
j=1
α j(ei+ jpr−1 − ei+( j−1)pr−1)
= −α1ei + αp−1ei+(p−1)pr−1 +
p−2∑
j=1
(α j − α j+1)ei+ jpr−1 , (2)
α j ∈ Fq . If v 
= 0, then at least one α j 
= 0, which gives wt(v)  2. Also it is clear from (2) that
wt(v) p. This proves (i).
(ii) is similar to (i).
(iii) If v ∈ Vi is a nice vector of length , weight ν and I(v) = k, then
v =
k+∑
j=k
α j(ei+ jpr−1 − ei+( j−1)pr−1)
= −αkei+(k−1)pr−1 + αk+ei+(k+)pr−1 +
k+−1∑
j=k
(α j − α j+1)ei+ jpr−1 ,
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= α j ∈ Fq , k j  k+ . Now observe that the weight of v is ν if and only if out of a total of
 differences α j − α j+1 (k  j  k +  − 1), exactly (ν − 2) are non-zero, which happens if and only
if there exist i1, i2, . . . , iν−2, k i1 < i2 < · · · < iν−2  k+  − 1 such that αk = αk+1 = · · · = αi1 ,αi1 
=
αi1+1,αi1+1 = αi1+2 = · · · = αi2 ,αi2 
= αi2+1, . . . ,αiν−2 
= αiν−2+1,αiν−2+1 = · · · = αk+ . It can be seen
that the total number of choices of such a nice vector v is
( 
ν−2
)
(q − 1)(q − 2)ν−2. 
Lemma 3. Let 1 i  pr−1 . Given an integer ν satisfying 2 ν  p, there are precisely N(ν) elements in V i
having weight ν .
Proof. Let A(ν) denote the set of all codewords in Vi having weight ν . For any t  1, (ν1, ν2, . . . , νt) ∈
Pt(ν), and (1, 2, . . . , t) ∈ L(ν1, ν2, . . . , νt), let
Vi(ν1, ν2, . . . , νt;1, 2, . . . , t) :=
{
t∑
j=1
v j
∣∣∣ v1, v2, . . . , vt is a chain in Viwt(v j) = ν j, (v j) =  j, 1 j  t
}
.
We assert that
A(ν) =
⋃
t1
⋃
(ν1,ν2,...,νt )∈Pt (ν)
⋃
(1,2,...,t )∈L(ν1,ν2,...,νt )
Vi(ν1, ν2, . . . , νt;1, 2, . . . , t), (3)
and moreover, this union is disjoint. It follows from Remark 1(i), that the right-hand side of (3) is
contained in the left-hand side. Now, let v ∈ A(ν). By Remark 1, v =∑tj=1 v j, where v1, v2, . . . , vt is
a chain in Vi and ν = wt(v) =∑tj=1wt(v j). Let ν j = wt(v j) and  j = (v j). By Lemma 2, 2 ν j  p,
 j  ν j − 2 for all j. Also ∑tj=1  j =∑tj=1(E(v j) − I(v j)) =∑tj=2(E(v j−1) − I(v j)) + E(vt) − I(v1)
p−2t , as I(v1) 1, E(vt) p−1 and I(v j)− E(v j−1) 2. This gives (1, 2, . . . , t) ∈ L(ν1, ν2, . . . , νt)
and v ∈ Vi(ν1, ν2, . . . , νt;1, 2, . . . , t), which proves the assertion (3). It is clear that the union in
the right-hand side of (3) is disjoint.
We next assert that |Vi(ν1, ν2, . . . , νt;1, 2, . . . , t)| equals
a(1,2,...,t )
(
1
ν1 − 2
)(
2
ν2 − 2
)
· · ·
(
t
νt − 2
)
(q − 1)t(q − 2)ν−2t, (4)
where a(l1,l2,...,lt ) is as given in Eq. (1). In order to ﬁnd |Vi(ν1, ν2, . . . , νt;1, 2, . . . , t)|, we need to
ﬁnd the number of chains v1, v2, . . . , vt in Vi such that wt(v j) = ν j and (v j) =  j for all j. Let
k j = I(v j). Then, k1  1, kt + t  p − 1 and k j−1 +  j−1 + 2 k j for 2 j  t . This gives
1 k1  p −
t∑
i=1
i − 2t + 1,
k1 + 1 + 2 k2  p −
t∑
i=2
i − 2(t − 1) + 1,
· · ·
kt−2 + t−2 + 2 kt−1  p −
t∑
i=t−1
i − 3,
kt−1 + t−1 + 2 kt  p − t − 1.
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p−∑ti=1i−2t+1∑
k1=1
p−∑ti=2i−2(t−1)+1∑
k2=k1+1+2
· · ·
p−∑ti=t−1i−3∑
kt−1=kt−2+t−2+2
p−t−1∑
kt=kt−1+t−1+2
1,
which is equal to a(1,2,...,t ) . By Lemma 2(iii), the number of nice vectors v j of length  j , weight
ν j and having a ﬁxed initial point k j , is given by
(  j
ν j−2
)
(q − 1)(q − 2)ν j−2 for each j, 1  j  t .
Consequently, the total number of vectors in Vi(ν1, ν2, . . . , νt;1, 2, . . . , t) is given by
a(1,2,...,t )
(
1
ν1 − 2
)(
2
ν2 − 2
)
· · ·
(
t
νt − 2
)
(q − 1)t(q − 2)ν−2t,
which proves the assertion (4). The lemma now immediately follows from (3) and (4). 
We are now ready to prove Theorem 2.
Proof of Theorem 2. Let w  0 and let A(w) denote the codewords in M(pr )1 having weight w . For
any tuple (w1,w2, . . . ,wpr−1 ) of non-negative integers wi ’s satisfying
∑pr−1
i=1 wi = w , deﬁne
S(w1,w2,...,wpr−1 ) =
{ pr−1∑
i=1
ci
∣∣∣ ci ∈ Vi, wt(ci) = wi, 1 i  pr−1
}
.
It follows from Lemma 1 and the deﬁnition of Vi ’s that A(w) =⋃S(w1,w2,...,wpr−1 ) , where the
union runs over all tuples (w1,w2, . . . ,wpr−1 ) of integers wi ’s satisfying wi  0 and
∑pr−1
i=1 wi = w ,
and also it is clear that the union is disjoint. Therefore,
A(p
r)
w =
∣∣∣⋃S(w1,w2,...,wpr−1 )
∣∣∣=∑ |S(w1,w2,...,wpr−1 )|.
But |S(w1,w2,...,wpr−1 )| = N1(w1)N2(w2) · · ·Npr−1 (wpr−1 ), where Ni(wi) is the number of codewords
in Vi having weight wi . However, by Lemma 3, Ni(wi) equals N(wi) for any i, which completes the
proof. 
3.2. The multiplicative order of q modulo pm is a power of p
Theorem 3. Let Fq be the ﬁnite ﬁeld with q elements, p be an odd prime co-prime to q andm 1 be an integer.
Suppose that the multiplicative order of q modulo pm is pd for some integer d (note that 0 d <m). Then, if
(i) r m − d, the only possible non-zero weight in M(pr )1 is pr , which is attained by all its q − 1 non-zero
codewords.
(ii) r >m − d, the weight distribution A(pr )w , w  0, of M(p
r )
1 is given by
A(p
r)
w =
{
0 if pm−d does not divide w;(
pr−(m−d)
w ′
)
(q − 1)w ′ if w = pm−dw ′, 0 w ′  pr−(m−d).
In order to prove Theorem 3, we ﬁrst prove the following:
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given by
O pr (q) =
{
1 if r m − d;
pr−(m−d) if r >m − d.
Proof. First we assert that
O pm−d (q) = 1. (5)
To prove this, let O pm−d (q) = t . Working, as in [11, Lemma 1], we get O pm (q) = tpd . As it is given that
O pm (q) = pd , we get t = 1, which proves (5).
If r  m − d, then by (5), we have O pr (q) = 1. For the case r > m − d, working again as in
[11, Lemma 1], we obtain that O pr (q) = pr−(m−d) . This proves the lemma. 
Lemma 5. Let p, q, m, d be as in Theorem 3. If r >m − d, then there exists a primitive pm−dth root of unity
β ∈ Fq, such that the vectors
pm−d−1∑
j=0
β j+1ei+ jpr−(m−d) , 1 i  pr−(m−d),
constitute a basis of M(pr )1 over Fq.
Proof. By Lemma 4, the q-cyclotomic coset modulo pr containing 1 is {1,q,q2, . . . ,qpr−(m−d)−1}. There-
fore α,αq,αq
2
, . . . ,αq
pr−(m−d)−1 are precisely all the roots of the minimal polynomial of α over Fq .
We also observe that xp
r−(m−d) − αpr−(m−d) ∈ Fq[x] and α,αq,αq2 , . . . ,αqp
r−(m−d)−1 are precisely all
its roots. Therefore, xp
r−(m−d) − αpr−(m−d) is the minimal polynomial of α over Fq and hence the
generating polynomial g(x) of M(pr )1 is x
pr −1
xpr−(m−d)−αpr−(m−d) = β + β
2xp
r−(m−d) + β3x2pr−(m−d) + · · · +
β p
m−d−1x(pm−d−2)pr−(m−d) + x(pm−d−1)pr−(m−d) , where β = α−pr−(m−d) . Now, as a vector subspace of Rpr ,
M(pr )1 is spanned by g(x), xg(x), . . . , xp
r−(m−d)−1g(x). Since, under the standard isomorphism from Rpr
to Fq p
r
, xi−1g(x) corresponds to
∑pm−d−1
j=0 β
j+1ei+ jpr−(m−d) for 1 i  pr−(m−d) , the result follows. 
Proof of Theorem 3. (i) Let α be a primitive pr th root of unity in some extension of Fq . If r m − d,
by Lemma 4, the multiplicative order of q modulo pr is 1. Therefore αq−1 = 1, i.e., α ∈ Fq and the
minimal polynomial of α over Fq is x−α. Hence M(p
r)
1 is a 1-dimensional subspace of F
pr
q generated
by x
pr −1
x−α = αp
r−1 + αpr−2x + αpr−3x2 + · · · + αxpr−2 + xpr−1 and therefore every codeword of M(pr )1
is a scalar multiple of αp
r−1 + αpr−2x + αpr−3x2 + · · · + αxpr−2 + xpr−1. This implies that the only
possible non-zero weight in M(pr )1 is pr , which is attained by all its (q − 1) non-zero codewords.
(ii) If r > m − d, by Lemma 5, any codeword c ∈ M(pr )1 can be written as c =∑pr−(m−d)
i=1
∑pm−d−1
j=0 αiβ
j+1ei+ jpr−(m−d) , αi ∈ Fq . Clearly, wt(c) is pm−dw ′ , where w ′ is the number of
non-zero αi ’s. Thus A
(pr)
w = 0 if pm−d does not divide w . Moreover a codeword in M(p
r )
1 has weight
w = pm−dw ′ if and only if it is a linear combination of any w ′ basis vectors over Fq out of a total
pr−(m−d) basis vectors of M(pr)1 . This implies that there are
(
pr−(m−d)
w ′
)
(q − 1)w ′ codewords in M(pr )1
having weight pm−dw ′ , which proves the theorem. 
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We now determine the weight distribution of M(pr )1 , when O pm (q) = 2pd for some d  0. As
O pm (q) is a divisor of φ(pm), we have dm − 1. Let u = min(r,m − d). For any integer ν  0, deﬁne
n(ν) :=
⎧⎪⎨
⎪⎩
1 if ν = 0;
(q − 1)pu if ν = pu − 1;
(q − 1)(q − pu + 1) if ν = pu;
0 otherwise.
In this case, we have the following:
Theorem 4. The weight distribution A(p
r)
w , w  0, of M(p
r )
1 is given by
A(p
r)
w =
∑
n(w1)n(w2) · · ·n(wpr−u ),
where the summation runs over all tuples (w1,w2, . . . ,wpr−u ) of non-negative integers wi ’s satisfying w1 +
w2 + · · · + wpr−u = w.
Lemma 6. Let p, q, m, d be as above. Then
O pr (q) =
{
2 if r m − d;
2pr−(m−d) if r >m − d.
Proof. Proof is similar to that of Lemma 4. 
Lemma 7. Let p, q, m, d, u be as above. There exist non-zero b0,b1, . . . ,bpu−2 ∈ Fq such that the following
vectors
i :=
pu−2∑
j=0
b jei+ jpr−u , 1 i  2pr−u,
constitute a basis of M(pr )1 over Fq.
Proof. By Lemma 6, the q-cyclotomic coset modulo pr containing 1 is {1,q,q2, . . . ,q2pr−u−1}. There-
fore, if α is a primitive pr th root of unity in some extension of Fq , then α,αq, . . . ,αq
2pr−u−1
are
precisely all the zeros of the minimal polynomial of α over Fq . We observe that
(i) xp
r−u − αpr−u ∈ Fq2 [x] and α,αq2 , . . . ,αq2p
r−u−2
are precisely all its zeros; and
(ii) xp
r−u − αpr−uq ∈ Fq2 [x] and αq,αq3 , . . . ,αq2p
r−u−1
are precisely all its zeros.
As a consequence,
(
xp
r−u − αpr−u )(xpr−u − αpr−uq)= x2pr−u − (αpr−u + αpr−uq)xpr−u + 1
is the minimal polynomial of α over Fq . Thus the generating polynomial g(x) of the minimal ideal
M(pr )1 is x
pr −1
2pr−u pr−u pr−uq pr−u . By division algorithm, we havex −(α +α )x +1
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pr − 1
x2pr−u − (αpr−u + αpr−uq)xpr−u + 1
= b0 + b1xpr−u + b2x2pr−u + · · · + bpu−2x(pu−2)pr−u ,
where
b0 = −1, b1 = −
(
αp
r−u + αpr−uq),
bi −
(
αp
r−u + αpr−uq)bi−1 + bi−2 = 0 for 2 i  pu − 2,
and
bpu−3 = αpr−u + αpr−uq, bpu−2 = 1.
On solving the above recurrence relation, we get that
bi = −(α
pr−u )(i+1) + (αpr−u )q(i+1)
αp
r−u − αpr−uq . (6)
We claim that all the bi ’s are non-zero. Note that bi = 0 if and only if (αpr−u )(q−1)(i+1) = 1, which
holds if and only if (q−1)(i+1) ≡ 0 (mod pu), as αpr−u is a primitive puth root of unity. By Lemma 6,
q − 1 is not divisible by p. Therefore, we get (i + 1) ≡ 0 (mod pu). But this is not possible, because
1 i + 1 pu − 1 < pu . This proves the claim.
Now, M(pr)1 is spanned by g(x), xg(x), . . . , x2p
r−u−1g(x) and under the standard isomorphism from
Rpr to F
pr
q , x
i−1g(x) corresponds to i for 1 i  2pr−u , the result follows. 
For 1 i  pr−u , let
Ui := the subspace of Fp
r
q generated by i and i+pr−u .
Lemma 8. For any ν  0, the number of codewords in Ui of weight ν is n(ν).
Proof. It is enough to show that the only possible non-zero weights in Ui are pu − 1 and pu , and
that there are precisely (q − 1)pu and (q − 1)(q − pu + 1) codewords in Ui having weight pu − 1 and
pu respectively. Let c ∈ Ui be a non-zero codeword. Then there exist α1,α2 ∈ Fq , not both zero, such
that
c = α1i + α2i+pr−u
= α1b0ei + α2bpu−2ei+(pu−1)pr−u +
pu−2∑
j=1
(α1b j + α2b j−1)ei+ jpr−u .
Case I. One of the α1 or α2 is zero.
If α1 = 0, then wt(c) = wt(i+pr−u ) = pu − 1. Similarly, if α2 = 0, then wt(c) = wt(i) = pu − 1.
Note that there are a total of 2(q − 1) such codewords in Ui .
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We assert that among the possible non-zero entries α1b0, α1b j +α2b j−1 (1 j  pu −2), α2bpu−2
of c, at most one of the entries can be zero.
Clearly, α1b0 and α2bpu−2 can’t be zero. If α1b j +α2b j−1 = 0 and α1bk +α2bk−1 = 0 for some j, k,
1 j < k pu − 2, then α1(b jbk−1 − bkb j−1) = 0. But, using (6), we have b jbk−1 − bkb j−1 = −bk− j−1,
which gives −α1bk− j−1 = 0. This gives a contradiction, since both α1 and bk− j−1 are non-zero. This
proves our assertion.
As a consequence of the assertion, the weight of c is either pu or pu − 1. However wt(c) =
pu − 1 if and only if α2 = −α1b jb−1j−1 for some j, 1  j  pu − 2. Since −α1b1b−10 ,−α1b2b−11 , . . . ,
−α1bpu−2b−1pu−3 are all distinct, we get that, for each choice of α1, there are pu − 2 choices of α2.
Hence there are (q − 1)(pu − 2) codewords c having weight pu − 1 with α1 and α2 both non-zero.
The remaining (q − 1)2 − (q − 1)(pu − 2) codewords have weight pu .
Combining the two cases, the result follows. 
Proof of Theorem 4. Let w  0. For any tuple (w1,w2, . . . ,wpr−u ) of non-negative integers wi ’s sat-
isfying
∑pr−u
i=1 wi = w , deﬁne
S(w1,w2,...,wpr−u ) =
{ pr−u∑
i=1
ci
∣∣∣ ci ∈ Ui, wt(ci) = wi, 1 i  pr−u
}
.
It follows from Lemma 7 and the deﬁnition of U ′is that
⋃S(w1,w2,...,wpr−1 ) is precisely the set of
all the elements in M(pr )1 having weight w , where the union runs over all tuples (w1,w2, . . . ,wpr−u )
of non-negative integers wi ’s satisfying
∑pr−u
i=1 wi = w . It is easily seen that the union is disjoint.
Therefore,
A(p
r)
w =
∣∣∣⋃S(w1,w2,...,wpr−1 )
∣∣∣=∑ |S(w1,w2,...,wpr−1 )|.
But |S(w1,w2,...,wpr−1 )| = N1(w1)N2(w2) · · ·Npr−1 (wpr−1 ), where Ni(wi) is the number of codewords
in Ui having weight wi . However, by Lemma 8, Ni(wi) equals n(wi) for all i, which completes the
proof. 
4. Some examples
In this section, we determine the weight distribution of the ternary irreducible cyclic codes M(25)1
and M(49)1 , 7-ary irreducible cyclic code M(3
r )
1 (r  1), binary irreducible cyclic code M(9)1 and the
quaternary code M(25)1 .
4.1. Example 1
Let p = 5, r = 2 and q = 3. As the multiplicative order of 3 modulo 25 is φ(25), we apply Theo-
rem 2 to compute the weight distribution A(25)0 , A
(25)
1 , . . . , A
(25)
25 of the ternary code M(25)1 . For this
purpose, we ﬁrst compute the numbers N(ν), ν  0. By Deﬁnition 1, N(0) = 1 and N(ν) = 0 if ν = 1
or ν  6. We now compute N(2), N(3), N(4) and N(5). In this case, by (1), we have
a(1) = 4− 1 and a(1,2) =
(2− 1 − 2)(3− 1 − 2)
.
2
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N(2) =
3∑
1=0
A(2;1) =
3∑
1=0
a(1)
(
1
0
)
(q − 1) = 20,
N(3) =
3∑
1=1
A(3;1) =
3∑
1=1
a(1)
(
1
1
)
(q − 1) = 20,
N(4) =
3∑
1=2
A(4;1) +
1+21∑
10, 20
A(2,2;1, 2)
=
3∑
1=1
a(1)
(
1
2
)
(q − 1) +
1+21∑
10, 20
a(1,2)
(
1
0
)(
2
0
)
(q − 1)2 = 30,
N(5) =
∑
1=3
A(5;1) +
1+21∑
10, 21
A(2,3;1, 2) +
1+21∑
11, 20
A(3,2;1, 2)
= a(3)(q − 1) + a(0,1)(q − 1)2 + a(1,0)(q − 1)2 = 10.
Now Theorem 1 gives the weight distribution of the ternary irreducible cyclic code M(25)1 :
A(25)0 = N(0) = 1,
A(25)1 = 0,
A(25)2 =
5!
4!N(2) = 100,
A(25)3 =
5!
4!N(3) = 100,
A(25)4 =
5!
4!N(4) +
5!
2!3!N(2)
2 = 4150,
A(25)5 =
5!
4!N(5) +
5!
3!N(2)N(3) = 8050,
A(25)6 =
5!
3!N(2)N(4) +
5!
2!3!N(3)
2 + 5!
2!3!N(2)
3 = 96000,
A(25)7 =
5!
3!N(2)N(5) +
5!
3!N(3)N(4) +
5!
2!2!N(2)
2N(3) = 256000,
A(25)8 =
5!
3!N(3)N(5) +
5!
2!3!N(4)
2 + 5!
2!2!N(2)
2N(4) + 5!
2!2!N(2)N(3)
2 + 5!
4!N(2)
4
= 1413000,
A(25)9 =
5!
3!N(4)N(5) +
5!
2!2!N(2)
2N(5) + 5!
2!N(2)N(3)N(4) +
5!
2!3!N(3)
3
+ 5!N(2)3N(3) = 4126000,
3!
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5!
2!3!N(5)
2 + 5!
2!N(2)N(3)N(5) +
5!
2!2!N(2)N(4)
2 + 5!
2!2!N(3)
2N(4)
+ 5!
3!N(2)
3N(4) + 5!
2!2!N(2)
2N(3)2 + 5!
5!N(2)
5 = 13941000,
A(25)11 =
5!
2!N(2)N(4)N(5) +
5!
2!2!N(3)
2N(5) + 5!
3!N(2)
3N(5) + 5!
2!2!N(3)N(4)
2
+ 5!
2!N(2)
2N(3)N(4) + 5!
3!N(2)N(3)
3 + 5!
4!N(2)
4N(3) = 36220000,
A(25)12 =
5!
2!2!N(2)N(5)
2 + 5!
2!N(3)N(4)N(5) +
5!
2!N(2)
2N(3)N(5) + 5!
2!3!N(4)
3
+ 5!
2!2!N(2)
2N(4)2 + 5!
2!N(2)N(3)
2N(4) + 5!
4!N(2)
4N(4) + 5!
4!N(3)
4
+ 5!
2!3!N(2)
3N(3)2 = 87490000,
A(25)13 =
5!
2!2!N(3)N(5)
2 + 5!
2!2!N(4)
2N(5) + 5!
2!N(2)
2N(4)N(5) + 5!
2!N(2)N(3)
2N(5)
+ 5!
4!N(2)
4N(5) + 5!
2!N(2)N(3)N(4)
2 + 5!
3!N(3)
3N(4) + 5!
3!N(2)
3N(3)N(4)
+ 5!
2!3!N(2)
2N(3)3 = 174730000,
A(25)14 =
5!
2!2!N(4)N(5)
2 + 5!
2!2!N(2)
2N(5)2 + 5!N(2)N(3)N(4)N(5) + 5!
3!N(3)
3N(5)
+ 5!
3!N(2)
3N(3)N(5) + 5!
3!N(2)N(4)
3 + 5!
2!2!N(3)
2N(4)2 + 5!
2!3!N(2)
3N(4)2
+ 5!
2!2!N(2)
2N(3)2N(4) + 5!
4!N(2)N(3)
4 = 302890000,
A(25)15 =
5!
2!3!N(5)
3 + 5!
2!N(2)N(3)N(5)
2 + 5!
2!N(2)N(4)
2N(5) + 5!
2!N(3)
2N(4)N(5)
+ 5!
3!N(2)
3N(4)N(5) + 5!
2!2!N(2)
2N(3)2N(5) + 5!
3!N(3)N(4)
3
+ 5!
2!2!N(2)
2N(3)N(4)2 + 5!
3!N(2)N(3)
3N(4) + N(3)5 = 442410000,
A(25)16 =
5!
2!N(2)N(4)N(5)
2 + 5!
2!2!N(3)
2N(5)2 + 5!
3!2!N(2)
3N(5)2 + 5!
2!N(3)N(4)
2N(5)
+ 5!
2!N(2)
2N(3)N(4)N(5) + 5!
3!N(2)N(3)
3N(5) + 5!
4!N(4)
4 + 5!
2!3!N(2)
2N(4)3
+ 5!
2!2!N(2)N(3)
2N(4)2 + 5!
4!N(3)
4N(4) = 551650000,
A(25)17 =
5!
3!N(2)N(5)
3 + 5!
2!N(3)N(4)N(5)
2 + 5!
2!2!N(2)
2N(3)N(5)2 + 5!
3!N(4)
3N(5)
+ 5!
2!2!N(2)
2N(4)2N(5) + 5!
2!N(2)N(3)
2N(4)N(5) + 5!
4!N(3)
4N(5)
+ 5!N(4)3N(2)N(3) + 5! N(3)3N(4)2 = 581400000,
3! 2!3!
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5!
3!N(3)N(5)
3 + 5!
2!2!N(4)
2N(5)2 + 5!
2!2!N(2)
2N(4)N(5)2 + 5!
2!2!N(2)N(3)
2N(5)2
+ 5!
2!N(2)N(3)N(4)
2N(5) + 5!
3!N(3)
3N(4)N(5) + 5!
4!N(2)N(4)
4
+ 5!
2!3!N(3)
2N(4)3 = 516100000,
A(25)19 =
5!
3!N(4)N(5)
3 + 5!
2!3!N(2)
2N(5)3 + 5!
2!N(2)N(3)N(4)N(5)
2 + 5!
2!3!N(3)
3N(5)2
+ 5!
3!N(2)N(4)
3N(5) + 5!
2!2!N(3)
2N(4)2N(5) + 5!
4!N(3)N(4)
4 = 381600000,
A(25)20 =
5!
4!N(5)
4 + 5!
3!N(2)N(3)N(5)
3 + 5!
2!2!N(2)N(4)
2N(5)2 + 5!
2!2!N(3)
2N(4)N(5)2
+ 5!
3!N(3)N(4)
3N(5) + N(4)5 = 230350000,
A(25)21 =
5!
3!N(2)N(4)N(5)
3 + 5!
2!3!N(3)
2N(5)3 + 5!
2!2!N(3)N(4)
2N(5)2 + 5!
4!N(4)
4N(5)
= 110500000,
A(25)22 =
5!
4!N(2)N(5)
4 + 5!
3!N(3)N(4)N(5)
3 + 5!
2!3!N(4)
3N(5)2 = 40000000,
A(25)23 =
5!
4!N(3)N(5)
4 + 5!
2!3!N(4)
2N(5)3 = 10000000,
A(25)24 =
5!
4!N(4)N(5)
4 = 1500000,
A(25)25 = N(5)5 = 100000.
4.2. Example 2
Let p = 3, r be a positive integer and q = 7. As the multiplicative order of 7 modulo 3m is 3m−1,
which is a power of 3, we apply Theorem 3 to compute the weight distribution of 7-ary irreducible
cyclic code M(3r )1 . Note that d = m − 1 in this case. By Theorem 3, we see that the only possible
non-zero weight in M(3)1 is 3, which is attained by all its 6 non-zero codewords. If r  2, the weight
distribution of M(3r )1 is given by
A(3
r)
i =
{
0 if 3 does not divide i,( 3r−1
j
)
(q − 1) j if i = 3 j, 0 j  3r−1.
4.3. Example 3
Let p = 7, r = 2 and q = 3. The multiplicative order of 3 modulo 49 is φ(49). Working as in
Example 1, we obtain the weight distribution of the ternary code M(49)1 , which is given by Table 1.
4.4. Example 4
Let p = 3, r = 2 and q = 2. Here the multiplicative order of 2 modulo 3m is 2 · 3m−1. Therefore
in order to compute the weight distribution of the binary irreducible cyclic code M(9)1 , we apply
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Weight distribution ofM(49)1 .
i A(49)i i A
(49)
i
0 1 25 969910063683593760
1 0 26 1790654838803056800
2 294 27 3050493737697029120
3 490 28 4793122232822019600
4 38514 29 6941199803483517600
5 124950 30 9254706084292721024
6 3067498 31 11344812587392058880
7 13953534 32 12763686491853906336
8 171229716 33 13151206405405332320
9 908996648 34 12377857222547767776
10 7200970812 35 10609256118069155232
11 38882658360 36 8251031985292980352
12 232647415364 37 5797561455260475264
13 1163267772576 38 3661514559604696704
14 5704586281212 39 2065636048964212480
15 25130378918120 40 1033039033643991360
16 104131710308136 41 453660994824554496
17 395598403779768 42 172850452904003392
18 1393909113195312 43 56252464760236416
19 4522134086000496 44 15312974670266112
20 13545368019542520 45 3386935883520000
21 37393735711741080 46 583349898055680
22 95230303830994752 47 73157815084032
23 223690731469716672 48 5917176220032
24 484865793817864368 49 230539333248
Theorem 4. Note that u = 1 in this case. By Theorem 4, the weight distribution A(9)w , 0  w  9, of
the binary code M(9)1 is given by
A(9)w =
∑
n(w1)n(w2)n(w3),
where the summation runs over all tuples (w1,w2,w3) of integers wi ’s satisfying w1+w2+w3 = w ,
wi  0 for each i, and
n(wi) =
{
1 if wi = 0,
3 if wi = 2,
0 otherwise.
After a little calculation, we see that A(9)0 = 1, A(9)2 = 3!2!n(2) = 9, A(9)4 = 3!2!n(2)2 = 27, A(9)6 = n(2)3 =
27 and A(9)1 = A(9)3 = A(9)5 = A(9)7 = A(9)8 = A(9)9 = 0. (Note that as the multiplicative order of 2 modulo
3m is φ(3m), we can also compute the weight distribution of M(9)1 using Theorem 2.)
4.5. Example 5
Let p = 5, r = 2 and q = 4. The multiplicative order of 4 modulo 5m is 2 · 5m−1. To compute the
weight distribution of the quaternary irreducible cyclic code M(25)1 , we apply Theorem 4. Note that
u = 1 in this case. By Theorem 4, the weight distribution A(25)w , 0 w  25, of the quaternary code
M(25)1 is given by
A(25)w =
∑
n(w1)n(w2)n(w3)n(w4)n(w5),
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w3 + w4 + w5 = w , wi  0 for each i, and
n(wi) =
{
1 if wi = 0,
15 if wi = 4,
0 otherwise.
This gives A(25)0 = 1, A(25)4 = 5!4!n(4) = 75, A(25)8 = 5!2!3!n(4)2 = 2250, A(25)12 = 5!2!3!n(4)3 = 33750, A(25)16 =
5!
4!n(4)
4 = 253125, A(25)20 = n(4)5 = 759375, and the remaining A(25)w ’s are equal to zero.
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