Seek time is the amount of time needed to move a head to the correct radial position and typically ranges from systems, the CPU performs a memory-to-memory copy over a high-speed memory bus from the operating system buffers to buffers in the application's address space.
Technology Trends
Much of the motivation for disk arrays comes from the current trends in disk technology.
As Table 2 Each square corresponds to a stripe unit. Each column of squares corresponds to a disk. PO computes the parity over stripe units O, 1,2, and 3; PI computes parity over stripe units 4, 5, 6, and 7; etc. Lee and Katz [ 1991b] show that the left-symmetric parity distribution has the best performance.
Only the minimum repeating pattern is shown.
manner.
In particular, P + Q redundant disk arrays also perform small write operations using a read-modify-write procedure, except that instead of four disk accesses per write requests, P + Q redundant disk arrays require six disk accesses due to the need to update both the "P and "Q" information.
Performance and Cost Comparisons
The three primary metrics in the evaluation of disk arrays are reliability, performance, and cost. RAID levels O through 6 cover a wide range of tradeoffs among these metrics.
It is important to consider all three metrics to understand fully the value and cost of each disk array organization. In this section, we compare RAID levels O through 6 based on performance and cost. The following section examines reliability y. the storage efficiency is equal to the performance/cost metric for large writes. Figure  5 graphs the performance/cost metrics from Table 3 with a group size of two. Note that for small writes, RAID levels 3, 5, and 6 are equally cost effective at small group sizes, but as group size increases, RAID levels 5 and 6 become better alternatives. metrics from Table 3 on the same graph for each of the RAID levels 3, 5, and 6. This makes the performance/cost tradeoffs explicit in choosing an appropriate parity group size. Section 4.4 addresses how to choose the unit of striping.
Reliability
Reliability is as important a metric to many 1/0 systems as performance and cost, and it is perhaps the main reason for the popularity of redundant disk arrays, This section starts by reviewing the basic reliability provided by a block-interleaved parity disk array and then lists three factors that can undermine the potential reliability of disk arrays. 
is the mean-timeto-failure (MTTF) of a single disk, MTTR( disk) is the mean-time-to-repair (MTTR) of a single disk, N is the total number of disks in the disk array, and G is the parity group size. For illustration purposes, let us assume we have 100 disks that each had a mean time to failure of 200,000 hours and a mean time to repair of one hour. If we organized these 100 disks into parity groups of average size 16, then the mean time to failure of the system would be an astounding 3000 years. Mean times to failure of this magnitude lower the chances of failure over any given period of time.
For a disk array with two redundant disk per parity group, such as P + Q redundancy, the mean time to failure is MTTDL is the mean time to data loss. The 10-year failure rate is the percent chance of data loss in a 10-year period, For numeric calculations, the parity group size, G, is equal to 16, and the user data capacity is equal to 100 data disks. Note that the total number of disks in the system, N, is equal to the number of data disks times G/(G -1). MTTDL is the mean time to data loss. The 10-year failure rate is the percent chance of data loss in a 10-year period. For numeric calculations, the parity group size, G, is equal to 16, and the user data capacity is equal to 100 data disks. Note that the total number of disks in the system, N, is equal to the number of data disks times G/(G -2). Machines. RAID technology has found application in all major computer system segments, including supercomputing, mainframes, minicomputers, workstation file servers, and PC file servers. We highlight some of these systems in the following subsections.
Thinking Machines Corporation ScaleArray
The TMC ScaleArray is a RAID level 3 for the CM-5, which is a massively parallel processor (MPP 
