Formal uncertainty and sensitivity analysis techniques enable hydrologic modelers to quantify the range of likely outcomes, likelihood of each outcome and an assessment of key contributors to output uncertainty. Such information is an improvement over standard deterministic point estimates for making engineering decisions under uncertainty. This paper provides an overview of various uncertainty analysis techniques that permit mapping model input uncertainty into uncertainty in model predictions. These include Monte Carlo simulation, first-order secondmoment analysis, point estimate method, logic tree analysis and first-order reliability method.
† uncertainty propagation-which involves translating the uncertainty in model inputs into the corresponding uncertainty in model outputs, and † uncertainty importance assessment-which involves determining the key drivers of output uncertainty.
In the context of probabilistic modeling, "uncertainty analysis" generally includes both uncertainty characterization and propagation, whereas "sensitivity analysis" generally refers to the assessment of uncertainty importance. Uncertainty analysis thus allows capturing the full spectrum of information regarding uncertain and variable factors, and estimating distributions around model predictions. Sensitivity analysis, on the other hand, enables identifying key input parameters that contribute the most to the model's predictive uncertainty.
The objective of this paper is to provide an overview of practical uncertainty and sensitivity analysis techniques that can be readily applied to hydrologic modeling studies.
A brief theoretical discussion is provided for each of the techniques, along with illustrative examples. Finally, two case studies are presented to demonstrate the challenges in applying these methods to real-life problems.
UNCERTAINTY ANALYSIS TECHNIQUES
As noted earlier, uncertainty analysis involves characterizing uncertainty in model inputs via probability distributions, and propagating these via system models into corresponding uncertainties in model outcomes. In hydrologic applications, uncertainty analysis is often taken to be synonymous with Monte Carlo simulation (MCS). In the MCS methodology, multiple model calculations are performed with parameter values drawn randomly from specified probability distributions to compute the probability distribution of model outputs of interest (e.g. Ang & Tang 1984) . Although MCS provides the greatest versatility in uncertainty propagation studies, it may not be the most efficient when: (a) parameter uncertainty is poorly defined, (b) forward models are computation intensive or (c) outcomes of interest are limited in number (Mishra 2003) .
In this section, a systematic approach is first outlined for MCS applications. The motivation here is to reinforce the point that there is more to MCS than simple random sampling, multiple model runs and aggregation of results.
Similar ideas have been recently presented in the risk assessment literature (EPA 1997) . Next, alternative uncertainty analysis techniques that complement MCS are described-along with their advantages and limitations.
Monte Carlo simulation (MCS)
Application of the MCS methodology for uncertainty analysis involves the following steps: † Selecting imprecisely known model input parameters to be sampled. † Assigning ranges and probability distributions for each of these parameters. † Generating many sample sets (realizations) with random values of model parameters. † Running the model for all realizations to estimate uncertainty in model outcomes.
The goal of the first step, i.e. selection of uncertain inputs, is to identify and retain only those input variables that have the greatest impact on the outcomes of interest. It should be carried out using subjective judgment, standard one-parameter-at-a-time sensitivity analysis or randomized one-parameter-at-a-time screening (e.g. Morris 1991) . Eliminating redundant uncertain inputs from the sampled set generally helps focus data-collection efforts and improves the stability and reliability of probabilistic model results (EPA 1997) . It also facilitates robust statistical model building of input -output relationships during the sensitivity analysis phase needed to identify key drivers of output uncertainty (Mishra & Knowlton 2003) .
The second step, i.e. characterization of uncertain inputs using probability distributions, is a key element in producing a defensible uncertainty analysis study. Unfortunately, a systematic approach to distribution assignment often appears to be ignored in the hydrologic modeling literature. Such a methodology is described in detail by Mishra (2002) and involves the following components:
forces the analyst to be maximally uncertain with respect to unknown information. † Assessing subjective distributions using formal expert elicitation protocols (e.g. Keeny & von Winterfeld 1991) . A key feature of such protocols is the assessment of selected values (e.g., min, max, median, 10th -90th percentiles, 25th -75th percentiles) and their bases rather than parameters of named distributions (e.g. normal). † Combining prior information, such as expert elicitation, with new data, such as field measurements using Bayesian updating (e.g. Benjamin & Cornell 1970 ).
The third step, i.e. parameter sampling, requires selecting an appropriate sampling scheme. The two common choices are purely random sampling (often erroneously referred to as Monte Carlo sampling) and Latin Hypercube sampling (LHS). As the name implies, purely random sampling is a straightforward process and is described in detail in standard references (e.g. Tung & Yen 2005) . LHS, which was originally developed for nuclear waste disposal risk analysis applications (McKay et al. 1979) , is less well known in the hydrologic literature. It is a stratified sampling procedure which involves dividing the range for each input into strata of equal probability, picking one value from each interval and randomly combining values picked for different variables.
Compared to purely random sampling, LHS provides more uniform space-filling coverage of the parameter space.
LHS also results in faster convergence for mean and standard deviation of the output-especially if the number of samples is small (as is likely to be the case with many computationally demanding hydrologic models). The restricted pairing technique (Iman & Conover 1982) , when used in conjunction with LHS, allows preserving any specified correlation structure between uncertain inputs as well as eliminating spurious input-input correlations.
The fourth step, i.e. multiple model computations, first involves ensuring that enough simulations have been performed to obtain a stable solution. One widely used rule of thumb for selecting an optimal sample size in LHS in order to obtain a stable mean is the (4/3)N rule (Iman & Helton 1985) , where N is the number of uncertain inputs. However, additional runs may be required if tail percentiles are to be used as the performance metrics of interest. A graphical comparison of output CDFs using multiple sample sizes, supplemented by the Kolmogorov -Smirnov test (e.g. Press et al. 1992) , can also be utilized to evaluate the adequacy of using a smaller sample size.
Once an appropriate sample size has been selected, parametric and non-parametric estimates of the reliability in the model output can be determined. For example, error bars on the expected value of the output can be approximated using the central limit theorem (e.g. Benjamin & Cornell 1970) or simulated via bootstrap techniques (e.g. Tung & Yen 2005) . Replicate sample sets generated using different random seeds are sometimes used to provide uncertain bounds on model output statistics (Helton 1993) .
MCS results are generally presented in the form of
CDFs and/or histograms. For time-dependent models, the CDF can be extracted at different time slices. Uncertainty in the time history can also be presented as running 95% and 5% confidence intervals around the mean or median timedependent outcome of interest. Box plots are also a popular graphical tool for displaying model results, especially when comparing the behavior of different models and/or modeling scenarios. Other common output statistics include the value at a given probability level (e.g. 95th percentile) or the exceedance probability associated with a target outcome (e.g. risk level of 10 26 ).
As noted earlier, MCS provides the greatest flexibility for uncertainty propagation so long as data are available to properly define the probability distributions of uncertain inputs, and the model can be run multiple times (e.g. and mildly nonlinear problems (Mishra & Parker 1989; James & Oldenberg 1997) .
Point estimate method (PEM)
Although the FOSM technique is conceptual simple, its practical applicability is limited for nonlinear models or for models where numerical computation of derivatives could be burdensome. To overcome these limitations of FOSM and to provide an efficient method for relating the statistical moments of the inputs to the moments of the output, the point estimate method (PEM) was proposed by Harr (1989) . In this method, the model is evaluated at a discrete set of points in the uncertain parameter space, with the mean and variance of model predictions computed using weighted averages of these functional evaluations.
The starting point in PEM is the estimation of the eigenvalues (l i ) and eigenvectors (e ij ) of the correlation matrix for the uncertain variables. Each variable, x j , is then perturbed around its mean by a factor, Dx j :
where N is the number of uncertain variables and s denotes the standard deviation. The method thus results in 2N point estimates of the model, based on which the output mean is computed as follows:
and the output variance is computed from
by noting the relationship: V ½F ¼ E½F 2 2 ðE½FÞ 2 . Here (5) and (6), it has been noted that in many cases the eigentransformation of the correlation matrix results in only a few dominant eigenvalues (Harr 1989 ). Thus, it is possible to use this subset of eigenvalues for uncertainty propagation without any significant loss of accuracy.
In summary, the PEM approach is a derivative-free alternative to FOSM for estimating the mean and variance of uncertain model outputs (see Figure 1 ). The original PEM algorithm of Harr (1989) was designed for correlated random variables with normal distributions. Chang et al.
(1997) describe a methodology for extending this method to problems involving multivariate non-normal random variables. Unlu et al. (1995) and Mishra (2000) provide comparative assessments of FOSM and PEM for uncertainty propagation using subsurface flow and transport models.
Logic tree analysis (LTA)
Logic tree analysis (LTA) is particularly useful for uncertainty propagation when parameter uncertainty is described using a limited number of probable states (e.g. high, medium, low values) and their likelihoods. Logic trees (also known as probability trees) combine individual scenarios resulting from uncertain discrete events and/or parameter states. As such, they may be recognized as a special case of decision trees containing only chance nodes but no decision nodes (Morgan & Henrion 1990) .
The logic tree is ordered such that independent effects are placed to the upstream (left) side and dependent effects are organized to the downstream (right) side. Each branch is assigned a probability, conditional on the values of the previous branches leading to that node. All possibilities must be considered in building the logic tree, such that probabilities for branches originating from each node sum to 1.
Consider a simple groundwater contaminant transport modeling problem involving two uncertain inputs-source concentration (s) and groundwater velocity (v). Uncertainty in the source node is represented by two values, s1
and s2, with probabilities P1 and P2, respectively.
Uncertainty in the velocity node is also represented by two values, v1 and v2. These values have conditional probabilities ranging from P3 to P6, depending on which branch of the source node they are attached to. Each path from the root to an end branch (or terminal node) of the tree represents a feasible scenario. The four feasible scenarios for this system can be enumerated as: (s1,v1), (s1,v2), (s2,v1) and (s2,v2). The probability of each scenario is the product of conditional probabilities of the branches along that path.
The logic tree thus organizes various parameter combinations and their probabilities. Given this information, the computation of the consequence for each of the discrete combinations is a straightforward task. The results can be organized in terms of a table or graph of sorted discrete outcomes versus the corresponding summed probabilities.
Such a "risk profile" is equivalent to a cumulative distribution of model output generated via MCS.
In summary, the LTA methodology is a useful alternative to MCS when uncertainty characterization is based on a limited number of possibilities (as in the case of expert elicitation). Given the combinatorial nature of the algorithm, it can only handle a limited number of uncertain inputs and is often useful in screening-type analyses. An example application of the LTA methodology is in risk assessments of the potential nuclear waste repository at Yucca Mountain, NV (Kessler & McGuire 1999) . 
First-order reliability method (FORM)
Although MCS can produce the full distribution of model output, such detailed information may not be necessary when the probability associated with only a limited number of "target" states (e.g. regulatory concentration limit) is of interest. An alternative to MCS for such purposes is the first-order reliability method (FORM), originally developed in the field of structural reliability (e.g. Ang & Tang 1984; Madsen et al. 1986 ).
In FORM, the goal is to evaluate the probability of the outcome of interest, F, exceeding some prescribed target, in terms of the limit-state function, g [·] :
where x is the vector of input parameters in the model, F(x).
The FORM solution involves first transforming the elements of x into a set of uncorrelated, standardized normal variables, U. The limit-state surface, g(U ) ¼ 0, is then approximated by a tangent hyperplane at the point closest to the origin, which is also known as the "most probable point" or "design point". The coordinates of this point are obtained by solving the nonlinear minimization problem:
which leads to a first-order approximation of the exceedance probability, P p , as
where F(·) is the standard normal CDF and b, also known as the reliability index, is the distance from the origin to the approximating tangent hyperplane in the transformed U-space. The reliability index can also be conceptualized as the separation between the origin and the limit-state surface measured in units of standard deviation (e.g. Ang & Tang 1984) .
In practical applications of FORM, one specifies a target outcome and computes the associated exceedance probability. This is equivalent to locating one point on the cumulative distribution function (CDF), i.e. a graph of model outcome, F, vs. cumulative probability, P, where
Repeating this process for other "target states"
provides multiple pairs of outcome and cumulative probability values, from which the full CDF of model outcome can be constructed and compared against conventional
Monte Carlo simulation results.
In summary, FORM can be an efficient alternative to MCS or LTA for computing the probability of a limited number of outcomes of interest (see Figure 2) . However, when the system model is nonlinear and/or uncertain inputs have large variance, higher-order approximations to FORM may be required to obtain accurate estimates of exceedance probabilities (Madsen et al. 1986 ). In such cases, reliability-based methods provide no particular advantage over MCS. FORM has been applied for uncertainty analyses in a variety of hydrological problems (Sitar et al. 1987; Melching 1992; Hamed et al. 1995; Xiang & Mishra 1997) . Stepwise regression analysis A popular framework for uncertainty importance analysis involves building a multivariate linear rank regression model of the form (1996) , who applied it to a subsurface stormflow model, and Muleta & Nicklow (2005) , who applied it to a watershed model.
SENSITIVITY ANALYSIS TECHNIQUES
y ¼ b 0 þ j X b j x jð10Þ
Entropy (mutual information) analysis
Since the concept of correlation and regression is strictly 
Here p ij is the probability of outcomes corresponding to both state x i and state y j , while p i· is the probability of outcomes corresponding to state x i alone and p ·j is the probability of outcomes corresponding to state y j alone.
A useful measure of importance defined on the basis of mutual information is the so-called R-statistic ( In summary, the entropy-based measure R-statistic is a very general tool for quantifying the strength of an association, even in non-linear and/or non-monotonic cases. (2003) show how important nonmonotonic patterns, missed by stepwise regression analysis, can be readily identified using entropy analysis (see Figure 3) .
Mishra & Knowlton

Classification tree analysis
Sensitivity analyses based on stepwise regression or mutual information concepts are typically applied to the entire spectrum of input -output data. However, specialized approaches may be required for examining small subsets low migration distance may be useful.
A binary decision tree is at the heart of classification tree analysis. The decision tree is generated by recursively finding the variable splits that best separate the output into groups where a single category dominates. For each successive fork of the binary decision tree, the algorithm searches through the variables one by one to find the purest split within each variable. The splits are then compared among all the variables to find the best split for that fork.
The process is repeated until all groups contain a single category. In general, the variables that are chosen by the algorithm for the first several splits are the most important, with less important variables involved in the splitting near the terminal end of the tree.
One commonly used tree-building methodology is based on a probability model approach (Venables & Ripley 1997) . Classifiers at each node are selected based on an overall maximum reduction in deviance, for all possible binary splits over all the input variables. The deviance at a given node i is
where p ik is the probability distribution at node i over the classes k, and n ik is the number of cases (y values) assigned to k at i. The probabilities are unknown, but can be estimated from the proportions at each node, i.e.
p ik ¼ n ik /n i . The reduction in deviance from splitting node s into nodes t and u would then be
n tk log n tk n s n sk n t þ n uk log n uk n s n sk n u !
The classification tree is built by successively taking the maximum reduction in deviance over all the allowed splits of the leaves to determine the next split. Termination occurs when the number of cases at a node drops below a set minimum, or when the maximum possible reduction in deviance for splitting a particular node drops below a set minimum.
In summary, classification tree analysis is a powerful tool for determining variable importance for categorical problems (see Figure 4) . Based on data availability, a variety of techniques was used for uncertainty characterization of these parameters.
A log-normal distribution was fitted for CEPSC using 10 data points from the literature. is illustrated in Figure 6 . Also shown here is the CDF for a sample size of 100, which shows a less stable response compared to the 250 sample cases. Such simple graphical comparisons can be used to provide confidence that an appropriate sample size was used in the MCS process.
The The strong correlation between TP load and SQOLIM2
is clearly evident in the scatter plot presented in Figure 8 .
This highlights the need to constrain the range of SQOLIM2 using as much information and/or real data as possible in order to minimize model prediction uncertainty.
The sensitivity analysis results for total phosphorus were confirmed using a conditional analysis where the most important parameter SQOLIM2 was fixed at its median value. As expected, Figure 9 shows the corresponding reduction in output uncertainty, indicated by the narrowing in the range of the CDF.
In summary, this case study demonstrates how uncertainty and sensitivity analysis techniques can be applied in a systematic manner to field-scale hydrologic models. When the model is reasonably linear and well-behaved, and input uncertainties are not too large, FOSM is a viable alternative to MCS for uncertainty propagation. In the absence of non-monotonic input -output patterns, stepwise regression analysis yields robust rankings of variable importance. Uncertain input parameters were taken to be Manning's coefficient, detention storage, vegetation coefficient, extinction depth and storativity for two major land use types.
These variables were each prescribed a distribution based on standard approaches discussed earlier, including a review of available literature, model calibration data from analogous regions, known constraints and expert judgment.
Topographic uncertainty was characterized using "low", Output uncertainty was also calculated using FOSM.
Recall that numerical derivatives (estimated using a forward-difference approximation) are usually required to calculate the variance in the output. However, single-point derivatives were found to be inaccurate for all output metrics-thus requiring considerably more model simulations to generate stable (multi-point) derivatives. The FOSM analysis was carried out for all of the variables, with the exception of topography, since categorical variables are not amenable to derivative calculations. As shown in Figure 12 , the means from FOSM and MCS agree reasonable well, whereas the standard deviation is different by a factor of 2-most likely due to the skewness in the output distribution.
With respect to sensitivity analysis, the output uncertainty was found to be dominated by a single variable, vegetation coefficient. This result was consistent across both classification tree and stepwise regression analysis, and will not be discussed further.
In summary, this case study demonstrates how uncertainty analysis can be challenging in some hydrologic models, primarily due to the nonlinear and discontinuous nature of the output metrics of interest. It also points to the need for verifying the stability of numerical derivatives prior to applying FOSM-especially if FOSM is the only technique chosen for uncertainty propagation.
SUMMARY AND CONCLUDING REMARKS
Uncertainty should be routinely incorporated in the analyses of hydrologic systems to improve the quality of engineering inputs for decision-making purposes. To this end, it is desirable to adopt a systematic framework for uncertainty and sensitivity analysis that is rigorously conditioned to the quality and quantity of available data, and the objectives of the study.
For uncertainty analysis, MCS is the strategy of choice because it is more general and requires fewer assumptions than other methods discussed in this paper-although it can be more data-and computation-intensive. The two case studies presented in this paper indicate the differences in response between a "well-behaved" model and a "challenging" model. In particular, they highlight the need for cross-checking probabilistic model outputs when the model response exhibits discontinuity or large fluctuations in its response. In other words, it is useful to ensure that there is minimal uncertainty about the uncertainty analysis results. In conclusion, ignoring the ubiquity of uncertainty or using ad hoc approaches in modeling natural systems can only compromise the quality of engineering decisionmaking. As Pliny the Elder has observed, "The only certainty is uncertainty".
