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Abstract
In this paper, we explore the following question. Given a trigonometric polynomial
q(z1, . . . , zd ) of several variables that is non-negative on the d-torus, how does one best
approximate q with a (possibly outer) single modulus square? Our answer will lie in the notion
of an outer component, which coincides with the outer factor in the case of one variable. The
outer component may be computed numerically using semidefinite programming. We shall
derive some properties of outer components, as well as pose some open problems.
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1. Introduction
The Riesz–Fejér lemma is directly and indirectly responsible for several useful
considerations in systems theory, filtering, fast equation solvers, and other areas of
interest. This result, that any degree n non-negative trigonometric polynomial on the
unit circle is of the form |p(z)|2 for an outer polynomial p(z) of degree n, fails to
generalize to two or more variables. In fact, not every non-negative trigonometric
polynomial q allows the representation
k∑
i=1
|pi(z)|2, (1)
where pi(z) = pi(z1, . . . , zd) are polynomials with degree pi ≤ degree q; see [3,
15] who proved this using Hilbert’s result [10]. If one does not put degree restric-
tions on the pi but still require them to be polynomials, it was shown in [5] that a
strictly positive trigonometric polynomial allows the representation (1). For the sin-
gular case, the question is still open. When one goes beyond polynomials, allowing
for pi to have infinite support in some halfspace, one may write any positive q as
q = |p1|2, see [2,8]. This leads to prediction error filters with infinite support, see
[11].
In this paper, we explore the following question. Given a non-negative trigono-
metric polynomial q(z) that allows a representation of the form (1) (we shall loosely
refer to such a q as a sum of squares), how does one best approximate q(z) with
a (possibly outer) single modulus square (of the same degree)? This question was
inspired by the one-variable filter design procedure where one prescribes the squared
magnitude response function of the filter (e.g., for the purpose of making it low-pass)
and subsequently performs an outer factorization to obtain the filter. This last step
is in the multivariable case in general impossible, in which case one would settle
for a good approximation. In our solution we propose this approximation to be the
so-called outer component of the trigonometric polynomial q. We shall introduce its
definition, show that it generalizes the notion of outer factor, and derive some of its
properties. In addition, we shall pose several questions for which no resolution exists
yet.
1.1. Notation and definitions
The notation ⊗ stands for the matrix Kronecker product, i.e.,
(aij )
r s
i=1,j=1 ⊗ B = (aijB)r si=1,j=1.
We shall use the following vectors and matrices frequently:
πn(w) = [ 1 w · · · wn ]T, (2)
(i)(n1,...,nd )(w) = In1+1 ⊗ · · · ⊗ Ini−1+1 ⊗ πni (w)⊗ Ini+1+1 ⊗ · · · Ind+1, (3)
ψ(n1,...,nd )(z1, . . . , zd) = πn1(z1)⊗ · · · ⊗ πnd (zd). (4)
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Here Im stands for the m×m identity matrix. In addition, we shall use the linear
transformations T ∗ and T (i)∗ which map matrices to scalar valued and matrix valued
trigonometric polynomials, respectively, as follows:
T ∗(Y ) = q ⇐⇒ q(z) = ψ(n1,...,nd )(z−1)TYψ(n1,...,nd )(z), z ∈ (C\{0})d ,
(5)
T (i)∗(Y ) = Q ⇐⇒ Q(w) = (i)(w−1)TY(i)(w), w ∈ C\{0}. (6)
As usual we have the following notation:
T = {z ∈ C : |z| = 1}, D = {z ∈ C : |z| < 1},  = √−1,
A  0 ⇐⇒ A is positive semidefinite.
We shall use the convention that when the trigonometric polynomial q(z) is of the
form
q(z1, . . . , zd) =
n1∑
l1=−n1
· · ·
nd∑
ld=−nd
q(l1,...,ld )z
l1
1 , . . . , z
ld
d , q(l1,...,ld ) ∈ C,
we say that q is of degree (n1, . . . , nd). Since we do not require any coefficients of
q to be non-zero, the notion of degree is used somewhat loosely but should not lead
to confusion. The same use of terminology applies to polynomials. In other words, a
polynomial of degree (n1, . . . , nd) is an expression of the form
p(z1, . . . , zd) =
n1∑
l1=0
· · ·
nd∑
ld=0
p(l1,...,ld )z
l1
1 , . . . , z
ld
d , p(l1,...,ld ) ∈ C.
2. The outer component
Let q(z1, . . . , zd) be a trigonometric polynomial of several variables of degree
(n1, . . . , nd) that may be written as
q(z1, . . . , zd) =
k∑
i=1
|pi(z1, . . . , zd)|2, (z1, . . . , zd) ∈ Td, (7)
where k is some integer and p1, . . . , pk are polynomials of degree (n1, . . . , nd). We
shall refer to the trigonometric polynomials that may be written in the form (7) as
“sums of squares”.
Definition 1. The outer component p0(z1, . . . , zd; q) = p0(z1, . . . , zd) of q(z) as
above is defined to be the unique polynomial of degree (n1, . . . , nd) so that
Outer1: (7) implies |pi(0, . . . , 0)|  p0(0, . . . , 0);
Outer2: (7) and |pi(0, . . . , 0)| = p0(0, . . . , 0) imply
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Td
|pi(z)|2 dz12z1 · · ·
dzd
2zd

∫
Td
|p0(z)|2 dz12z1 · · ·
dzd
2zd
. (8)
Proposition 1. Given a sum of squares q(z) as in (7), the outer component
p0(z1, . . . , zd; q) is unique and may be determined by the following two-step proce-
dure, based on semidefinite programs:
Step 1
fˆ = max ψ(0)TYψ(0)
s.t. T ∗(Y ) = q,
Y  0.
(9)
Step 2
min ‖Yψ(0)‖22
s.t. T ∗(Y ) = q,
ψ(0)TYψ(0) = fˆ ,
Y  0.
(10)
Proof. Assume that Y  0 and T ∗(Y ) = q. Let RR∗ be a decomposition of Y where
R has k columns, say. Define the polynomials {pi}ki=1 by the identity
[p1(z) · · · pk(z) ] = ψ(z)TR, z ∈ Td . (11)
Then
q(z1, . . . , zd) =
k∑
i=1
|pi(z1, . . . , zd)|2, (z1, . . . , zd) ∈ Td . (12)
Conversely, given (7), make R so that (11) is satisfied. Then the matrix Y = RR∗ is
such that Y  0 and T ∗(Y ) = q.
To get condition Outer1, we are interested in finding Y  0 with T ∗(Y ) = q and
a factorization Y = RR∗ so that |R00| is maximal among all possibilities. Given Y ,
the maximal |R00| is found by taking a Cholesky factorization Y = RR∗ with lower
triangular R. Then Y00 = |R00|2. Thus to obtain the largest possible |R00| we need to
maximize Y00 among all positive semidefinite matrix Y with T ∗(Y ) = q. Note that
Y00 = ψ(0)TYψ(0).
To satisfy condition Outer2, we need to look at all positive semidefinite matrices
Y with T ∗(Y ) = q and Y00 = fˆ and, among all those, minimize the Euclidean norm
of the first column. This corresponds to the semidefinite program
min t
s.t.
[
t y∗
y I
]
 0,
T ∗(Y ) = q,
Yψ(0) =
[
fˆ
y
]
,
Y  0.
(13)
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Suppose that both Y1 and Y2 are minimizers with distinct first columns
[
fˆ
y1
]
and[
fˆ
y2
]
, respectively. Clearly, y1 /= y2. ThenµY1 + (1 − µ)Y2,µ ∈ (0, 1) are also min-
imizers. However, by strict convexity of the Euclidean norm,
‖µy1 + (1 − µ)y2‖2 < µ‖y1‖2 + (1 − µ)‖y2‖2. (14)
But this is in contradiction with Y1 and Y2 being minimizers of Outer2. Thus the
first column of Y is uniquely determined, and therefore also the first column v of its
Cholesky factor R. This determines p0(z1, . . . , zd) := ψ(z)Tv uniquely. 
The motivation for the above definition was inspired by the one-variable case and
questions raised in [12]. The condition Outer2 forces the uniqueness. It is still an
open question whether Outer1 by itself forces uniqueness. Of course other norms on
the vector of coefficients of p0 may be used to achieve this. The advantage of the use
of the Euclidean norm is that the corresponding quantity may be easily expressed in
terms of the polynomial, as was done in (8).
In one variable the outer component is the classical outer factor.
Proposition 2. In one variable, i.e., d = 1, the outer component p0(z) of q(z)
corresponds to the outer factor with a non-negative constant term. Thus q(z) =
|p0(z)|2, p0(0)  0, and p0(z) /= 0, z ∈ D. By one of the properties of an outer
factor we have that
q(z) =
k∑
i=1
|pi(z)|2, z ∈ T ⇒ |p0(z)|  |pi(z)|, z ∈ D, i = 1, . . . , k.
(15)
Proof. This follows directly from the results in [14], as explained in Section 1 of
[6]. 
In several variables it is also true that if q = |p|2 with p void of zeroes in Dd ,
then p is the outer factor of q. This is the content of the following theorem. Such a p
is called stable. A stable polynomial is outer in all the different senses of outerness
that exist in the multivariable case, see [4,7].
Theorem 3. Suppose that p0 is a polynomial of degree (n1, . . . , nd) so that p0 does
not have roots in Dd and p0(0, . . . , 0) > 0. Consider the non-negative trigonometric
polynomial q = |p0|2 on Td . Then p0 is the outer component of q. Moreover,
q(z) =
k∑
i=1
|pi(z)|2, z ∈ Td ⇒ |p0(z)|  |pi(z)|, z ∈ Dd, i = 1, . . . , k.
(16)
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Proof. Let q = |p˜0|2 +∑ki=1 |p˜i |2 on Td with p˜0 the outer component. Then, by
the definition of outer component, we have that p˜0(0, . . . , 0)  p0(0, . . . , 0). As p0
is non-zero on Dd we have that f := p˜0
p0
is an analytic rational function on Dd .
By the above observation, we have that f (0, . . . , 0)  1. Moreover, as |p0|2 = q 
|p˜0|2 on Td we obtain that |f (z1, . . . , zd)|  1 for (z1, . . . , zd) ∈ Td . But then it
follows from (a repeated use of) the maximum modulus principle that f ≡ 1. Thus
p0 = p˜0.
Next let |p0|2 = q =∑ki=1 |pi |2 on Td , and consider fi = pip0 which is an ana-
lytic rational function on Dd . Moreover, |f |  1 on Td . But then |f (0, . . . , 0)|  1,
again by the maximum modulus principle. 
Unlike the one-variable case the above argument does not go through in case p0
is only assumed to be void of zeros in Dd\Td . Indeed, it may happen that f has a so
called “non-essential singularity of the second kind” (see, e.g. [16]).
Next we derive some properties of the outer component, inspired by property (15).
Indeed, in the multivariable case, we are interested in the question whether, for the
outer component p0(z) of a sum of squares q(z), we have that
k∑
i=1
|pi(z)|2 = |p0(z)|2 and deg(pi) = (n1, . . . , nd) (17)
implies that
|pi(z)|  |p0(z)|, z ∈ Dd , i = 1, . . . , k. (18)
Note that the only role played by q(z) is the fact that p0(z) appears as the outer
component of q(z). Once we established that p0(z) is the outer component of some
sum of squares, we are interested in whether sum-of-squares representations (17) of
|p0(z)|2 satisfy (18). In contrast, the question whether (7) implies (18) has a negative
answer as the following example shows.
Example 1. Let
q(z,w)= 1.1751 + 0.4901
(
w + 1
w
)
+ 0.4901
(
z+ 1
z
)
+ 0.1137
(
zw + 1
zw
)
+ 0.3404
(
z
w
+ w
z
)
= |0.4499 + 0.8692w + 0.3916z+ 0.2528zw|2
=: |p1(z, w)|2.
Then, using semidefinite programming to determine the outer component p0, we
obtain
q(z,w) = |p0(z, w)|2 + |0.2505w + 0.2505z|2, |z| = |w| = 1,
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where
p0(z, w) = 0.6520 + 0.6346 + w0.4374z+ 0.1745zw.
Observe that, while p0 is the outer component, we have |p0(0.99, 0.99)| = 1.8887 <
1.9459 = |p1(0.99, 0.99)|.
Although we have been unable to answer the question whether (17) implies (18),
we are able to state several partial results. Our main result is the following.
Theorem 4. Let p0(z) be the outer component of a given sum of squares q(z). Fix
r ∈ {1, . . . , d}. Then any sum of squares decomposition
k∑
i=1
|pi(z1, . . . , zd)|2 = |p0(z1, . . . , zd)|2, z = (z1, . . . , zd) ∈ Td (19)
of |p0|2 with the property that
k∑
i=1
∫
T
|pi(z1, . . . , zd)|2 z
−j
r dzr
2zr
=
∫
T
|p0(z1, . . . , zd)|2 z
−j
r dzr
2zr
,
0  j  nr, (z1, . . . , zr−1, zr+1, . . . , zd) ∈ Dd−1 (20)
satisfies
|pi(z1, . . . , zd)|  |p0(z1, . . . , zd)|, z = (z1, . . . , zd) ∈ Dd, i = 1, . . . , k.
(21)
Condition (20) restricts the choice of sums of squares representations that are
considered in (19). Ultimately, we wish to get rid of condition (20). After the proof
we shall indicate how this may be done, though so far we have not been successful.
3. Proof of Theorem 4
3.1. Schur complement
For a positive semidefinite block matrix A = (Aij )ni,j=0 with Aij of size m×m,
the Schur complement of A with respect to the top-left block A00 is denoted by
S(A, 0). By definition, S(A, 0) is the unique n× n block matrix S = (Sij )ni,j=1 so
that 
A00 · · · A0n... ...
An0 · · · Ann

−


0 0 · · · 0
0 S11 · · · S1n
...
...
...
0 Sn1 · · · Snn

  0 (22)
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and

A00 · · · A0n... ...
An0 · · · Ann

−


0 0 · · · 0
0 T11 · · · T1n
...
...
...
0 Tn1 · · · Tnn

  0
⇒ S  T = (Tij )ni,j=1. (23)
The existence of the Schur complement goes back to Ando [1]. Notice that if
S(A, 0) = (Sij )ni,j=1, then
B
.=

A00 · · · A0n... ...
An0 · · · Ann

−


0 0 · · · 0
0 S11 · · · S1n
...
...
...
0 Sn1 · · · Snn


+


S11 · · · S1n 0
...
...
...
Sn1 · · · Snn 0
0 · · · 0 0

  0. (24)
Clearly, we have that B00 = A00 + S11  A00 and
(πn(w
−1)T ⊗ Im)A(πn(w)⊗ Im) = (πn(w−1)T ⊗ Im)B(πn(w)⊗ Im),
|w| = 1. (25)
3.2. One variable
Recall the following result.
Lemma 5. Let Q(w) = Q−nw−n + · · · +Qnwn be a one-variable non-negative
trigonometric m×m matrix-valued polynomial. Then the semidefinite program
max trace(πn(0)⊗ Im)TA(πn(0)⊗ Im)
s.t. Q(w) = (πn(w−1)T ⊗ Im)A(πn(w)⊗ Im), w /= 0,
A  0
(26)
has a unique maximizer B. Moreover, there exists an & > 0 so that, for any C 
0 with ‖B − C‖ < & and Q(w) = (πn(w−1)T ⊗ Im)C(πn(w)⊗ Im), the iterative
process
C0 = C, Ci = Ci−1 −
[
0 0
0 S(Ci−1, 0)
]
+
[
S(Ci−1, 0) 0
0 0
]
(27)
converges to B.
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The expression in (27) is of the same form as (24), that is, S(Ci−1, 0) is of block
size n× n, while the diagonal zero in both matrices is a single block.
Proof. The first part follows directly from the results in [14], as explained in Section
1 of [6]. The second part follows from [13]. For this one needs to realize that the
above iteration process may be viewed as a discrete Riccati equation iteration as
described in [13]. Indeed, if one chooses (in the notation of [13])
A =


0 0 · · · 0 0
I 0 · · · 0 0
...
...
.
.
.
...
...
0 0 · · · 0 0
0 0 · · · I 0

 , B =


I
0
...
0

 , R = 0, Q = 0,
then the iteration (3) in [13] corresponds to the iteration above. The result now fol-
lows. 
3.3. Proof of Theorem 4
First, note that a sum-of-squares representation (19) satisfying (20) may be found
via the following feasibility problem:
Find Y  0 so that T ∗(Y ) = |p0|2 (28)
and
(i)T(w−1)Y(i)(w) = (i)T(w−1)xx∗(i)(w), (29)
where x = col((p0)j )j∈{0,...,n1}×···×{0,...,nd } and p0(w) =
∑
j∈{0,...,n1}×···×{0,...,nd }
(p0)jwj . Notice that the right-hand side of (29) is a one-variable matrix-valued
trigonometric polynomial.
Without loss of generality, we let i = 1. Consider the semidefinite program cor-
responding to finding the outer factor of the right-hand side of (29)
max trace(1)T(0)Y(1)(0)
s.t. (1)T(w−1)Y(1)(w) = (1)T(w−1)xx∗(1)(w), w /= 0,
Y  0.
(30)
Let A be the unique maximizer of this optimization problem.
We claim that A00 = |p0(0, . . . , 0)|2. Clearly, A00  |p0(0, . . . , 0)|2 as A is in
the feasible set of (9) with q replaced by |p0|2. Assume now that A00 <
|p0(0, . . . , 0)|2 = x0x0. For µ ∈ (0, 1), consider now Aµ = (1 − µ)A+ µxx∗. By
Lemma 5 we have that for µ small enough, the iterative process (27) starting with
C0 = Aµ converges to A. But (Aµ)00 > A00 and, by the iterative process,
(C0)00, (C1)00, (C2)00, . . . (31)
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is an increasing sequence. But then
A00 = lim
n→∞(Cn)00  (C0)00 > A00 (32)
giving a contradiction. This proves our claim.
Consider now A as a block matrix A = (Bij )ni,j=0 where
Bij = (Akl)k∈{i}×{0,...,n2}×···×{0,...,nd },l∈{j}×{0,...,n2}×···×{0,...,nd }. (33)
As A is an optimal solution, we have that rankA = rankB00 [12]. Therefore the
Cholesky factorization of A only has one non-zero block column. Thus (Bij )n1i,j=0 =
col(Q∗i )
n
i=0row(Qi)
n
i=0 with Q0 upper triangular with non-negative diagonal entries.
Consider xx∗ also as a block matrix
xx∗ = (Cij )n1i,j=0 (34)
and denote its block Cholesky factorization as
col(P ∗i )
n1
i=0row(Pi)
n1
i=0. (35)
Thus,
Pi =
[
row(q¯il)l∈{0,...,n2}×···×{0,...,nd }
0
]
. (36)
Let Q(w) =∑n1i=0 Qiwi and P(w) =∑n1i=0 Piwi . Then Q(w)∗Q(w) =
P(w)∗P(w), |w| = 1, and Q(w) is outer. But then, by Theorem 5 in [14], we have
that
P(w) = M(w)Q(w) (37)
with M(w) inner. Since all three matrix functions are analytic for w ∈ D, we have
that
P(0) = M(0)Q(0). (38)
As P(0) = P0 and Q(0) = Q0 are upper triangular with the same top-left element,
we have that
M(0) =
[
1 ∗
∗ ∗
]
. (39)
Denote the top-right entry of M(z) by u(z). As M(z) is inner, we have that |u(z)| 
1, |z|  1. As u(0) = 1, we have by the maximum modulus principle that u(z) ≡ 1.
Denoting
M(z) =
[
1 m1(z)
m2(z) m3(z)
]
, (40)
we have by the innerness of M(z) that ‖M(z)‖  1, |z|  1 and thus m1(z) ≡ 0 ≡
m2(z). But then we get that the first rows of Q(w) and P(w) coincide. Thus,
Q(w) =

 l1(w)...
lN (w)

 , P (w) =


l1(w)
0
...
0

 , (41)
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where N = (n2 + 1) · · · (nd + 1). Since
Q(w)∗Q(w) = P(w)∗P(w), |w| = 1, (42)
we get that
N∑
j=2
lj (w)
∗lj (w) = 0, |w| = 1. (43)
As the only trigonometric polynomial that is constant 0 on the unit circle is the
zero trigonometric polynomial, we get that lj (w) ≡ 0, j = 2, . . . , N . Thus, Q(w) =
P(w) for all w and A = qq∗. 
We expect that one may remove condition (20) in Theorem 4. One way to attempt
to prove this is to start with a Y  0 so that T ∗(Y ) = |p0|2, and to alternatively
perform the iteration described in Lemma 5 with respect to the different variables.
As shown in the proof of Theorem 4, the entry A00 increases throughout the whole
process. If this alternating procedure ultimately converges to an optimum that leads
to the outer component, condition (20) may be removed from Theorem 4.
4. The remainder
An important question when one tries to approximate a sum of squares with a sin-
gle square is what the properties are of the remainder. Let us start with the following
example.
Example 2. Let q be defined by
q(z,w)=6.5496 + 2.6599/w + 2.6483/z+ 0.8451/(zw)+ 2.6599w
+1.6891w/z+ 2.6483z+ 1.6891z/w + 0.8451zw.
Then the outer component is given by
p0(z, w) = 1.7109 + 1.2085w + 1.1990z+ 0.4940zw.
The remainder equals
q(z,w)− |p0(z, w)|2 = |0.4901w + 0.4901z|2.
The graphs of q, |p0|2 and the remainder q − |p0|2 are given in Fig. 1 where z = eix
and w = eiy . The graphs show that in this case, the single square obtained by taking
the outer component provides a good approximation of the original sums of squares.
In general, the outer component single square approximation to the sum of squares
seems to be a good choice. In this section we will derive some properties of the
remainder q − |p0|2. Equivalently, we consider those sums of squares with an outer
component equal to the constant polynomial 0. In one variable, the only sums of
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Fig. 1. q, |p0|2 and the remainder q − |p0|2 for Example 2.
squares with a zero outer component is the constant 0 trigonometric polynomial.
The following result shows that in several variables there are many more.
Proposition 6. Let q(z) be a trigonometric polynomial of degree (n1, . . . , nd) that
allows a sums of squares representation (7). Suppose that there exist z(i) ∈ Td , i =
1, . . . , N, so that q(z(i)) = 0 and
ψ(n1,...,nd )(0) ∈ span
{
ψ(n1,...,nd )(z
(i)) : i = 1, . . . , N}. (44)
Then q has a zero outer component.
Proof. Let A  0 be so that T ∗(A) = q. Then q(z) = ψ(1/z)TAψ(z), where ψ =
ψ(n1,...,nd ). Putting z = z(i) we get that
0 = ψ(1/z(i))TAψ(z(i)) = ψ(z(i))∗Aψ(z(i)), i = 1, . . . , N.
Since A  0 this yields that ψ(z(i)) ∈ kerA. But then (44) yields that ψ(0) ∈ kerA.
Thus the first column (and row) ofA is 0. This holds for allA  0 satisfying T ∗(A) =
1, so the outer component of q equals 0. 
The converse of Proposition 6 is valid for d = 1, the one variable case, and also
when d = 2 and n1 = 1 = n2. The latter is the content of the next proposition.
Proposition 7. Let q(z1, z2) =∑1k=−1∑1l=−1 qklzk1zl2  0, (z1, z2) ∈ T2. Then
q has a zero outer component if and only if q(z1, z2) is of the form q(z1, z2) =
|αz1 + βz2|2 with |α| = |β|.
Proof. Let q(z1, z2) = |αz1 + βz2|2 with |α| = |β| /= 0 (when α = β = 0 it is tri-
vial). Then (w,−α
β
w
) ∈ T2, is an infinite collection of points z(i) with q(z(i)) = 0.
It is easy to check that (44) in Proposition 6 is satisfied.
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Suppose that q has a zero outer component, and let A = (aij )4i,j=1  0 be so that
T ∗(A) = q. Because q has a zero outer component we must have that a1j = 0 = aj1,
j = 1, . . . , 4. Let
J =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 .
Then JAJ  0 and T ∗(JAJ ) = q, so also the first row and column of JAJ are zero.
In other words, a4j = 0 = aj4, j = 1, . . . , 4. Furthermore, B := 12 (A+ JAJ)  0
satisfies T ∗(B) = q. Notice that B is of the form
B =


0 0 0 0
0 a b¯ 0
0 b a 0
0 0 0 0

 .
In addition, we must have that rankB = 1, otherwise
B˜ =


a − |b|2
a
0 0 0
0 a b¯ 0
0 b |b|
2
a
0
0 0 0 0

  0
would satisfy T ∗(B˜) = q with (B˜)11 > 0, which is impossible since q has a zero
outer component. Thus a = |b|. But then q(z1, z2) =
∣∣√az1 + b¯√a z2∣∣2. 
For the case when d = 2, n1 = 1 and n2 = 2 we have the following result.
Proposition 8. The trigonometric polynomials
q(z1, z2) = |αz1 + βz2|2|γ + δz2|2, |α| = |β| (45)
and
q(z1, z2) = r|z1(a + bz2)+ z2(c + dz2)|2, r  0 (46)
with (
a b
c d
)∗ ( 1 0
0 −1
)(
a b
c d
)
=
(
1 0
0 −1
)
(47)
have outer component 0.
Proof. When (45) holds with β /= 0, then (w,−α
β
w
) ∈ T2, is an infinite collection
of points z(i) with q(z(i)) = 0. When α = β = 0 it is trivial.
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When (46) holds we have that(
−c + dz2
a + bz2 z2, z2
)
∈ T2
is an infinite collection of points z(i) with q(z(i)) = 0. 
We conjecture that (45) and (46) describe all trigonometric polynomials with zero
outer component in the case that d = 2, n1 = 1 and n2 = 2. Numerical experiments
seem to confirm this.
Finally, in [9–Theorem 1.1.3] a criterion is given for when a two-variable trig-
onometric polynomial q is of the form |p|2 where p is void of zeros in D2. If we
combine this with Theorem 3 we obtain the following corollary.
Corollory 9. Let q(z,w) be a trigonometric polynomial of degree (n,m) that is
positive on T2. Let ckl be the (k, l)th Fourier coefficient of 1q . Suppose that the block
Toeplitz matrix

C1 C0 · · · C−m+1
C2 C1 · · · C−m+2
...
...
...
Cm Cm−1 · · · C0

 ,
where
Cj =


cj,−1 cj,−2 · · · cj,−m
cj,0 cj,−1 · · · cj,−m+1
...
...
...
cj,m−1 cj,m−2 · · · cj,0


has rank nm. Then, if p0 is the outer component of q, we have that q − |p0|2 = 0.
Moreover, the outer component p0 does not have zeros in D
d
.
Proof. Follows immediately from Theorem 1.1.3 in [9] and Theorem 3. 
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