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Abstract
Based on the situation that all the recent research about state-dependent impulsive differential equations is focused
on systems which have explicit solutions, this paper try to consider those systems with state-dependent impulsion
which have not explicit solutions.We get an existence theorem of periodic solution of order one for a general planar
autonomous impulsive system, and, by applying it to a special state-dependent impulsive differential equations we
get the concrete conditions of existence of one-order periodic solution of that special system.
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1. Introduction
Recently, there aremany research such as [7,1,8,10,13,11,9] on impulsive semi-dynamics systemwhich
are applied to control and optimization in biological systems, and, the majority of them just concern the
systems with time-dependent impulsion. S.Y. Tang introduced the following system with state-dependent
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impulsion and analyzed it [12]:

x˙ = x(a − by),
y˙ = y(cx − d),
}
x <x1,
x =−px,
y = q,
}
x = x1,
(1)
here a, b, c, d, p and q are all positive. This model has explicit solution if without impulsion, the method
to analyze it is based on analytic formulation of solution.And using this method author get the conditions
of existence and stability of periodic solution of order one. For more details to see [12].
Model (1) was used in a pest control process in [12], here x denotes the density of pest, while y is the
density of natural enemy of the pest. But, we point out here, the density dependence of two species is not
reﬂected in this model, so it is more actual to add density dependence term in this model, for example,
we can change the model (1) into the following by adding the density dependence term of x species:

x˙ = x(a − rx − by),
y˙ = y(cx − d),
}
x <x1,
x =−px,
y = q,
}
x = x1,
(2)
here a, b, c, d, p, q and r are also positive. We will mention here that this model is much more difﬁcult
to study because it has not explicit solution, so the method used in studying model (1) cannot be applied
to this model because of it’s limitation.
Poincaré–Bendixson theorem [5] gives the conditions that ensures the existence of periodic solution
of a planar autonomous differential equations. Enlightened by this we established, in this paper, the
existence criteria of periodic solution of order one for a general planar autonomous impulsive system by
using Poincaré map and ﬁxed point theorem. Using this criteria we successfully get the conditions on
which model (2) has a periodic solution of order one.
In Section 2, we put some preliminary deﬁnitions there.A theorem about existence of periodic solution
of order one for a general planar autonomous impulsive system is given in Section 3, and it’s application
in model (2) is arranged in Section 4.
2. Preliminaries
Firstly, we shall introduce, in this section, some topological deﬁnitions behind impulsive differential
equations.
Deﬁnition 2.1 (Lakshmikantham et al. [6]). An triple (X, , R+) is said to be a semi-dynamical system
if X is a metric space,R+ is the set of all non-negative reals and  : X×R+ → X is a continuous function
such that
(i) (x, 0)= x for all x ∈ X;
(ii) ((x, t), x)= (x, t + s) for all x ∈ X and t, s ∈ R+.
We denote some times a semi-dynamical system (X, , R+) by (X, ).
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For any x ∈ X, the function x : R+ → X deﬁned by x(t)= (x, t) is continuous and we call x the
trajectory of x. The set
C+(x)= {(x, t)|t ∈ R+}
is called the positive orbit of x. For any subset M of X, we let
M+(x)= C+(x) ∩M − x and M− =G(x) ∩M − x,
where
G(x)= ∪{G(x, t)|t ∈ R+} and G(x, t)= {y|(y, t)= x}
is the attainable set of x at t ∈ R+. Finally we setM(x)=M+(x) ∪M−(x).
Deﬁnition 2.2 (Lakshmikantham et al. [6]). An impulsive semi-dynamical system (X, ;M, I) consists
of a semi-dynamical system (X, ) together with a nonempty closed subset M of X and a continuous
function I : M → X such that the following properties hold:
(i) No point x ∈ X is a limit point ofM(x),
(ii) [t |G(x, t) ∩M = ] is a closed subset of R+.
Throughout this paper we shall writeN=I (M)={y ∈ X|y=I (x), x ∈ M and for any x ∈ X, I (x)=x+.
We call M the set of impulses, I the impulsive function.
We deﬁne a function  : X → R+ ∪ {∞} as following:
(x)=
{∞ if M+(x)= ,
s if (x, t) /∈M for 0< t < s and (x, s) ∈ M,
here we call s the time without impulse of x, that is to say s is the ﬁrst time when (x, 0) hits M.
Deﬁnition 2.3 (Lakshmikantham et al. [6]). Let (X, ;M, I) be an impulsive semi-dynamical system
and let x ∈ X and x /∈M . The trajectory of x is a function ˜x deﬁned on subset [0,s) of R+ (s may be∞)
to X inductively as following:
˜x(t)= (x+n−1, t), n−1 t < n,
where {xn} is the sequence of impulse points of x, which satisﬁed (x+n−1,(x+n−1)) = xn. n is the
sequence of time of impulses relative to {xn}, n =∑n−1k=0 (x+k ).
Deﬁnition 2.4 (Lakshmikantham et al. [6]). A trajectory ˜x is said to be periodic of period  and order
k if there exist positive integers m1 and k1 such that k is the smallest integer for which x+m = x+m+k
and =∑m+k−1i=m (x+i ).
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Fig. 1. The property of LambertW function
Deﬁnition 2.5 (Corless et al. [3]). LambertW functionW is deﬁned as multiple valued inverse function
of f : y → yey = x, we have
W(x)eW(x) = x
and its derivative satisﬁes:
x(1+W(x))W ′(x)=W(x),
when x = 0 and x = −1/e.W(x) has two branches when x−1/e, here we deﬁneW(0, x) as principal
branch satisfyingW(0, x) − 1 and another branch asW(−1, x) which satisfyingW(−1, x) − 1 (see
Fig. 1).
We can easily get the basic properties of function LambertW:
lim
x→0W(0, x)= 0,
lim
x→0−
W(−1, x)=−∞
for more details to see [3].
Theorem (Brouwer’s ﬁxed-point theorem (Griffel [4])). Every continuous mapping of a closed bounded
convex set in Rn into itself has a ﬁxed point.
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3. Existence criteria
We now consider the following general autonomous impulsive differential equations:

x˙ = P(x, y),
y˙ =Q(x, y),
}
(x, y) /∈M,
x = I1(x, y),
y = I2(x, y),
}
(x, y) ∈ M.
(3)
Here (x, y) ∈ R2, and P,Q, I1, I2 are all functions mapping R2 into R, M ⊂ R2 is the set of impulse,
and we assume:
H3.1 P(x, y),Q(x, y) are all continuous with respect to x, y in R2.
H3.2 M ⊂ R2 is a line, I1(x, y) and I2(x, y) are linear functions of x and y.
For each point S(x, y) ∈ M , we deﬁne I : R2 → R2:
I (S)S+ = (x+, y+) ∈ R2,
x+ = x + I1(x, y), y+ = y + I2(x, y).
ObviouslyN = I (M) is also a line of R2 or a subset of a line, and we assume throughout this section that
N ∩M = . From Deﬁnition 2.2 we know (3) is an impulsive semi-dynamical system. The following
theorem gives the conditions on which (3) has a periodic solution of order one deﬁned by Deﬁnition 2.4.
Theorem 3.1. If system (3) satisﬁes assumptionsH3.1 andH3.2, and, there exist a bounded closed simply
connected region D which has following properties:
(i) there is no singularity in it and the boundary D of D is composed of three parts: L1, L2 and L3;
(ii) L1 =D ∩M cannot be tangent with trajectories of (3) except at end-points;
(iii) L2 ⊂ I (M) is a line segment which satisﬁed I (L1) ⊂ L2;
(iv) trajectories with initial point in L2 ∪ L3 will enter into interior of D,
then there must exist a periodic solution of system (3) of order one in region D (see Fig. 2).
Proof. Firstly we proof that the trajectory starting from each point S in line segmentL2 will intersect line
segmentL1, that isC+(S)∩L1 = , hereC+(S) is positive orbit ofS. If not, thenwehaveC+(S) ⊂ int(D)
according to assumption of theorem, here int(D) is interior of D. So the -imit set (C+(S)) satisﬁes
(C+(S)) ⊂ D, and there is no singularity in (C+(S)), according to Poincaré–Bendixson theorem [5],
the -limit set (C+(S)) is a closed orbit, but any closed orbit of two dimensions autonomous system
must contain at least one singularity, that conﬂicts with the assumption that D is simply connected and
have no singularity in it. Moreover, we can point out that the point of intersection must not be end points
of L1. Otherwise, this trajectory will split the region D into two region, and there must exist one which
its boundary does not contain L1 except that end-point of tangency. All trajectories in interior of this
region cannot go out, and similarly to the proof above, we can have that there must exist singularity in
this region, this conﬂicts with the hypothesis.
We deﬁne successor function f : L2 → L2 as follows: for each S ∈ L2, f (S)= I (S∗) ∈ L2, here S∗
denotes the point of intersection of line segment L1 and trajectory starting from point S.
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Fig. 2. Illustration of theorem 3.1
Next, we will proof the function f is continuous in L2, that is to say, we must proof for each S0 ∈ L2,
∀, ∃> 0, when S ∈ B(S0, )∩L2, f (S) ∈ B(f (S0), ) holds, B(S0, ) denotes the open neighborhood
of S0 with radius of , etc.
Let S∗0 denote the point of intersection of line segment L1 and trajectory starting from point S0, S∗0 is
not end points of L1, f (S0)= I (S∗0 ). Because map I : M → N is continuous, so for any ﬁxed > 0 there
exists 1> 0, when S∗ ∈ B(S∗0 , 1) ∩ L1, we have f (S∗)= I (S∗) ∈ B(f (S0), ).
We assume that the equation of line M is ax + by + c = 0, then the family of straight lines parallel
with M is
	(x, y) ax + by = C.
Because of the property (ii) of region D, the straight line M is not tangent with trajectory of (3) at point
S∗0 , that is to say the derivative of 	(x, y) along the trajectory is not equal to zero, so we have
d	
dt
∣∣∣∣
S∗0
> 0 or
d	
dt
∣∣∣∣
S∗0
< 0,
without loss of generality, we assume d	/dt |S∗0 > 0. Because d	/dt = ax˙ + by˙ = aP (x, y)+ bQ(x, y)
is continuous about x and y in R2, so there must exists 2> 0, 2< 1, when S ∈ B(S∗0 , 2) we have
d	/dt |S > 0, that means all the trajectories will cross the line in family 	(x, y)=C all from same side to
the other side in B(S∗0 , 2).
We ﬁx two points S∗1 , S∗2 from different side of S∗0 in L1 which satisfy S∗1 ∈ L1, S∗2 ∈ L1 and
S∗1 , S∗2 ∈ B(S∗0 , 2), and then we can choose four points A1, A2, B1, B2 in B(S∗0 , 2) which satisfy the
following conditions: A1 and B1 are on the different sides of the same trajectory passing point S∗1 ; A2
and B2 are on the different side of the same trajectory passing point S∗2 ; A1 and A2 are on the same line
of 	(x, y) = C; B1 and B2 are on the same line of 	(x, y) = C.We call the open region enclosed by
curvilineal parallelogramA1B1B2A2 a ﬂow box:A1B1B2A2, moreover we can choose S∗1 and S∗2 close
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enough to S∗0 such that A1B1B2A2 ⊂ B(S∗0 , 2).In this ﬂow box, the trajectory passing each arbitrary
point has and only has one point of intersect with each line of 	(x, y)= C. Here S∗0 is a interior point of
this ﬂow box, so there exists 3> 0, 3< 2, B(S∗0 , 3) ⊂ A1B1B2A2 ⊂ B(S∗0 , 2).
We assume (t, t0, S0) is the trajectory starting from point S0, (t0, t0, S0)=S0, S∗0 = (T , t0, S0), and
for each S, let S¯=(T , t0, S). For 3> 0mentioned above, there exists > 0 such that S¯ ∈ B(S0, 3)when
S ∈ B(S0, )∩L2 because of continuous dependence on initial value of solutions. In this case, point S¯must
be in A1B1B2A2 and the trajectory (t, t0, S) must intersect with line L1 at point S∗ ∈ A1B1B2A2,
so we have I (S∗) ∈ B(f (S0), ), that is to say, the function f is continuous.
Now we can easily ﬁnd that function f satisﬁed all the conditions in ﬁxed point theorem (Brower), so
f has at least one ﬁxed point S¯0, and the trajectory starting from S¯0 is a periodic solution of order one of
system (3).
This completes the proof. 
4. Applied instance
In this section we consider system which is more special than (3), for convenience we write (2) again


x˙ = x(a − rx − by),
y˙ = y(cx − d),
}
x <x1,
x =−px,
y = q,
}
x = x1,
(2)
here a, b, c, d, p, q and r are also positive, (x, y) ∈ R2+.
We give some hypotheses:
H4.1 a − rx1> 0;
H4.2 x1>
d
c
;
H4.3 p< 1;
H4.4 (1− p)x1 d
c
.
ObviouslyR2+ is a positive invariant of (2), so we will consider it only inR2+ also because of the biological
background of this problem. From [2] we know that if without impulse system (2) has a singularity which
is globally asymptotically stable under assumptions H4.1 and 4.2. So each trajectory with positive initial
value will converge at the unique singularity or has inﬁnite times of impulse.
Now we introduce two comparison systems:
{
x˙ = x(a − by),
y˙ = y(cx − d), (4)
{
x˙ = x(a − rx1 − by),
y˙ = y(cx − d). (5)
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Systems (2), (4) and (5) all have a positive singularity which is denoted separately by O(x∗, y∗),
O1(x∗, y∗1 ) and O2(x∗, y∗2 ), here x∗ = d/c, y∗ = 1/b(a − rd/c), y∗1 = a/b, y∗2 = (a − rx1)/b. We
have 0<y∗2 <y∗<y∗1 under assumption H4.1 and 4.2.
We can easily ﬁnd that the solutions of system (4) and (5) are all closed trajectories which have analytic
equations:
V1(x, y)by + cx − a ln y − d ln x + V 01 = C1;
V2(x, y)by + cx − a1 ln y − d ln x + V 02 = C2,
here a1= a− rx1, V 01 = a ln a/b+ d ln d/c− a− d, V 02 = a1 ln a/b+ d ln d/c− a1− c, C10, C20.
V1(x, y) and V2(x, y) are positive deﬁnite.
Proposition 4.1. Assume H4.1 and 4.2 are satisﬁed, then all trajectories of system (2) will cross each
closed curve of V1(x, y) = C1 from outside to inside and cross each closed curve of V2(x, y) = C2
from inside to outside in region R2+ ∩ {(x, y)|x <d/c}, and the result is contrary in region R2+ ∩{(x, y)|d/c <x <x1}, i.e., cross each closed curve of V1(x, y) = C1 from inside to outside and cross
each closed curve of V2(x, y)= C2 from outside to inside.
Proof. We can get the derivative of the functions V1(x, y) and V2(x, y) along the trajectories of
system (2):
dV1
dt
=−crx
(
x − d
c
)
,
dV2
dt
=−cr(x − x1)
(
x − d
c
)
.
so dV1/dt > 0when0<x < d/c, dV1/dt < 0whenx > d/c; dV2/dt < 0when0<x <d/c anddV2/dt > 0
when d/c <x <x1.
So we can easily get the conclusion in this proposition and this ends the proof. 
Proposition 4.2. Assume H4.1 is satisﬁed. If x1> 0 and x1 = d/c, then line x = x1 can be tangent
with the unique curve of family V1(x, y)= C1 or V2(x, y)= C2, the points of tangency are (x1, y∗1 ) and
(x1, y
∗
2 ) separately.
Proof. Firstly, we get the derivative of two sides of equation V1(x, y)= C1 about y:
dx
dy
= b
y
(a
b
− y
)( x
cx − d
)
,
dx/dy = 0 holds true only when y = y∗1 = a/b and x = d/c, that is to say line x = x1 is tangent with
unique curve of V1(x, y)= C1 which passes the point (x1, y∗1 ), (x1, y∗1 ) is also the point of tangency.
The proof is similar about V2(x, y)= C2, and this completes the proof. 
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Proposition 4.3. If x1> 0 and x1 = d/c, then the curve of family V1(x, y)= C1 which passes the point
(x1, y
∗
1 ) will intersect line x = d/c at two points, and the y-coordinate of these two points are
−a
b
W
(
0,−b
a
e

)
and − a
b
W
(
−1,−b
a
e

)
,
here

=−1− cx1
a
+ d
a
(
1− ln d
c
)
+ ln y∗1 +
d
a
ln x1.
Proof. Assume one point of intersection is (d/c, y), then (x1, y∗1 ) and (d/c, y) are on the same curve of
V1(x, y)= C1, we get
by∗1 + cx1 − a ln y∗1 − d ln x1 = by + d − a ln y − d ln
d
c
,
i.e.
by − a ln y = by∗1 + cx1 − d + d ln
d
c
− a ln y∗1 − d ln x1,
that is
−b
a
y + ln y =−1− cx1
a
+ d
a
(
1− ln d
c
)
+ ln y∗1 +
d
a
ln x1 = 
,
−b
a
ye−(b/a)y =−b
a
e
,
so we can get
y =−b
a
W
(
0,−b
a
e

)
or y =−b
a
W
(
−1,−b
a
e

)
,
ymakes sense only if−(b/a)e
 is in the domain of LambertW function, that is to say−(b/a)e
>− 1/e
is needed. In fact we can simplify the inequality −(b/a)e
>− 1/e into ln cx1/d − cx1/d <− 1 which
can be easily proved true when cx1/d > 0.
Thus we get the y-coordinate of points of intersect, and we also have
−b
a
W
(
0,−b
a
e

)
<y∗1 ,
−b
a
W
(
−1,−b
a
e

)
>y∗1 .
This completes the proof of Proposition 4.3. 
Proposition 4.4. AssumeH4.1 is satisﬁed. If x1> 0 and x1 = d/c, then the curve of family V2(x, y)=C2
which passes the point (x1, y∗2 ) will intersect with line x = d/c at two points, and the y-coordinate of
these two points are
−a1
b
W
(
0,− b
a1
e
)
and − a1
b
W
(
−1,− b
a1
e
)
,
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here
= 1
a1
(d − by∗2 − cx1)+ ln y∗2 +
d
a1
ln x1 − d
a1
ln
d
c
.
The proof of this proposition is similar to previous one.
Proposition 4.5. If x1> 0 is constant, and y0<y∗1 , then line x=x1 and the closed curve of V1(x, y)=C1
which passes point (d/c, y0) must have two points of intersection when y0 is small enough, we denote
them as (x1, h1(y0)) and (x1, h2(y0)), here h1(y0)<h2(y0).We have
lim
y0→0+
h1(y0)= 0, lim
y0→0+
h2(y0)=+∞.
Proof. Assume point (x1, h) and (d/c, y0) are on the same curve in V1(x, y)= C1, then we have
by0 + d − a ln y0 − d ln
d
c
= bh+ cx1 − a ln h− d ln x1,
that is
−b
a
h+ ln h=−b
a
y0 − d
a
+ c
a
x1 + ln y0 + d
a
ln
d
c
− d
a
ln x1,
we get the exponential function value of two sides:
−b
a
he−(b/a)h =−b
a
e,
here
= c
a
x1 − b
a
y0 − d
a
+ ln y0 + d
a
ln
d
c
− d
a
ln x1.
 → −∞ when y0 → 0, so−(b/a)e is in domain of function LambertW when y0 is small enough, that
is −(b/a)e>− 1/e. Thus we can get the roots of equation above about h:
h1(y0)=−a
b
W
(
0,−b
a
e
)
,
h2(y0)=−a
b
W
(
−1,−b
a
e
)
.
From the properties of LamvertW function we can get
lim
y0→0+
h1(y0)= 0, lim
y0→0+
h2(y0)=+∞.
That is the end of proof. 
476 G. Zeng et al. / Journal of Computational and Applied Mathematics 186 (2006) 466–481
Similarly with Proposition 4.5, we have the following proposition.
Proposition 4.6. Assume H4.1 is satisﬁed. If x1> 0 is constant, and y0<y∗2 , then line x = x1 and the
closed curve of V2(x, y)=C2 which passes point (d/c, y0) must have two points of intersection when y0
is small enough, we denote them as (x1, h1(y0)) and (x1, h2(y0)), here h1(y0)<h2(y0).We have
lim
y0→0+
h1(y0)= 0, lim
y0→0+
h2(y0)=+∞.
Lemma 4.1. Assume H4.1–4.3 and q >a/b − r/b(1 − p)x1 are satisﬁed. If system (2) has periodic
solution of order one in R2+, then this solution is unique periodic solution of order one in R2+.
Proof. Firstly we analysis the vector ﬁeld of system (2). The isoclines of system (2) are x = d/c and
a − rx − by = 0, and these two lines divide R2+ into four parts:
S1 = R2+ ∩ {(xy)|cx − d > 0 and a − rx − by < 0};
S2 = R2+ ∩ {(xy)|cx − d < 0 and a − rx − by < 0};
S3 = R2+ ∩ {(xy)|cx − d < 0 and a − rx − by > 0};
S4 = R2+ ∩ {(xy)|cx − d > 0 and a − rx − by > 0}.
here Si (i = 1, 2, 3, 4) are not empty under assumptions H4.1 and 4.2.
We can easily get that all trajectories starting from point in S1 will enter into S2 without impulsive
effect, and similarly trajectories will enter from S2 into S3, from S3 into S4 and from S4 into S1.
Now assume system (2) has two periodic solutions 1(z1, t) and 2(z2, t) of order one, here z1(x1, y10)
and z2(x1, y20) are impulsive points of them, and we also assume y10 >y20 . We can get that z1 and z2 are
all in line segment AO according to the discussion above, here point A= (x1, 0) and O is the singularity
of system (2).We denote that z+1 = I (z1), z+2 = I (z2). Then the trajectories starting from z+1 and z+2 must
intersect in region S2 or S3, this will conﬂict with autonomy of system (2).
This completes the proof of this lemma. 
When x1>d/c, the curve in V2(x, y) = C2 which passes point D1(x1, y∗2 ) will intersect with line
x = d/c at two points, the point of intersection which below the line y = y∗2 is denoted by D2(d/c, y2),
we can calculate the y2 by Proposition 4.4:
y2 =−a1
b
W
(
0,− b
a1
exp
(
1
a1
(d − by∗2 − cx1)+ ln y∗2 +
d
a1
ln x1 − d
a1
ln
d
c
))
,
0<y2<y∗2 <y∗1 .
Point D2 must be on one curve in V1(x, y) = C1, and the unique point of intersection of the curve and
line x = d/c which is above line y = y∗1 is denoted by Dˆ2 = (d/c, yˆ2), we can easily get that
yˆ2− a1
b
W
(
−1,− b
a1
y2e
−(b/a1)y2
)
,
yˆ2>y
∗
1 ,
here yˆ2 is a value independent on impulsive coefﬁcients p and q.
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The curve in V1(x, y)=C1 which passes pointD2(d/c, y2) has vertical tangent lines, from Proposition
4.2, we denote the point of tangency on the left of line x = d/c as E(x
E
, y∗1 ), because E and D2 are on
the same curve in V1(x, y)= C1, we have
by∗1 + cxE − a ln y∗1 − d ln xE = by2 + d − a ln y2 − d ln
d
c
,
that is
− c
d
x
E
+ ln x
E
= b
d
(y∗1 − y2)− 1+
a
d
(ln y2 − ln y∗1 )+ ln
d
c
,
so
x
E
=−d
c
W
(
0,− c
d
exp
(
b
d
(y∗1 − y2)− 1+
a
d
(ln y2 − ln y∗1 )+ ln
d
c
))
,
the following inequality holds true which can ensure the existence of x
E
:
− c
d
exp
(
b
d
(y∗1 − y2)− 1+
a
d
(ln y2 − ln y∗1 )+ ln
d
c
)
>− 1
e
,
in fact, we can simplify the inequality above into
a
d
− a
d
ln
a
b
− b
d
y2 + a
d
ln y2< 0
which can be easily proved true.
Lemma 4.2. If H4.1–4.4, x1(1− p)>xE and
q >
b
a1
,
ln q − b
a1
q <
d
a1
− 1− c
a1
x1 + ln a1
b
+ d
a1
ln x1 − d
a1
ln
d
c
are satisﬁed, then system (2) has an unique periodic solution of order one in R2+.
Proof. We will construct the region we need. D1 and D2 are set above. The line x = (1 − p)x1 will
intersect with the curve in V1(x, y) = C1 which passed D2 because x1(1 − p)xE . Actually, we can
denote the point of intersection above line y=y∗1 asD3((1−p)x1, y3).We declare that y3 exists, actually
y3 can be got from Proposition 4.5:
y3 =−a
b
W
(
−1,−b
a
e
)
,
= c
a
(1− p)x1 − b
a
y2 − d
a
+ ln y2 + d
a
ln
d
c
− d
a
ln((1− p)x1)
and the inequality
−b
a
exp
[
c
a
(1− p)x1 − b
a
y2 − d
a
+ ln y2 + d
a
ln
d
c
− d
a
ln((1− p)x1)
]
>− 1
e
,
which ensure the existence of y3 can be easily proved equivalent to x1(1− p)xE .
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We also have y3< yˆ2 because of monotone increasing of V1(x, y)= C1 when y >y∗1 and x <d/c, in
fact we can get derivative of this implicit function: dy/dx = y/(by − a)(d/x − c)> 0 when y >y∗1 and
x <d/c.
Now we choose point D5(d/c, y5) from line x = d/c which satisﬁes 0<y5<y3. We can make y5
small enough so that the following ﬁve items hold true:
(a) The curve in V2(x, y) = C2 which passes D5 intersects with line x = (1 − p)x1 at two points, we
denote the upper point of intersection as D4(x1(1− p), y4).
(b) The curve in V1(x, y)=C1 which passesD5 intersects with line x = x1 at two points, we denote the
lower point of intersection as D6(x1, y6).
(c) Arc D1D2 cannot intersect arc D5D6 in region R2+ ∩ {(x, y)|x >d/c}.
(d) Arc D2D3 cannot intersect arc D4D5 in region R2+ ∩ {(x, y)|0<x <d/c}.
(e) y4>y∗2 + q.
Actually (a), (b), and (e) can be ensured by Propositions 4.5 and 4.6 directly. y5 can be made small enough
so that y6<y2 according to Proposition 4.5, thus (c) holds true because all the curves in V1(x, y)= C1
and V2(x, y) = C2 are monotone increasing in region R2+ ∩ {(x, y)|x >d/c and y <y∗2 <y∗1 }. If (d)
cannot hold true, then there must exist a point of intersection (x0, y0). We assume equation of arc D2D3
is by + cx − a ln y − d ln x = C01 and equation of arc D4D5 is by + cx − a1 ln y − d ln x = C02 , so
we have{
by0 + cx0 − a ln y0 − d ln x0 = C01 ,
by0 + cx0 − a1 ln y0 − d ln x0 = C02 ,
that is rx1 ln y0 = C02 − C01 . We note that C02 → +∞ when y5 → 0, so y0 → +∞ when y5 → 0. But
this will conﬂict with fact that C01 is ﬁxed in this process. So (d) holds true.
Finally because ln q − b
a1
q < d
a1
− 1− c
a1
x1 + ln a1b + da1 ln x1 − da1 ln dc , so we get
exp
(
ln q − b
a1
q
)
< exp
(
d
a1
− 1− c
a1
x1 + ln a1
b
+ d
a1
ln x1 − d
a1
ln
d
c
)
,
that is
− b
a1
qe(b/a1)q > − b
a1
exp
(
d
a1
− 1− c
a1
x1 + ln a1
b
+ d
a1
ln x1 − d
a1
ln
d
c
)
= − b
a1
y2e
−(b/a1)y2
,
because −(b/a1)q <− 1, we have
− b
a1
q =W
(
−1,− b
a1
qe−(b/a1)q
)
<W
(
−1,− b
a1
y2e
−(b/a1)y2
)
,
i.e.
q >− a1
b
W
(
−1,− b
a1
y2e
−(b/a1)y2
)
= yˆ,
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(1p)x1xE d/c x1
x
y
Periodic solution       
of order one            
O1
O2
O 
Fig. 3. Existence of periodic solution of order one when (1− p)x1>xE
that means the image points of impulsive mapping on line segment D1D6 are all in line segment D3D4
according to y6 + q >y3 and y4>y∗2 + q.
Thus the region enclosed by arc D1D2, arc D2D3, line segment D3D4, arc D4D5, arc D5D6 and line
segment D6D1 is what we need which satisﬁes all the conditions in criterion Theorem 3.1 according to
Proposition 4.1 and all illustration above, so there exist a periodic solution of system (2) of order one in
this region (see Fig. 3).
Also because q > yˆ >y∗1 >a/b − r/b(1 − p)x1, this periodic solution is unique according
to Lemma 4.1.
This completes this proof. 
Lemma 4.3. If H4.1–4.4, 0<x1(1− p)xE and
q >
b
a1
,
ln q − b
a1
q <
d
a1
− 1− c
a1
x1 + ln a1
b
+ d
a1
ln x1 − d
a1
ln
d
c
are satisﬁed, then system (2) has an unique periodic solution of order one in R2+.
Proof. From the proof of Theorem 4.1 we know that line x = (1 − p)x1 cannot intersect the curve in
V2(x, y) = C2 which passes D2 when 0<x1(1 − p)<xE , so we will reset points D1, D2 and D3 for
constructing the region we need.
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Periodic solution of order one 
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Fig. 4. Existence of periodic solution of order one when (1− p)x1xE
We set D′3 = ((1 − p)x1, y∗1 ), D′2(d/c, y′2) denotes the point of intersection of line x = d/c and the
curve in V1(x, y)= C1 which passes D′3, here y′2<y∗1 . From Proposition 4.3 we have
y′2 =−
a
b
W
(
0,−b
a
e	
)
,
	=−1− cx1(1− p)
a
+ d
a
(
1− ln d
c
)
+ ln y∗1 +
d
a
ln((1− p)x1),
y′2<y2.
In this case, the curve in V2(x, y) = C2 which passes D′2 must intersect line x = x1 at two points, we
denote the point of intersection below line y = y∗2 as D′1(x1, y′1), and from Proposition 4.6 we have
y′1 =−
a1
b
W
(
0,− b
a1
exp
(
c
a1
x1 − b
a1
y0 − d
a1
+ ln y0 + d
a1
ln
d
c
− d
a1
ln x1
))
.
Similarly with the proof of lemma, we can set points D′4, D′5 and D′6 which makes the region enclosed
by arc D′1D′2, arc D′2D′3, line segment D′3D′4, arc D′4D′5, arc D′5D′6 and line segment D′6D′1 satisﬁes all
the conditions in criteria Theorem 3.1, so system (2) exists periodic solution of order one in this region
(see Fig. 4), and, this periodic solution is also unique according to Lemma 4.1.
The proof is complete. 
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From Lemmas 4.2 and 4.3 we can get the following theorem:
Theorem 4.1. If H4.1–4.4 and
q >
b
a1
,
ln q − b
a1
q <
d
a1
− 1− cx1 + ln a1
b
+ d
a1
ln x1 − d
a1
ln
d
c
are satisﬁed, then system (2) has an unique periodic solution of order one in R2+.
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