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[1] The aim of this paper is to clarify and circumvent the issue of multiple steady state
solutions in the Elder problem. A pseudospectral method is used to avoid numerical error
associated with spatial discretization. The pseudospectral method is verified by
comparison to an analytical solution at Rayleigh number, Ra = 0, and by reproducing the
three stable steady state solutions that are known to exist at Ra = 400. A bifurcation
diagram for 0 < Ra < 400, which is free of discretization error, confirms that multiple
steady states are indeed an intrinsic characteristic of the Elder problem. The existence of
multiple steady states makes the Ra = 400 Elder problem less suitable for benchmarking
numerical models. To avoid the multiple steady states, we propose a benchmark at
Ra = 60. The results for this Low Rayleigh Number Elder Problem are presented and
compared to simulations with the commercial groundwater modeling package FEFLOW.
Correspondence between the pseudospectral model and FEFLOW is excellent.
Citation: van Reeuwijk, M., S. A. Mathias, C. T. Simmons, and J. D. Ward (2009), Insights from a pseudospectral approach to the
Elder problem, Water Resour. Res., 45, W04416, doi:10.1029/2008WR007421.
1. Introduction
[2] The simulation of buoyancy driven flow (BDF) is
frequently required in many areas of hydrology including
saline contamination [Zimmermann et al., 2006; Bolster et
al., 2007; Narayan et al., 2007; Lin et al., 2009] and more
recently carbon sequestration [Riaz et al., 2006; Farajzadeh
et al., 2007; Hassanzadeh et al., 2007]. A major issue in
BDF modeling is the problem of benchmarking [Simpson
and Clement, 2003; Simmons, 2005; Goswami and Clement,
2007]. Typically, numerical models are verified by compar-
ison with analytical solutions. Because of the nonlinear
nature of BDF, analytical solutions often assume the exis-
tence of a sharp interface between heavy and light fluids
[e.g., Bear and Dagan, 1964; Huppert and Woods, 1995;
Kacimov and Obnosov, 2001] and are therefore unable to
test a numerical model’s ability to simulate buoyancy driven
convective mixing. Park [1996] managed to relax this sharp
interface assumption but at the expense of being restricted
to one-dimensional flow only. More recently, Dentz et al.
[2006] improved on this by deriving a perturbation-based
analytical solution to the two-dimensional steady state
problem of Henry [1964] [see also Simpson and Clement,
2004]. However, Henry’s problem is also considered
unsuitable in this context because the internal flow regime
is driven by the hydraulic boundary conditions as opposed
to buoyancy forces associated with variable density [Simpson
and Clement, 2003]. Consequently, a popular method for
benchmarking BDF models is to compare against published
results from numerical solutions of the Elder [1967] prob-
lem [e.g., Voss and Souza, 1987; Simpson and Clement,
2003; Soto Meca et al., 2007].
[3] The Elder [1967] problem originates from a heat
convection experiment whereby a rectangular Hele-Shaw
cell was heated over the central half of its base. A quarter of
the way through the experiment, Elder [1967] observed six
plumes, with four narrow plumes in the center and two
larger plumes at the edges. As the experiment progressed,
only four plumes remained. Elder [1967] also presented
results from an equivalent but simplified numerical model.
In contrast to the experiment, the model exhibited the
development of a single plume only. These numerical
results were subsequently reproduced by Voss and Souza
[1987] using the USGS finite element code, SUTRA. The
problem is that since then, there have been a significant
number of published Elder problem simulations which
dramatically vary in the way the plumes develop and the
number of plumes that remain once the system has reached
steady state [Oldenburg and Pruess, 1995; Kolditz et al.,
1997; Ackerer et al., 1999; Boufadel et al., 1999; Oltean
and Bues, 2001; Frolkovic and de Schepper, 2000; Diersch
and Kolditz, 2002]. These discrepancies have been attrib-
uted to various issues including mesh resolution, variation
in numerical schemes and the use of different formulations
for the governing equations [Diersch and Kolditz, 2002;
Woods et al., 2003; Woods and Carey, 2007; Park and Aral,
2007; Al-Maktoumi et al., 2007]. More pertinently, using a
bifurcation analysis based on a finite volume model,
Johannsen [2003] demonstrated a consistent existence of
three stable and a further eight unstable steady state sol-
utions, significantly questioning the sensibility of using the
Elder problem for benchmarking purposes.
[4] The aim of this paper is to provide a reproducible and
accurate benchmark for the Elder problem, which does not
suffer from the ambiguities mentioned above. To provide
the most accurate numerical solution possible, we use a
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pseudospectral method based on sine and cosine series
expansions in the horizontal direction and a Chebyshev
expansion in the vertical. Pseudospectral methods are widely
used in the study of transitional and turbulent flows [e.g.,
Hussaini and Zang, 1987], as they do not suffer from any
numerical errors, except for the error associated with trun-
cating the infinite series [Boyd, 2001; Fornberg, 1996].
Wooding [2007] provided a new analysis of the Salt Lake
Problem [Simmons et al., 1999; Wooding et al., 1997] and
suggested the future use of spectral methods in the solution
of the transport equations used in simulating unstable
variable density flows. The Salt Lake Problem is a test case
which has been the subject of a very similar discussion to the
Elder problem in terms of the current challenges faced by
various numerical codes to accurately simulate BDF.
[5] The pseudospectral method is verified by comparing
it to a new analytical solution of the purely diffusive
Rayleigh Number Ra = 0 case, and by reproducing the
three stable steady state solutions at Ra = 400. The resulting
model is used to revisit the bifurcation analysis of
Johannsen [2003] to gain insights into how the Elder
problem can be improved as a benchmarking tool. The
original Elder problem benchmark is at Ra = 400, which has
multiple steady states. We propose a low Rayleigh number
benchmark test case at a reduced Ra = 60 where only one
steady state solution exists.
2. Governing Equations
[6] The governing equations, in dimensionless form,
using the stream function formulation are (adapted from
Holzbecher [1998] and Al-Maktoumi et al. [2007])
@c
@t
þ Ra @y
@z
@c
@x
 @y
@x
@c
@z
 
¼ @
2c
@x2
þ @
2c
@z2
ð1Þ
@2y
@x2
þ @
2y
@z2
¼ @c
@x
ð2Þ
Here, (1) is the prognostic equation for the concentration
c [-], and (2) is the diagnostic equation governing the stream
function y [-]. Furthermore,
x ¼ x
0
H
; z ¼ z
0
H
; t ¼ DEt
0
fH2
; c ¼ c
0  c0
c1  c0 ð3Þ
and Ra [-] is the Rayleigh number found from
Ra ¼ ar0kg c1  c0ð ÞH
mDE
; ð4Þ
where x0 [L] is horizontal distance, z0 [L] is vertical distance,
t0 [T] is time, H [L] is the vertical extent of the system, f [-]
is porosity, DE [L
2T1] is the effective diffusion coefficient,
c0 [ML3] is solute concentration, c0 [ML
3] is the
freshwater solute concentration, c1 [ML
3] is the saltier
water solute concentration, k [L2] is permeability, g [LT2]
is gravitational acceleration, m [ML1T1] is dynamic
viscosity and a [M1L3] and r0 [ML
3] define the
relationship between fluid density, r [ML3] and solute
concentration c0, given by
r ¼ r0 1þ a c0  c0ð Þð Þ ð5Þ
[7] The domain and boundary conditions for the Elder
problem are illustrated in Figure 1. As the governing
equations and boundary conditions are symmetric, it suffi-
ces to consider the right-half plane [0, 2]  [0, 1], for which
the boundary conditions are
y ¼ 0; 0  x  2; 0  z  1; t ¼ 0
y ¼ 0; 0  x  2; z ¼ 0; t > 0
y ¼ 0; 0  x  2; z ¼ 1; t > 0
y ¼ 0; x ¼ 0; 0  z  1; t > 0
y ¼ 0; x ¼ 2; 0  z  1; t > 0 ð6Þ
c ¼ 0; 0  x  2; 0  z  1; t ¼ 0
c ¼ 0; 0  x  2; z ¼ 0; t > 0
c ¼ f xð Þ; 0  x  2; z ¼ 1; t > 0
@c
@x
¼ 0; x ¼ 0; 0  z  1; t > 0
@c
@x
¼ 0; x ¼ 2; 0  z  1; t > 0 ð7Þ
f xð Þ ¼ 1; 0  x  1
0; 1 < x  2

ð8Þ
3. Numerical Procedure
[8] The first step is to expand y and c in the horizontal
direction such that
y x; z; tð Þ ¼
XM
m¼1
y^m z; tð Þ sin kmxð Þ ð9Þ
c x; z; tð Þ ¼
XM
m¼0
c^m z; tð Þ cos kmxð Þ ð10Þ
where km = mp/2. The choice of sin and cos for y and c
relates to their horizontal boundary conditions (recall
Dirichlet and Neumann respectively).
Figure 1. Schematic diagram of the problem geometry.
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[9] We now invoke the horizontal and vertical dimen-
sionless Darcy fluxes
qx ¼ @y
@z
; qz ¼  @y
@x
ð11Þ
such that equation (1) can be rewritten as
@c
@t
þ Ra @
@x
qxcð Þ þ @
@z
qzcð Þ
 
¼ @
2c
@x2
þ @
2c
@z2
ð12Þ
[10] From equations (9) and (11) it can be seen that qx
will be odd in x whereas qz will be even. Therefore,
corresponding expansions for the products qxc and qzc
should be written as
qxc x; z; tð Þ ¼
XM
m¼1
cqxcm z; tð Þ sin kmxð Þ ð13Þ
qzc x; z; tð Þ ¼
XM
m¼0
cqzcm z; tð Þ cos kmxð Þ ð14Þ
[11] Substituting equations (9), (10), (13) and (14) into
equations (2) and (12) and using orthogonality of basis
functions then leads to
@c^m
@t
þ Ra kmcqxcþ @cqzcm
@z
 
¼ k2mc^m þ
@2c^m
@z2
ð15Þ
and
k2my^m þ
d2y^m
dz2
¼ kmc^m ð16Þ
Note that this transformation, once cqxcm and cqzcm have been
determined, has decoupled equations (1) and (2) in the
x direction, so that eachmodem can be solved independently
of the other modes.
[12] To numerically evaluate the above problem the first
step is to approximate the cosine and sine transforms and
corresponding inverses with their discrete counterparts. We
choose to use DCT-I and DST-I, and their corresponding
inverses, IDCT-I and IDST-I, which can be efficiently
implemented using Fast Fourier transforms (FFT) [see
Martucci, 1994]. In this way it can be said that
y^m z; tð Þ ¼ DST-I y xm; z; tð Þ½ 
;
cm z; tð Þ ¼ DCT-I c xm; z; tð Þ½ 
;
cqxcm z; tð Þ ¼ DST-I qxc xm; z; tð Þ½ 
;
cqzcm z; tð Þ ¼ DCT-I qzc xm; z; tð Þ½ 
;
qz xm; z; tð Þ ¼ IDCT-I kmy^m z; tð Þ
h i
;
where
xm ¼ 2m
M
; m ¼ 0; 1 . . .M ð17Þ
It should be noted that the DCT-I and DST-I methods
correspond to cosine and sine transforms up to a prefactor
[Martucci, 1994]. These prefactors should be applied before
there is full correspondence.
[13] In the z direction, the nonperiodicity of the boundary
conditions suggests the use of an expansion in Chebyshev
polynomials, Tk [Boyd, 2001, p. 10]:
p xð Þ ¼
XN
k¼0
~pkTk xð Þ ð18Þ
where [Boyd, 2001, p. 497]
T0 xð Þ ¼ 1; T1 xð Þ ¼ x; Tkþ1 xð Þ ¼ 2xTk xð Þ  Tk1 xð Þ ð19Þ
The Chebyshev polynomials form a basis on the interval
1  x  1 which can be mapped to z using the
transformation x = 2z  1. In physical space, the variables
are defined at the points
zn ¼ xn þ 1
2
; xn ¼ cos
np
N
 	
; n ¼ 0; 1 . . .N ð20Þ
where xn are known as the Chebyshev-Gauss-Lobatto
points. With this choice of collocation points, the nodal
values of p(xn) and the Chebyshev coefficients ~pk are related
by a discrete cosine transform (See Appendix A). The
strong clustering of points near the top and bottom wall is
advantageous because of the large near-wall gradients in the
Elder problem.
[14] The relationship of the Chebyshev coefficients of p
in (18) and its first derivative
dp
dx
¼
XN
k¼0
~p
1ð Þ
k Tk xð Þ: ð21Þ
is given by
~p
1ð Þ
0
~p
1ð Þ
1
..
.
~p
1ð Þ
N1
~p
1ð Þ
N
2
6666664
3
7777775 ¼ Dx
~p0
~p1
..
.
~pN1
~pN
2
666664
3
777775 ð22Þ
where Dx is a N + 1  N + 1 sparse upper diagonal
differentiation matrix given by (see Appendix A)
Dx ¼
0 1 0 3 0 5 . . . N
0 0 4 0 8 0 . . . 0
..
. . .
.
6 0 10 . . . 2N
..
. . .
. . .
. . .
. . .
.
..
. . .
. . .
. . .
.
2N
..
. . .
. . .
.
0
..
. . .
.
2N
0 . . . . . . . . . . . . 0
2
66666666666664
3
77777777777775
ð23Þ
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Note that the last row of Dx contains zeros only. This is
significant for enforcing the boundary conditions for ODEs
with the so-called tau method.
[15] The coefficients for the fully expanded (in both x
and z) functions of c, y, qx c and qzc are denoted by ~cm,n,
~ym,n, ~ax;m,n and ~az;m,n, respectively. With a point distribution
according to equation (20), these coefficients can be
obtained using the discrete cosine transform DCT-I (see
Appendix A)
~ym;n tð Þ ¼ DCT-I y^m zn; tð Þ
h i
~cm;n tð Þ ¼ DCT-I c^m zn; tð Þ½ 

~ax;m;n tð Þ ¼ DCT-I cqxcm zn; tð Þ½ 

~az;m;n tð Þ ¼ DCT-I cqzcm zn; tð Þ½ 

In the expressions above, the prefactors have been omitted
[see Martucci, 1994].
[16] As discussed before, each mode m can be solved
independently of the other modes. Therefore, when these
coefficients are grouped per mode m in the vectors ~cm =
[~cm,0. . .~cm,N]
T, ~ym = [~ym,0. . .~ym,N]T, ~ax;m = [~ax;m,0. . .~ax;m,N]T
and ~az;m = [~az;m,0. . .~az;m,N]
T, the resulting system of
equations can be compactly written as
d~cm
dt
¼ Ra km~ax;m þ Dz~az;m
 þ Dzz  k2mI ~cm; ð24Þ
and
Dzz  k2mI
 
~ym ¼ km~cm ð25Þ
where I is the identity matrix, and Dz and Dzz are the first-
and second-order differentiation matrices with respect to z,
respectively. These matrices are connected to Dx in (23) by
a simple coordinate transform: Dz = Dxdx/dz and Dzz =
Dx
2(dx/dz)2 (see Appendix A). In our case, dx/dz = 2.
[17] The model solves for ~cm,n by time integrating (24).
Using equation (25), the coefficients ~ym,n can immediately
be expressed in terms of ~cm,n through the inverse of the
discrete differential operator. At each time step, the
coefficients of the nonlinear terms ~ax;m,n and ~az;m,n need to
be recomputed. This is done by mapping ~ym,n and ~cm,n to
physical space, calculating the products qxc and qzc, and
converting back to the functional space. As discussed, the
mapping between the physical and functional space is
achieved using discrete sine and cosine transforms. The
boundary conditions are enforced via the tau method, and
are discussed in more detail in Appendix A.
[18] For transient simulations, time integration can be
accurately achieved using the stiff integrator ODE15S
available in any standard version of MATLAB [Shampine
and Reichelt, 1997; Shampine et al., 1999]. Although
ODE15S is used for the smaller simulations, the method
becomes prohibitively expensive when M and N become
large. This is caused in particular by the strong clustering
toward the walls in the z direction, which makes the
eigenvalues of the discrete diffusion operator very large;
consequently, extremely small time steps will be required.
Therefore, a more efficient approach is to use an implicit-
explicit procedure to obtain the highly resolved steady state
solutions of sections 4 and 5, where diffusion is discretized
by an Euler backward scheme, and advection by an Euler
forward scheme. This standard operator-splitting procedure
is unconditionally stable for the diffusion, so that physically
more relevant time steps can be used. Note that the first-
order accuracy of the Euler scheme is no concession to the
spectral accuracy of the method, when this scheme is used
to find steady state solutions.
[19] Spectral methods can produce accurate solutions
with relatively few modes, because of an exponential
convergence to the exact solution. However, the solution
has to be sufficiently smooth; when the solution is not
smooth, convergence can be much weaker, as Gibbs phe-
nomena may prevent pointwise convergence near disconti-
nuities [Trefethen, 2000, p. 15]. In the Elder problem, there
is a discontinuity in the boundary condition at the top wall,
as given in (8). To have control over the sharpness of the
transition (and hence the local convergence), (8) is replaced
by
f xð Þ ¼ 1
2
1 tanh x 1
d
  
ð26Þ
Here, d represents a transition length: the larger d, the
smoother the transition. Clearly, as d ! 0, the original
boundary condition (8) is recovered (see also Figure 2). The
influence of d on the solutions of the Elder problem is
discussed in Appendix B. A useful byproduct of replacing
equation (8) by (26) is that grid-independent solutions exist:
sufficiently close to a discontinuity at the top wall, a
numerical solution will never converge because the local
gradients become steeper each time the grid is refined. One
might even question the physical relevance of equation (8)
in itself, as the discontinuity locally induces infinite fluxes,
which cannot exist in reality.
4. Verification
[20] The pseudospectral code is verified in two ways: by
a comparison to an analytical solution at Ra = 0 and to the
three stable steady state solutions at Ra = 400, as identified
by Johannsen [2003]. The analytical solution to equations
(1)–(7) at Ra = 0 is derived in Appendix C using a cosine
transform in the x direction and a Laplace transform for t.
The solution is given by
c x; z; sð Þ ¼ sinh s
1=2z
 
2s sinh s1=2ð Þ þ
X1
m¼1
sin gmð Þ sinh lmzð Þ cos gmxð Þ
sgm sinh lmð Þ :
ð27Þ
Figure 2. Smoothed boundary condition at z = 1.
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Here, s is the Laplace variable such that c(s) =
R1
0
c(t)estdt.
Equation (27) can be inverted numerically using the Stehfest
[1970] algorithm [see also Valko and Abate, 2004].
[21] The analytical solution at Ra = 0 at t = 0.03, 0.1, 0.3
and 1.0 is shown in Figures 7a–7d, respectively. Plotted in
Figures 7a–7d are the solutions from the pseudospectral
method for 97  33 modes. The value for d has been set
to d = 0.005, which is too small a value for pointwise
convergence very close to x = ±1. However, at this
resolution, the solution is globally converged, even at Ra =
400, as will be demonstrated in the convergence study
below. The overall accuracy is evident from the excellent
agreement with the analytical solution in Figures 7a–7d.
[22] Next, the three stable steady state simulations at
Ra = 400 (the original benchmark value for Ra), identified
by Johannsen [2003], will be reproduced with the
pseudospectral method. For this simulation, d is set to
0.05, for which pointwise convergence is achieved at 513 
129 modes. This value of d is sufficiently small to capture
the important characteristics of the original Elder problem,
as shown below and in Appendix B.
[23] The three stable steady state solutions at Ra = 400
found with the pseudospectral method are shown in
Figure 3. The steady state solutions are denoted by S1, S2
and S3, where the subscript represents the number of
downward plumes in the solution. Figure 3 shows the
isolines of concentration with Dc = 0.1. The transient
behavior leading to the steady state are very similar to those
reported by Park and Aral [2007] and Woods and Carey
[2007] and will not be shown here. For these simulations, a
steady state was reached at t = 0.5 (which corresponds to
200 convective time units when Ra = 400).
[24] Steady state solutions S1 and S2 were found quite
easily, by using initial conditions of the form c(x, z, 0) =
C (1  (1)mcos(pmx))/2 for 0 < x < 1, where m is an
integer. For x > 1, c(x, z, 0) = 0. By varying m and C,
the simulation usually ends up either in S1 or S2.
However, S3 cannot be found this way. In fact, we were
unable to independently obtain S3, despite trying a large
set of initial conditions (varying m, C, d, trying different z
dependencies for c(x, z, 0), adding white noise). In the end,
we digitized the concentration isolines of the S3 solution by
Johannsen [2003]. The two-dimensional field for c was then
reconstructed by solving the system r2c = 0 with Gauss-
Seidel iterations (a Laplace equation is a good inter-
polator), subject to the boundary conditions and the
internal constraints imposed by the isolines. This resulted
in an approximation of the S3 solution, which was then
used as an initial condition for the pseudospectral method.
With this initial condition, the end result was indeed S3, as
presented in Figure 3c. Apparently, the basin of attraction
of S3 is small; only a small subset of initial conditions
leads to S3.
[25] A particularly good indicator for the system, as well
as the pointwise convergence of the solution, is the vertical
solute flux at the top wall. The vertical solute flux at z = 1
will be referred to as the local Sherwood number Shx, given
by
Shx xð Þ ¼ dc
dz

z¼1
: ð28Þ
Furthermore, the average Sherwood number Sh is defined as
Sh ¼ 1
2
Z 2
0
Shxdx: ð29Þ
[26] In Figure 4, Shx is shown for the three stable steady
state solutions. All solutions have a sharp peak in Shx at x =
±1, which is caused by the sharp transition of c in the
boundary condition. The smaller d is, the sharper this peak
will be. The reason for the peak is that the sharp transition
drives a strong flow past the walls toward the center of the
domain, as may be inferred from the presence of @c/@x in
equation (2). This flow transports fluid with a low
concentration past the plate. As a result, Shx near x = ±1
becomes very large.
Figure 4. The vertical solute flux Shx for the three steady
states.
Figure 3. The three steady state solutions at Ra = 400,
obtained by using different initial conditions.
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[27] At the location of a downward plume, Shx is reduced,
while an upward plume causes an increase in Shx. As S1, S2
and S3 differ in the number of the downward and upward
plumes, their Shx profile will differ in the number of
maxima and minima. Consequently, Sh differs as well.
Indeed, at Ra = 400, Sh is 3.5, 4.0 and 4.2 for solution S1, S2
and S3, respectively. This distinguishing property will be
used for the bifurcation diagram in section 5.
[28] While pointwise convergence is reached at 513 
129 modes for d = 0.05, global convergence, i.e.,
convergence in a norm, is achieved much faster. Table 1
lists the resolutions of ten simulations that have been used
for a convergence study. The high-resolution solution S1
(Figure 3a) has been used as the initial condition for all
simulations, and equations (24) and (25) were integrated
with the Euler implicit-explicit scheme until a steady state
was reached. Simulation 1 was the coarsest simulation that
converged. The obtained steady state solutions of the
concentration field c(n) are compared to the concentration
field c(ref) at the highest resolution (513  129), and the
error (n) is calculated according to
 nð Þ ¼
R jc nð Þ  c refð ÞjdAR
dA
ð30Þ
[29] The fast convergence of the pseudospectral method
is evident in Figure 5. The error falls approximately with an
exponent 6 up to a resolution of 97  33, where the error
is O(105). At higher resolutions, the convergence becomes
nonuniform, which is caused by the nonequidistant mapping
in the z direction. When no interpolation is needed to
compare with the reference simulation (i.e., when Nz is 17,
33, 65), the error relative to the fully resolved simulation is
lower.
5. Bifurcation Behavior
[30] Traditionally, the Elder problem has primarily been
used for benchmarking purposes. As a result, most studies
considered Ra = 400 only, and remarkably little was known
of the behavior of the solutions at lower Ra. Only recently,
Johannsen [2003] used a finite volume code combined with
a pseudo-arclength continuation method to construct a
bifurcation diagram of the Elder problem for 0 < Ra < 400.
The study identified three stable solutions and an additional
eight unstable solutions, and showed that S2 and S3 (and
their unstable counterparts) come into existence via a saddle
node (fold) bifurcation. In constructing a bifurcation
diagram, one has to characterize an entire solution by a
single number. Johannsen [2003] used a projection of the
solution which maximized the difference between the
different solution branches. In this study, the average
Sherwood number Sh is used; as discussed in section 4,
Sh is a good indicator to distinguish between S1, S2 and S3.
[31] The bifurcation diagram (Figure 6) was obtained by
using each of the three steady state solutions S1, S2 and S3 at
Ra = 400 as initial conditions for a simulation at Ra = 390.
This simulation was then run for 100 convective time units
(which corresponds to t = 100/Ra diffusive time units) until
steady state was reached. Sh was calculated, and the new
steady state solution was used as the initial condition Ra =
380 and so on. Near the bifurcation points the Ra intervals
were reduced to 1 to capture the bifurcation properly. When
S2 and S3 cease to exist at their respective bifurcation points,
the flow solution converges to S1. The bifurcation points are
denoted by circles in Figure 6.
[32] Figure 6 shows the bifurcation diagram for the Elder
problem for 0 < Ra < 400. The only solution which exists
for the entire range of Ra is S1. From Ra = 76 onwards, S2
comes into existence via a fold bifurcation. Similarly, S3
comes into existence at Ra = 172. An interesting detail is
that near the bifurcation points, Sh for S2 and S3 is lower
than for S1. Sufficiently far away from the bifurcation
points, solutions with more plumes have a higher Sh. The
Figure 5. Convergence behavior of the pseudospectral
method.
Table 1. Resolutions Used for the Convergence Study of the
Pseudospectral Method
Simulation Nx Nz
1 25 13
2 29 15
3 33 17
4 65 25
5 97 33
6 129 41
7 193 49
8 257 65
9 385 97
10 513 129
Figure 6. Bifurcation diagram of the Elder problem for
0 < Ra < 400.
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bifurcation points are comparable with Johannsen [2003],
who reports that S2 and S3 come into existence at Ra = 67
and Ra = 151, respectively. The slight differences are most
likely caused by the different numerical methods.
[33] It should be noted that there may be more than three
stable steady state solutions at Ra = 400. Indeed, the
pseudo-arclength continuation method used by Johannsen
[2003] provides a systematic way to follow the solutions as
Ra changes, but does not guarantee that all solutions are
found. Hence, it is imaginable that more than three stable
steady solutions exist. If they exist, these steady states will
have tiny basins of attraction, as they have not been
stumbled upon before.
[34] For the Elder problem, the onset of convection as
characterized by the critical Rayleigh number Rac, is at
Rac = 0. This is clear from Figure 6, as Sh steadily increases
from Sh = 1/2 (the diffusive state) for Ra > 0. This behavior
is different from the classical value of Rac = 4p
2 for an
infinitely extending strip with constant boundary conditions
[Horton and Rogers, 1945]. The difference in Rac originates
from the difference in boundary conditions. For the Elder
problem, the finite length of the c = 1 boundary condition
generates a concentration gradient @c/@x near x = ±1. The
existence of a concentration gradient will drive a flow, as is
evident in equation (2). As this gradient cannot be undone
by diffusive transport as is the case for the infinite strip,
convection will occur for every Ra > 0.
[35] Figure 6 clearly elicits the reason for the ambiguities
in using the Elder problem as a benchmark: at Ra = 400,
three stable steady state solutions coexist. As a result, some
regions of the space of initial conditions will converge to S1,
other regions to S2 and yet others to S3. These regions may
be intertwined and even have fractal boundaries. Moreover,
the governing equations, the numerics and the grid
resolution will affect the shape and extent of these regions.
Hence, the ambiguities with the Elder problem are physical
rather than numerical.
[36] However, a pragmatic solution to the coexistence of
stable steady state solutions is also evident in Figure 6;
simply lower Ra. Indeed, for Ra < 76, the Elder problem has
a single steady state solution. Hence, all initial conditions
should converge to S1 for Ra < 76, so that the details of the
governing equations, numerics and grid resolution become
much less crucial.
6. Low Rayleigh Number Elder Problem
[37] The original Elder problem is formulated for a
Rayleigh number of Ra = 400. We have seen that three
steady state solutions exist for the Elder problem: S1, S2 and
S3. It has also been demonstrated that the Elder problem has
only one steady state solution for Ra < 76. It is therefore
useful to develop a test case version of the Elder problem at
reduced Rayleigh number in the regime where only one
steady state solution exists. As we would like to be
sufficiently far from the bifurcation point, we choose Ra =
60 as a new test case. We coin this new test case the Low
Rayleigh Number Elder Problem. At this Ra, all flow
solutions should converge to S1. Although the buoyancy
force at Ra = 60 is far less than at Ra = 400, transport by
convection remains significant. The Ra = 60 benchmark is
therefore suitable for verification purposes. In addition, it
can be used to study the accuracy of the diffusive and
convective discretizations, as well as the time integration
scheme.
[38] We compare results at Ra = 60 of the new
pseudospectral method with results from a standard variable
density groundwater flow and solute transport model. For
this purpose, FEFLOW version 5.3 [Diersch, 2005] was
used. Diersch [2005] provides exhaustive information
relating to the FEFLOW variable density groundwater flow
model. FEFLOW employs the fundamental physical
principles of fluid mass conservation, solute mass con-
servation and momentum conservation. It has been
successfully tested on numerous benchmarks, including
those reported for variable density flow, the details of which
are given by Diersch and Kolditz [2002] and Diersch
[2005].
[39] The standard Elder problem (high Rayleigh number
case of Ra = 400) was initially reproduced with FEFLOW.
The details of this problem are reported in a vast body of
literature and are not reproduced here. See Diersch and
Kolditz [2002, Table 1] for a complete listing of parameters
used in the benchmark Elder problem case for Ra = 400 and
a complete discussion on the results of the standard test
case. We modified this base case problem by adjusting the
left hand and right hand portions of the top boundary
adjacent to the solute source in order to be completely
consistent with the boundary conditions used in the
pseudospectral method (Figure 1). This involved changing
the top boundary condition to include a constant concentra-
tion boundary of value c0 = c0 along the top boundary either
side of the solute source (c0 = c1) present in the center of the
top boundary. Hence, the FEFLOW simulations uses the
original boundary condition (26), so that the transition
length d is set implicitly by the horizontal mesh spacing at
x = ±1. Note here that in the FEFLOW simulation we
simulate the full plane solution (total horizontal dimension =
600 m) in order to ensure that the half plane solution used
elsewhere throughout this study is justifiable. There are well
known examples in turbulence problems where governing
equations and boundary conditions feature symmetries but
their solutions do not. A simple example where the
symmetry breaks down is the problem of flow past a circular
cylinder [Frisch, 1995]. Our results confirm that the half
plane solution and the full plane solution are entirely
consistent. To lower the Rayleigh number of the system to
Ra = 60, the density contrast between the solute source and
the ambient initial fluid was reduced. This was achieved by
reducing the concentration value of the upper solute source
boundary (originally c0 = c1 = 1) to a new reduced value of
c0 = c1 = 60/400. Two grid discretizations are presented
here: coarse utilizing 4,539 nodes (horizontal nodes = 89;
vertical nodes = 51) and fine utilizing 17,877 nodes
(horizontal nodes = 177; vertical nodes = 101). A
sensitivity analysis to spatial discretization utilizing both
coarser and finer grids ensured that the model results
presented here were grid-independent and confirmed that
the above spatial discretization was satisfactory. Time
stepping in FEFLOW is regulated through the use of an
automatic time step increment. The choice of time step size
is regulated by error checking (based on a Euclidean L2
integral (RMS) error norm of 103) and the use of Courant
type stability criteria. Simulations were run in transient
mode for 200 years simulated real time to reach a steady
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state solution. The original Elder problem Ra = 400
solutions are usually reported for timescales that are much
shorter, typically on the order of 20 years.
[40] For the pseudospectral method, 97  33 modes were
employed, and the upper boundary condition (26) used a
value of d = 0.005. As for the Ra = 0 solution, this value
of d is too low to achieve pointwise convergence very
near the boundaries at x = ±1. However, as shown in the
convergence study, the solution has fully converged
globally. Results comparing the pseudospectral method
and the FEFLOW simulations are shown in Figures 7e–7h
for dimensionless time t = 0.03, 0.1, 0.3, and 1. These
correspond to real time values of 6, 20, 60 and 200 years,
respectively, on the basis of scaling relations provided in
equation (3). Results show excellent agreement between the
pseudospectral method and the FEFLOW simulations with
both the fine and coarse grid resolutions. The coarse grid
simulation is slightly off in Figure 7g, but the fine grid
simulation has converged to the prediction of the pseudos-
pectral method.
7. Concluding Remarks
[41] There has been much discussion in recent literature
about the Elder Problem and the discrepancy between
various numerical simulations in terms of the number of
convection cells and the development of unstable plumes. A
number of factors have been highlighted which appear to
explain, at least in part, the various discrepancies. These
include different mesh resolutions, different formulations of
the governing flow and transport equations, and different
numerical solution schemes.
[42] However, the underlying cause of these discrepan-
cies is not numerical but physical; at Ra = 400, there are at
least three stable steady state solutions, S1, S2, and S3, as
was shown in the bifurcation analysis of Johannsen [2003].
This point has been largely ignored in the plethora of Elder
Figure 7 Isolines of the concentration field for t = 0.03, t = 0.1, t = 0.3 and t = 1.0 at Ra = 0 and Ra =
60. (a)–(d) Comparison of the pseudospectral method (solid line) to the new analytical solution at Ra = 0
(downward triangles). (e)–(h) Comparison of FEFLOW simulations with 89  51 (downward triangles)
and 177  101 nodes (upward triangles) to the pseudospectral method (solid line).
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problem benchmark studies. Because of the existence of
multiple steady state solutions, the phase space will be
partitioned: some initial conditions will generate trajectories
which lead to S1, while others lead to S2 and yet others to S3.
There may even be more than three stable solutions,
although these have not yet been found. The basins of
attraction of S1, S2 and S3 are intertwined and may have
fractal boundaries, so that slight variation of the initial
conditions may lead to different steady states. It would be
useful for the Elder experiments to be repeated to check
whether these different steady states can be reproduced in
the laboratory.
[43] Differences in the governing equations, grid resolu-
tion and the employed discretization techniques will affect
the size and shape of the basins of attraction for the stable
solutions. Hence, even when using the same initial con-
ditions, different codes may yield different steady states. In
this study, we aimed to eliminate all sources of numerical
discrepancy, in order to get uncontaminated insight into the
ambiguities associated with the Elder problem benchmark.
For this reason, a pseudospectral method was employed
with sine and cosine series expansions in the horizontal, and
Chebyshev series expansions in the vertical. The key results
of this study are as follows.
[44] 1. The pseudospectral method has been successfully
used to simulate the Elder problem for a range of Rayleigh
numbers including the original base test case at Ra = 400.
[45] 2. Using the pseudospectral method, we find excel-
lent agreement with a new analytical solution for the purely
diffusive case at Ra = 0. We note that the critical Rayleigh
number for the Elder problem is Ra = 0, above which fluid
motion due to convection begins for any nonzero value of
the unstable concentration difference.
[46] 3. We have successfully used the pseudospectral
method to reproduce the three stable steady state solutions
at Ra = 400 reported previously by Johannsen [2003] in his
bifurcation analysis. Depending on the initial conditions,
grid resolution, governing equations and discretization, the
final solution to the Elder problem is seen to converge to
one of three possible steady solutions S1, S2 and S3. Since
multiple steady solutions exist to the Elder problem, this
calls into question the usefulness of the Ra = 400 version
of the Elder problem as a model benchmark. Multiple
solutionsmake intercode comparisons cumbersome. Because
of sensitive dependence of the flow evolution upon initial
conditions, grid resolution, governing equations and dis-
cretization, the flow solution may either be S1, S2 or S3. At
the very least, it suggests that the original Ra = 400 Elder
problem benchmark should be used with caution and careful
interpretation.
[47] 4. Our bifurcation analysis shows that S1 exists for
0 < Ra < 400, while S2 and S3 exist for Ra  76 and Ra 
172, respectively. Hence, for Ra < 76, only a single steady
state solution exists. This suggests that an improved and
reproducible benchmark test case would be one whose
Rayleigh number is such that Ra < 76. We constructed a test
case for Ra = 60 in this lower Rayleigh number regime. For
this new Low Rayleigh Number Elder Problem, results of
the pseudospectral method were in excellent agreement with
those produced using a conventional variable density
groundwater flow and solute transport simulator. We
provide new solutions for the alternative test case Ra = 60
and propose this as a new benchmark test case which avoids
the multiple steady state solutions that exist for cases where
Ra > 76. In this regime, both convective flow (albeit of
reduced magnitude compared to Ra = 400 case) and
diffusion/dispersion control solute transport processes are
substantial, and thus the relevant physical processes are
tested.
[48] It is noted that the original Elder problem with Ra =
400 can still be useful if taking into account the existence of
several steady state solutions. A complete benchmark test
for the Elder problem could consist of a series of Ra tests:
(1) test Ra = 0 and compare to the given analytical solution,
(2) test Ra = 60 and verify the unique steady state solution
and the transients leading to it, and (3) run the original Elder
problem at Ra = 400 and reproduce at least S1 and S2. A
simulation code which is able to satisfy all three tests could
be considered as sufficiently verified for the Elder problem.
[49] The use of pseudospectral methods appears promis-
ing in the solution of unstable free convective (gravitational
instability) type problems. The absence of spatial discreti-
zation errors makes pseudospectral methods a preferred
choice for studying convective instabilities. However, these
methods will not be applicable to all instability problems, in
particular those with complex geometries and mixed type
boundary conditions. In these cases, finite volume, finite
element or spectral element techniques are more suitable.
Future studies should examine the wider applicability of
pseudospectral methods in a range of other free convection
type problems.
Appendix A: Chebyshev Polynomials and the
Cosine Transform
[50] There is a wealth of information about spectral
methods available in the literature and in textbooks. In
particular the application of collocation methods (which
are formulated in physical space and do not rely on FFTs)
are well documented [Trefethen, 2000; Weideman and
Reddy, 2001; Fornberg, 1996]. However, the collocation
methods are limited to relatively few modes as the
differentiation matrices are full; the computational require-
ments scale as O(N2). In contrast, FFT-based Chebyshev
methods scale as O(N log N), which makes them the
preferred choice for large problems. However, an exact
method to implement Chebyshev methods using Fast
Fourier Transforms (FFT) was not readily outlined in a
single source. This appendix is intended as a very short
introduction to using Chebyshev polynomials for differ-
ential equations with the FFT.
[51] At first sight the Chebyshev polynomials Tk in
equation (19) seem to have little to do with trigonometric
functions. However, the formal definition of Tk is [Boyd,
2001, p. 497]
Tk ¼ cos kqð Þ ðA1Þ
where q = arccos x. We can immediately see that (A1) is
identical to the first two terms of (19), as T0 = cos 0 = 1 and
T1 = cos (arccos x) = x. The recursion rule Tk+1 = 2xTk Tk-1
can be obtained from substituting (A1) into the trigonometric
identity
2 cos q cos kq ¼ cos k þ 1ð Þqþ cos k  1ð Þq: ðA2Þ
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which immediately results in Tk+1 = 2 x Tk  Tk-1. Note that
(A1) indicates that the Chebyshev polynomials are nothing
more than a cosine transform followed by a coordinate
transform according to q(x) = arccos x. Chebyshev
polynomials are orthogonal with respect to the weighting
function 1/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
(which originates from the coordinate
transform):
Z 1
1
TmTnﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p dx ¼ p
2
cndmn; ðA3Þ
where dmn is the Kronecker delta, c0 = 2, and cn = 1 for all n >
0. If the spacing of x is chosen according to the Chebyshev-
Gauss-Lobatto points
xn ¼ cos
np
N
 	
; n ¼ 0; 1; . . . ;N ; ðA4Þ
then qn = arccos xn = np/N is equidistant. Therefore, the
Chebyshev expansion in equation (18) takes the form of a
discrete cosine transform [Boyd, 2001, p. 46] and can be
written as
p xnð Þ ¼
XN
k¼0
~pk cos kqn: ðA5Þ
This property makes Chebyshev methods particularly
attractive from a computational perspective, as the transfor-
mation from physical space to functional space can be
efficiently carried out in O(N log N) operations using FFTs.
[52] The Chebyshev coefficients ~pk in equation (18) are
related to the coefficients of the first derivative ~pk
(1) of
equation (21) by a recurrence relation (in descending order)
[Boyd, 2001, p. 177]
~p
1ð Þ
N1 ¼ ~p 1ð ÞN ¼ 0
~p
1ð Þ
k1 ¼ 2k~pk þ ~p 1ð Þkþ1
2~p
1ð Þ
0 ¼ 2~p1 þ ~p 1ð Þ2
ðA6Þ
This recurrence relation can be derived using (A1) and a
trigonometric identity [e.g., Johnson, 1996, p. 13]. From
(A6) it follows that the differentiation matrix Dx, defined in
equation (22), is given by
Dx ¼
2 0 1
0 1 . .
. . .
.
. .
. . .
. . .
. 1
. .
. . .
.
0
0 1
2
6666664
3
7777775
1
0 2 0
. .
.
4 . .
.
. .
. . .
.
0
. .
.
2N
0
2
6666664
3
7777775
ðA7Þ
which results in (23) upon evaluation.
[53] The use of Chebyshev methods in differential equa-
tions will be demonstrated using a Helmholtz equation,
which resembles the equation for the stream function (16):
d2y
dx2
þ y ¼ 2ex ðA8Þ
subject to y(0) = 1 and y(p/2) = 0. This differential equation
has the exact solution y = ex  ep/2 sin x. As the Chebyshev
polynomials are defined on 1  x  1, a change of
variables as x = p(x + 1)/4 is used, which results in
16
p2
d2y
dx2
þ y ¼ 2ep xþ1ð Þ=4 ðA9Þ
The Chebyshev polynomial coefficients for y, d2y/dx2 and
r = 2ep (x+1)/4 will be denoted by ~yk, ~y
(2) and ~rk, respectively.
Substituting the Chebyshev expansions into (A8), and
invoking orthogonality of the basis functions, we obtain
16
p2
~y
2ð Þ
k þ ~yk ¼ ~rk : ðA10Þ
[54] As the vector ~y(2) = [~y0
(2), . . ., ~yN
(2)]T is related to the
vector ~y = [~y0, . . ., ~yN]
T by ~y(2) = Dx
2 ~y, the resulting system
of equations is
L~y ¼ ~r; ðA11Þ
where L = 16p2 Dx
2 + I (note the correspondence to equation
(25)).
[55] The boundary conditions are enforced via the tau
method, i.e., by incorporating them in the last two rows of
L. This is permitted because the last two rows of Dx
2
ordinarily contain zeros only. Observing that Tk(x = 1) =
(1)k and Tk(x = 1) = 1, we set LN,k = (1)k, LN+1,k = 1, RN =
1, and RN+1 = 0. The Chebyshev solution can now be
determined via ~y = L1 ~r.
[56] For further clarification concerning the relation
between the Chebyshev polynomials and the FFT, consider
the small code fragment which implements the solution of
(A8) using Chebyshev polynomials in MATLAB, given
below. This fragment includes the construction of the dif-
ferentiation matrix, the forward and inverse cosine trans-
forms, applying the prefactors, the solution of the system,
and the comparison with the analytical solution. The result
for N = 5 polynomials is shown in Figure A1. Clearly, even
with so few modes, the Chebyshev solution is practically
indistinguishable from the analytical solution.
Figure A1. Solution of equation (8) with N = 5 Chebyshev
polynomials.
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N = 5;%Set number of polynomials
xi = [cos(linspace(0, pi, N + 1))]’;
%Lobatto points
A = spdiags([[2;ones(N, 1)], -ones(N + 1, 1)],
[0 2], N + 1, N + 1);
B = spdiags([0;2*[1:N]’;0], 1, N + 1, N + 1);
Dxi = inv(A)*B;%Create differentiation matrix
x = (xi + 1)*pi/4; Dx = Dxi*4/pi;
%Transform to 0 < x < pi/2
L = Dx^2 + speye(N + 1, N + 1);%Form LHS
L(N, :) = (-1).^[0:N];L(N + 1, :)
= ones(1, N + 1);%Set BCs
r = 2*exp(x);%RHS of Helmholtz eqn.
rt = real(fft([r;r(N:-1:2)]));
rt = rt(1:N + 1);%DCT-I
rt = rt/N; rt([1 N + 1]) = rt([1 N + 1])/2;
%Prefactors
rt([N;N + 1]) = [1;0];%Set RHS of BCs
yt = inv(L)*rt;%Solve Helmholtz eqn
yt([1 N + 1]) = yt([1 N + 1])*2;%Prefactors
y = real(fft([yt;yt(N:-1:2)]));
y = y(1:N + 1)/2; %IDCT-I
xx = linspace(0, pi/2, 100);
f = exp(xx) - exp(pi/2)*sin(xx);%Analytical sol.
plot(x, y, ‘ks’,xx, f, ‘k-’);
legend(‘Cheb.’, ‘An.’);
Appendix B: Influence of d
[57] It may be questioned what the effect is of varying d
in equation (26) on the transients and the steady state
solutions of the Elder problem. We find that the transients
are very sensitive to d [see alsoWoods and Carey, 2007]. As
the transients ultimately determine the final steady state, d
influences whether the system will end up in S1, S2 or S3.
However, once a steady state solution is obtained, varying d
only changes the solution near the transition. Indeed, all
three steady state solutions at Ra = 400 are stable for d =
0.05, d = 0.10, and d = 0.20, which represent sharp to rather
smooth transitions (see also Figure 2). The bifurcation
points have a small dependence on d; for larger d, S2 and S3
come into existence at slightly higher Ra.
[58] Below we study the effect of d on the local
Sherwood number Shx. In Table B1, resolutions are given
for simulations with d = 0.05, d = 0.10 and d = 0.20. The
resolution for each simulation is chosen such that the
solutions are pointwise converged. From Table B1 it is clear
that as d becomes smaller, the required resolution for
pointwise convergence quickly increases: halving d requires
doubling of the resolution.
[59] Shown in Figure B1 is Shx as defined in (28) as a
function of d. Clearly, as d becomes smaller, the local
vertical solute flux Shx rapidly becomes very peaked, and
consequently difficult to solve. In the limit of d ! 0, this
peak will become a singularity.
[60] Although d dramatically affects the peak in Shx at x =
1 and x = 3, it is important to note that the effect of d is
predominantly local; for 0.8 < x < 0.8, Shx is virtually
unaffected by the variations in d. As a consequence, if d is
sufficiently small, the solution away from the transition is
converged while the details near x = ±1 may still change
upon varying d. At d = 0.05, the solution away from the
transition is sufficiently converged, as can be judged by the
marginal differences between d = 0.10 and d = 0.05.
Appendix C: Solution for Zero Ra
[61] Setting Ra = 0 and applying the Fourier cosine
transform
c^0 ¼ 1
2
Z 2
0
c xð Þdx ðC1Þ
c^m ¼
Z 2
0
c xð Þ cos gmxð Þdx; gm ¼ mp=2 ðC2Þ
which has the inverse
c xð Þ ¼ c^0 þ
X1
m¼1
c^m cos gmxð Þ ðC3Þ
and the Laplace transform
c sð Þ ¼
Z 1
0
c tð Þ exp stð Þdt ðC4Þ
to equations (2) to (7) leads to the ordinary differential
equation
d2c^m
dz2
¼ l2mc^m; l2m ¼ g2m þ s ðC5Þ
which has the general solution
c^m z; sð Þ ¼ Am cosh lmyð Þ þ Bm sinh lmzð Þ ðC6Þ
Table B1. Resolution Requirements for Pointwise Convergence at
Various d
d Nx Ny
0.05 513 129
0.10 257 65
0.20 129 65
Figure B1. The vertical solute flux Shx for various d.
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[62] From the lower boundary condition Am = 0. The Bm
coefficients are obtained by applying equations (C2) and
(C3) at z = 1 (recall equation (8)) such that
B0 sinh s
1=2
 	
¼ 1
2s
Z 1
0
dy ¼ 1
2s
ðC7Þ
Bm sinh lmð Þ ¼ 1
s
Z 1
0
cos gmyð Þdy ¼ 1
sgm
sin gmð Þ ðC8Þ
therefore
c x; z; sð Þ ¼ sinh s
1=2z
 
2s sinh s1=2ð Þ þ
X1
m¼1
sin gmð Þ sinh lmzð Þ cos gmxð Þ
sgm sinh lmð Þ
ðC9Þ
which can be inverted numerically using the Stehfest [1970]
algorithm [see also Valko and Abate, 2004].
[63] Also note that application of the Tauberian theorem
[e.g., Wylie and Barrett, 1982, p. 420] leads to the steady
state solution
lim
s!0
sc x; z; sð Þ ¼ z
2
þ
X1
m¼1
sin gmð Þ sinh gmzð Þ cos gmxð Þ
gm sinh gmð Þ ðC10Þ
[64] Acknowledgments. This project was partially funded by the
WorleyParsons EcoNomicsTM initiative.
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