We continue our study of the local theory for quasiperiodic cocycles in T d × G, where G = SU (2), over a rotation satisfying a Diophantine condition and satisfying a closeness-to-constants condition, by proving a dichotomy between measurable reducibility (and therefore pure point spectrum), and purely continuous spectrum in the space orthogonal to
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Introduction and statement of the results
This article continues the work taken up by the author in [Kar15] , [Kar14a] and [Kar14b] . This work used and developed the techniques of [Kri99a] , [Kri01] , [Eli02] and [Fra04] among others, and this part was motivated by [dA13] , where conditions for the existence of absolutely continuous spectrum are given.
We think that the K.A.M.-theoretical, or local, part of the theory of such dynamical systems from the topological point of view is concluded with the following theorem and with the classification and path connectedness theorems that we state later on. On the other hand, the metric abundance of reducible cocycles in the C ∞ category is an open question (see [Kri99a] for the proof of this theorem in the analytic category).
Theorem 1.1. Let α ∈ T d satisfy a Diophantine condition DC(γ, τ ). Then, there exist ε > 0 and s 0 ∈ N * , depending on d, γ, τ , such that every cocycle (α, A.e F (·) ) with A ∈ G = SU (2), F 0 < ε and F s0 < 1 satisfies the following dichotomy:
1. either the cocycle is measurably reducible and therefore has pure-point spectrum, 2. or the spectrum of the associated Koopman operator is purely continuous in the space orthogonal to
. Such cocycles are weak mixing in the fibers, and they are not strong mixing.
The neighborhood of constants described in the statement of the theorem will be referred to as the K.A.M. or the local regime and denoted by N . Conjugations of the size of those produced by the K.A.M. scheme when the product thus constructed converges, or of those who reduce a given cocycle to its K.A.M. normal form, satisfy a condition of the type |Y | 0 < C and |Y | s0−ξγ < 1, for some constants ǫ ≤ C < 1 and 1 ≤ ξ < s 0 /γ depending on γ, τ and d. Conjugations satisfying such estimates will be referred to as close-to-the-identity conjugations. They form a contractible set in C ∞ (T d , G) denoted by V. We make the following remarks. Firstly, measurable reducibility, as in item 1, is equivalent to a condition which is explicit in terms of the output of the K.A.M. scheme with the parameters of theorem 1.1, (cf. [Kar14b] or the discussion below). The question of differentiable rigidity of measurable reducibility was investigated in [Kar14a] , where we proved that measurable reducibility to a full measure set of constants DC α ⊂ G implies in fact smooth reducibility (see thm 1.6 below). On the other hand, in [Kar14b] it was shown that for constants in the generic set L a = G \ DC α , reducibility is not rigid. Moreover, the construction of the measurable transfer function under the relevant condition shows that its form is quite special. The assumption that a measurable conjugation reduces a smooth cocycle imposes some constraints on the former, which consequently will not be very wild.
Secondly, the non-existence of a measurable conjugation reducing the coycle to a constant, as in item 2, is equivalent to the complementary condition to the one in item 1, and thus equally explicit. In the complementary space of the one bearing the purely continuous spectrum (i.e. in L 2 (T d ), the Kronecker factor of the cocycle), the spectrum is pure-point, because of the quasiperiodic dynamics within the torus.
The proof is based on the use of the K.A.M. normal form, introduced in [Kar14b] , in order to prove that the existence of an eigenfunction of the Koopman operator associated to a given cocycle implies the condition for measurable reducibility, provided that the eigenfunction depends non-trivially on the variable in the fibers. The K.A.M. normal form, though not essential to the proof, greatly simplifies the calculations and elucidates the geometry of the problem. The existence of the K.A.M. normal form is a corollary of the almost reducibility theorem, first obtained in [Eli02] , and its function in our study, put informally, is to separate the close-to-the-identity part of the conjugation (the one in V) from the far-from-the-identity part, both constructed almost exactly as in [Eli02] , and keep the second which contains all the interesting information. The purpose of the subsequent analysis is to establish the (necessary and sufficient, as it turns out) conditions under which some rearrangement of these far-from-the-identity conjugations converges in some function space. The (necessary and sufficient) condition for measurable reducibility that we referred to above, in this context, is that the angles θ i between the successive far-from-the-identity conjugations at the steps i and i + 1 of the scheme be square summable. Still informally, θ i estimates the commutator appearing in the following sequence of operations: solve an equation in the coordinates of the i-th step of the scheme, make one step of scheme, solve the same equation with greater precision, undo the change of coordinates and check the compatibility of the expressions. We remark that cohomology in C ∞ (T, G) over the rotation x → x + α seems to demand only one step of the scheme (see the proof of thms 1.1 and 1.2 in [Kar14b] where the rearrangement of the far-from-the-identity conjugations is described) for the estimate to be effective, while cohomology in C ∞ or in L 2 (T d × G, C) over any given cocycle seems to demand two steps of the scheme (see e.g. the proof of thm 2 herein).
The proof that non-reducible cocycles are not strong mixing uses the fact that a dynamical system is stong mixing iff the iterates of the Koopman operator associated to it converge to 0 in the weak operator topology. This property is incompatible with rigidity, in the sense that for every cocycle (α, A(·)) in the local regime, there exists a sequence of iterates m j → ∞ such that
Combining the results obtained in the literature mentioned in the beginning of this section with thm 1.1, we obtain the following picture for the dynamics of cocycles in T d × G, close to a constant, supposing that we have run the K.A.M. scheme ([Kri99a] , [Eli02] , [Kar14a] , [Kar14b] , [Kar15] The following is a corollary of the proof of the previous theorem.
Corollary 1.4 ([Kar14b])
. If the angles are in fact summable in higher regularity
2 ), then the cocycle is H σ -reducible and the conjugation constructed as above converges in H σ .
A particular case of the corollary is that of the occurrence of a finite number of far-from-the-identity conjugations, where summability in every H σ is trivial. This always occurs when the cocycle is reducible to a constant which is "more Diophantine than the frequency" (cf. [Kar14a] ).
Theorem 1.5 ([Kar14b]
). For any σ, 0 ≤ σ ≤ ∞, cocycles that are reducible in any given regularity H σ , and not any higher, are dense in N . Reducibility in any given regularity is an F σ condition.
The following theorem states that for "a generic" reducible cocycle measurable conjugation is not rigid, while "for almost every" one, it is. Theorem 1.6 ([Kar14a], [Kar14b] ). Reducibility in regularity 0 ≤ σ < ∞ can only occur when the constant cocycle (α, A) to which the cocycle is reduced is Liouville with respect to α, i.e. when A ∈ L α . If the constant cocycle is Diophantine with respect to α, i.e. if A ∈ DC α = G \ L α , then measurable reducibility implies smooth reducibility.
The following theorems, starting with thm 1.1 concern non-reducible cocycles. Herein, we prove that all cocycles that are not measurably reducible are weak mixing in the fibers, and therefore uniquely ergodic in the whole space for the product of the Haar measures. Non-reducibility is a G δ condition, and is also dense in N . This theorem strengthens H. Eliasson's theorem in two ways. The condition we obtain is striclty looser than the one given by H. Eliasson, as well as being optimal. Moreover, we prove that the cocycles satisfying this condition are not only uniquely ergodic, but in fact weak mixing. Generic cocycles have a stronger property of ergodicity. Theorem 1.7 ( [Kar14b] ). Distributional unique ergodicity is also equivalent to a G δ -dense condition, which is stricter than the one for weak mixing.
We refer the reader unfamiliar with the notions to [Kar14b] and to the bibliography therein for the definition of DUE and the related concepts.
Distributional unique ergodicity is equivalent to an explicit condition on the asymptotic repartition of the angles between successive far-from-the-identity conjugations. Relaxation of this condition in a controlled way gives the following theorem.
Theorem 1.8 ( [Kar14b] ). In the border between unigue ergodicity in the space of distributions and in the classical sense, countably infinite invariant distributions of arbirtarily high orders are created.
We have also proved that DUE cocycles are not Cohomologically Stable, since the following theorem holds. The Diophantine condition of the theorem is stricter than DC α , see paragraph 2.3.
The following theorems concern the topology of the different conjugacy classes, and the way they lie in N .
The path is in fact piecewise C ∞ . If we allow the path to exit the K.A.M. regime, we can obtain more. Theorem 1.11. Given any cocycle (α, A ′ (·)) ∈ N , one can construct a continuous path
The path γ:
is continuous (in fact piecewise C ∞ ), and degenerates in a prescribed way when the target cocycle is not C ∞ reducible. At time t = 1 − it may exit C ∞ into a function space of lower regularity, or a space of distributions 1 . The path in the conjugacy space may exit V, and in general will do so. The path in SW ∞ α will consequently exit N and reenter, in general an infinite number of times. Since the space of conjugations taking a cocycles to their respective normal forms is contractible (it is the space V), we immediately obtain the following corollary.
Corollary 1.12. The target of the path can be the cocycle (α, A ′ (·)) itself, while the same as in theorem 1.10 (resp. thm 1.11) holds for all times t ∈ [0, 1).
We can in fact obtain the following, stronger theorem, which establishes a way in which the topology of any two classes share some properties. Theorem 1.13. Given any two cocycles (α, A 0 (·)) and (α, A ′ (·)), in N , one can construct a continuous path [0, 1] → N , and such that:
1. for every t ∈ [0, 1) the normal form of the cocycle (α, A t (·)) has the same as tail as that of (α, A 0 (·)), and thus the same dynamical properties.
, and thus conjugate to it via a conjugation in V.
As before, the target cocycle can be the cocycle (α, A ′ (·)).
Informally, we can connect any two types of dynamical behavior without exiting N . The following theorem says that if we allow the path to exit N , we can do the same thing with conjugacy classes. Theorem 1.14. Given any two cocycles (α, A 0 (·)) and (α,
Again, a path in the space of conjugations acting on (α, A 0 (·)) is constructed with the same properties as in theorem 1.11.
These two last theorems illustrate the necessity of a transversality condition for obtaining a full-measure reducibility theorem for one-parameter families of cocycles as in [Kri99b] or [Kri99a] . On the other hand, the K.A.M. normal form should be expected to depend badly on parameters along a generic family, so our approach is not expected to be well adapted to the metric point of view.
Finally, we give a satisfactory classification of conjugation classes. 3. The "rotation numbers"
. Thus, the cocycles in the K.A.M. regime are parametrized by the action of conjugations in V composed with constant ones on the right, and the parameters θ i , a i and ϕ i , that have nonetheless to respect the limitations of a K.A.M. scheme with given parameters.
Classification up to H σ conjugation is obtained by replacing the
Of course, the K.A.M. scheme has some tolerance with respect to the size of some of the parameters. For example, the inequality
can be violated to a certain extent without any significant consequences, so this classification should be taken with a grain of salt.
We observe that every representative of a constant cocycle (α, A d ) with A d ∈ DC α has a finite normal form, modulo the action of conjugations in V, and are therefore defined by a finite number of parameters in the parameter space. Therefore, in a certain sense, the orbits of Liouvillean cocycles in the local regime, even under C ∞ conjugations, are bigger than the orbits of Diophantine ones, since they have representatives in the parameter space that are not finitely determined for any choice of parameters for the K.A.M. scheme. Let us call P the space of K.A.M. normal forms modulo the action of close-to-the-identity C ∞ conjugations. It is formed by the data {k i , ǫ i , φ i , θ i }, where k i is the resonant frequency, ǫ i is the distance from the exact resonance, φ i is the argument of the resonant mode, and θ i is the angle defined in fig. 1 . Let us also callP the reduced parameter space, where we omit the parameter φ i which irrelevant for the dynamical properties of the cocycle. This corollary shows in fact that the orbit of a Liouville constant exits the K.A.M. regime and re-enters many more times than the orbit of a Diophantine one, which is constrained by the differentiable rigidity theorem, 1.6, to leave to infinity as the norms of conjugations grow. We also obtain the following corollary.
Corollary 1.17. In P, every conjugation class is dense. Every class is totally disconnected inP
The density could be viewed as an infinite-dimensional analogue of the density of x + βZ mod 1 in [0, 1], for each x ∈ [0, 1] and for β ∈ R \ Q fixed, though the analogy is quite loose.
We topologize the parameter space in a way that is compatible with the mapping of the parameters into a space of C The infinite dimensionality comes from the infinite number of significant "rotation numbers" a i at each step of the K.A.M. scheme. This theorem and its corollary show that there should be no reasonable way of defining a fibered rotation number for non-reducible cocycles, as we can for SL(2, R) cocycles, see [Her83] and [JM82] . The precise definition of almost conjugation, a generalization of almost reducibility, is given in def. 2.7. The theorem is in fact slightly stronger than a corollary of the almost reducibility theorem, and we stress it since the analysis of the K.A.M. normal form shows that, in fact, any class of cocycles can serve as the linear model, admittedly using as a basis the class of constant cocycles.
All of the above theorems hold for any fixed number of frequencies d ∈ N * and a bigger d only results in a smaller neighborhood of constants where they hold true, due to Sobolev injection theorems. If, now, we restrict ourselves to the one-frequency case (d = 1), we can use the powerful tool of renormalization ([Kri01] , [AK06] , [FK09] , see also [Kar15] ) which we can combine with the work of [Fra00] , [Fra04] and [dA13] and obtain the following picture, which fills the total space SW We have also identified the cocycles in the complementary set to that which is renormalized into the K.A.M. regime (under the standing arithmetic assumption). [Kar15] ). The total space SW ∞ α (T, G), α ∈ RDC, is filled up by the countable union of immersed Fréchet manifolds corresponding to the conjugacy classes of periodic geodesics of G of degree r ∈ N * . These manifolds are of codimension 2r.
The spectral properties of these cocycles where studied by K. Fraczek and R. T. de Aldecoa. [Fra04] , [dA13] ). The cocycles described in the previous theorem have purely absolutely continuous spectrum when restricted in L 2 (T) × E 2m+1 , for every m ∈ N.
Finally, we think that a picture similar to the one above should hold when G = SU (2) is replaced by any semisimple compact Lie group (cf. [Kri99a] , [Kar15] ), at least in the K.A.M. regime. The phenomena observed in the more general case should consist of combinations and interactions between different behaviors obsverved in SU (2), respecting the conditions of linear dependence and (non-)commutativity between the different root spaces. However, in the neighborhood of singular geodesics interesting phenomena may appear, caused by the interaction of the strong mixing with the weak mixing part of the dynamics. The analysis of such systems seems to be difficult.
Further, and certainly non-exhaustive, literature in the subject includes the works of Cl. Chavaudret [AFK12] , which triggered this finer study that we took up in our recent papers.
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Notation and definitions

The group SU(2)
The matrix group G = SU (2) ≈ S 3 ⊂ C 2 is the multiplicative group of unitary 2 × 2 matrices of determinant 1. We will denote the matrix S ∈ G, S = z w −zw , where (z, w) ∈ C 2 and |z| 2 +|w| 2 = 1, by {z, w} G . The subscript will be suppressed from the notation, unless necessary. When coordinates in C 2 are fixed, the circle S 1 is naturally embedded in G as the group of diagonal matrices, which is a maximal torus (i.e. a maximal abelian subgroup) of G.
The Lie algebra g = su(2) is naturally isomorphic to R 3 ≈ R × C equipped with its vector and scalar product. The element s = it u −ū −it will be denoted by {t, u} g ∈ R × C. The scalar product is defined by
Mappings with values in g will be denoted by
in these coordinates, where U t (·) is a real-valued and U z (·) is a complex-valued function.
The adjoint action of the group on its algebra is pushed-forward to the action of SO(3) on R × C. In particular, the diagonal matrices, of the form S = exp({2iπs, 0} g ), we have Ad(S).{t, u} = {t, e 4iπs u}.
Functional Spaces
We will consider the space C ∞ (T, g) equipped with the standard maximum norms
for s ≥ 0, and the Sobolev norms
are the Fourier coefficients of U (·). The fact that the injections
) for all s ≥ 0 are continuous is classical. By abusing the notation, we will note H 0 = L 2 . We will denote the corresponding spaces of complex sequences by lowercase letters,
For this part, see [Fol95] and [SW71] . In view of the identification G ≈ S 3 , with normalized measure, the space C ∞ ((G)) of smooth C-valued functions defined on G, can be identified with C ∞ (S 3 ), and the identification is an isometry between the L 2 spaces. Let us give a convenient basis for C ∞ (S 3 ). Given a system of coordinates (ζ, ω) in C 2 , we can define an orthonormal basis for P m , the space of homogeneous polynomials of degree m, by {ψ l,m } 0≤l≤m where ψ l,m (ζ, ω) = 
. In higher regularity, they generate a dense subspace of C ∞ .
The group G acts on
If coordinates are chosen so that A = {e 2iπa , 0} is diagonal, then
and A then acts on harmonic functions by
where m − 2p = m − p − p is the difference of the degree of homogeneity in (z,w) and (z, w). Therefore, the harmonics in these coordinates are eigenvectors for the associated operator. In particular, if a is irrational, the eigenvectors for the eigenvalue 1 are exactly the elements π j,m/2 m , 0 ≤ j ≤ m. The group of symmetries of C.ψ m/2,m is exactly the normalizer of T , the torus of matrices commuting with A. We revisit the following lemma from [Kar14b] . It examines the effect of changes of coordinates on the eigenvectors for the eigenvalue 1, ψ m/2,m . Proof. Call l = m/2 and calculate the projection:
The factor of the projection, p l , is a Legendre polynomial in the variable |z| 2 and |w| 2 = 1 − |z| 2 . The conclusion follows from the properties of Legendre polynomials.
Returning to more general facts from calculus, the C s norms for functions in C ∞ (G) are defined in a classical way, and the Sobolev norms are defined by imposing a rate of decay on f
These operators satisfy the estimates
Arithmetics, continued fraction expansion
For this section we refer the reader to [Khi63] . Let us introduce some notation.
the integer part of α, {α} its fractional part and G(α) = {α −1 }, the Gauss map. Consider α ∈ T \ Q fixed, and let α n = G n (α) = G(α n−1 ), a n = [α The following definition concerns the preservation of Diophantine properties when the algorithm of continued fractions is applied to the number. Definition 2.2. We will denote by RDC(γ, τ ) the full measure set of recurrent Diophantine numbers, i.e. the α in T \ Q such that G n (α) ∈ DC(γ, τ ) for infinitely many n.
In contexts where the parameters γ and τ are not significant, they will be omitted in the notation of both sets.
Finally, we will need to approximate the eigenvalues of matrices in G with iterates of α, and thus need the following notion, which is looser than (α, a) ∈ T d+1 being Diophantine.
Definition 2.3. We will denote by DC α (γ, τ ) the set of elements A of G satisfying the following property. If A = D{e 2iπa , 0}D * for some D ∈ G, then for k = 0,
Such numbers are called Diophantine with respect to α.
Cocycles in T d × SU(2)
2.4.1 Definition of the dynamics
We will call such an action a quasiperiodic cocycle over α (or simply a cocycle).
The space of such actions is denoted by SW 
. We note that cocycles are defined over more general maps and in more general contexts of regularity and structure of the basis and fibers.
The cocycle acts on any product space T d × E, provided that G E, in an obvious way. The particular case which will be important in this article is the representation of G on L 2 (G), and the resulting action of the cocycle on 
Conjugation and reducibility
The cocycle (α, A(·)) is called a constant cocycle if A(·) = A ∈ G is a constant mapping. In that case, the quasiperiodic product reduces to a simple product of matrices, (α, A) to state that the two cocycles are conjugate to each other.
Since constant cocycles are a class whose dynamics can be analysed, we give the following definition. Definition 2.5. A cocycle will be called reducible iff it is conjugate to a constant.
In contrast with the greater part of the literature, in this article reducible means that the transfer function is at least measurable, whenever its regularity is not mentioned. In this article, cocycles are always C ∞ smooth, but the smoothness of conjugations may vary from H 0 ≡ L 2 to C ∞ . Due to the fact that not all cocycles are reducible (e.g. generic cocycles in T × S 1 over Liouvillean rotations, but also cocycles over Diophantine rotations, even though this result is hard to obtain, see [Eli02] , [Kri01] ) we also need the following concept, which has proved to be central in the study of such dynamical systems. Definition 2.6. A cocycle (α, A(·)) is said to be almost reducible if there exists a sequence of conjugations B n (·) ∈ C ∞ , such that Conj Bn(·) .(α, A(·)) becomes arbitrarily close to constants in the C ∞ topology, i.e. iff there exists (A n ), a sequence in G, such that
When this property is established in a K.A.M. constructive way, we can compare the size of F n (·) ∈ C ∞ (T d , g), the error term which makes this last limit into an equality, with the rate of growth of the conjugation B n , and obtain that Ad(B n (·)).
In this case, almost reducibility in the sense of the definition above and almost reducibility in the sense that "the cocycle can be conjugated arbitrarily close to reducible cocycles" are equivalent.
Herein, we will prove a more general statement, concerning conjugation close to any conjugacy class, where the same considerations on the error term apply.
Definition 2.7. Let (α, A(·)) be a given cocycle, and C a given class cocycles up to conjuation. The cocycle (α, A(·)) is said to be almost conjugate to C if there exists a sequence of conjugations B n (·) ∈ C ∞ and a sequence of cocycles (α, C n (·)) ∈ C, such that Conj Bn(·) .(α, A(·)) becomes arbitrarily close to (α, C n (·)) in the C ∞ topology.
Review of the K.A.M. scheme and of the normal form
Local conjugation. Let (α, Ae F (·) ) = (α, A 1 e F1(·) ) ∈ SW ∞ (T, G) be a cocycle over a Diophantine rotation satisfying some smallness conditions to be made more precise later on, and suppose, moreover, that A = {e 2iπa , 0} is diagonal. The goal is to conjugate the cocycle ever closer to constant cocyles by means of an iterative scheme. This is obtained by iterating the following lemma, for the detailed proof of which we refer to [Kri99a] , [Eli02] or [Kar15] . For the sake of completeness, we sketch the proof, following the notation of [Kar14b] .
where c 0 , s 0 depend on γ, τ and d, and ε 1,s = F 1 s . Then, there exists a conjugation
and such that the mappings G 1 (·) and F 2 (·) satisfy the following estimates
where s ′ ≥ s, and ε 2,s = F 2 (·) s
If we suppose that Y (·) : T → g can conjugate (α, A 1 e F1(·) ) to (α, A 2 e F2(·) ), with F 2 (·) ≪ F 1 (·) , then it must satisfy the functional equation
Linearization of this equation under the assumption that all C 0 norms are smaller than 1 gives
The equation for the diagonal coordinate is a linear cohomological one, and after truncation in the frequency domain it reads
and the solution as well as the estimates it satisfies are classical. The rest satisfies the estimate of eq. 1, and the mean valueF 1,t (0) is an obstruction and will be integrated in exp 
If for some k 1 we have
with ν > τ to be fixed, we declare the corresponding Fourier coefficientF 1,z (k 1 ) a resonance, and integrate it to the obstructions. We know by [Eli02] that such a k 1 (called a resonant mode), if it exists and satisfies 0 < k 1 ≤ N , is unique in {k ∈ Z, |k − k 1 |≤ 2N }. We can thus write
and call ǫ 1 the distance to the exact resonance. If we now call T k1 2N the truncation operator projecting on the frequencies 0 < |k−k 1 |≤ 2N if k 1 exists, the equation
2N F 1,z (·) can be solved and the solution satisfies the announced estimates.
In total, the equation that can be solved with good estimates is
If k 1 exists and is non-zero, iteration of local conjugation is impossible. On the other hand, the conjugation B(·) = {e −2iπk1·/2 , 0} is such that, if we call
2iπ(a−k1α/2) }, they satisfy the equation
2N is a dis-centered rest operator. The equation for primed variables can be obtained from eq. 3 by applying Ad(B(·)) and using that B(·) is a morphism and commutes with A 1 . This implies that
that is, B(·) reduces the initial constant perturbed by the obstructions to a cocycle close to (α, Id). If B(·) happens to be 2-periodic, we post-conjugate with C(·): 2T → G, a torus morphism commuting with A 2 and algebraically conjugate to e iπ· 0 0 e
−iπ·
This conjugation adds ±iπα to the arguments of the eigenvalues of A 2 and restores 1-periodicity without deteriorating the estimates (see also [Kar15] ), as it only shifts the frequencies of the perturbation of A 2 by 1. We let the reader convince themselves that this conjugations does not influence the estimates or the proofs of the theorems of the article and we will omit it in the rest of the arguments. The K.A.M. scheme and normal form. If we define the following set of parameters, we can iterate lemma 2.2. Let N n+1 = N 1+σ n = N (1+σ) n−1 , where N = N 1 is big enough and 0 < σ < 1, and K n = N ν n , for some ν > τ . If we suppose that (α, A n e Fn(·) ) satisfies the hypotheses of lemma 2.2 for the corresponding parameters, then we obtain a mapping G n (·) = B n (·)e Yn(·) that conjugates it to (α, A n+1 e Fn+1(·) ), and we use the notation ε n,s = F n s . If we suppose that the initial perturbation small in small norm: ε 1,0 < ǫ < 1, and not big in some bigger norm: ε 1,s0 < 1, where ǫ and s 0 depend on the choice of parameters, then we can prove (see [Kar15] and, through it, [FK09] ), that the lemma can be iterated into a scheme, and moreover
) for every fixed s and G n s = O(N s+λ n ) for every s and some fixed λ > 0
We sum these inequalities up by saying that the norms of perturbations decay exponentially, while conjugations grow polynomially.
This fact allows us to obtain the normal form as follows. The product of conjugations produced by the scheme at the n-th step is written in the form H n (·) = B n (·)e Yn(·) ...B 1 (·)e Y1(·) , where the B j (·) reduce the resonant modes. We can rewrite the product in the form
Since the Y j (·) converge exponentially fast to 0 (they are conjugations comparable with F j with a fixed loss of derivatives) in C ∞ , and since the algebraic conjugation deteriorates the C s norms by a factor of the order of N s+d n−1 ,
, and it has the property that the K.A.M. scheme applied to it consists only in the reduction of resonant modes.
Notation 2.1. For a cocycle in normal form, we relabel the indexes as (α, A ni e
, where n i is a step where a reduction of a resonant mode takes place.
In the language of fig. 1 a cocycle in normal form, after the successive conjugations up to the step i and in the first order of magnitude looks like a circle around the origin in the plane tangent to a resonant sphere {S.{2π
The reduction of the resonant mode drives k i α to 0, and reduces the rest of the perturbation to the point of coordinates {2πǫ i ,F i (k i )} g . The picture repeats itself if we zoom in in order to see the finer scales of the dynamics, and the first part of the picture (the reduction by the close-to-the-identity transformation Y n (·)) never occurs.
At the step i, we will assume that the constant A i = {e 2iπkiα , 0} is the exact resonance, and the first order perturbation e Fi(·) = e {2iπǫi,0} .e {0,Fi(ki)e 2iπk i · } contains the distance from the exact resonance, {2iπǫ i , 0}.
3 Proof of weak mixing
Let f ∈ L 2 (T × G, C) be an eigenfunction of U = U (α,A(·)) , with explicit dependence on S. We remark that any eigenfunction depending non-trivially on S also depends non-trivially on x, unless A(·) ≡ A ∈ G is constant. Since each subspace L 2 (T) × E m is invariant under U , for each m fixed, we can suppose that there exists m ∈ N * such that f ∈ L 2 (T) × E m . The function f then admits a development
where we have dropped m from the notation since it is considered to be fixed. It will be replaced by i, the index of the step of the K.A.M. scheme. The equation satisfied by an eigenfunction of the Koopman operator U is
for some fixed λ ∈ S 1 . For a constant cocycle (α, A(·)) ≡ (α, A), the following lemma is immediate, under the assumption that
is a diagonal matrix in the coordinates that we introduce.
Lemma 3.1. Let (α, A) be a constant cocycle, and consider the canonical basis of E m , formed by the functions π j,p = π j,p m . Then, for every k ∈ Z and 0 ≤ j, p ≤ m, the function
is an eigenfunction of the Koopman operator U (α,A) , with eigenvalue
The proof of the lemma is by immediate calculation (or see [Kar14b] ) and points to the proof of the main theorem of the paper, where the assumption that the cocycle (α, A(·)) be in K.A.M. normal form becomes relevant. The argument is the following, and it is to be compared with the proof of thm 1.9. If f is an eigenfunction of the operator associated to the cocycle (α, A(·)),
at the n i -th step of the K.A.M. scheme, then,
. Since F i (·) is very small, f i should be close to an eigenfunction of the operator U ′ i = U (α,Ai) . The corresponding eigenvalues of the exact eigenfunctions will be distinct, since α is supposed Diophantine. Since this approximation converges exponentially fast for n → ∞, and since the support in the frequencies in L 2 (T) is related with the summability of the angles, we obtain the announced theorem.
We now make the argument precise. Clearly, f 0 = f is an eigenfunction of the operator U 0 = U (α,A(·)) and for the eigenvalue λ iff f i = f • (Id, H * i ) is an eigenfunction of the operator
for the same eigenvalue. Then, linearization with respect to the dynamics gives
whereŨ i = U (α,Ai) and the constants on the O L 2 depend on the norm of the function f . Linearization is possible because f depends in a C ∞ (in fact real analytic) way on the variable in G, and the L 2 character of the function may only be due to the slow decay of the Fourier coefficients in the variable in T.
We will also use the fact that, if the cocycle is not measurably reducible, resonances appear rarely.
Lemma 3.2. Let (α, A(·)) be in normal form and not measurably reducible. Then, n i+1 − n i → ∞
Proof. The condition that the cocycle is not measurably reducible is equivalent to
and α ∈ DC, we can conclude.
In fact, this argument can be applied as soon as the cocycle is not C ∞ reducible.
Let us now apply the operator T Ni on eq. 5 and use the fact that it commutes withŨ i to obtainŨ ) good approximations of the corresponding objects for U i . Therefore, since L 2 -norms in the original coordinates and those of the i-th step of the K.A.M. scheme are the same, the same approximation holds also for the operator U and the eigenfunctions transformed accordingly.
We now compare the equations 5 at the steps n i and n i+1 ≫ n i , and examine how the divergence of the product of conjugations sends L 2 mass to infinity, thus contradicting the initial assumption that f ∈ L 2 . Let us express the eigenfunctions ofŨ i in a coordinate system where (α, A i ) is diagonal. There exists l i ∈ N, such that, up to O(N
Let us, now, apply the transformation B i (·) which conjugates (αA i e Fi(·) ) to (αA i+1 e Fi+1(·) ). In the new coordinates,
i is diagonal in the coordinates where A i+1 is diagonal, then D i is θ i -away from a diagonal matrix in the same coordinates. If we also apply D i , we obtain the new coordinates (x, S i+1 ) where the cocycle (α, A(·)) is represented by (α, A i+1 e Fi+1(·) ) and A i+1 is diagonal, and the expression
By our observation, the formula above should coincide up to
for the same eigenvalue λ, eventually up to O(N −∞ i+1 ). The incompatibility between the two representations arises from the transformation rule of the π j,p under a change of basis. More precisely, the only functions that are eigenfunctions for the operatorŨ i+1 for the eigenvalue e 2iπliα are the functions e 2iπli· π j,m/2 i+1 , 0 ≤ j ≤ m, and m and even number. Therefore, the compatibility of the two expressions for the eigenfunction would impose that
When we insert D * i in this expression in order to undo the change of coordinates S i → S i+1 , we constrain the coefficients f ). Now, the same must hold when we compare the expressions obtained at the steps i + 1 and i + 2. Comparison between the constraint on the coefficients at the step i + 2, i.e.
shows that the space admissible at the step i + 1 is restricted. When we project the preimage of the vector ζ Since the different constraints on the coefficients are imposed in different scales of the dynamics for every different i, or equivalently since they correspond to frequencies in Z d belonging to distant shells, these constraints are independent from one another. Therefore, if the angles are not summable in ℓ 2 , the intersection of the constraints is empty and there exists no eigenfunction in L 2 . On the other hand, if the angles are summable in ℓ 2 , the procedure converges and produces an eigenfunction as should be expected.
Finally, for any given cocycle in N , we prove the existence of a subsequence of iterates accumulating to (0, Id) in the C ∞ topology. Proof. Every cocycle is almost reducible to a resonant one (α, A(·))
where
). Since, in the case where (α,
, and m i α → 0 when i → ∞.
The topology of congucacy classes
In this section we sketch a proof of theorems 1.10, 1.11, 1.13, 1.14 and 1.15, corollary 1.17 and theorem 1.18. The conjugations that act on a K.A.M. normal form at step i of the scheme are:
1. Far-from-the-identity conjugations commuting with the constant A i B ′ (·) = e when it acts by conjugation on (α, A i e Fi(·) ), transforms the parameters of the normal form as follows
i.e. the angle between A i and A i+1 is driven to zero, the rotation number at the step i + 1 is added to the one at the step i and the following resonances are translated by k i . These conjugations affect the norms by a factor O H s (|θ ) when θ i is close to 0, and therefore will be close to the identity whenever t is small enough.
The fact that these three conjugations are the only ones who act on the parameter space of normal forms follows from the following. In view of item 1, we can assume that the resonant mode is the same for both forms. Then, we can apply item 3 to each one, in order to obtain a resonant constant, but with the resonant mode disactivated. If these two cocycles are conjugate to each other, then their arguments a These facts prove thm 1.15, by applying the same procedure as for the construction of the K.A.M. normal form, its corollary 1.17, and thm 1.18. Corollary 1.16 is proved by combining the estimates above with the proof of thm 1.6, where it is proved that the K.A.M. scheme produces only a finite number of resonances for cocycles reducible to a constant in CD α , and, "generically", an infinite one if the constant is in L α .
The construction of the paths is carried out by partitioning the interval [0, 1] into dyadic intervals, and then continuously deforming the parameters of the ith step of the K.A.M. scheme for t ∈ [2 i−1 , 2 i ] in a continuous way from those of the original cocycle to those corresponding to the normal form of the target.
Let us sketch the proof of thm 1.10. First, connect the Id with A 1 with a continuous path, say the shortest one parameter connecting the two elements. This part cannot be obtained by acting by conjugation. Then, activate corresponding mode of the normal form by a remarametrization of, say t → {e 2iπtǫ1 , 0}.{0, e {0,tF1e The proofs of the two other similar theorems 1.13 and 1.14, are only slightly more complicated.
