ABSTRACT The semantic analysis field has a crucial role to play in the research related to text analytics. Calculating the semantic similarity between sentences is a long-standing problem in the area of natural language processing, and it differs significantly as the domain of operation differs. In this paper, we present a methodology that can be applied across multiple domains by incorporating corpora-based statistics into a standardized semantic similarity algorithm. To calculate the semantic similarity between words and sentences, the proposed method follows an edge-based approach using a lexical database. When tested on both benchmark standards and mean human similarity dataset, the methodology achieves a high correlation value for both word (r = 0.8753) and sentence similarity (r = 0.8793) concerning Rubenstein and Goodenough standard and the SICK dataset (r = 0.8324 1 ) outperforming other unsupervised models.
I. INTRODUCTION
In general, semantic similarity is a measure of the conceptual distance between two objects, based on the correspondence of their meanings [1] . Semantic similarity between sentences in natural language processing (NLP) is considered a complex task, as the meaning of words changes significantly when the context is changed. As Jiang quotes, ''In many cases, humans have little difficulty in determining the intended meaning of an ambiguous word, while it is extremely difficult to replicate this process computationally'' [2] . Determination of semantic similarity in NLP has a wide range of applications. In internet-related applications, the uses of semantic similarity include estimating relatedness between search engine queries [3] and generating keywords for advertising on the web [4] . In biomedical applications, semantic similarity has become a valuable tool for analyzing results in gene clustering, gene expression and disease gene prioritization [5] - [7] . In addition to this, semantic similarity is also beneficial in information retrieval on web [8] , text summarization [9] and text categorization [10] . Hence, such applications need to have a robust algorithm to estimate the semantic similarity which can be used across variety of domains.
Methodologies used to calculate semantic similarity are 1 Eliminating the outliers which constitutes to 3.75% of 4927 statement pairs highly varied across multiple domains and the databases and algorithms used in one specific domain do not translate well onto other domains. Since the concept of calculating semantic similarities has a common underlying conceptual foundation regardless of domain, a methodology with a robust algorithm that can accurately estimate semantic similarity while incorporating a variety of domain specific predefined standard language measures is desirable. To improve the existing algorithms that determine the closeness of implications of the objects under comparison, it is clear that a domain specific predefined standard measure which readily describes the relatedness of the meanings in context is necessary. If we use natural language to compare the natural language sentences, then it would be a recursive problem with no stopping condition. Hence, it is essential to have some predefined measures.
This research aims to improve on existing algorithms and increase robustness through the integration of interchangeable domain specific corpora and through the use of lexical databases. Lexical databases have fixed vocabulary structures and the edge-based word structure that supports the determination of semantic similarity [11] . Many approaches utilizing lexical databases have been developed and proven to be very useful in the area of semantic analysis [2] , [6] , [12] - [15] .
The main contribution of this research is a robust unsupervised semantic similarity algorithm which requires low computational resources and outperforms existing algorithms relative to the Rubenstein and Goodenough(R&G) benchmark standard [16] and achieves a good correlation with respect to the SICK dataset [17] .
The following section contains a review of related works. Section 3 provides a systematic review of our methodology. Section 4 explains the idea of traversal in a lexical database along with detailed visual diagrams and the computation with an illustrative example. Section 5 contains the result of our algorithm for the 65 noun word pairs from R&G [16] and sentence similarity for the sentence pairs in pilot data set [18] and and sentence similarity for the sentence pairs in SICK dataset [17] . Section 6 discusses the results and performance of the algorithm in relation to previous methodologies. Finally, section 7 briefly outlines the outcomes of this research with conclusions.
II. RELATED WORK
Recent work in the area of natural language processing has contributed valuable solutions to calculate the semantic similarity between words and sentences. This section reviews some related work to investigate the strengths and limitations of previous methods and to identify the particular difficulties in computing semantic similarity. Related works can roughly be classified into following major categories:
• Word co-occurrence methods • Similarity based on a lexical database • Method based on web search engine results • Methods based on word vectors using recursive neural networks and deep neural networks Word co-occurrence methods are commonly used in Information Retrieval (IR) systems [19] . This method has word list of meaningful words and every query is considered as a document. A vector is formed for the query and for documents. The relevant documents are retrieved based on the similarity between query vector and document vector [9] . This method has obvious drawbacks such as:
• It ignores the word order of the sentence.
• It does not take into account the meaning of the word in the context of the sentence. But it has following advantages:
• It matches documents regardless the size of documents • It successfully extracts keywords from documents [20] Using the lexical database methodology, similarity is computed using a predefined word hierarchy which has words, meanings, and relationships with other words compiled in a tree-like structure [15] . While comparing two words, it takes into account the path distance between the words as well as the depth of the subsumer in the hierarchy. The subsumer refers to the relative root node concerning the two words being compared. It also uses a word corpus to calculate the 'information content'of the word which influences the final similarity. This methodology has the following limitations:
• The appropriate meaning of the word is not considered while calculating the similarity, rather it takes the best matching pair even if the meaning of the word is totally different in two distinct sentences.
• The information content of a word from one corpus differs from another. The third methodology computes relatedness based on web search engine results utilizing the number of search results [21] . This technique does not necessarily give the similarity between words as words with opposite meanings frequently occur together on the web pages which influences the final similarity index. We have implemented the methodology to calcuate the Google Similarity Distance 2 [22] . The search engines that we used for this study are Google and Bing. The results obtained from this method are not encouraging.
Recently, the models based on neural networks have produced significant improvements in the results related to semantic similarity [23] - [27] . One revolutionary model proposed by Tai et al. (2015) [25] uses Glove vectors and subsequently Tree-LSTM. Tree-LSTMs generalize the order-sensitive chain-structure of standard LSTMs to treestructured network topologies. A siamese adaptation of LSTM proposed by Mueller and Thyagarajan (2016) [24] outperforms the above mentioned neural networks based state of the art models. The authors explain the dependency of their model on a simple Manhattan metric. Their method forms a highly structured space whose geometry reflects complex semantic relationships. Performance evaluations for all aforementioned neural network models are trained on the SICK dataset [17] and tested on the same dataset. Despite improvements, these models perform poorly when tested on sentences which do not follow the grammar and structure of SICK sentences.
Overall, above-mentioned methods compute the semantic similarity without considering the context of the word according to the sentence. The algorithm proposed in this paper addresses aforementioned issues by disambiguating the words in sentences and forming semantic vectors dynamically for comparing sentences and words.
III. THE PROPOSED METHODOLOGY
The method 3 to calculate the semantic similarity between two sentences is divided into two modules:
Pass 1: Maximize the similarity Pass 2: Bound the similarity
A. PASS 1: MAXIMIZE THE SIMILARITY
The proposed methodology considers the text as a sequence of words and deals with all the words in sentences separately according to their semantic and syntactic structure. The information content of the word is related to the frequency of the meaning of the word in a lexical database or a corpus. Figure 1 depicts the procedure to calculate the similarity between two sentences. Unlike other existing methods that use the fixed structure of vocabulary, the proposed method uses a lexical database to compare the appropriate meaning of the word. A semantic vector is formed for each sentence which contains the weight assigned to each word for every other word from the second sentence in comparison. This step also takes into account the information content of the word, for instance, word frequency from a standard corpus. Semantic similarity is calculated based on two semantic vectors. An order vector is formed for each sentence which considers the syntactic similarity between the sentences. Finally, semantic similarity is calculated based on semantic vectors and order vectors. Pass 1 is divided into three parts:
• Word similarity • Sentence similarity • Word order similarity The following section further describes each of the steps in more details.
1) WORD SIMILARITY
To compute the word similarity, the proposed method uses the sizeable lexical database for the English language, WordNet [28] , from the Princeton University.
a: IDENTIFYING WORDS FOR COMPARISON
Before calculating the semantic similarity between words, it is essential to determine the words for comparison. We use word tokenizer and 'parts of speech tagging technique' as implemented in natural language processing toolkit, NLTK [29] . This step filters the input sentence and tags the words into their 'part of speech'(POS) and labels them accordingly. WordNet has path relationships between nounnoun and verb-verb only. Such relationships are absent in VOLUME 7, 2019 WordNet for the other parts of speech. Hence, it is not possible to get a numerical value that represents the link between other parts of speech except nouns and verbs. We deal with other parts of speech in pass 2 of the algorithm.
Example: 'A voyage is a long journey on a ship or in a spacecraft' Table 1 represents the words and the corresponding parts of speeches. The parts of speeches are as per the Penn Treebank [30] .
b: ASSOCIATING WORD WITH A SENSE
The primary structure of WordNet is based on synonymy. Every word has synsets according to the meaning of the word in the context of a statement. The distance between synsets in comparison varies as we change the meaning of the word.
Consider an example where we calculate the shortest path distance between words 'river' and 'bank.' WordNet has only one synset for the word 'river'. We calculate the path distance between synset of 'river' and three synsets of word 'bank'. Table 2 represents the synsets and corresponding definitions for the words 'bank' and 'river'. Shortest distances for the Synset pairs are represented in Table 3 . When comparing two sentences, we have many such word pairs which have multiple synsets. Therefore, not considering the proper synset in context of the sentence, could introduce errors at the early stage of similarity calculation. Hence, sense of the word has a significant effect on the overall similarity measure. Identifying the sense of the word is an area of research called 'word sense disambiguation'. We use 'max similarity' algorithm, Eq. 1, to perform word sense disambiguation [31] as implemented in Pywsd, an NLTK based Python library [32] . In Eq. 1, a is a query word and i represents all the words in context.
c: SHORTEST PATH DISTANCE BETWEEN SYNSETS
Shortest path distance between synsets is the number of connecting edges between them in the lexical database, WordNet.
The following example explains, in detail, the method used to calculate the shortest path distance. Referring to Figure 2 , consider two words, viz.: w1 = motorcycle and w2 = car We are referring to Synset('motorcycle.n.01') for 'motorcycle' and ('car.n.01') for 'car'. The traversal path is: motorcycle → motor vehicle → car. Hence, the shortest path distance between motorcycle and car is 2. In WordNet, the gap between words increases as similarity decreases. Utilizing this property, we use the previously established monotonically decreasing function [15] :
where l is the shortest path distance and α is a constant. The selection of exponential function is to ensure that the value of f(l) lies between 0 to 1.
d: HIERARCHICAL DISTRIBUTION OF WORDS
In WordNet, the primary relationship between the synsets is the super-subordinate relation, also called hyperonymy, hyponymy or ISA relation [28] . This relationship connects the general concept synsets to the synsets that have specific characteristics. For example, Table 4 represents the word 'vehicle' and its hyponyms. The hyponyms of 'vehicle' have more specific properties and represent the particular set, whereas 'vehicle' has more general properties. Hence, words at the upper layer of the hierarchy have more general features and less semantic information, as compared to words at the lower layer of the hierarchy [15] .
Hierarchical distance plays an important role when the path distances between word pairs are the same. For instance, referring to Figure 2 , consider the following word pairs:
car -motorcycle and bicycle -self_propelled_vehicle. The shortest path distance between both the pairs is 2, but the pair car -motorcycle has more semantic information and specific properties than bicycle -self_propelled_vehicle. Hence, we need to scale up the similarity measure if the word pair subsume words at the lower level of the hierarchy and scale down if they subsume words at the upper level of the hierarchy. To include this behavior, we use a previously established function [15] :
For WordNet, the optimal values of α and β are 0.2 and 0.45 respectively as reported previously [8] .
2) INFORMATION CONTENT OF THE WORD
The meaning of the word differs as we change the domain of operation. We can use this behavior of natural language to make the similarity measure domain-specific. It is used to influence the similarity measure if the domain operation is predetermined. To illustrate the Information Content of the word in action, consider the word: bank. The most frequent meaning of the word bank in the context of Potamology (the study of rivers) is sloping land (especially the slope beside a body of water). The most frequent meaning of the word bank in the context of Economics would be a financial institution that accepts deposits and channels the money into lending activities. When applying the Word Disambiguation Approach described in section III-A.1.b, the final similarity of the word would be different for every corpus. The corpus, belonging to particular domain, works as supervised learning data for the algorithm. We first disambiguate the whole corpus to get the sense of the word and further calculate the frequency of the particular sense. These statistics for the corpus work as the knowledge base for the algorithm. Figure 3 represents the steps involved in the analysis of corpus statistics.
3) SENTENCES' SEMANTIC SIMILARITY
As Li et al. [15] states, the meaning of the sentence is reflected by the words in the sentence. Hence, we can use the semantic information from section III-A.1 and section III-A.2 to calculate the final similarity measure. Previously established methods to estimate the semantic similarity between sentences, use the static approaches like using a precompiled list of words and phrases. The problem with this technique is the precompiled list of words and phrases which doesn't necessarily reflect the correct semantic information in the context of compared sentences.
The dynamic approach includes the formation of a joint word vector which compiles words from sentences and uses it as a baseline to form individual vectors. This method introduces inaccuracies in similarity calculations, particularly for the long sentences and the paragraphs containing multiple sentences.
Unlike these methods, our method forms the semantic value vectors for the sentences and aims to keep the size of the semantic value vector to the minimum. Formation of semantic vector begins after the section III-A.1.b. This approach avoids the overhead involved to form semantic vectors separately unlike done in previously discussed methods. Also, in this stage, we eliminate prepositions, conjunctions and interjections. Hence, these connectives are automatically eliminated from the semantic vector. We determine the size of the vector, based on the number of tokens from section III-A.1.b. Every unit of the semantic vector is initialized to null to void the foundational effect. Initializing the semantic vector to a unit positive value discards the negative/null effects, and overall semantic similarity will be a reflection of most similar words in the sentences. Let's see an example. S1 = ''A jewel is a precious stone used to decorate valuable things that you wear, such as rings or necklaces.'' S2 = ''A gem is a jewel or stone that is used in jewellery.'' List of tagged words for S1: Length of the list of tagged words for S1 is 9 List of tagged words for S2:
Length of the list of tagged words for S2 is 5
We eliminate words like a, is, to, that, you, such, as, or; hence further reducing the computing overhead. The formed semantic vectors contain semantic information concerning all the words from both the sentences. For example, the semantic vector for S1 is: Vector V1 has semantic information from S1 as well as from S2. Similarly, vector V2 also has semantic information from S1 and S2. To establish a similarity value using two vectors, we use the magnitude of the normalized vectors.
We make this method adaptable to longer sentences by introducing a variable(ζ ) which is calculated dynamically at runtime. With the utilization of ζ , this method can also be used to compare paragraphs with multiple sentences.
a: DETERMINATION OF ζ
The words with maximum similarity have more impact on the magnitude of the vector. Using this property, we establish ζ for the sentences in comparison. According to R&G, the benchmark synonymy value of two words is 0.8025 [16] . Using this value as a determination standard, we calculate all the cells from V1 and V2 with the value greater than 0.8025. ζ is given by:
where C1 is count of valid elements in V1 and C2 is count of valid elements in V2. γ is set to 1.8, determined by grid search over the correlation with R&G [16] and SICK dataset [17] . Now, using Eq. 4 and Eq. 7, we establish similarity as:
where C1 is count of valid elements in V1 and C2 is count of valid elements in V2. γ is set to 1.8, determined by grid search over the correlation with R&G. Now, using Eq. 4 and Eq. 7, we establish similarity as:
Algorithm 1 renders the explained procedure.
4) WORD ORDER SIMILARITY
Along with the semantic nature of the sentences, we need to consider the word order in the sentences. The word order similarity, simply put, is the aggregation of comparisons of word indices in two sentences. The semantic similarity approach based on words and the lexical database doesn't take into account the grammar of the sentence. Li et al. [15] assigns a number to each word in the sentence and forms a word order vector according to their occurrence and similarity. They also consider the semantic similarity value of words to decide the word order vector. If a word from sentence 1 is not present in sentence 2, the number assigned to the index 
V 1, V 2 ← vector_length(word_similarity(S1, S2))
while S1_list_of _tagged_tokens do 9: if word_similarity_value > benchmark_similarity_value then 10: C1 ← C1 + 1 11: while S2_list_of _tagged_tokens do 12: if word_similarity_value > benchmark_similarity_value then 13: C2 ← C2 + 1 14: ζ ← sum(C1, C2)/γ 15: S ← ||V 1||.||V 2|| 16: if sum(C1, C2) = 0 then 17: ζ ← vector_length/2 18: δ ← S/ζ of this word in the word order vector corresponds to the word with maximum similarity. This case is not always valid and introduces errors in the final semantic similarity index. For the methods which calculate the similarity by chunking the sentence into words, it is not always necessary to decide the word order similarity. For such techniques, the word order similarity actually matters when two sentences contain same words in different order. Otherwise, if the sentences contain different words, the word order similarity should be an optional construct. In the entirely different sentences, word order similarity doesn't impact on the large scale. For such sentences, the impact of word order similarity is negligible as compared to the semantic similarity. Hence, in our approach, we implement word order similarity as an optional feature. Consider following classical example:
• S1: A quick brown dog jumps over the lazy fox.
• S2: A quick brown fox jumps over the lazy dog. The edge-based approach using lexical database will produce a result showing that both S1 and S2 are same, but since the words appear in a different order we should scale down the overall similarity as they represent different meaning. We start with the formation of vectors V1 and V2 dynamically for sentences S1 and S2 respectively. Initialization of vectors is performed as explained in section III-A.3. Instead of forming joint word set, we treat sentences relatively to keep the size of vector to the minimum.
The process starts with the sentence having maximum length. Vector V1 is formed with respect to sentence 1 and cells in V1 are initialized to index values of words in S1 beginning with 1. Hence V1 for S1 is: 2, 3, 4, 5, 6, 7, 8, 9 ] Now, we form V2 concerning S1 and S2. To form V2, every word from S2 is compared with S1. If the word from S2 is absent in S1, then the cell in V2 is filled with the index value of the word in sentence S2. If the word from S2 matches with a word from S1, then the index of the word from S1 is filled in V2.
In the above example, consider words 'fox' and 'dog' from sentence 2. The word 'fox' from S2 is present in S1 at the index 9. Hence, entry for 'fox' in V2 would be 9. Similarly, the word 'dog' form S2 is present in the S1 at the index 4. Hence, entry for 'dog' in V2 would be 4. Following the same procedure for all the words, we get V2 as:
Finally, word order similarity is given by:
In this case, W s is 0.067091.
B. PASS 2: BOUND THE SIMILARITY
The first pass of the algorithm returns the maximized similarity(δ) between two sentences. The second pass of the algorithm aims at computing a more robust similarity by reducing the ancillary similarity which causes skeweness in results by considering syntactical structure, adjectives and adverbs, and negations in the sentences. Skewness in this context implies the deviation of the similarity(δ) from the similarity in the SICK dataset. We propose three approaches for the Pass 2 of the algorithm.
1) Recurrence of words 2) Negation and stanford POS tagger model 3) Spacy's dependency parser model
1) MODEL 1: RECURRENCE OF WORDS
We consider the number of occurrences of a word with same meaning in the sentence. If a word occurs multiple times in the sentence, then we should reduce the impact of the word on the overall similarity. To illustrate this property of occurrences, consider following example:
S1: Explain the term Database and Database Management System DBMS, as well as the use of Primary and Foreign Key. S2: Understand the fundamental concepts of relational database and implement a relational database.
The word Database occurs twice in both sentences. The impact it has on the final similarity is more than the actual information it adds to the sentence. Hence, while assigning the similarity value for such word pairs, we divide the subsequent occurrences by the number of occurrences. (10) where V represents the semantic vector. In this example, the value of similarity for database would be reduced to half as it occurs twice. 
V [word] = similarity/number_of _occurrences

2) MODEL 2: NEGATION AND STANFORD POS TAGGER MODEL
The intuitive idea behind this model is to build a concise list containing syntactical information for both sentences and subsequently processing the lists to arrive at a decision value. We focus on verbs, adverbs, and adjectives primarily. In this model, we use Stanford POS tagger, thesaurus.com Python API [33] and a list of English language contractions from Wikipedia [34] . We start by resolving the contractions to get the necessary form of the sentences. Both the sentences are tagged in their respective parts of speeches using Stanford's bidirectional distsim tagger [35] . A list is formed for both the sentences in following order:
1) The length of lists is determined by the length of the list containing POS of the sentences.
2) All the elements in the list are initialized to zero.
3) If the word is verb, adverb, adjective or negation, then the corresponding bit is set to represent the POS of the word. Both the lists are compared as depicted in Figure 5 . A decision is made explicitly for each verb, adverb, and adjective. If opposite sense is encountered in the sentences, then similarity δ is amended using following formula:
θ is set to 1.5. Through grid search we found that θ at 1.5 gives the highest correlation with the SICK values. Figure 4 represents the normal distribution using Gaussian curve of correlation with respect to θ.
a: SPACY'S DEPENDENCY PARSER MODEL
The model based on dependency parsing outperforms model 1(III-B.1) and model 2(III-B.2). We use Spacy's [36] dependency parser to get the dependency grammar of the sentence. We follow a similar approach as in model 2 by forming a list representing the dependency information of the sentence. We assemble the following information from dependency parsing: cell = {token, token.pos, token.dep} The above cell format represents a cell in the list. A token is a word from a sentence, token.pos is the part of speech of the token in a sentence, token.dep depicts the dependency in the sentence. We maintain information about root, nouns, and verbs from both the sentences separately.
The goal of this approach is to keep track of the syntactical differences by incrementing a global dependency variable. We start the comparison with the roots of both the sentences. If roots are not similar or if the synsets of roots do not intersect each other, then we increment the dependency variable by 1. Next, we compare the lists containing nouns and accordingly increment the dependency variable. We consider the length of the lists containing nouns and the dependency of the nouns in the sentence. Similarly, we compare the lists containing verbs.
We check the negation explicitly. We maintain a list of words conveying negation. We use the SICK dataset to compile this list. If we encounter a word from the list of negation words, then we increase the dependency variable(dep_var) by 1. Length of sentences is also an important factor affecting the semantics of the sentences. We use the following formula to calculate the shift between two sentences. Following formulae are derived considering the normal distribution of semantic similarity over SICK dataset [17] . shift = * log(abs(s1_length − s2_length) + 1) (12) We establish a dependency index(dep_index) using following formula:
is set to 0.10 through grid search over correlation on SICK dataset. Finally, we use this dependency_index as a measure indicating the syntactical difference between two sentences. We establish final similarity as:
IV. IMPLEMENTATION USING SEMANTIC NETS
The database used to implement the proposed methodology is WordNet and statistical information from WordNet is used calculate the information content of the word. This section describes the prerequisites to implement the method.
A. THE DATABASE -WORDNET
WordNet is a lexical semantic dictionary available for online and offline use, developed and hosted at Princeton. The version used in this study is WordNet 3.0 which has 117,000 synonymous sets, Synsets. Synsets for a word represent the possible meanings of the word when used in a sentence. WordNet currently has synset structure for nouns, verbs, adjectives and adverbs. These lexicons are grouped separately and do not have interconnections; for instance, nouns and verbs are not interlinked. The main relationship connecting the synsets is the supersubordinate(ISA-HASA) relationship. The relation becomes more general as we move up the hierarchy. The root node of all the noun hierarchies is 'Entity'. Like nouns, verbs are arranged into hierarchies as well.
1) SHORTEST PATH DISTANCE AND HIERARCHICAL DISTANCES FROM WORDNET
The WordNet relations connect the same parts of speeches. Thus, it consists of four subnets of nouns, verbs, adjectives and adverbs respectively. Hence, determining the similarity between cross-domains is not possible.
The shortest path distance is calculated by using the tree-like hierarchical structure. To figure the shortest path, we climb up the hierarchy from both the synsets and determine the meeting point which is also a synset. This synset is called subsumer of the respective synsets. The shortest path distance equals the tohops from one synset to another.
We consider the position of subsumer of two synsets to determine the hierarchical distance. Subsumer is found by using the hyperonymy (ISA) relation for both the synsets. The algorithm moves up the hierarchy until a common synset is found. This common synset is the subsumer for the synsets in comparison. A set of hypernyms is formed individually for each synset and the intersection of sets contains the subsumer. If the intersection of these sets contain more than one synset, then the synset with the shortest path distance is considered as a subsumer.
2) THE INFORMATION CONTENT OF THE WORD
For general purposes, we use the statistical information from WordNet for the information content of the word. WordNet provides the frequency of each synset in the WordNet corpus. This frequency distribution is used in the implementation of section III-A.2.
B. ILLUSTRATIVE EXAMPLE
This section explains in detail the steps involved in the calculation of semantic similarity between two sentences.
• S1: A gem is a jewel or stone that is used in jewellery.
• S2: A jewel is a precious stone used to decorate valuable things that you wear, such as rings or necklaces.
Following segment contains the parts of speeches and corresponding synsets used to determine the similarity. For S1 the tagged words are: Synset('jewel.n.01'): a precious or semiprecious stone incorporated into a piece of jewelry Synset('jewel.n.01'): a precious or semiprecious stone incorporated into a piece of jewelry Synset('gem.n.02'): a crystalline rock that can be cut and polished for jewelry Synset('use.v.03'): use up, consume fully Synset('jewelry.n.01'): an adornment (as a bracelet or ring or necklace) made of precious metals and set with gems (or imitation gems)
For S2 the tagged words are: Synset('jewel.n.01'): a precious or semiprecious stone incorporated into a piece of jewelry Synset('stone.n.02'): building material consisting of a piece of rock hewn in a definite shape for a special purpose Synset('use.v.03'): use up, consume fully Synset('decorate.v.01'): make more attractive by adding ornament, colour, etc.
Synset('valuable.a.01'): having great material or monetary value especially for use or exchange Synset('thing.n.04'): an artifact Synset('wear.v.01'): be dressed in Synset('ring.n.08'): jewelry consisting of a circlet of precious metal (often set with jewels) worn on the finger Synset('necklace.n.01'): jewelry consisting of a cord or chain (often bearing gems) worn about the neck as an ornament (especially by women) VOLUME 7, 2019 After identifying the synsets for comparison, we find the shortest path distances between all the synsets and take the best matching result to form the semantic vector. The intermediate list is formed which contains the words and the identified synsets. L1 and L2 below represent the intermediate lists.
L1: [('gem', Synset('jewel.n 
Synset('wear.v.01'))], [('rings', Synset('ring.n.08'))], [('necklaces', Synset('necklace.n.01'))]
Now we begin to form the semantic vectors for S1 and S2 by comparing every synset from L1 with every synset from L2. The intermediate step here is to determine the size of semantic vector and initialize it to null. In this example, the size of the semantic vector is 9 by referring to the method explained in section III-A.3. The following part contains the cross comparison of L1 and L2.
Cross-comparison with all the words from S1 and S2 is essential because if a word from statement S1 best matches with a word from S2, it does not necessarily mean that it would be true if the case is reversed. This scenario can be observed with the words jewel from Table 5 and things from Table 6 . things best matches with jewel with index of 0.4063 whereas jewel from Table 5 best matches with jewel from Table 6 . After getting the similarity values for all the word pairs, we need to determine an index entry for the semantic vector. The entry in the semantic vector for a word is the highest similarity value from the comparison with the words from other sentence. For instance, for the word gem, from Table 5 , the corresponding semantic vector entry is 0.90800855 as it is the maximum of all the compared similarity values.
Hence, we get V1 and V2 as following: 
S = 3.472426
The following segment explains the determination of ζ with reference to section III-A.3.b.
From Algorithm 1, C1 for V1 is 4. C2 for V2 is 3. Hence, ζ is (4+3)/1.8 = 3.89. Now, the final similarity is δ = S/ζ = 3.472426/3.89 = 0.8929. We execute Pass 2 of the algorithm using dependency parser model. Here length_difference for S1 and S2 is 7.
Hence we obtain a shift of 0.2079. Next the dependency_variable computed is 5 considering roots, negation if any, count and index of nouns and verbs in both the sentences. We obtain dependency_index of 0.1373.
Finally, δ = 0.8929−(0.2079+0.1373) = 0.5477 
V. EXPERIMENTAL RESULTS
To evaluate the algorithm, we used a three standard datasets:
• Rubenstein and Goodenough word pairs [16] • Sentence similarity for Rubenstein and Goodenough word pairs [18] • SICK test dataset [17] The data has been used in many investigations over the years and has been established as a stable source of the semantic similarity measure. The word similarity obtained in this experiment is assisted by the standard sentences in Pilot Short Text Semantic Similarity Benchmark Data Set by O'Shea et al. [18] . The aim of this methodology is to achieve results as close as possible to the benchmark standards [16] , [17] . The definitions of the words are obtained from the Collins Cobuild dictionary [37] . Our algorithm achieved a good Pearson correlation coefficient of 0.8753695501 for word similarity which is cosiderably higher than the existing algorithms. Figure 6 shows the word pair similarity obtained from the algorithm along with the R&G similarity. Figure 8 represents the correlation results for 65 pairs from various algorithms against the R&G benchmark standard. Figure 9 represents the linear regression against the R&G standard. Table 7 shows the values of parameters for linear regression for word similarity and Figure 7 shows the corresponding linear regression. Proposed method outperforms all the existing methods concerning R&G benchmark standard for both word and sentence similarity.
A. SENTENCE SIMILARITY: R&G Tables 11, 12 and 13 (see Appendix) contain the mean human sentence similarity values from Pilot Short Text Semantic Similarity Benchmark Data Set by O'Shea et al. [18] . As Li et al. [15] explains, when a survey was conducted by 32 participants to establish a measure for semantic similarity, they were asked to mark the sentences, not the words. Hence, word similarity is compared with the R&G [16] whereas sentence similarity is compared with mean human similarity. Our algorithm's sentence similarity achieved good Pearson correlation coefficient of 0.8794 with mean human similarity outperforming previous methods. Li et al. [15] obtained correlation coefficient of 0.816 and Islam and Inkpen [38] obtained correlation coefficient of 0.853. Out of 65 sentence pairs, 5 pairs were eliminated because of their definitions from Collins Cobuild dictionary [37] . The reasons and results are discussed in the discussion section.
B. SENTENCE SIMILARITY: SICK
To evaluate the sentence similarity algorithm, we used the SICK dataset which is considered as a stable measure of semantic correlation and has been used as a task in SemEval 2014: semantic relatedness. Our aim is to achieve semantic similarity as close as to the semantic similarity established in the SICK dataset. We present the results obtained from the three proposed models. Table 8 represents the correlations obtained for each model.
1) MODEL 1: RECURRENCE OF WORDS
Model 1 utilizes the property that the reoccurring words in the sentences contain less semantic information than the words occurring once. This property is useful when dealing with longer sentences. There are very few incidences in the SICK dataset which possess this property. We obtained a correlation of 0.58 concerning SICK dataset [17] .
2) MODEL 2: NEGATION AND STANFORD POS TAGGER MODEL
We obtained a fairly good correlation of 0.66 for model 2 which uses Stanford POS tagger. This model performs well when all the words in both sentences are tagged correctly. It incurred few inaccuracies when negation is involved. The reason behind this behavior is the word following negation is tagged with a different POS than the corresponding word from the other sentence. Hence the negation calculation fails.
3) MODEL 3: SPACY'S DEPENDENCY PARSER MODEL
The dependency parser model performed best and obtained a correlation of 0.79 which is the best performing unsupervised model. We also encountered few outliers. Outliers are the cases where either the disambiguation function fails to identify the correct synset for the word or the dependency parser fails to form the fitting dependency model. Our algorithm's measure obtained the correlation of 0.83 by eliminating the outliers.
VI. DISCUSSION
Our algorithm's similarity measure achieved a good Pearson correlation coefficient of 0.8753 with R&G word pairs [16] . This performance outperforms all the previous methods. Table 9 represents the comparison of similarity from proposed method and Lee et al. [42] with the R&G. 33 : hill-woodland and 39: brother-lad are not considered. The reason for this is, the definition of these word pairs have more than one common or synonymous words. Hence, the overall sentence similarity does not reflect the true sense of these word pairs as they are rated with low similarity in mean human ratings. For example, the definition of 'lad' is given as: 'A lad is a young man or boy.' and the definition of 'wizard' is: 'In legends and fairy stories, a wizard is a man who has magic powers.' Both sentences have similar or closely related words such as: 'man-man', 'boy-man' and 'lad-man'. Hence, these pairs affect overall similarity measure more than the actual words compared 'lad-wizard'.
VII. CONCLUSIONS
This paper presented an unsupervised approach to calculate the semantic similarity between two words, sentences or paragraphs which is applicable across multiple domains. The ability to accurately predict semantic similarity using a robust algorithm, a standardized lexical database and interchangable corpora with low computing overhead is beneficial to professionals in all domains requiring semantic similarity calculations. The algorithm initially disambiguates both the sentences and tags them in their parts of speeches. The disambiguation approach ensures the right meaning of the word for comparison. The similarity between words is calculated based on a previously established edge-based approach. The information content from a corpus can be used to influence the similarity in particular domain. Semantic vectors containing similarities between words are formed for sentences and further used for sentence similarity calculation. Word order vectors are also formed to calculate the impact of the syntactic structure of the sentences. Since word order affects less on the overall similarity than that of semantic similarity, word order similarity is weighted to a smaller extent. The methodology has been tested on previously established data sets which contain standard results as well as mean human results. Our algorithm achieved a good Pearson correlation coefficient of 0.8753 for word similarity concerning the benchmark standard and 0.8794 (Table 9) for sentence similarity with respect to mean human similarity (Table 11-13) and 0.7958 concerning the SICK dataset. 
APPENDIX A TABLES
See Tables 9-14. 
