ABSTRACT Image texture interpretation is an important aspect of the computer-assisted discrimination of
Introduction
Synthetic Aperture Radar (SAR) is a powerful tool for resource management and environmental monitoring applications. Not only is SAR a sensor invariant to cloud cover and darkness, it is also especially useful for monitoring huge spatial regions that are not easily accessible. This is especially true for monitoring sea-ice concentrations and extents. Sea-ice information is important for assisting ship navigation in ice-infested waters and climate change monitoring in polar regions (Carsey, 1989; Barber et al., 1992) .
Sea-ice image products must be produced in a timely fashion. Given the abundance of SAR digital imagery that must be analyzed, it makes sense to provide computer-aided techniques for interpretation. Semi-automated or automated dedicated methods should generate faster and cheaper SAR sea-ice image end products. Also, it is hoped that the computer-assisted techniques will be better able to produce unbiased evaluations of the sea-ice coverage.
The need for automated analysis of SAR sea-ice imagery has been clearly identified in the recent Canadian Global Climate Observing System (GCOS) Plan for the Cryosphere (Agnew et al., 1999) . For example, one of the "Two to Ten Year Action Items" is the continuation of the development of automated procedures at the Canadian Ice Service (CIS) to estimate geophysical parameters from RADARSAT (Brown, 1999) . Also, a recent National Ice Center (NIC) Science Plan indicates that one of the primary activities which needs to be addressed is the development of SAR-based algorithms that can partially automate the generation of tactical ice products (Partington and Bertoia, 1997) .
The development of reliable, robust methods for the consistent classification of SAR sea-ice data has been inconclusive, even though considerable effort has been made (Barber and LeDrew, 1991; Sholer, 1991; Barber et al., 1993; Soh and Tsatsoulis, 1999; Shanmugan et al., 1981; Holmes et al., 1984; Nystuen and Garcia, 1992) . Since SAR sea-ice imagery contains spatially dependent class characteristics, texture extraction methods have been commonly used to generate feature information for sea-ice classes. The most common texture feature extraction method for remotely sensed data is co-occurrence probabilities. However, a host of promising (Randen and Husoy, 1999) techniques in the research literature have not been extensively compared nor thoroughly assessed for their ability to discriminate SAR sea-ice imagery.
This paper compares the ability of three different texture feature methods to classify SAR sea-ice image samples. The three methods are: co-occurrence probabilities, Gabor filters and Markov random fields. Section 2 more fully defines the objectives of this paper. Section 3 details the texture methods, discriminant and data used. Testing and results are found in Section 4 with a discussion in Section 5.
Objectives
There are many studies that investigate specific texture measures, however, there are relatively few studies (Augusteijn et al., 1995; Clausi, 1996; Connors and Harlow, 1980; Pichler et al., 1996; Weszka et al., 1976) comparing these methods, especially with regard to SAR sea-ice image classification (Barber et al., 1993) . No other work that directly compares the usefulness of each of these particular texture feature extraction techniques (co-occurrence probabilities, Gabor filters, and Markov random fields) for classifying SAR sea-ice imagery is known to the author.
Not only are these techniques considered independently, they are also considered for their ability to work synergistically. Features that are uncorrelated to each other are assumed to provide additional feature information to the classification system and combined to promote the accuracy of the classification. The author knows of no other research in the SAR seaice texture analysis field that considers the fusion of different texture feature types. This paper will investigate feature fusion with respect to the classification of SAR sea-ice imagery.
Grey level quantization is recognized to be a necessary step when creating features based on co-occurrence probabilities. Other studies have considered the impact of varying the quantization level on the classification ability of the co-occurrence features (Shokr, 1991; Soh and Tsatsoulis, 1999; Clausi and Jernigan, 1999) . The greater the number of grey levels, the greater the computational costs yet the information content of the texture should be better preserved. With reduced grey levels, the computational costs are significantly reduced and the effect of noise in the data is reduced. Soh and Tsatsoulis (1999) indicate that grey level quantization can be performed using one of three schemes: 1) uniform quantization 2) Gaussian quantization and 3) equal probability quantization (also commonly referred to as histogram equalization). There are other pixel-to-pixel transforms (e.g., log, square root, etc.) that could be considered for quantization, but these are not considered here. Uniform quantization linearly scales the grey levels into the desired range without considering the grey level distribution. Gaussian quantization and histogram equalization quantization methods map the grey level distribution of the image into Gaussian and uniform distributions, respectively. Soh and Tsatsoulis (1999) state that the Gaussian quantization method is inappropriate for SAR sea-ice imagery since the Gaussian distribution is not an appropriate model for this data. The necessity of having the grey level mapping scheme match the expected grey level distribution of the data in order to perform optimal textural differentiation is an open question. However, there is still uncertainty about whether uniform quantization or histogram equalization is the preferred method for quantizing image data prior to creating the co-occurrence features. Soh and Tsatsoulis (1999) assume that uniform quantization would be superior to histogram equalization when applied to SAR sea-ice imagery, but no quantitative evidence is provided. Research has not been undertaken to demonstrate a preference for one quantization technique over the other when performing texture analysis of SAR sea-ice imagery. Here, a direct comparison of these two methods (uniform quantization and histogram equalization) will be conducted.
Based on the theories identified above, the following research questions will be addressed with respect to the given SAR sea-ice dataset: Q1. Which of the three methods (co-occurrence probabilities, Gabor filters, Markov random fields) offers preferred classification ability? Q2. Is uniform quantization or histogram equalization a better approach for producing discriminating feature sets? Do the number of quantization levels influence the ability of the techniques to discriminate between ice classes? Q3. Does combining feature sets generate an improved classification? Which combination of feature sets generates an improved performance?
3 Methods a Texture Methods 1 GREY LEVEL CO-OCCURRENCE PROBABILITIES Grey level co-occurrence texture features have been used for supervised classification of SAR sea-ice imagery (Shokr, 1991; Barber et al., 1993; Soh and Tsatsoulis, 1999) . The cooccurrence probabilities are the conditional joint probabilities of all pairwise combinations of grey levels (i,j) in the spatial window of interest given two parameters: interpixel distance (δ) and orientation (θ) (Haralick et al., 1973) . To generate texture features based on the co-occurrence probabilities, statistics are applied to the probabilities. Generally, these statistics identify some structural aspect of the arrangement of probabilities within a matrix indexed on i and j, which in turn reflects some characteristic of the texture. There are many statistics that can be used (Haralick et al., 1973) . However, due to the redundancy in these statistics, only three statistics are advocated for SAR sea-ice classification since this should generate preferred discrimination with the least redundancy (Barber and LeDrew, 1991) . The selected statistics are dissimilarity, entropy and correlation. These have been used in this study since each measure tends to be independent compared to other co-occurrence statistics and each represents a different characteristic of the co-occurrence matrix (Clausi, 1996) . In addition, each statistic is insensitive to grey level shifts.
There is no known rigorous optimal method for selecting θ and δ. Given no other information concerning the window of interest, the preferred parameters should utilize adjacent neighbours, motivating the use of θ = 0, 45, 90, 135 degrees and δ = 1. SAR sea-ice texture is generally characterized over spatial scales on the order of the sensor resolution, so setting δ = 1 pixel for the interpixel spacing is appropriate. There is a potential for anisotropic behaviour in SAR sea-ice imagery, so orientations of 0, 45, 90 and 135 degrees are advocated. This combination of offset and orientation has characterized SAR texture well and has been identified as being preferred for such applications (Barber and LeDrew, 1991; Shokr, 1991) . The use of four orientations, one pixel spacing and three statistics generates a 12-dimensional feature space. Where not explicitly stated, the grey level quantization level is uniform and set to 32. Rapid feature extraction is performed by using the linked list method advocated by Clausi and Jernigan (1998) .
GABOR FILTERS
Success in the texture analysis research literature motivates the investigation of Gabor filters (Jain and Farrokhnia, 1991; Bovik et al., 1990; Tuener et al., 1995) . Gabor functions, implemented as pseudo-wavelet operators, generate appropriate texture features in a more computationally efficient manner than the co-occurrence method (Clausi, 1996) . Gabor texture features have been demonstrated as successful for texture segmentation problems, but few efforts have investigated their ability to specifically classify SAR sea-ice imagery. Barber et al. (1993) included Gabor filtering in their comparative study, however, they reduced the outputs of the filter bank to two features, even though the Gabor filter bank outputs, when set up in an appropriate wavelet manner, are effectively independent. Improved discriminating behaviour should occur with the use of preferred Gabor filter banks (Clausi and Jernigan, 1998) .
A Gabor filter bank (Jain and Farrokhnia, 1991; Bovik et al., 1990 ) is a pseudo-wavelet filter bank where each filter generates a near-independent estimate of the local frequency content. Gabor filters are attractive for texture interpretation because of their mathematical tractability, their ease of implementation for multi-channel filtering, optimal joint spatial/ spatial-frequency resolution, and their ability to model the filter characteristics of simple cells found in the visual cortex (Jain and Farrokhnia, 1991; Bovik et al., 1990; Daugman, 1985) . Design of a Gabor filter bank for image texture segmentation was proposed by Jain and Farrokhnia (1991) . The technique for extracting texture features used here is based on a preferred technique developed by Clausi and Jernigan (1999) .
The Gabor filters used here are implemented with the following parameters. Filter bandwidths in the 2-d spatial-frequency plane are one octave and 30 degrees. To achieve proper spatialfrequency coverage, centre frequencies are also spaced by one octave and 30 degrees. For example, given 16 × 16 image samples, the top two centre frequencies are 0.35 and 0.18 cycles per pixel (cpp) (using octave spacing). This implementation allows generation of a wavelet approximation using Gabor filters i.e., doubling the filter centre frequency cuts the spatial extent of the filter in half. Thus, the spatial localization as a function of spatial-frequency is maintained for all filters in the filter bank. To determine the standard deviations (σ x , σ y ), the filter cutoff is set to -6 db. To ensure average grey level insensitivity, the DC component of the filter is set to zero.
Given that the filters are well localized in space, local noise can generate misleading filter outputs. To alleviate this, smoothing of the magnitude images as a function of the same Gaussian used in the Gabor function is performed. Using γ = 2/3 for the smoothing Gaussian g(γx, γy) proved effective, as Bovik et al. (1990) also experienced. Given the top two octave bands and six orientations, the Gabor filter bank generates a total of twelve texture features. Since each pixel has a response to each filter, then a 12-dimensional texture feature vector represents each centre pixel of each window sample.
MARKOV RANDOM FIELDS
Markov random fields (MRFs) have been demonstrated to be quite effective for texture characterization (Chellappa and Chatterjee, 1985; Cohen et al., 1991; Yamayaki and Gingras, 1995) . Studies of their ability to classify SAR sea-ice imagery are unknown to the author. Application of MRFs to the identification of operational forestry parameters compares well with the co-occurrence technique (Wiebe, 1998) . The MRF method generates parameters for a particular distribution function based on Markov assumptions. As a result, these texture measures are assumed to be quite different in nature relative to the other two methods summarized above.
MRF texture measurements can be made based on various orientations and pixel spacings. Feature measurements are determined by applying a specific distribution model to the underlying data to create texture features. A unique aspect of these texture features is that they not only provide a measurement of the texture, but they can also be used to create a facsimile of the analyzed texture (Chellappa, 1985) . Most other texture models, including the co-occurrence technique, have not demonstrated this ability.
A Markov random field is a 2-d lattice of points, where each point is assigned a value based upon a probabilistic model. An MRF is a random field with Markovian properties, namely, a point's value on the lattice is only influenced by particular neighbouring values. The specific definition of neighbours and their influence on other points give MRFs the freedom to model many types of textures. MRF texture models for SAR images consider every image cell's backscatter intensity as a function of other image cells' intensities in its neighbourhood (Chellappa, 1985; Besag, 1974) .
For the purposes of texture analysis, let X(i,j) be a random variable which represents the value at (i,j) on an N × M lattice L. For simplicity, we shall index X with only one variable, e.g., X(c) where c = 1, 2, 3, ..., N × M. For MRFs, if point m is a neighbour of point c then p(X(c)) depends on the value X(m). A Markov random field is a joint probability density on
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the set of all possible digital numbers (representing the backscatter) of L such that p(X(c)) > 0 and
For example, assuming that the conditional probability of a specific configuration of neighbours about point c is Gaussian we have:
where σ represents the standard deviation and β c,m the parameters (i.e., the texture features) of the MRF. The summation (in the exponential) is taken over all symmetric neighbours of X(n). Symmetric neighbours consist of a pair of image cells the same distance from the centre cell, c, but at opposing angles. The variable m′ is defined as being symmetric to cell m. Looking at Fig. 1 , the 1.1 entries are symmetric neighbours. The number of parameters (order of the model) depends on the number of symmetric neighbours used in the model. In Fig. 1 , up to 5 th order symmetric neighbours are depicted. For example, a 3 rd order symmetric MRF model centred on image cell c, would include those cells marked 1.x, 2.x and 3.x and be characterized by six parameters (the 1.1 entries determine one parameter, the 1.2 entries the next parameter, 2.1 entries the third parameter, etc.). A number of different techniques for the determination of the MRF texture features exist: coding (Besag, 1974 (Besag, , 1986 Cross and Jain, 1983) , least squares (Chellappa and Chatterjee, 1985; Manjurath and Chellappa, 1991) and maximum likelihood estimates (Besag, 1974 (Besag, , 1986 .
When p(X(c) | neighbours of c) is Gaussian, a difference equation can be used to represent the Markov process (Woods, 1972) . The symmetric difference equation is:
where e c is zero mean Gaussian distributed noise, m is an offset from the centre cell c and β c,m is a parameter which weights a pair of symmetric neighbours to the centre cell. The summation is over all valid values for m as determined by the order of the model. For a 2 nd order model, the summation would be over two values of m, namely m = {(1,0),(0,1)}. The X(c -m) term is the symmetric neighbour of X(c + m). In matrix notation, this equation is represented by:
where β β is a vector composed of β β c,m and Q c is a vector defined by:
The parameters (which represent the texture features) are estimated using a least squares approach:
For every pixel in the window under consideration, a Q c is determined. The N × M window is defined by neighbourhood L. Then for every window, β β is estimated which provides the texture features. The MRF features are, in practice, insensitive to grey level shifts.
b Information Content As in Kurvonen et al. (1999) , the information content of the texture measures are evaluated with (1) a separability index and (2) test classification. A separability index provides a relative estimate for information content of the texture measure under scrutiny that provides a basis for comparing different scenarios. Test classification considers the absolute accuracy of the texture measures with respect to the true classification.
TEST CLASSIFICATION
A common technique for the classification of feature vectors is the use of the maximum likelihood (ML) classifier. This technique is not used here because the restricted number of samples per class creates a class feature space representation that is sparse, given the dimension of the feature space. The Fisher linear discriminant (FLD) (Duda and Hart, 1973) is less sensitive to the number of features compared to ML because FLD uses a pooled covariance matrix compared to the individual class covariance matrix employed by ML (Tom and Miller, 1984) . Also, the FLD is an appealing index since it is non-parametric.
The FLD can be implemented to generate a projection of a pair of n-dimensional class feature sets onto a one-dimensional vector. The projection provides an optimal separation of the two classes. Then, a maximum likelihood classifier can be used where, as in this case, there are sufficient samples to describe each one-dimensional Gaussian distribution. Only two classes can be compared at a time using the one-dimensional projection, so, to determine whether a sample belongs to one of C classes, ( C 2 ) comparisons are made. Using all comparisons, a sample assigned to a particular class the greatest number of times is the class to which the sample is assigned. Sometimes, two classes are assigned an equal number of times. In this case, the sample is designated "unclassified".
Using separate training and test datasets, error matrices are created. In this paper, kappa (κ) coefficients and associated 
confidence intervals (σ) are used to evaluate each error matrix (Bishop et al., 1975) . When two error matrices are compared, the following test statistic can be used to determine a significance level (Congalton et al., 1983) Note that there are typographical errors for the equations determining κ and σ in Congalton et al. (1983) and one is best to use the equations provided by Bishop et al. (1975) .
SEPARABILITY INDEX
The Fisher criterion (Duda and Hart, 1973) can be used as a measure of the separability of two classes in the feature space. In this work, the scatter matrix (used in the formulation of the Fisher criterion) is actually defined as a true covariance matrix i.e., the scatter matrices are weighted by the number of samples. This is important for the case of classes which have a different number of samples. Barber and LeDrew (1991) used three ice classes (multiyear, first-year rough, firstyear smooth) with 25 × 25 windows. Shokr (1991) compares 5 × 5, 7 × 7 and 9 × 9 windows to classify either three or four classes. Classification accuracy increases with increased window size. Soh and Tsatsoulis (1999) consider seven classes, however, they also used considerably larger 64 × 64 samples which are recognized as being helpful to the classification process. Here, the 16 × 16 window size provides sufficient sampling to populate the 32 × 32 co-occurrence matrix. Some ice types did not have the spatial coverage to provide sufficient non-overlapping samples at larger window sizes.
Two sets of image samples were created. The "validated" dataset contains those regions with field observations during the NOW program that were co-registered in the images. The "inspected" samples are based on regions that were in the NOW vicinity but not directly observed during the field program. These class samples were selected by inspection of the images having similar visual characteristics as the validated classes. Thirty-two non-overlapping samples of each class within each set were selected.
Testing and results
Each of the hypotheses proposed in Section 2 will now be addressed.
Q1. Which of the three methods (co-occurrence probabilities, Gabor filters, or Markov random fields) offers preferred classification ability?
To study this question, each method was used to perform two tests. First, the ground-validated data was used to train the system and the visually inspected data was classified. Then, the visually inspected data was used for training and the validated data was used for test classification. In addition to recording the kappa coefficients (κ) and confidence intervals (σ), the minimum and maximum Fisher criterion (from exhaustive class-pairwise analysis) are recorded based on the training data. Three MRF orders (3, 4 and 5) are tested to determine which order produces the most favourable results. Results are displayed in Table 1 .
Co-occurrence results generated the best classification accuracies and the highest Fisher distances (see results in Q3 for a discussion of the significance levels between the feature methods). Gabor filters performed favourably but not to the same extent as the co-occurrence method. MRF results were poorer than Gabor and co-occurrence results. Based on using independent feature sets, co-occurrence was demonstrated to be performing the best.
One may assume that 0.512 kappa value (the best co-occurrence classification) is not a strong result. However, note that other studies (Shokr, 1991; Barber et al., 1993) The statistical validity comparing the error matrix produced by classifying the inspected data using a validated data discriminant versus the error matrix produced by classifying the trained data using an inspected data discriminant has been determined ( Table 2 ). The null hypothesis states that, for each feature extraction method, the pair of error matrices are the same. Table 2 reveals that there is no statistical significance between the error matrices created by classifying the test data using either validation or inspected data for training (in this paper, a 5% threshold is used i.e., 0.025 and 0.975 are the confidence levels). Since the null hypothesis is not false, the error matrices are not demonstrated to be statistically different. As a result, for the rest of this paper, the test error matrices produced by the validation and inspected data are combined into a joint error matrix. The classification accuracy provided by this joint error matrix is provided in Table 3 . Results are in agreement with those found in Table 1. Q2. Is uniform quantization or histogram equalization a better method for producing discriminating feature sets? Do the number of quantization levels influence the ability of the techniques to discriminate between ice classes?
To test this set of questions, each texture method was used to determine classification accuracy based on quantization levels of 64, 32 and 16 for both histogram equalization and uniform quantization. Quantization was applied to each dataset. A 4 th order MRF was used for MRF results since this produced the best MRF result in the first question. The null hypothesis states that, within each feature extraction method, the results should be consistent regardless of quantization method or quantization level. Classification results are presented in Table 4 and significance levels for these results are displayed in Table 5. Tables in the format of Table 5 are to be read in the following manner: for each item in the table, what is the statistical difference of the column entry with respect to the row entry? Statistical levels below 0.025 are significantly lower and statistical levels above 0.975 are significantly higher. For co-occurrence probabilities and Gabor filters, there was a strong trend, namely, uniform quantization leads to a statistically significant improvement compared to histogram equalization (all significance levels are 1.000). For the cooccurrence probabilities, histogram equalization leads to kappa values around 0.26 while the uniform quantization was consistently around 0.46. A similar trend was observed for the Gabor filters. MRF texture features do not follow this trend. Both the uniform quantization and histogram equalization produce similar MRF results across most of the quantization levels. There was a statistically significant decrease in classification accuracy at a uniform quantization level of 16 where lower classification values are noted (0.154 compared to greater than 0.197 for the rest of the dataset). At such a high quantization, it may be that the MRF is less successful at finding characteristic differences between the textures due to excessive data smoothing. Gabor and co-occurrence error matrices were consistent across different quantizations given each quantization method.
The Fisher distances support these results. Fisher distances for co-occurrence and Gabor were higher for the linearly quantized data compared to the histogram equalization data.
Q3. Does combining feature sets generate an improved classification?
Correlations of the different features provide insight into the potential for fusing the features and producing an improved classification. Correlations are displayed in Table 6 . These correlations were determined by first determining class correlations across all features (12 Gabor features + 12 co-occurrence features + 10 MRF 4 th order features = 34 features in total). Then, a correlation matrix based on the class averages was produced. Since it is unwieldy to display this 34x34 correlation matrix, for each feature type, the average across all orientations for a given statistic (co-occurrence), frequency (Gabor), or distance (MRF) was determined. This averaging process generates the 9x9 matrix found in Table 6 . Table 6 shows that the co-occurrence features tend to have high intra-feature correlations, especially with regards to Dissimilarity (DIS) and Entropy (ENT). This was an expected result (Barber and LeDrew, 1991; Clausi and Jernigan, 1998) . Correlation (COR) was not as strongly correlated with DIS or ENT. Gabor filter features generally have lower intrafeature correlations. MRF features have a strong tendency to produce low intra-feature correlations. Gabor and co-occurrence features have relatively strong inter-feature correlations. What is most interesting is that MRF features are not well correlated with either the Gabor filtered features or the co-occurrence features. This indicates that the MRF features were providing unique information to the classification process that the Gabor and co-occurrence methods do not measure. By combining MRF features with either or both the Gabor and co-occurrence features, a more successful classification was expected.
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Tables 7 (classification results) and 8 (statistical significance levels) reveal the outcome of fusing the feature sets based on using each method's preferred feature set. Gabor filters have a statistically lower classification success than cooccurrence features (0.013). However, fusing co-occurrence and Gabor feature sets combines redundant information since these two feature sets were strongly correlated. When Gabor filters were combined with the co-occurrence probabilities, there was no statistically significant change (0.315) and the classification accuracy actually dropped (from 0.494 to 0.478). Although the co-occurrence probabilities combined with the Gabor filters produced a significant improvement in the classification (0.962), the classification rate does not exceed that of co-occurrence alone, which was the objective of fusing feature sets. As a result, using co-occurrence alone was a better alternative than combining co-occurrence with Gabor features. MRF features alone have a consistently poorer classification than any of the other feature sets, alone or fused.
In contrast, the addition of MRF features to either Gabor or co-occurrence features produced improved results. The classification accuracy increased from 0.494 to 0.543 by adding MRF features to the co-occurrence features (statistical significance level of 0.936). Although this does not exceed the hard threshold of 0.975, it was a strong result. Similarly, the classification accuracy increased from 0.420 to 0.495 by adding MRF features to the co-occurrence features (statistically significant improvement of 0.989). These results advocate the use of a combined co-occurrence and MRF feature set for classifying SAR sea-ice imagery. Also, adding the MRF features to the fused co-occurrence/Gabor set improved the classification accuracy (from 0.478 to 0.499), however, the level was not statistically significant (0.740). This was in contrast to the fusing of a feature set with a correlated feature set. For example, fusing Gabor filters with a co-occurrence/MRF feature set decreased the classification accuracy from 0.543 to 0.499 (a strong significance level of 0.084). Fusing co-occurrence features with a fused Gabor/MRF feature set improved classification accuracy slightly from 0.495 to 0.499, but the significance level indicates that this change was definitely not significant (0.549).
Note that the ability of the training set to discriminate between the classes increased with additional features (both minimum and maximum Fisher criteria increase -refer to Table 1 as well), however, this increase did not have an impact on the classification of the test data. The highest Fisher distances were calculated when all three feature sets were combined, however, this did not lead to strong performance of the classifier when applied to test data.
To see how the MRF features improved the co-occurrence classification rate on a class-by-class basis, consider the two truth tables found in Table 9 . Both tables display results based on combining truth tables using validated and inspected data (thus, there were 64 samples per class and some samples were designated unclassified). Columns represent reference data and rows represent classified data. Table 9 (a) represents results using co-occurrence texture features alone and Table 9(b) represents results using co-occurrence features combined with MRF features. Strong improvements to the classification of the young ice (23 correctly classified for the co-occurrence versus 41 correctly classified for the co-occurrence/MRF combined), rough water (15 versus 25), and rubble landfast ice (6 versus 20) were noted. The only class with a noticeable reduction in classification was nilas ice (25 for co-occurrence versus 18 for co-occurrence and MRF).
Other improvements were noted using errors of commission/omission. For example, using co-occurrence alone, 20 samples were erroneously assigned to young instead of rubble ice and 16 samples were erroneously assigned to rubble instead of young ice. Combining co-occurrence and MRF feature sets reduced each of these totals to 1. Thus, the MRF features significantly improved the distinction between rubble and young ice types. The same can be said for rough water and young ice types: 20/7 samples were assigned to young ice/rough water that should have been assigned to rough water/young ice. Adding the MRF features reduced these values to 5 and 6, respectively. To simulate results based on fewer classes to verify that the test results were consistent, classes were merged based on their relative Fisher distance. A preferred classification was generated when the co-occurrence and 4 th order MRF feature sets were combined. Consider the relative Fisher distances between each pair of classes based on the training data using MRF and co-occurrence features (Table 10 ). The objective was to merge classes that are closest together in the feature space. The nearest classes were combined until an arbitrary number of four classes remained i.e., combine the closest two classes, namely, calm water and smooth ice at 5.2; then combine nilas/new ice and grey ice since they were the next closest at a distance of 8.4; etc. This merging process, as expected, grouped classes that were visually similar in the feature set. The four merged classes were as follows:
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Class I -nilas/new ice, grey ice, medium first-year ice floes Class II -young ice floes, rough water Class III -calm open water, smooth first-year ice Class IV -rubble landfast ice, multi-year ice
The classification results based on each of the three texture methods individually, pairs of texture methods, and all three methods together using the four class representation are displayed in Table 11 . ous testing. As individual feature sets, co-occurrence and Gabor produce strong results. Here, co-occurrence and Gabor do not have a significant difference (0.364 significance level). As with nine classes, MRF results significantly lagged co-occurrence and Gabor results. Fusing Gabor features with co-occurrence features increased the success compared to using co-occurrence features alone, and this increase was not statistically significant (0.691). Fusing co-occurrence with Gabor filters improved the classification results compared to Gabor alone, however, this result was not statistically significant (0.801). Combining MRF with Gabor and combining MRF with cooccurrence produced much improved results over either Gabor or co-occurrence alone (significance levels of 0.977 and 0.918, respectively). The best results were obtained by fusing MRF features with co-occurrence features (kappa of 0.733). Merging all three feature sets dramatically increased the separability of the training data (maximum Fisher criterion of 107.4), but the results were not reflected in the test classification. Fusing Gabor filter features to the co-occurrence/ MRF feature set reduced the classification accuracy (from 0.733 to 0.712).
Discussion
The Gabor filter and co-occurrence probability methods measure texture features in SAR sea-ice imagery basically by measuring local frequency. Gabor filters directly measure local frequency components by acting as a bandpass filter centred on the frequency of interest. The two co-occurrence measures that generally perform more strongly (dissimilarity and entropy) (Clausi and Jernigan, 1998) correlate well with local frequency measures. For example, smooth textures tend to have fewer entries in the co-occurrence matrix (low entropy) which are located close to the diagonal (low dissimilarity). MRF features measure something completely different about the local texture compared to Gabor filters and co-occurrence probabilities. Here, model parameters are generated to best fit a Gaussian distribution. However, there is no correlation between the MRF features and the co-occurrence or between the MRF and Gabor features. Yet, the MRF classification accuracy indicates that they provide meaningful information. Fusing MRF features with Gabor filter features improves the classification accuracy of using Gabor features alone. Fusing MRF features with co-occurrence features produces the same effect. The combination of MRF and co-occurrence features is advocated for improved texture feature recognition of SAR sea-ice imagery since it consistently generated preferred results.
The MRF features add to the classification accuracy by improving the distinction of a number of class pairs confused by using only the co-occurrence features. In this dataset, MRF features improved the distinction between rough open water, rubble zones and young ice. Distinctions between these ice types are recognized as being difficult, especially in the context of identifying the other six classes in this dataset. This supports the use of MRF features for assisting the discrimination of SAR sea-ice imagery.
Gabor filters, implemented as wavelet operators, are not ideal candidates for solving the texture classification problem. Their inherent multiresolutional ability is not utilized for fixed-sized samples. The effective window size for the Gabor wavelet filters is gauged by the centre frequency of interest. Higher frequencies utilize smaller windows and lower frequencies utilize larger windows. This ability is more suited to the segmentation problem where the window size is not predefined. A future recommendation for classification testing is to redesign the filter bank to set the effective spatial filter extent to match that of the window size, regardless of the frequency of interest. This moves away from the concept of a wavelet filter bank, however, to ensure better coverage of the entire window sample by each filter, this approach for feature extraction should be attempted. In the research literature, some form of quantization is advocated when using co-occurrence probabilities for texture analysis. For the datasets utilized in this study, there is strong support for using uniform quantization as opposed to histogram equalization. The co-occurrence measures behaved quite consistently regardless of the quantization level, given either uniform quantization or histogram equalization. This is probably due to the fact that certain co-occurrence statistics perform better using coarser quantization (such as entropy) and other statistics perform better with more grey levels (such as dissimilarity) (Clausi and Jernigan, 1998) . Given the parameters used in this study, varying the quantization levels did not have a noticeable effect on the classification accuracy.
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A comment should be made concerning the use of presenting results for classifying training data only. To have reliable classification testing, separate test and training data is required. Some other studies have used the same data for testing and training (Weszka et al., 1976; Chang and Kuo, 1993) which can lead to misleading interpretations. Classification accuracies of training data may indicate strong performance, however, the relevance to test datasets is unknown.
Co-occurrence probabilities are identified as the most successful independent method compared to Gabor filters and Markov random fields for the supervised classification of the given SAR sea-ice dataset. A more formidable problem is that of segmentation of SAR sea-ice imagery. Future testing should involve determining the ability of co-occurrence methods for the segmentation of SAR sea-ice imagery. Segmentation involves consideration of the boundaries between different textures. The ability of the co-occurrence method to identify textural boundaries is uncertain.
Sea ice is notoriously difficult to classify because of numerous nuances and variations within class, across a scene, from scene to scene, seasonally, diurnally, etc. A reliable means of capturing essential textural information is important. Cooccurrence texture features are a proven method for capturing essential texture information. In this paper, augmenting cooccurrence feature sets with features based on Markov random fields has been demonstrated to be a viable means of producing improved texture feature sets. 
