Ensembles of classifiers has proven itself to be among the best methods for creating highly accurate prediction models. In this paper we combine the random coverage method which facilitates additional diversity when inducing rules using the covering algorithm, with the random subspace selection method which has been used successfully by for example the random forest algorithm. We compare three different covering methods with the random forest algorithm; 1 st using random subspace selection and random covering; 2 nd using bagging and random subspace selection and 3 rd using bagging, random subspace selection and random covering. The results show that all three covering algorithms do perform better than the random forest algorithm. The covering algorithm using random subspace selection and random covering performs best of all methods. The results are not significant according to adjusted p-values but for the unadjusted p-value, indicating that the novel method introduced in this paper warrants further attention.
I. INTRODUCTION
Induction of rules are a formidable way of creating prediction models, the rules induced are easy to interpret and usually have a good predictive power [1] . When using ensemble methods, it is enough to have an inductive algorithm that have a predictive power better than random and able to create diverse models to create a powerful predictive ensemble using unweighted majority vote of all models that is part of the ensemble, for details see [2] . When considering ensemble of classifiers, it is clear that it is not the strength of each individual learner that determines the overall performance but rather the combination of individual learners, their diversity and the number of learners used in the ensemble. These three factors can be manipulated for improving ensembles. In this paper we mainly focus on how we can facilitate diversity in the inductive algorithm used. We present a modified rule induction method based on the covering algorithm. The method we introduce in this paper has its origins in the algorithm presented here [3] , where we first introduced random coverage of examples, i.e. the amount of examples not remove when creating a rule, which is user defined via a hyperparameter.
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Tony Lindgren is with the Department of Computer and Systems Sciences at Stockholm University, Nodhuset, Borgarfjordsgatan 12, S-164 07 Kista, Sweden (e-mail: tony@dsv.su.se). factors for ensembles. After that we will present our proposed method for random rule set induction and relate our method to the key factors introduced earlier. We will then present the experimental setting were we will compare our novel method, in different settings, with an established method, in this case the random forest algorithm. We then present the results of the experiment and finish off the paper with a discussion and reason about possible future work.
II. KEY FACTORS IN ENSEMBLE LEARNING
As mentioned in the introduction there exists different factors that can be identified and adjusted to improve the performance of the ensemble as a whole. Below we will look at these factors in isolation but also discuss how they relate and influence each other.
But before we delve into these matter we first define our setting and what we mean by an ensemble. Here we follow the definitions presented by [4] . In the standard supervised learning setting, where supervised refers to that each example in the training set has an associated class or a numerical value. In the former setting we have a classification problem and in the latter we have a regression problem. In our case we will only consider classification problems. The training examples have the form (x 1 , y 1 ),…,(x m , y m ) were y = f(x) is an unknown function that we are aiming to learn. When performing classification, one typical setting is the binary classification problem, where y  {pos, neg}, we will refer to this set of classes as C, note that C is not restricted to contain only two class labels. The example x i is typically a vector x i,1 , x i,2 , …, x i,n , were the components can be of different types, all describing some properties, or features, of the example. The data type could either be a categorical value, i.e. x i,j  {red, green blue}, or a numerical value of some sort, i.e. x i,j  {ℝ, ℤ,...}.
These are the most common data types but data can come in other shapes, for example as histograms, i.e. where components of the vector are them self a vector or a matrix, these types of data is rather unusual but if one is interested in utilizing these sub-structures, special algorithms can be used that consider the histogram structure while learning the function y, see for example [5] .
In our notation x i,j j refer to the example and i to a feature, hence the a combination of i,j will point out a feature for a particular training example. The set of labeled training examples we denote X. A classification learning setting thus involves X which are input to a learning algorithm which in turn produces a classifier, consisting of a hypothesis h about the function y = f(x). In an ensemble setting we will have S as input to one or more (hyperparameter ensemble size) learners which will produce classifiers denoted by h 1 , …, h S . One of the key issues for ensembles is how to combine the hypothesis h i into one classifier. How this has been done previously, is what we will look at now.
A. Voting Scheme
An ensemble is constructed by a training set X and by setting an ensemble size hyperperameter to S we will construct S hypothesis, h 1 , …, h S , (also referred to as models or classifiers). As mentioned earlier these hypotheses must be diverse, we will get into this issue in detail later on, so for now let us use an intuitive description of diversity with the meaning that we want different classifiers to make different faults. The algorithm used to create a hypothesis can have different types of outputs given what algorithm has been used. According to [6] there exist different levels of output from the classifiers (or hypothesis): 1) oracle: Given a x to classify and a classifier h i we get the result of the prediction as right or wrong.
Given a x to classify and a classifier h i we get the result of the prediction as a class label c  C. 3) rank: Given a x to classify and a classier h i we get the result of the prediction as alternative class labels ranked according to their plausibility, c  C. 4) measurement: Given a x to classify and a classier h i we get the result of the prediction as the probabilities for each class label c  C. Given these different types of outputs from the classifiers, we can identify different methods for combining the classifiers. Majority voting is one of the most common method for combining classifiers.
Here S is (as earlier) the number of classifiers we use in the ensemble. Majority voting acts on the output labels from the classifiers, hence it operates on the abstract level, d i,j is either 0 or 1 depending if the classifier i outputs j or not. The ensemble chooses c maj to be the class which receive the largest vote and hence outputs this as a prediction for example x. For a thorough an in-depth analysis of majority voting, see [7] . By utilizing some measure of quality of classifiers, weights can be added to the voting scheme to create a weighted majority voting scheme, it has been shown [8] , that the optimal weights are set is to use the follow equation:
where acc i is the accuracy for the i:th classifier. An obvious note here is that the accuracies should be calculated from data not used when building the classifiers. The equation for weighted voting is: [9] is one method that utilizes meta-information from the base classifiers to train a model for combining the classifiers. It is apart from the different voting methods one of the most common method for combining different base learners. Other methods exist, for example one could simply sum all fired rules coverages, i.e. the number of covered training examples, and use the most frequent class as the prediction. This would correspond to a method on rank-level.
B. Ensemble Size
In Condorcet"s jury theorem [10] he claims that, adding more members to the jury will increase the probability that the majority"s decision is correct. This claim is valid given a few assumptions, each member of the jury should vote better than random, that they vote independently of each other and that the group of jury members face a decision problem, with an outcome that is either correct or incorrect. This theorem will when the jury size n  inf, p n  1 where p is the probability for voting correct. This theorem has later been extended to ensemble learning where jury member is swapped for classifiers and the outcome prediction of classes given an unseen example, see [2] , [11] .
Even though it has been shown in theory that more voters, or classifiers is better, there has recently been empirical observations that the predictive performance at some point do not gain much from added classifiers. In the work of [12] the authors investigated how many trees is necessary when using a random forest. They investigated 29 datasets and varied the ensemble size using a base of two, S = 2 j , j = 1, 2, …, 12 Hence the different ensemble sizes were: 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048 and 4096. In short they came to the conclusion that using larger number of trees than 128 is not worthwhile.
The result from [13] , [14] are not equally clear cut and they indicate that different machine learning problems need different ensemble sizes. Both papers investigate how to dynamically create a dynamic stopping criteria to decide when to stop adding more classifiers to an ensemble. In the former paper they achieve this by investigating the out-of-bag error of the ensemble and in the latter paper they investigate how stable the predictions from an ensemble are and base their decision on this information.
C. Diversity and Individual Learner
One thing that is clear, if we created an ensemble with many identical classifiers the result would be identical to using just one of these classifiers. For the ensemble setting to work we need diversity. The article [13] is recommended for an in-depth investigation of different measures of diversity, here we will discuss diversity more informally.
From our initial observation that identical classifiers are not diverse we now Investigate different methods that have been used for facilitating diversity, the different methods can be classified as below: 1) use different base classifiers 2) use different feature sets 3) use different data subsets
We will now give examples of methods that facilitate diversity for each category, we will not try to define the meaning of diversity other than that these different examples will hopefully give a better intuitive understanding of the International Journal of Machine Learning and Computing, Vol. 8, No. 1, February 2018 concept. A paper that discusses these categories and more in-depth is [15] .
1) Different base classifiers
Using different base classifiers with the same data is a perfectly good way of creating ensembles, it is of course hard to know in advance how, for example an SVM model will be behave differently from a decision tree. Hence different learning algorithms will give rise to different models, the error of the models can be decomposed into their bias and variance. Where bias measures how far of the model are from the correct value and variance measures how predictions for a given example varies with different realizations of the model (different dataset used for creating the model). The error of a model for a regression problem can be defined as follows:
Err(x) = Bias 2 + Variance + IrreducibleError Above we follow the definitions of [16] . Pedro Domingos provide a unified bias-variance decomposition for the 1-0 loss and squared loss function to be used in the classification setting in [17] , he also conducted experiments where he compared Decision Tree (C4.5), AdaBoost (with decision trees) and K-Nearest Neighbor. In this work Domingo"s also put forward a hypothesis '...that higher-variance algorithms (or settings) may be better suited to classification (zero-one loss) than regression (squared loss)'. Using knowledge about different learning algorithms and/or impact of hyperparameters settings on the final model is a viable way of creating ensembles. But this tack has, as of yet, not been a popular way of creating ensembles.
2) Different feature sets
The random subspace method [18] which aims at creating diverse models by selecting the best feature from a randomly selected subset of features. In their paper they use the random subspace method for constructing a decision forest (ensemble) consisting of decision trees but the general method can and have been applied to other learners as well see [19, 20] . The algorithm for random subspace is shown in Algorithm 1. Input to the algorithm is the training examples (X), size of the ensemble (S), size of subspace (d) and the feature set (D). The algorithm selects randomly selects a set of features with replacement d set of size S. The tree induction function is then called with this feature set d set and the training examples X output is a model h temp which are added to the ensemble of models H. The algorithm continues from the top until enough models have been created. Algorithm 1 -Random subspace method Inputs: TrainingExamples(X), EnsembleSize(S),
3) Different data subsets
The most popular methods for creating diversity is to alter the input data in different ways. One of the more popular methods is bagging (or bootstrap aggregating) proposed by [21] . The methods create different training sets which in turn are used to produce h 1 [22] is another popular method for creating different data subsets.
Here each example has a weight w i associated with it, initially each example has equal weights w i = 1= m where m denotes the number of training examples. The following steps are then repeated according to the ensemble size S. For l  1, …, S: 1) Train learner on X t (X with associated weights W)
Zt is a normalization factor to make sure that X t+1 will be a distribution. In each iteration the weights of the erroneous predicted examples weights are increased, hence making the learning in the next round to focus extra on these examples.
One difference between AdaBoost and for example bagging and the random subspace method is that it is serial in its nature, as input from an earlier stage is needed for the next stage, thus making it harder to parallelize the algorithm.
One of the most popular ensemble methods is random forest [23] which combine the random subset method together with bagging, this combination has proven very efficient and effective.
III. USING ENSEMBLES OF RULE SETS
There has been some work in the area of utilizing rule sets as base models for ensembles, as well as using rule set for combining base learners. In the paper [24] by Jerzy Stefanowski he investigates how to use three different ensemble methods with rule induction. The three methods are bagging, n 2 and a stacking type of meta-learning method. He compared the performance of the three methods on a few common datasets and his conclusions is that the n 2 method seems to performed best. In their paper [25] Petr Savicky and Johannes Fürnkranz uses rule induction (ripper) as base learner together with different combining learners in a stacking approach. The investigate three different meta-learning algorithms and their performance: decision tree induction (c4.5), rule induction (ripper) and a nearest neighbor classifier (k-nn). Their results show that the nearest International Journal of Machine Learning and Computing, Vol. 8, No. 1, February 2018 neighbor classifier sometimes did drastically improve performance as compared to using unweighted voting on the base classifier models while the other two methods did not.
In the paper [3] , Tony Lindgren introduce a new parameter for the covering algorithm which allows the user to specify how many of the covered examples, by the induced rule, which should not be removed from the set of examples to be covered. Hence these examples must then be covered again, which lead to diverse sets of rules. In his paper he concludes that this modification indeed introduce diversity in rule sets. But using the method in combination with bagging did not improve performance, which was expected, instead it worked best on its own. The novel method we explore in this paper uses the new parameter in a random subset selection setting, which we will describe in detail in the next section.
IV. NOVEL METHOD
The novel method we introduce here is a combination of the earlier method presented in [3] and the random subspace method [18] . The algorithm works by randomly selecting a subset (according to a hyperparameter) of all available features in a stepwise fashion, for each condition in a rule. After a rule has been induced the new hyperparameter is then used to select randomly how many of the covered examples which should be removed from the set containing the remaining examples to be covered (refereed here on as random covering). The algorithm is more formally described in Algorithm 2.
The 
V. EXPERIMENT AND RESULTS
Our empirical evaluation of the novel algorithm was set up as follows. The experiment where conducted using a 10-fold cross validation fashion, hence all results are the average values from these 10 folds. Size (number of rules) and accuracy of each algorithm was used as performance metrics. We compared the random forest algorithm together with unordered rule sets induced in three different ways. The first method utilized random subspace selection together random covering, i.e. the novel method described in Algorithm 2. The second unordered rule induction method utilized bagging together with random subset selection, i.e. the unordered rule set counterpart of random forest. The third unordered rule induction method utilized all three diversity inducing methods at once, i.e. random subspace selection, bagging and random covering. All compared algorithms were implemented using SWI-Prolog, and are available to download from http://dsv.su.se/~tony/programs.html together with the datasets used in the experiment. All datasets were taken from the UCI repository [26] , in total 28 datasets were used. The parameters that were used was the International Journal of Machine Learning and Computing, Vol. 8, No. 1, February 2018 following: ensemble size = 200, random subset size = 0.3, minimum coverage = 10, minimum margin = 0.9, random coverage = 0.2. The ensemble size was selected upon the results of [10] , where they claim that larger ensembles than 128 is not necessary, so we set the size to 200, just to be sure. The random subset size of 0.3, meaning that 30% of the attributes will be considered when inducing conditions, which is a reasonable size. Minimum coverage and minimum margin are both stopping criterions, where the first stops if less than or equal to 10 examples are covered by a rule and minimum margin specifies that the margin difference between the two largest classes, should be 90% or larger to stop. Random coverage of 0.2 reflect that 20% of the covered examples are left in the training set to be covered again. The prediction of the ensemble was done using unweighted voting. 
Results of the Experiment
In Table I the results of the experiment are shown, the first column denotes the name of the dataset for that row, then each pair of columns denote the size and accuracy of the respective method over the 10 folds. First comes the results from the random forest, secondly the covering method (Rule1) using random subspace and random covering, then the covering method (Rule2) bagging and random subspace and finally (Rule3) uses bagging, random subspace and random covering. If there exists a single best method with highest accuracy for a dataset that accuracy is written using bold letters. If one counts the number of best results we see that the random forest algorithm collects 4 wins, Rule1 8 wins, Rule2 5 wins and Rule3 2 wins. Given this the Rule1 method seems to perform best, and Rule3 worst, with Rule5 and random forest on par. Using the statistical test of [27] we can rank the algorithms using the Friedman rank, the ordering changes a bit, see bottom row of Table I , with (still) Rule1 best, then Rule2, Rule3 and last random forest. Note that this value is not statistically significant, having a p-value of 0.128. If we look at the size of the ensembles, the random forest produces by far the smallest number of rules in its ensemble, which is expected due to how the tree induction algorithm reclusively disjunctively-divides the feature space. Somewhat surprising is that Rule1 produces the largest rules size in its ensemble, here Rule3 was expected to create the largest rules space, as it utilizes all the different methods for creating more diverse rules sets. But it at least comes before Rule2 and is not far from Rule1. To further investigate the strengths of the different algorithms we conducted paired statistical significant tests, between all algorithms, the results are shown in Table II . The first column denotes which pairs we are considering, the second column show the unadjusted p-value, and the following columns show the results for the adjusted p-values for Nemenyi"s, Holm"s, Shaeffer"s and Bergmann's procedure. From the results we can cannot reject the null hypothesis, i.e. that there is no statistically difference according to the p-value of 0.05 between any of the models. The unadjusted p-value for random forest vs Rule1 is below the threshold but not the adjusted values, which all are well above the threshold of 0.05. 
VI. DISCUSSION AND CONCLUSION
We have in this paper introduced a novel method (Rule1) by combining the random subspace section with random coverage to facilitate diversity in rules using the covering algorithm for inducing unordered rule sets. We did compare this method with the random forest algorithm and its counterpart for unordered rule induction (Rule2) and an algorithm for combining all three diversity facilitating (Rule3) methods in one algorithm, bagging, random subset selection and random covering. Even though the result were not statistically significant at the p value of 0.05, the results are promising having a Friedman rank p-value at just below 0.13. It seems that the proposed method Rule1 warrants further attention. One venue forward would be to set up an experiment with more datasets to be able to answer the question if there indeed exist differences between the methods or if it is random fluctuations. It would also be interesting to investigate if one can device a better method than just randomly selecting examples to keep in the random covering method. One idea could be to keep examples which have belonged to the minority class of the rule and hence face the danger of (erroneous) being classified as belonging to the majority class. Yet another type of tack would be to introduce weights to examples, which then can be adjusted when we have covered an example (similar to boosting). Tony Lindgren was born in Hä gersten, Stockholm in 1974. He received his master degree in computer and system sciences in 1999. In 2006, he received his Ph.D. degree in computer and system sciences. He has worked both in academia and industry since 2008, he is the inventor of numerous patents and has a permanent position as lecturer at the department of computer and system sciences at stockholm university since 2012. His main interest is in the field of machine learning, artificial intelligence and constraint programming.
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