Firstly, the asymptotic distributions of U (n) and W (n) are given. Simultaneously, the errors are estimated by using Chen-Stein method. Next, the almost surely limits are discussed when all p n are equal and when considered on a common probability space. Finally, we consider the case that lim n→∞ p n = 0 and lim n→∞ np n = ∞.
Introduction and main results
Limit distributions for the longest length of runs with respect to Bernoulli sequence have been investigated for a long time, see, e.g., [5] , [6] , [7] , [8] and [9] . But what about the longest length of arithmetic progressions? Problems connected to arithmetic progressions are very important in number theory, see [10] . For example, Roth's theory says that every set of integers of positive density contained infinitely many progressions of length three.
Suppose that ξ 1 , ξ 2 , · · · is a Bernoulli sequence with P (ξ i = 1) = p = 1−q, where 0 < p < 1. Let Σ n = {1 ≤ i ≤ n : ξ i = 1} be the random subset of {1, 2, · · · n} decided by ξ 1 , ξ 2 , · · · , ξ n . For any 1 ≤ a, s ≤ n , define which is the length of the longest arithmetic progression in Σ n . We call U (n) the longest length of arithmetic progressions relative to ξ 1 , ξ 2 , · · · , ξ n .
For any 1 ≤ a, s ≤ n, the numbers a, a + s mod n, a + 2s mod n, · · · , a + (n/gcd(s, n) − 1)s mod n are different while a + n/gcd(s, n) s mod n = a, where gcd(s, n) denotes the greatest common divisor of s and n. For convenience, let kn mod n = n for any integer k. Define We call W (n) the the longest length of arithmetic progressions mod n relative to ξ 1 , ξ 2 , · · · , ξ n . Note that U (n) is an increasing of n while W (n) is not.
In [4] , the authors discussed the limit distribution of U (n) and W (n) in the case that p = 1/2. The results can be easily extended to the case that p = 1/2. Set C = −2/ln p and let ln denote the logarithm of base e. In [4] , they proved that as n tends to ∞, U (n) C ln n → 1 in probability and
The authors also conjectured that lim sup
In this paper, we will use Chen-Stein method to study the asymptotic distributions of U (n) and W (n) more carefully. In addition, the errors are also given. The limit distributions we get are a bit different from that in [4] .
Next, we prove the conjecture and give more description about almost surely limits.
Set D = 1/ln p. For any integer 1 < r ≤ n, let
As n tends to ∞,
).
(1.12) (3)As n tends to ∞,
2) holds and
Next, we shall consider the case that the success probability is not fixed.
Suppose that ξ
. Use U (n,pn) and W (n,pn) to denote the the longest length of arithmetic progressions or of arithmetic progressions mod n relative to ξ
respectively. We have the following results.
where [x] denotes the integer part of x.
The paper is organized as follows. In §2, the equivalent statements of (1.9) and (1.16) are given. The proofs of Theorem 1.1, Theorem 1.2 and Theorem 1.3 are given in §2, §3 and §4 respectively.
Auxiliary Results
For clarify, we give a simple lemma that will be used.
Lemma 2.1. Suppose that
if and only if for all c > a,
Proof. At first, we shall prove the sufficiency. By (2.2), there is d such that
The arbitrary of c > a yields that lim sup n→∞ n k=1 a k / n k=1 b k ≤ a. This, together with (2.1) and (2.2), gives (2.3).
Next, we shall show the necessity. By (2.2), for any ε > 0, there is K
Letting n tends to ∞, we get that
The arbitrary of ε > 0, together with (2.1), implies (2.4) and completes our proof.
As an application of Lemma 2.1. Suppose that (2.2) holds. In addition, Note that n ln n − n ≤ n k=1 ln k ≤ n ln n. By Lemma 2.1, we have the following propositions. 
and also if and only if for any 1 > ε > 0, 
and also if and only if for any ε > 0,
Suppose that 2 ≤ r ≤ n. Let
For any (a, s) ∈ B n , let
Let I = I n,r = (a,s)∈Bn P (A a,s ). Then we have
Let G be the graph with vertex set B n and edges defined by (a, s) ∼ (b, t) if and only if B a,s ∩ B b,t = ∅. Then G is a dependency graph of {I Aa,s : (a, s) ∈ B n }, where I Aa,s is the indicator function of A a,s . The notion of dependency graphs can be found in [1] , [3] or in §2.1 of [4] . Set
Note that P (U (n) < r) = P ( (a,s)∈Bn I Aa,s = 0). Applying the Chen-Stein method, (see [2] , [3] or Theorem 3 of [4]), we get that
We have
This, together with (3.4) and (3.5), gives (3.3).
Lemma 3.2. It holds that e (n,r) ≤ 9(n 3 p 2r−1 + n 2 r 3 p
Suppose that |B a,s ∩ B b,t | ≥ 2 and x 0 is the minimal number of the set
In addition, there is positive integer k such that
, where s 0 = s/gcd(s, t) and
Consequently, |B a,s ∩ B b,t | ≤ r/3 + 1 whenever max(s 0 , t 0 ) ≥ 3. When 
and
as desired.
Similar as the proof of Lemma 3.2, we may show that for any m, n and
Also we can show that if |B 
On the other hand, it's easy to check that e −λn,r n = e
. Note that P (U (n) < r) and e −λn,r are both increasing functions of r. Hence when r < r n ,
Similarly, when r > R n ,
This completes the proof of (1.5).
(2) Let r = h n + x. For convenience, set
.
Thus max x≥aD ln ln n,hn+x∈Z
It's easy to verify that
and max aD ln ln n≤x≤−D ln ln n+1
(3.14)
Now (1.6) follows by (3.11)-(3.14).
(3) For any ε > 0, (3.1) and (3.3) imply that
On the other hand, by (1.3) and (1.5),
Hence (1.7) holds.
(4) By (3.16),
One then deduces from the Borel-Cantelli Lemma that
It follows that for almost surely ω, there is K(ω) such that for k ≥ K(ω),
. This, together with (3.17), gives that
Now the arbitrary of ε > 0 yields that lim inf n→∞
Let T k be the longest length of arithmetic progressions relative to ξ 2 k−1 +1 ,
In addition, T k has the same distribution with U (2 k−1 ) . By (1.5),
On the other hand, (3.15) yields that
Furthermore, we can deduce that lim sup n→∞
by the fact that U (n) is increasing. This completes the proof of (1.8).
Now we come to prove (1.9). By Proposition 2.1, we need only to show
. Then it suffices to show that lim n→∞ Λ(n)/n = 0 a.s. Clearly, EΛ(n) = n k=1 I 2 k ,r k = O(n 1−ε ) and DΛ(n) is less than the sum of p
Then by Tchebychev's inequality, for any δ > 0,
The Borel-Cantelli Lemma yields that Λ n /n → 0 a.s.. Hence (2.6) holds as desired.
Finally, we shall prove (1.10). Let c n = [ln n/ ln 2]. Then 2 cn ≤ n < 2 cn+1 .
For any integers 1 ≤ a ≤ b,
Hence by (1.9), lim n→∞ 
Set C a,s = {a, a + s mod n, a + 2s mod n, a + 3s mod n, · · · }. Then C a,s = {a, a + s mod n, · · · , a + ( n gcd(s,n) − 1)s mod n} and |C a,s | = n/ gcd(s, n).
Set
A 2 = s|n,s≤n/r,1≤a≤s
where s|n means that s is a divisor of n.
Lemma 4.1. It holds that
which is the maximum length of arithmetic progressions mod n in Σ n with difference s. For any m ≥ 0, {ξ a = 1, ξ a+s mod n = 1, · · · , ξ a+ms mod n = 1} if and only if {ξ b = 1, ξ b+(n−s) mod n = 1, · · · , ξ b+m(n−s) mod s = 1}, where b = a + ms mod n. In addition, gcd(s, n) = gcd(n − s, n). Hence W
for all 1 ≤ s ≤ n. Consequently,
if and only if b = a + gcd(s, n) · k for some integer k. Thus {1, 2, · · · , n} is the disjoint union of C a,s with 1 ≤ a ≤ gcd(s, n). It follows that
a,s ≥ r} = {ξ i = 1, ∀i ∈ C a,s } when n/ gcd(s, n) = r, and
provided n/ gcd(s, n) > r. Therefore
This, together with the fact that C a,s = C a,gcd(s,n) , yields (4.4).
LetĨ =Ĩ n,r = (a,s)∈Bn P (Ã a,s ). By Lemma (4.1), we have
a,s = {a, a + s mod n, · · · , a + rs mod n}. P (Ã a,sÃb,t ).
Then
The estimations of P (A 2 ),Ĩ andẽ (n,r) are given in the following two lemmas.
Lemma 4.2. We have
Proof. Obviously,
Now the fact thatĨ = |B n |qp r yields (4.9) immediately.
Suppose that |B a,s ∩B b,t | ≥ 2. Then there is 0 ≤ j 1 < j 2 ≤ r and x, y ∈B a,s such that b + j 1 t mod n = x and b + j 2 t mod n = y. Hence (j 2 − j 1 )t − kn = y − x for some 0 ≤ k ≤ j 2 − j 1 and b = x − j 1 t mod n. Thereforẽ
We shall show thatÃ a,s ∩Ã b,s = ∅ when b = a and (a, s) ∼ (b, s). Let
Then there is 0 ≤ i ≤ r such that b + j * s mod n = a + is mod n. It follows that b+(j * −1)s mod n = a+(i−1)s mod n. Hence j * −1 < 0 or i−1 < 0.
If j * − 1 < 0, then j * = 0 and hence b = a + is mod n. Since b = a, i = 0.
We haveÃ a,s ∩Ã b,s ⊆ {ξ a+is mod n = 1,
Then there is l such that i l+1 − i l = 1. Since a + i l s mod n = b + j 1 mod n and a + i l+1 s mod n = b + j 2 mod n for some 0 ≤ j 1 , j 2 ≤ r and j 1 = j 2 , s = it mod n with i = j 2 − j 1 . If i = 1, then s = t. If i = −1, then s = n − t and hence s = t = n/2 by the fact that 1 ≤ s, t ≤ n/2. The contradiction shows that 1 < |i| ≤ r. Similarly, t = js mod n for some 1 < |j| ≤ r. It follows that s = ijs mod n, that is (ij − 1)s = n for some || ≤ r 2 /2. Consequently, n . If n ≥ 2m, r n ≥ 36 and t > 3n/r n , then |B
Hence |A ∩ {1, 2, · · · , m}|/|A| ≤ 2/3. Since t > 3n/r n , there is h ≥ 3,
Proof of Theorem 1. Furthermore, it's easy to check that e −µn,r n = o(n −1 ) and 1 − e −µ n,Rn = O(n −1 ). Therefore(1.11) holds by noting that P (W (n) < r) and e −µn,r are both increasing functions of r.
(2) Let r = C ln n + x. Then µ n,r = qp x /2. Hence (1.11) implies that max x≥Dln ln n+a,C ln n+x∈Z
(3) In view of (1.11), it holds that
It follows (1.13) immediately.
(4) In view of (1.1), to prove (1.2), it remains only to show that lim sup
For any ε > 0, by (4.5),(4.8) and (4.9),
. Therefore, lim sup n→∞
a.s. as desired.
Since W (n) ≥ U (n) , by (1.8), to prove (1.14), we need only to show that lim inf
Fix any 0 < ε < 1. Let r n = [C ln n + εD ln ln n], H n = {W (n) < r n } and
Clearly, µ n,rn = O(ln ε n) = o(ln n/4). Together with (1.11), it implies that
and (4.4),
Let V be the graph with vertex set V k = {(a, s, n) : k + 1 ≤ n ≤ 2k, (a, s) ∈ E n } and edges defined by (a, s, m) ∼ (b, t, n) if and only ifB
It follows that 2k m,n=k+1
where
(m,rm,n,rn) . One deduces from 
Fix any (a, s, m) ∈ V k , define γ(a, s, m) to be the set of all triples (b,
as desired. It completes the proof of (1.14).
(5) Now we come to the proof of (1.15). By (1.11), for any 0 < ε < 1, P (W (2 n ) < C ln 2 n + εD ln ln 2 n ) = e 
