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Abstract 
Financial services are characterised by the integration of customers while the service is being 
delivered. This integration leads to interruptions and thus delays in the processing of a cus-
tomer order until for example the customer provides the missing input. Because customer 
behaviour can only be planned to a certain extent this is a major problem for an efficient con-
trol of financial service processes. It would be helpful to know which concept leads to the best 
solution for a certain situation in controlling the process. A concept contains explicit practical 
knowledge e.g. using a stand-by-employee or a prioritisation of customer orders with first-in-
first-out. As financial services differ from manufacturing processes application knowledge of 
concepts cannot be transferred one to one. To test concepts regarding their ability to deal effi-
ciently with interruptions by customers short-term simulations should be conducted. Short-
term simulation uses the actual state of a process and is not focussing on steady-state results. 
The research presented focuses on comparing several concepts for short-term control using 
case-study data of a typical financial service process. For this process a simulation model is 
built based on process mining. This approach is used to gather information out of documented 
timestamps of underlying process-aware information systems. Such timestamps allow a his-
torical analysis to build typical scenarios and to gather the actual state of a financial service 
process as a starting point for a simulation analysis. The depicted concepts are simulated for 
different typical scenarios points to determine respectively which concept suits best. The re-
sults show which concepts suit best in certain situations for the case study conducted. 
Key words: short-term control, financial services, business process simulation 
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1  Introduction 
Achieving a high productivity in service delivery is a main success factor for financial service 
companies such as banks and insurance companies (Grönroos 2007). At a first glance, opera-
tional control to ensure productive financial service delivery appears to be simple. A financial 
service is only delivered after an order is placed by a customer (either an end consumer or a 
company). The service is dependent on the customer and his/her input and cannot be delivered 
in advance (Sampson/Froehle 2006). However, short-term control of financial services is a 
challenging task as the customer represents a decisive factor while the service is being deliv-
ered since it is integrated in the actual financial service delivery activities (Zomerdijk/de Vries 
2007). Therefore,  customers are, from an operations perspective, a resource which is neces-
sary to provide input (e.g., information on the customer’s income situation) during the deliv-
ery of a financial service (Lovelock/Yip 1996). There are some financial service processes, 
such as automated transactional services, which are not characterised by customer integration 
but these are not in the focus of this paper. Unfortunately, customers often do not behave as 
expected. They provide incompletely filled out forms, they are late for appointments, or they 
simply do not know information which is important for the service delivery of a financial ser-
vice. This results in massive operational problems, i.e., interruptions of processing due to cus-
tomer input needed (Heckl/Moormann 2010). These interruptions are characterised by time 
lags (processing of an activity has to wait for customer input) or even loops (processing has to 
be repeated in a previous activity after receiving customer input). As a result, the planned 
schedule of a financial service company is disrupted, often leading to longer cycle times. In 
order to deal with these operational problems, a financial service company has to take action 
in the short-term by applying short-term control mechanisms.  
Short-term control focuses on allocating customer orders to resources so that the customer 
orders are at the right place at the right time. How well a financial service company is per-
forming this service delivery can be measured in terms of productivity (Bain 1982). Produc-
tivity is generally defined as the ratio of output to input (Burgess 1990). There are various 
possibilities for a definition of inputs and outputs such as cost per employee, profit or number 
of customers (Johnston/Jones 2004). However, the classic concept of productivity from the 
manufacturing industry is limited to a corporate perspective. This is insufficient for the as-
sessment of financial service processes, as the customer plays a central role. In this paper, the 
analysis focuses on productivity from a production point of view. Here, the cycle time, i.e., 
the time until an output is generated, is a decisive factor beside the internal costs and the 
number of processed orders. From a customer perspective, the cycle time should be as short as 
possible. Using this understanding of productivity, the aim is to create the desired output 
“Number of processed customer orders” in a shorter time period with the same amount of 
input “employee capacity used." If a service provider aims at increasing his productivity, then 
he has to reduce the cycle time of customer orders. However, the costs and the number of 
processes customer orders should be considered as well for the evaluation of concepts for 
short-term control.  
The paper is organised as follows: In Section 2 the theoretical foundation and related work of 
short-term control in financial service processes is provided. Section 3 presents the method of 
business process simulation for short-term control applied in this paper. The case study of a Evaluating Concepts for Short-term Control  
in Financial Service Processes 
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loan application process for which concepts for short-term control are evaluated is described 
in Section 4. In Section 5 the experimental settings are chosen including scenarios and con-
cepts for short-term control. The results of the simulation runs are presented in Section 6 and 
discussed in Section 7. The paper concludes with Section 8. 
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2  Short-term Control of Financial Service Processes 
2.1  Production of Financial Services 
For a characterisation of services, academic literature provides a number of heterogeneous 
service types. Distinctions are based, for example, on constitutive characteristics, such as cus-
tomer integration and immateriality, front and back office activities, or customer interaction 
and  individualisation  (Spring/Araujo  2009).  However,  crucial  for  the  characterisation  and 
classification of services is the selected perspective (Corrêa et al. 2007). In the presented case, 
non-automated financial services are considered with the aim of analysing the service deliv-
ery.  
In a service process, the input of the customer order is transformed into an output which 
represents the process result. Each process result of a service process is a customer order that 
contains  necessary  information  the  activities  require  for  the  service  delivery  (Wernerfelt 
1984). The transformation takes place in the activities of the process using the existing re-
sources like customers, employees, and IT systems (Figure 1). These resources are linked to 
one another through the possible connections of activities resulting in a net of activities which 
can have several starting and end points (Kim et al. 1996).  
 
Figure 1:  Processing of customer orders in a service process 
From an operations point of view, the main object or subject on which the service is per-
formed is decisive. These objects or subjects can be categorised as belonging to one of the 
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•  Possession-processing: The production of a good is done on material good (e.g. laun-
dry) and therefore has a local dependency while the customer integration is only needed 
at the beginning and end of the process. 
•  Information-processing: The service of an information-based process is the intake and 
processing of information (e.g. processing of a loan application). In today’s world, the 
local dependency is very low since information can be sent and processed around the 
world very easily due to internet, email, etc. The integration of the customer depends 
heavily on the production of service and the information provided by the customer.  
•  People-processing: The production of goods and service is done on the customer (e.g. 
health care). Since the customer is strongly involved in the process, the local depend-
ency of the customer and the production of the service are high. 
These three types are characterised by the local dependence on physical objects, the local de-
pendence  on  customers  and  the  degree  of  customer  integration.  Using  this  classification, 
back-office services of financial companies can be characterised as information-processing 
services. Therefore, the delivery of back-office services, with some exceptions such as a cov-
ered loan, has no local dependency. In contrast to physical objects or persons, information can 
be duplicated and easily processed in different places. In addition, the physical presence of 
customers is not obligatorily needed when input from the customers is required during the 
service delivery. Although customers of back-office processes can be employees of a financial 
institutions front-office or end-customers, there is no basic difference of characteristics be-
tween services for external and internal customers (Maleyeff 2009).  
2.2  Mechanisms for Short-term control 
The planning and controlling of the service delivery within the processes can be divided into 
three levels (Heizer/Render 2009; Sheikh 2003):  
•  Strategic planning of the production schedule based on demand and sales,  
•  tactical planning of capacities and material needed for production as well as the decision, 
if parts of the production are outsourced and 
•  operational planning in the short-term when the production is carried out. 
To deal with customer integration the short-term control is of the highest relevance. Leyer and 
Moormann (2010a) describe three requirements which have to be fulfilled in order to opera-
tionally control processes in the financial service industry. First of all, a company has to be 
able to generate and collect all information and data necessary in order to monitor, measure, 
and interfere in the process. An appropriate framework has been developed by Heckl (2010) 
which structures service processes in order to allow an analysis of the combination of the in-
fluence of customers and an operational process management. Secondly, all possible opera-
tional control mechanisms have to be identified and analyzed. These mechanisms, which have 
mainly be investigated for the production industry and still have to be converted respectively Evaluating Concepts for Short-term Control  
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adapted to the service industry, will be explained in the next section. Thirdly, the best possible 
mechanism has to be chosen in case of an operational problem. Simulation is an adequate tool 
in order to find out which control mechanism fits best for each problem. 
In case of operational problems, a process manager (who is responsible for a financial service) 
has to react and solve the problem in the short-term. As described above, an ongoing monitor-
ing of the state of the customer orders and the resources necessary to perform the production 
of the financial service is needed. This enables a process manager to take corrective actions 
immediately. In literature, five mechanisms to act within short-term control can be found 
(Adam 1998; Daniel/Guide 1997; Soyuer et al. 2007):  
•  As soon as an order from the customer is received, it has to be scheduled. The schedul-
ing includes the determination of the planned values for the above mentioned four gen-
eral characteristics of an order. In order to define the planned values, one can use either 
predefined rules as well as or the actual state of order processing in the business ser-
vices as input factors.  
•  The order release defines the time when a customer orders is processed. As a result, 
some orders have to wait in line before they are worked on. The determination of the 
order release can be done at two different stages: either before the service delivery starts 
or before each activity. The basis for the determination is the predefined planned value, 
which can be changed according to the necessity.  
•  In order to define the sequencing of orders, a prioritization is needed to define the order 
in which customer orders are processed compared to other customer orders. As for the 
order release, the determination of the sequencing of the order depends on a planned 
value and can be changed before the service delivery starts or before each activity. 
•  The sequence of activities defines the order of process steps which each customer order 
has to follow. This sequence can only be changed if the second of two activities does 
not depend on the previous work from process step one. 
•  A process manager can also influence the dispatching of the customer orders. The dis-
patching defines the allocation of resources to the customer orders respectively to the 
process steps. The allocation of the resources needed to process the customer orders can 
be continuously changed for every process step.  
Although having many operational control mechanisms available, the surveillance of a busi-
ness service is very difficult, especially in the short term. The complexity, caused by multiple 
connected processes a customer order has to follow, the possibility of back loops, and chang-
ing process flows from one customer order to another increases with the amount of orders in 
the system. In order to react immediately and efficiently at operational problems, a process 
manager has to know which control mechanism fits best for the financial service process. Fur-
thermore is has to be stated that not every mechanism can be applied for a financial service 
process (Fritsch 2004).  Evaluating Concepts for Short-term Control  
in Financial Service Processes 
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For financial service processes, the control mechanism scheduling is a general one and is in-
cluded in specific concepts for the four other mechanisms. The control mechanism ‘order 
release’ is not very useful. Since application orders are unique and the creation depends on 
the input of an end customer, a bank does not have the option to store and build up a reposi-
tory. Therefore, in order to minimize the cycle time respectively the waiting time for the cus-
tomer, orders are processed as soon as they enter the production line. Sequencing of activities 
is also of low interest for a financial service process since the sequence of process steps can-
not be changed or influenced in most cases. Each process step relies on the work and informa-
tion processed in the previous work step.  
The sequencing of orders represents a wide field of possible operational control mechanisms 
for  financial  service  processes.  By  prioritizing  the  orders,  the  sequences  of  order  can  be 
changed and an improvement of the cycle time and processing costs can be achieved. In order 
to solve the problem of sequencing orders, many methods and techniques have been devel-
oped. Nevertheless, experts cannot agree on a single, universal applicable solution, which can 
be used in every situation (Weilerscheidt, 1996). Instead, the inspected problem, the type of 
process, and the targeted goal define the correct method. Usually, the production of financial 
services is done in a multistep and changing process step flow environment. For such an envi-
ronment, orders will always compete for resources, leading to waiting times which cannot be 
solved in a polynomial algorithm (Hoitsch 1993). In the literature, the heuristical approach of 
prioritization is recommended for short-term scheduling. Nevertheless, it can never derive 
optimal solutions because it is heuristics. Bell (Bell 2006, p. 171) describes heuristics as fol-
lows: 
“A rule of thumb, simplifications, or educated guess that reduces or limits the search for solu-
tions in domains that are difficult and poorly understood. Unlike algorithms, heuristics do not 
guarantee optimal, or even feasible, solutions and are often used with no theoretical guaran-
tee.” 
However, prioritization rules are often used in practice. The concept of each prioritization rule 
is quite easy: Depending on the applied rule, each order is assigned to a priority in which they 
are  processed  respectively  which  defines  the  order  in  which  they  have  to  wait  in  line 
(Schneider et al. 2005). Since there are many possibilities to prioritize orders, many prioritiza-
tion rules have been developed in order to structure and speed up the production process. Pri-
oritization rules are differentiated by the impact of the system, meaning if they are just ap-
plied locally (e.g. shortest or longest operating time) for each process step or for the whole 
production system (e.g. shortest or longest cycle time). If they are applied locally, the priority 
changes each time an order arrives at the next process step while a globally applied prioritiza-
tion rule defines a priority at the beginning of the process and does not change it throughout 
the system. The advantage of such prioritization rules is the ease of implementing, the very 
low time required for computing, an easy administration, and the flexible application (Gierth 
2007). Nevertheless, it is important to understand that prioritization rules never lead to the 
optimal solution, they can only approximate it. Furthermore, a prerequisite of all prioritization 
rules is that two or more orders must arrive at a process step simultaneously or be waiting in a 
queue behind in-process work (Bassett/Todd 1994). This basic requirement is given in the 
loan application process. In case of financial service processes, prioritization rules which ap-Evaluating Concepts for Short-term Control  
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ply for the whole production system cannot be used. Although applicable for a process in the 
manufacturing industry in which the process manager knows beforehand the exact process 
step order and can therefore calculate the e.g. remaining cycle time or the overall cycle time, 
such calculations are not possible in a loan application process. Due to the already mentioned 
back loops and the interaction with the customer one cannot determine which order can be 
processed faster than the others. Therefore, only the prioritization rules, which have to be ap-
plied locally, are of interest. 
The last short-term control mechanism, the dispatching of customer orders, can also be ap-
plied on financial service processes. The dispatching of customer orders respectively the ca-
pacity management involved can be influenced by changing the schedule of the employees or 
by defining predetermined timeslots for working on customer orders within the financial ser-
vice process under analysis. If a process manager wants to change the dispatching of orders to 
apply operational control, a closer look has to be taken on the capacity management. Manag-
ing  the  organizational  or  process  related  capacity  is  one  of  the  most  underestimated  and 
poorly performed activities (Yu-Lee 2002). Nevertheless, the capacity of an organization is of 
high importance since it represents the ability to perform work. Managing capacity involves a 
variety of different tasks such as defining and controlling the amount of offices, production 
facilities, warehouses, people, etc. Due to the context of the paper, the only capacity that can 
be influenced in the field of operational control is the staff. The easiest way, in the context of 
capacity management, of reducing the cycle time, is to increase the number of workers in each 
department. Since this solution cannot be applied in the field of operational control, a closer 
look has to be taken on the allocation of staff to departments, their schedule and their work-
load. 
2.3  Related Work 
The field of research in the area of short-term control of services is quite new. According to 
Johnston (2005), only a few approaches can be found in the literature. Most of the research is 
done in the field of manufacturing industry, not the service industry. Since the involvement of 
customers in the production of services is much higher in the service industry, most of the 
approaches of the manufacturing industry cannot be transferred one to one. They have to be 
adapted or even changed fundamentally. For a detailed literature review with regard to short-
term control see Leyer (2011). In regard to the evaluation of concepts for short-term control 
the following related work can be found in the literature: 
•  Combining incoming orders and capacity management: In the field of capacity man-
agement, much research has been done on how to effectively plan capacity accordingly 
to the amount of incoming orders. Goodale and Tunc (1998) use common pattern of in-
coming orders to define the shift schedule. However, the approach is limited to the be-
ginning  of  the  service  delivery.  The  approach  by  Adenso-Diaz  and  Gonzalez-Torre 
(2002) is to model a business process with the average cycle time per process step and 
their frequencies per day. The goal is to find the minimum capacity required to process 
the orders respectively a timely adjustment of the capacity based on the incoming or-
ders. Nevertheless, this approach is very complex and can only be applied for the de-
termined time period. All approaches have in common that the depiction of the incom-Evaluating Concepts for Short-term Control  
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ing orders is insufficient since it is either modelled constant or in a predetermined pat-
tern.  
•  Estimation of cycle times: Sabuncuoglu and Comlekci (2002) use an analytical algo-
rithm to project the average cycle time by using the variables (1) amount of orders per 
process step, (2) overall amount of incoming orders, (3) applied sequence of order proc-
essing, (4) utilisation capacity of the process and (5) cycle time per process step. An-
other approach to estimate the cycle time is to calculate the due date of an order (Moses 
et al. 2004). The due date is calculated by looking at the availability of resources. Af-
terwards, the actual finishing date of an order is subtracted from the estimated due date. 
Approaches in this area lack in accuracy to estimate the cycle time, since only sample 
and average values are used.  
•  Prioritization rules to determine the sequencing order: Schneider et al. (2005) propose 
the implementation of prioritization rules to improve the cycle time and therefore can be 
applied to control operational problems. Nevertheless, most of the prioritization rules 
cannot be applied on a service process because they require the knowledge of the exact 
processing sequence and the calculation of the cycle time beforehand. Most of the time, 
these two parameter cannot be determined prior to the processing. 
•  Business process simulation: Lin und Cochran (1990) simulated operational problems, 
such as orders with higher priorities or the absences of employees. Although describing 
operational problems, the processing of the simulation is done on a strategic level. First, 
the simulation model is put into a steady-state and afterwards the effect of an opera-
tional problem is simulated. Although approaches for business process simulation em-
phasize the importance of simulation in the short-term time horizon, the consideration 
of short-term factors is limited. Problems such as delays caused by customer integration 
are highlighted, but is not specified or reflected in the simulation approach. In particu-
lar, up to now there is no consideration of customer integration in financial service 
processes. Therefore, an evaluation of concepts for short-term control is missing so far. 
The presented approaches are very useful according to their focus, but are not suitable for an 
evaluation of concepts for short-term control in financial services. The requirements for such 
an evaluation and the method applied are presented in the following section. 
 Evaluating Concepts for Short-term Control  
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3  Method 
According to Wyann et al. (2007) the focus of traditional simulation experiments is to identify 
average long-term behaviour over a wide variety of contextual scenarios. On the contrary, 
within short-term control the process model and process structure remain the same. Only pa-
rameters as described in section 2.2 can be changed. The impacts of the changes are analyzed 
based on the actual state of the system. Furthermore, the application of concepts for short-
term control can be tested.  
An approach to consider the characteristics of customer integration within operational control 
has been described by Leyer and Moormann (2010). According to their process laboratory, a 
simulation model of a financial service process should be built using historic processing data. 
A process laboratory is an artificial environment which allows a goal-oriented, experimental, 
computer-aided execution and analysis of processes. The proposed process laboratory consists 
of four components: (1) The simulation model, (2) the process data, (3) the catalogue of pos-
sible mechanisms for action and (4) the experimental system. Figure 2 shows the connections 
between the components.  
 
Figure 2:  Concept of the Process Laboratory (Leyer/Moormann 2010b)  
In the first step (time t), the required data has to be gathered from a production system by ex-
tracting historic event logs from a workflow management system. In an event log the informa-
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data contains enough information about the amount of application processed, the processing 
and idle items of orders and resources, and the process step sequence each application order 
went through. The combination of an existing workflow management system as well as a de-
tailed process documentation are of high  relevance for the implementation of the process 
laboratory. With such information, the goal of discovering the distribution of cycle time per 
process step and the available resource capacity can be achieved. Another important factor, 
the integration of the customer, which determines the overall cycle time immensely, has to be 
captured as well. Once the data is available the simulation model can be designed with the use 
of a discrete event-oriented simulation.  
In the second step (time t+1) current event logs have to be implemented into the simulation 
model. This is a basic requirement for an operational business process simulation since opera-
tional control mechanisms cannot be tested starting with a blank model. 
In the third step (time +1), the criteria for a catalogue of possible mechanisms of actions have 
to be gathered. A detailed analysis of the business process is necessary since not every con-
cept for short-term control can be applied on a process.  
In the last step (time +2) one has to define the experimental setting, which consists of differ-
ent (plausible) scenarios, and has to implement them in the simulation model. Based on the 
operational control mechanisms and the scenarios, experiments can be executed. The results 
of the experiments have to be compared with the results from the initial process based on key 
performance  indicators  such  as  cycle  time  or  processing  costs.  The  operational  control 
mechanisms have to be combined with every scenario in order to get an overview of the im-
pact of such changes.  
This setup can help to find out and understand the impact of possible future scenarios as well 
as to generally test and analysis operational control mechanisms. After implementing and 
processing the idea of the process laboratory correctly, the result will be a matrix consisting of 
the findings for each control mechanism in combination with a scenario. Based on this matrix, 
a process manager is able to execute the best operational control mechanism quickly in case 
the state of environment changes suddenly.  
 Evaluating Concepts for Short-term Control  
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4  Case-Study 
4.1  The Loan Application Process 
In order to simulate possible concepts for operational control a process manager of a financial 
institute can apply, a loan application process has been chosen. This is a common process in 
the financial service industry since the granting of loan is a main task of banks and is highly 
standardized. It is important to highlight that the service ‘lending’ is divided in two business 
services: The front and back office services. The front office is the part which deals with all 
the activities that require customer contact and as such functions as the direct interface to the 
customer whereas the back office comprises all the processes that are carried out remotely 
from customers and therefore are ‘invisible’ for them (Zomerdijk/de Vries 2007). Due to the 
division of the front and back office services, the term customer has to be defined more pre-
cisely, since different types of ‘customers’ are involved in both services. For the front office, 
a customer (also termed as end customer) is the person entering a branch and e.g. is applying 
for a loan while the customer of the back office is the branch and its employees. 
The process selected is a real life business service from a mid-sized German bank. It offers 
the processing of commercial loans for small and middle sized companies without any collat-
eral needed. The business service can be utilized by 34 branches selling loans to companies. 
In cases that some information or documents from the end customer are missing the branch 
plays the role of an intermediary, meaning that no direct contact between the end customer 
and the business service of the back office exists. 
At the beginning of the process, a SME (small or medium sized company) decides to apply 
for a loan. After talking to the branch employee, the filled loan application is sent to the back 
office. At this point, the loan application process of the back office begins. The business proc-
ess of the back office has the following layout: it consists of five departments (Precheck, Loan 
Processing, Approval, Assistant Executive Board and Executive Board) and some internal and 
external suppliers. Furthermore an IT-System is modelled as a department since it is responsi-
ble for archiving all approved loan applications. The process sums up to 16 process steps in 
the back office and a total of 30 activities including all departments, with a non-sequential 
processing order. This means that each application has to find its own way through the proc-
ess making it impossible to determine beforehand the sequence of process steps of an applica-
tion. Due to the possibility of back loops, different levels of application quality, and excep-
tional applications, the time and process steps needed to process an application varies heavily. 
Once an application has entered the business process, it has either to be pre-checked by the 
Pre-checker or to be approved by the executive board, if it is an exceptional application. 
Within the pre-check step, the completeness and integrity of the necessary documents and 
information are inspected. In case of irritation the application has to be sent back to the cus-
tomer leading to several back loops. Otherwise, the application can be approved by a back 
office clerk, checked for approval, or prepared for special processing depending on the quality 
and completeness of the application. In some special cases further information has to be re-
quested by external suppliers, in this case the KfW (Kreditanstalt für Wiederaufbau). Once the 
application has been approved, further processing respectively working steps such as some Evaluating Concepts for Short-term Control  
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rework activities or termination are needed to complete the loan application. During the proc-
essing, back loops can be caused by missing information such as a signature from the end 
customer. Furthermore an application can also be cancelled throughout the process. After 
some final checks the processed application is archived. A high level overview of the loan 
application process can be found in figure 3.  
Back office and front office services are directly connected since all information needed to 
process a loan application have to be delivered to the back office by the branch employees, 
who can be regarded as an intermediary between back office and the end customer. Besides 
personal information, documents and signatures, end customers might have to hand in further 
or missing information during the processing of a loan application which can always lead to 
back loops and delays in the service delivery. Evaluating Concepts for Short-term Control  
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4.2  Settings of the Simulation Model 
Data  from  the  underlying  workflow  management  system  was  gathered  for  seven  months. 
Within this time period, the service process was applied from the beginning to the end to 
266 customer orders. Unfinished orders were left out. The process model was built employing 
the ‘heuristic miner’ tool of the software ProM, which allows for analysing event logs. This 
algorithm provides the best results for real life data (Weijters et al. 2006). The result of a con-
formance check showed a conformance of 93 per cent, which can be seen as sufficient for a 
representative model of the service process (Rozinat/van der Aalst 2005). The model of the 
service process derived  from the  gathered event logs (and  additionally  validated with the 
process owner of the bank) is the one depicted in Figure 2. 
The stream of incoming loan applications are based on a time schedule which is derived from 
the real data. Thus, typical patterns for the different scenarios have been identified. By apply-
ing the random generator function, the actual time a loan application arrives at the process is 
not a fixed time but rather a time horizon, e.g. between 9 am and 11am. The defined time-
frames rely on the real data and need to be adjusted depending on the simulated scenario. 
Working times of each activity are determined based on the historical data. To ensure a reflec-
tion of the varieties of working times occurring in reality, the working time was implemented 
as statistical function. The best fitting statistical functions were chosen by applying the Kol-
mogorov-Smirnov Test of Goodness of Fit  (Yazici/Yolacan 2007).  
The resource of the process is the employees of different departments. For each department it 
is defined how many employees are available and which percentage of their working time is 
assigned  to  the  process.  Additionally,  the  time  until  an  employee  is  available  to  perform 
his/her work if he/she is requested, is taken into account. In sum, the departments have differ-
ent time schedules, meaning that they work at different hours throughout the week. Since the 
employees have many tasks and responsibilities besides the processing of the loan applica-
tion, their availability for the loan application process is limited. The availability of employ-
ees ranges from 5 % (Executive Board) to 85 % (Loan Processing). In order to be able to fin-
ish their previous tasks, which are unrelated to the loan application process, a delay of 15-25 
minutes, representing the time between the income of the order and the start of processing of a 
resource, has been modelled. An exception to the rule is the ‘IT-System’, which has been 
classified as ‘equipment’. The resource IT has an unlimited availability in terms of processing 
loan applications at the same time. As bug fixes, system upgrades, or batch jobs are per-
formed over night the system is fully available during working hours. 
For each type of resource costs are assigned, too. The costs for employees are calculated by a 
fixed amount for each minute working on the processing of loan applications. The costs per 
minute vary for each department. Regarding the IT-System no costs are assigned. This simpli-
fication derives from the argument that the variable part of IT costs is relatively small and 
therefore performance differences in the operations process do not affect the IT costs. 
Due to the setup of the process, a process manager can only influence the activities in the de-
partments ‘Precheck’, ‘Loan Processing’, ‘Approval’, ‘Assistant Executive Board’ and ‘Ex-Evaluating Concepts for Short-term Control  
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ecutive Board’. Every interaction with the customer relies on the willingness of the customer 
to cooperate. The response time and delivered information cannot be estimated beforehand. 
Therefore no operational control mechanism can improve the behaviour of the end customer. 
The same applies to internal and external suppliers. Since the process manager is responsible 
for the loan application process only, he cannot influence the response time and the quality of 
information delivered by internal suppliers as well as by external suppliers such as the KfW. 
In order to simulate the loan application process (the simulation tool iGrafx was used), the 
generator has to be configured to project the terminating behaviour necessary for operational 
control. In this context, a terminating model has the feature of a clear start and end date 
(Reijers/van der Aalst 1999). Furthermore, the actual state of the system has to be represented, 
that implies that loan application orders reflecting the respective scenario have to be in the 
system when starting to simulate. Therefore, the following setup of the generator has been 
chosen: The simulation has been conducted over a time period of one year with a start-up 
phase of ten months. This means that the first ten months are simulated to fill the process with 
orders and to represent a realistic state of the system according to the chosen scenario. The 
measurement of results is only performed for the last two months. The simulation has been 
conducted a thousand times in order to get a representative average value. The simulation tool 
offers an incorporation of statistical influences by conducting a set of randomized simulation 
runs. This setup of the generator has been applied for all operational control concepts in each 
scenario. 
4.3  Initial Situation 
The initial situation is based on the historical data of the whole seven months. Table 1 dis-











∅  Median  σ  ∅  Median  σ  ∅  Median  σ  ∅  Median  σ  ∅ 
18.22  7.46  34.50  0.16  0.13  0.25  18.05  7.34  34.32  207.78  178.98  176.20  121.10 
Table 1:   Results of Initial Simulation 
On average, the processing of a loan application takes 18.22 days. By looking at the standard 
deviation one can see that the results are spread out over a large range of values. Since the 
median is at 7.46 days, indicating that much more than half of the loan applications are proc-
essed below the mean, extreme outliers must be the reason for the difference of more than 10 
days between the mean and the median. These outliers can be seen in Figure 4. Here, one can 
see that 830 out of 1000 loan applications are processed below the mean. Hence, it is essential 
for a process manager to find control mechanisms to operationally reduce the outliers. Evaluating Concepts for Short-term Control  
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Figure 3:  Graphical display of Initial Simulation 
The cycle time composes the working time and the waiting time. While the working time 
represents the time in which resources are actually working on processing the loan, the wait-
ing time includes all effects preventing the production of the service, such as waiting for re-
sources (e.g. if resources are busy processing other loans) or inactive times (e.g. times out of 
schedule such as weekends, nights, etc.). The working time is with a mean of only 0.16 day 
much lower than the mean of the waiting time (18.05 days). This huge difference is on the one 
hand caused by the fact that much of the inactive time is due to the nature of the opening 
hours of a bank (nights and weekends increase the inactive time immensely). On the other 
hand, the standard deviation is much higher for the waiting time than for the working time 
(34.32 compared to 0.25), meaning that the extreme outliers of the cycle time must be caused 
by the waiting time. Therefore, a process manager has to think about the reduction of the 
waiting time and its standard deviation first. In the following, operational control mechanisms 
serve mainly the goal of reducing the waiting time. Therefore, no differentiation will be made 
between waiting time and working time since the working times are mainly untouched. 
Furthermore, the processing costs per loan application (costs arise if resources are processing 
loans only) are €207.78 with a standard deviation of €176.2. This is caused by the variety and 
unchangeable rework needed due to the back loops in the process. Nevertheless, the median is 
relatively close to the mean. Taking the average of 1000 simulations performed, the initial 
setup of the process is capable of processing 121.1 loan applications. 
 Evaluating Concepts for Short-term Control  
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5  Experimental Settings 
5.1  Scenarios 
In order to not perform entirely random simulations that reflect reality insufficiently, prior to 
the start of the simulation, four different states of environment have been determined. The 
scenarios are based on typical patterns of the historical data. A further advantage of this ap-
proach is that the relevant characteristics of the different operational control mechanisms can 
be observed intensely, since many uncontrollable influences can be eliminated beforehand. 
The downside of such an approach is the risk of neglecting certain dependencies respectively 
to overlook operational control mechanisms behaviours. Nevertheless, categorizing simula-
tions in different scenarios is a useful tool to focus on the crucial problem.  
In order to simulate the scenarios, the corresponding parameter configuration had to be im-
plemented. These parameters have been gathered from the real data. Thus, repeating different 
scenarios with the same setup as well as the same starting position for each operational con-
trol mechanism is guaranteed. Furthermore the time exposure to configure and simulate dif-
ferent operational control mechanisms is minimized. In the following, the scenarios will be 
explained and the parameter configuration for the four scenarios is shown in table form.  
5.1.1  Scenario 1: Increase of Number of Loan Applications 
This scenario should reflect an increase of the number of loan applications. Such an increase 
can be caused by a marketing initiative or a special offer for a limited time. It has been chosen 
to find out the stability and resilience of the loan application process architecture (this in-
cludes the layout of the process as well as the amount of employees). The goal of this scenario 
is to elaborate the impact of the increase of loan applications on the workload of the employ-
ees in the back office and to signalize the bottleneck of the loan application process.  
Since this scenario takes place outside of the vacation period one back office clerk is on aver-
age on vacation throughout the year reducing the workforce in the department “Loan Process-
ing” from 12 to 11 on average. Furthermore the following amount of loan applications have to 
be processed in this scenario (Table 2). 
Weekday  Time  Number of applications 
Monday  10 am – 6 pm  5 
9 am – 12 pm  3  Tuesday 
2 pm – 6 pm  2 
9 am – 10 am  3  Wednesday 
2 pm – 6 pm  1 
9 am – 11 am  1  Thursday 
5 pm – 8 pm  3 
10 am – 12 pm  2  Friday 
2 pm – 3 pm  3 
Table 2:   Number of Loan Applications in Scenario 1 
 Evaluating Concepts for Short-term Control  
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5.1.2  Scenario 2: Decrease of Number of Loan Applications 
In this scenario the bank faces a decrease of the number of loan applications. This is a quite 
common phenomenon if a bank faces e.g. negative reporting or if it misses to offer prices 
which are in line with the market. Comparable to scenario 1, one goal of this state of envi-
ronment is to test the overall loan application process architecture. Furthermore, a decline of 
loan application should increase the idle time and therefore it is very interesting for a process 
manager to find out how to process the applications as fast as possible and still have a solid 
resource workload.  
This scenario reflects, compared to scenario 1, the other side of the extreme. Thus, the aver-
age amount of back office clerks is as well reduced to 11 and the following amount of appli-
cations has to be processed in this scenario: 
Weekday  Time  Number of applications 
Monday  12 pm – 5 pm  2 
Tuesday  3 pm – 7 pm  1 
Wednesday  3 pm – 4 pm  1 
Thursday  3 pm – 8 pm  2 
Friday  8 am – 5 pm  0 
Table 3:   Number of Loan Applications in Scenario 2 
5.1.3  Scenario 3: Vacation Period 
The  third  scenario  reflects  a  situation  each  company  is  exposed  to:  especially  during  the 
summer and winter school vacations many employees want to have a few days off in order to 
spend time with the family. In such a situation a process manager has to ensure that loan ap-
plications are still processed smoothly and that a high throughput rate can be guaranteed. The 
goal of this scenario is to find out which operational control mechanism is the best in case of a 
reduction of the work force. 
In order to simulate this scenario, the reference value is not the result of the initial simulation. 
Since the initial situation simulates the average result of both time periods (during vacation 
period and outside vacation period), the best operation control mechanism can only be deter-
mined if simulating the vacation period and non-vacation period separately. The absence rules 
and numbers of application per period which have been simulated  are displayed in the tables 
4 to 6). 
Period  Department  Absence of employees 
Loan Processing  3  During Vacation Period 
Approval  1 
Outside Vacation Period  Loan Processing  1 
Table 4:   Absence of Employees per Department (Scenario 3) 
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Weekday  Time  # of applications 
11 am – 1 pm   1  Monday 
3 pm – 5 pm  1 
8 am – 9 am  1  Tuesday 
2 pm – 3 pm  1 
Wednesday  9 am – 4 pm  1 
12 pm – 2 pm  1  Thursday 
5 pm – 7 pm  1 
8 am – 9 am  1  Friday 
10 am – 2 pm  1 
Table 5:   Number of Loan Applications During Vacation Period (Scenario 3) 
 
Weekday  Time  Number of applications 
10 am – 12 am  1 
2 pm – 3 pm  1  Monday 
5 pm – 6 pm  1 
9 am – 12 pm  1 
2 pm – 3 pm  1  Tuesday 
4 pm – 6 pm  1 
8 am – 11 am  1 
12 pm – 1 pm  1  Wednesday 
4 pm – 5 pm  1 
9 am – 11 am  1 
12 pm – 3 pm  1  Thursday 
5 pm – 8 pm  1 
8 am – 10 am  1 
12 pm – 2 pm  1  Friday 
3 pm -4 pm  1 
Table 6:   Number of Loan Applications Outside Vacation Period (Scenario 3) 
5.1.4  Scenario 4: Flu Epidemic 
The decisive difference between this scenario and the vacation period is the fact that in case 
of a flu epidemic the process manager cannot control the number of employees remaining to 
process the loan applications, while during a vacation period a process manager can determine 
that e.g. only a maximum of 30% of the workforce is allowed to take leave. Therefore this 
scenario reflects an extreme situation in which the main goal is to keep the business running 
as good as possible and not to create dead ends. Hence this state of environment has the po-
tential to cause a breakdown of the whole business service and is therefore in special interest 
of a process manager. 
Since a flu epidemic can happen throughout the year, the number of processed loan applica-
tion is the same as in the initial simulation. The scenario considers a case in which half of the 
working force of each department is sick. Table 7 lists the exact number of absent employees. Evaluating Concepts for Short-term Control  
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Department  Absence of employees 
Loan Processing  6 
Approval  1 
Table 7:   Absence of Employees per Department (Scenario 4) 
5.2  Operational Control Mechanisms 
A loan application process of a bank is a very complex production environment. Due to the 
possibility of back loops and the unpredictability of the order of process steps a loan applica-
tion runs through, a process manager cannot determine beforehand the cycle time for a single 
loan application. In addition, the complexity increases due to the waiting lines for each proc-
ess step. Mathematically speaking, for n orders waiting in line for processing, n! possibilities 
of different orders of processing arise (Domschke/Drexl 2005). 
In the following, the chosen concepts for short-term control and the reasoning for selecting 
them will be explained. The first four concepts can be assigned to sequencing of orders while 
the last two ones belong to dispatching of orders.  
5.2.1  Shortest Operating Time 
The first operational control mechanism implemented is the prioritisation rule ‘shortest oper-
ating time’ (SOT). By definition, SOT allocates the highest priority to the order in the waiting 
line of a process step with the shortest cycle time of a single process step. Dulger (1993) de-
scribes the rule as static and local, which tries to speed up the flow of the order through the 
production process and therefore minimizes the cycle time. This rule has been chosen since it 
is one of the most often applied in practice (Gierth 2007). It is also the prioritization rule, 
based on the experiment conducted by Hoss in (1965), with the best result in maximizing the 
capacity utilization and minimizing the cycle time. On the downside, it is also the worst pri-
oritization rule in regard to scheduling variance. In case of a high and frequent input of orders 
into the process, orders with a very low priority will have an extreme long idle time causing a 
huge cycle time variance.  
Not affected by the prioritization rule SOT are the departments ‘Assistant Executive Board’, 
‘Executive Board’, and ‘Archive’. These departments are responsible for one process step in 
the loan application process only, leaving no room for improvement based on prioritization 
for the process manager. Furthermore, the departments ‘Internal Supplier’ and ‘External Sup-
plier’ are also excluded from the operational control mechanism since the process manager 
cannot determine the sequencing of orders in departments he is not responsible for respec-
tively for other companies. The same holds true for the department ‘Customers’ since the 
branch, its employees, and the end customer cannot be controlled by the process manager. Evaluating Concepts for Short-term Control  
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5.2.2  Due Date 
The second prioritization rule implemented is called earliest due date (EDD). In this rule, or-
ders are prioritized based on their due dates. The rule is very simple: The earlier the due date 
is, the higher is the priority (Shah et al., 2007). It is often used in practice to shorten the cycle 
time (Pinedo, 2005).  
The rule is mostly used if a service has to be delivered up to a due date. In the case of a loan 
application process, no fix due date is existent. Customer do not get the information when the 
loan application will be processed. Rather, the information provided is a time range in which 
the order will be processed. Based on the different paths through the process, the possibility 
of back loops and the interaction necessary with the end customer to produce the service, the 
cycle time varies heavily from one loan application to another. In this context due dates are 
used to control the priority based on the cycle time elapsed for a single loan application. As a 
result  of  the  initial  simulation  and  the  real  data  provided,  the  average  cycle  time  is 
18.215 days. In order to include outlier in the prioritization rule, the priority is set from 1 to 
40, meaning that an application that takes more than the double of the average cycle time the 
rule will no longer be applied respectively the priority does not increase anymore. This figure 
has been chosen based on efficiency. Analyzing the results from the initial simulation, it can 
be stated that only very few loan applications exceed the threshold of 40 days. Therefore, the 
results of the simulation would not significantly change if implementing a higher number of 
priorities. 
5.2.3  Bottleneck Analysis 
In order to find the third operational control mechanism, a bottleneck analysis has been per-
formed. By definition, a bottleneck is generally recognized as resources, machines, or utilities, 
which heavily limit the performance of a production system (Wang et al., 2005). A bottleneck 
analysis has been chosen since it tackles the problem of a production system, especially in 
combination with a discrete event simulation (Stanford-Smith et al., 2002). Furthermore, it is 
‘a key ingredient for improving the performance of the production network’ (Wang et al., 
2005).  
Generally, a bottleneck occurs when the workload (e.g. required hours) increases relative to 
the capacity (available hours), leading to an incline of the time jobs wait in a queue (Hyer and 
Wemmerlöv, 2002). The bottleneck is the resource with the highest load-to-capacity ratio. 
Hence, there will always be a bottleneck in a process. It is important to find the bottleneck 
since it reduces the overall cycle time of the production system. Thus, a bottleneck directly 
influences the output of the production system. According to Hyer and Wemmerlöv (2002), 
bottlenecks can be identified by looking for the most utilized resource or machine in a proc-
ess. Furthermore, an indication for a bottleneck can also be huge backlogs in an office or 
many unused containers of material waiting to be dispatched. 
In order to find the bottleneck in the loan application process, the average cycle times of each 
process step has been analyzed. Therefore, the loan application process has been simulated a 
hundred times. Each time, the number of loan applications and the average cycle time per Evaluating Concepts for Short-term Control  
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process step have been collected. Afterwards the percentage of the time consumption of the 








age cycle time 
Percentage 
18_1_Pre-Check  130  197.57  25684.1  0.4672257 
Rework Branch  50  146.71  7335.5  0.1334419 
18_2_Pre-Check  35  196.73  6885.55  0.1252567 
18_3_Pre-Check  16  206.27  3300.32  0.0600369 
Talk with Customer  11  264.31  2907.41  0.0528894 
Application Processing  
Branch 
8  175.16  1401.28  0.025491 
18_4_Pre-Check  8  161.52  1292.16  0.023506 
Etc.         
Table 8:   Bottleneck Analysis 
As seen in table 8, the process step ‘18_1_Pre-Check’ consumes almost 50% of the total aver-
age cycle time. This figure has been calculated by multiplying the count of orders and the 
average cycle time per process step and dividing the result by 18.215 days, the overall average 
cycle time. One has to remember that adding the average cycle times per process step does not 
lead to the overall average cycle time since a loan application does not pass through all proc-
ess steps, e.g. if a loan application does not need a back loop it can only be processed by one 
of the four process steps ‘18_Pre-Check’. It is important to multiply the average cycle times 
per process step with the count since process steps, which are consumed quite rarely but have 
high average cycle times, might consume less overall average cycle time that process steps 
which have a lower average cycle times but a higher count, e.g. ‘18_3_Pre-Check’ compared 
to ‘18_2_Pre-Check’.  
By analyzing the results it can be seen that out of the seven process steps with the highest 
percentage four of them are process steps ‘18_1-4_Pre-Check’ and three are process steps 
involving the customer. As mentioned before, a process manager does not have by definition 
the  possibility  to  control  the  process  steps  involving  the  customer.  Hence,  the  bottleneck 
analysis highlights impressively that the process step ‘18_Pre-Check’ increases the average 
cycle time heavily and therefore has to be improved. 
In the literature, many approaches can be found to reduce a bottleneck. The probably most 
effective method is to increase the capacity (e.g. buy another machine or hire new employees) 
or to redesign the process in order to avoid the bottleneck (Anderson, 2007). Since this ap-
proach is by definition a strategic consideration, it cannot be used for operational process con-
trol. Another technique suggested by Anderson is to optimize the process by maximizing the 
condition for the resource. This can either be done by using the existing staff to reduce the Evaluating Concepts for Short-term Control  
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bottleneck or by optimizing the sequence of orders. Since using existing staff is a strategic 
technique as well, a process manager can only reduce the bottleneck by changing the se-
quence of orders or by an optimal allocation of resources.  
In the case at hand, the process step ‘18_Pre-Check’ is done by the department ‘Precheck’. 
Due to the fact that only one resource is allocated to the department, the option of improving 
the allocation of resources can be abolished. The only operational control mechanism a proc-
ess manager has in order to reduce the overall cycle time is to find the optimal sequence of 
orders. As already described previously, a very efficient way of sequencing orders is by allo-
cating the resources to orders based on the average cycle time. For such a situation, the litera-
ture suggests the prioritization rule SOT. Nevertheless, based on the finding from the real 
data, there are more loan applications with the characteristics of consuming the highest aver-
age cycle time. In this special case logic dictates that it might be useful to process the loan 
applications with the highest average cycle time first in order to avoid the building up of a 
huge waiting line which increases the overall process time.  
Hence, two operational control mechanisms have been implemented and tested. The first one 
sequences the order based on the shortest cycle time, called ‘shortest first’ and the second one 
based on the longest cycle time, called ‘longest first’, in process step ‘18_Pre-Check’.  
5.2.4  Result Analysis 
The next operational control mechanism has been found by analyzing the output data of the 
initial simulation. As mentioned above, the average cycle time per loan application is 18.215 
days. Depending on the arrival day, this means that two to three weekends, on which no proc-
essing of loan application is done, elapse. Therefore the outcome of the result analysis is to 
find a way to reduce the number of weeks in order to decline the total cycle time.  
The reduction of weekends used can be achieved by prioritizing the loan application orders 
based on their arrival date. By prioritizing the orders higher at the beginning of the week, e.g. 
priority one for loan application orders arriving Mondays and priority five for those arriving 
on Fridays, the chances rise that most of the order are processed without exceeding the second 
weekend. On the downside, loan application order arriving at the end of the week will proba-
bly have a longer cycle time then before due to the low priority. 
5.2.5  Predetermined Time Slots 
In a bank as in every other company, employees have to do a series of different tasks. Only in 
very rare cases, employees are assigned to a single task or a single process. If taking the ex-
ample of a pre-checker in the loan application process, his primary task is to precheck loan 
applications but he also has to do some administrative work. A more extreme example is the 
department ‘Executive Board’, whose only task in the loan application process is to approve 
loans but the majority of his tasks are unrelated to the loan application process, such as repre-
senting the bank, developing strategic options, etc. Hence, an employee does not spend 100% 
of his working hours on just one task. Therefore, the time available for the loan application 
process  mismatches  the  office  hours.  Furthermore  an  employee  does  not  drop  everything Evaluating Concepts for Short-term Control  
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when a loan application arrives; the order is not processed immediately but has to wait until 
the employee finishes his previous work. The time between the arrival of the order and the 
processing by the employee is called ‘response time’. Therefore, one has to take in considera-
tion, if thinking about the number of employees assigned to a process respectively depart-
ment, that the time spent in the bank and the time spent for the loan application process might 
differ immensely.  
The idea behind the operational control mechanism ‘Predetermined Time Slots’ is to change 
the structure of the schedule. While in the initial schedule employees have to process arriving 
loan application orders ad hoc (with a response time up to 25 minutes), predetermined time 
slots are set in which no other tasks than working on the loan application process is done. The 
advantage of such a schedule is that employees can concentrate on one task and that arriving 
orders skip the response time. On the downside, if an order arrives at a time that mismatches 
the predetermined time slots, the waiting time might be longer than in the initial setup.  
Therefore, it is important to determine the time slots in which most of the loan applications 
arrive. Since most of them arrive later in the day, the time slots have been set at the end of the 
day, too. In order to calculate the timeframe which can be fixed for the loan application proc-
ess, the time available (in percentage) has been calculated into hours. A list of the predeter-
mined time slots can be found in table 9 and 10. 
Day  Office Hours  Availability  Predetermined Time Slot 
Monday  8:30 am – 12:30 pm 
1:15 pm – 6 pm 
5%  5:33 pm – 6 pm 
Tuesday  8:30 am – 12:30 pm 
2 pm – 4:30 pm 
5%  4:10 pm – 4:30 pm 
Wednesday  8:30 am – 12:30 pm 
2 pm – 4:30 pm 
5%  4:10 pm – 4:30 pm 
Thursday  8:30 am – 12:30 pm 
2 pm – 6 pm 
5%  5:36 pm – 6 pm 
Friday  8:30 am – 12:30 pm 
2 pm – 4:30 pm 
5%  4:10 pm – 4:30 pm 
Table 9:   Implementation of Predetermined Time Slots (Departments: Assistant Executive 
Board and Executive Board) 
 
Day  Office Hours  Availability  Predetermined Time Slot 
Monday  8:30 am – 12:30 pm 
1:15 pm – 6 pm 
85%  9:48 am – 12:30 pm 
1:15 pm – 6 pm 
Tuesday  8:30 am – 12:30 pm 
1:15 pm – 4:30 pm 
85%  9:35 am – 12:30 pm 
1:15 pm – 4:30 pm 
Wednesday  8:30 am – 12:30 pm 
1:15 pm – 4:30 pm 
85%  9:35 am – 12:30 pm 
1:15 pm – 4:30 pm 
Thursday  8:30 am – 12:30 pm 
1:15 pm – 6 pm 
85%  9:48 am – 12:30 pm 
1:15 pm – 6 pm 
Friday  8:30 am – 12:30 pm 
1:15 pm – 4:30 pm 
85%  9:35 am – 12:30 pm 
1:15 pm – 4:30 pm Evaluating Concepts for Short-term Control  
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Table 10:   Implementation of Predetermined Time Slots (Departments: Precheck, Loan Proc-
essing, Approval) 
As shown in table 9, the executive board and executive assistant spent only little time working 
on the loan application process. In this case it might be better for those two departments to 
work, as in the initial setup, on an ad hoc base. Therefore the operational control mechanism 
has been implemented with two varieties. In the first one, all departments are assigned to the 
new time schedule as shown in table 9 and 10. The mechanism is called ‘Predetermined Time 
Slots incl. Executive Board’. In the second one, only the departments which spent the major-
ity of the day working on the loan application process are assigned to the new time schedule, 
untouching the departments ‘Executive Board’ and ‘Assistant Executive Board’, called ‘Pre-
determined Time Slots excl. Executive Board’. 
5.2.6  Shift Schedule 
The operational control mechanism ‘Shift Schedule’ is an evolution of the previous control 
mechanism. As described above, the weak point of the control mechanism ‘Predetermined 
Time Slots’ is that if a loan application arrives in the early morning, the order has to wait long 
until a resource starts processing it. In order to eliminate this problem, a shift schedule can be 
implemented to cover most of the working hours. According to Gärtner et al. (2008), shift 
schedule can have huge positive economical impacts on a company. Although covering most 
of the working hours, the drawback of the idea is that the number of employees who are able 
to process loan applications is reduced since at least two shifts are necessary to cover the 
working hours. 
In order to be able to implement a shift schedule, logic dictates that at least 2 employees have 
to be in the same department respectively having the same tasks. Since one resource is as-
signed to the departments ‘Assistant Executive Board’, ‘Executive Board’, and ‘Precheck’ 
only, a shift schedule can only be implemented for the departments ‘Loan Processing’ and 
‘Approval’. By looking at the average distribution of arriving loan application, the allocation 
of employees to the time shifts has been defined. Table 11 gives an overview of the imple-
mented shift schedule.  
Day  Office Hours (Shift 1)  Number of staff 
(Loan Processing / 
Approval) 
Office Hours (Shift 2)  Number of staff 
(Loan Processing 
/Approval) 
Monday  9:48 am – 12:30 pm 
1:15 pm – 6 pm 
7/1  8:30 am – 12:30 pm 
1:15 pm – 4:41 pm 
5/1 
Tuesday  9:35 am – 12:30 pm 
1:15 pm – 4:30 pm 
7/1  8:30 am – 12:30 pm 




9:35 am – 12:30 pm 
1:15 pm – 4:30 pm 
7/1  8:30 am – 12:30 pm 
1:15 pm – 3:24 pm 
5/1 
Thursday  9:48 am – 12:30 pm 
1:15 pm – 6 pm 
7/1  8:30 am – 12:30 pm 
1:15 pm – 4:41 pm 
5/1 
Friday  9:35 am – 12:30 pm 
1:15 pm – 4:30 pm 
7/1  8:30 am – 12:30 pm  5/1 Evaluating Concepts for Short-term Control  
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1:15 pm – 3:24 pm 
Table 11:   Shift Schedule 
As done for operational control mechanism ‘Predetermined Time Slots’, two versions of this 
control  mechanism  have  been  implemented.  Since  the  departments  ‘Assistant  Executive 
Board’, ‘Executive Board’, and ‘Pre-Check’ cannot be transferred to a shift schedule due to 
the minimum number of personnel, the same question has to be asked: Is it better to assign a 
fixed time slot to those departments that should work ad hoc, as it is implemented in the initial 
situation? Therefore, the first version does not touch the setup of the departments, meaning 
that they still work ad hoc with a defined response time up to 25 minutes. This version is 
called ‘Restricted Shift Schedule’. In the second version, these departments are assigned to 
the same schedule as implemented in operational control mechanism ‘Predetermined Time 
Slots’, called ‘Shift Schedule’. 
 Evaluating Concepts for Short-term Control  
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6  Simulation of Concepts for Operation Control 
6.1  Initial Situation 
In the first simulation run, the operational control mechanisms have been tested with the sce-
nario  of  the  initial  situation.  As  shown  in  table  12,  all  implemented  operational  control 
mechanisms reduced the average cycle time. While the control mechanism `Predetermined 
Time Slots` and ‘Shift Schedule’ (in all their versions) reduced the average cycle time by ap-
proximately one day only, the ‘Result Analysis’ reduced the average cycle time by almost 
seven days. All the reductions were mainly achieved by reducing extreme outliers, which is 
proven by the reduction of the standard deviation. By reducing the outliers and processing the 









Mechanism  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean 
Initial  




  13.12  7.06  21.70  194.59  177.98  83.33  109.76 
Earliest Due 
Date    15.40  7.45  28.44  213.77  181.03  281.80  110.40 
Longest  
First  13.39  7.20  20.76  202.18  177.18  171.66  117.08 
Bottleneck  
Analysis  Shortest  
First  13.68  7.19  23.44  204.00  177.78  139.68  108.00 
Result  




17.14  7.70  29.93  212.27  178.59  251.77  117.01 
Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
16.69  7.64  27.72  201.27  177.84  117.29  119.40 
NR re-
striction  16.63  7.67  29.11  200.54  180.06  123.16  119.16 
Shift  
Schedule  Restricted  
Shift  
Schedule 
16.99  7.63  30.37  202.93  179.45  111.88  119.46 
Table 12:   Results of the initial situation 
The control mechanisms, which have the most success in reducing the average cycle time, are 
the worst in the average of processed orders. While in the initial process, an average of 121.1 
loan applications have been processed, the application of the control mechanism ‘Bottleneck Evaluating Concepts for Short-term Control  
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Analysis – Shortest First’ resulted in an average processing of only 108 loan applications. The 
overall picture shows that by applying prioritization rules (Result Analysis, Bottleneck Analy-
sis, SOT, EDD) the amount of processed loan applications is reduced. This effect is mainly 
caused by the fact that loan applications with a low priority might stuck in the process leading 
to a relatively low number of loan applications processed (due to the lead time of 10 months 
for the simulation, many orders with low priority can be generated and not being processed). 
Hence, the assumption made in section 5.2.1 that prioritizing orders will reduce the through-
put rate has been proven.  
Furthermore, the lowest processing costs have been achieved by applying the ‘Shortest Oper-
ating Time’ and the ‘Result Analysis’, reducing the average costs per piece by approximately 
€13. The decline has mainly been caused by reducing the standard deviation which can be 
proven by the fact that the median of all operational control mechanisms are nearly the same. 
One exception is the control mechanism ‘Earliest Due Date’, which increased the average 
cycle time due to the increase of outliers (increase of standard deviation by more than €100). 
6.2  Scenario 1: Increase of Loan Applications 
The effect of an increase of loan applications has been tested in the second simulation run. In 
the initial situation, the average cycle time has been 33.14 days, average processing costs have 
been € 230.26 and on average 189.3 loan applications have been processed in 1000 simula-
tions. 
In this scenario, the best operational control mechanism in regard to average cycle time is the 
‘Result Analysis’, reducing the same to 17.92 day, a reduction of 46%! Also, both versions of 
the ‘Bottleneck Analysis’ and the mechanism ‘Shortest Operating Time’ reduce the average 
cycle time immensely. Obviously, if looking at the ‘Bottleneck Analysis’, it does not really 
matter if processing loans with the longest or shortest cycle time first, since mean, median and 
standard deviation are nearly the same, as long as they are ordered the cycle time can be re-
duced. Furthermore, this result shows clearly that process step 18 has an overwhelming im-
pact on the processing time since the results of the mechanisms ‘Shortest Operating Time’ 
and ‘Bottleneck Analysis’ are nearly the same. The difference between those mechanisms is 
that in SOT, orders are prioritized in each process step while in the mechanism ‘Bottleneck 
Analysis’, orders are only prioritized in the bottleneck (process step 18). If applying the con-
trol  mechanisms  ‘Predetermined  Time  Slots’  and  ‘Shift  Schedule’,  standard  deviation  in-
creases. The control mechanism ‘Restricted Shift Schedule’ inclines mean, median, and stan-
dard deviation. 
The most expensive control mechanism is ‘Predetermined Time Slots – Excluding Executive 
Board’ (€267.74) with a standard deviation of €726.31. The cheapest one is ‘Shortest Operat-
ing Time’. The standard deviation has been reduced enormously compared to the initial situa-
tion (€75.21 to €365.32). Also the results of the ‘Bottleneck Analysis’ are very good. The big 
difference of the standard deviation of the two control mechanisms ‘Bottleneck Analysis – 
Longest First’ and ‘Bottleneck Analysis – Shortest First’ (€87.78 to €164.93) are caused by a 
few very extreme outliers which distort the result.  Evaluating Concepts for Short-term Control  
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Again, all prioritization rules reduce the number of processed orders. The control mechanism 
‘Bottleneck Analysis – Shortest First’ is able to process 24 orders less compared to the initial 
setup and the control mechanisms ‘Predetermined Time Slots’ and ‘Shift Schedule’. 








Mechanism  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean 
Initial  




  21.93  8.48  32.19  195.70  179.40  75.21  170.20 
Earliest Due 
Date    28.65  10.43  43.71  226.66  186.96  319.56  171.06 
Longest  
First  22.71  9.02  36.06  197.70  181.22  87.78  176.33 
Bottleneck  
Analysis  Shortest  
First  22.06  8.62  31.06  203.00  178.45  164.93  165.22 
Result  




32.67  10.87  48.67  230.11  184.30  411.90  189.71 
Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
33.68  10.92  48.66  268.74  184.36  726.31  189.26 
No Re-
striction  32.59  10.76  48.50  230.50  184.33  365.16  189.10 
Shift  
Schedule  Restricted  
Shift  
Schedule 
34.76  11.14  47.92  219.89  182.93  364.31  189.04 
Table 13:   Results of Scenario 'Increase of Loan Applications' 
6.3  Scenario 2: Decrease of Loan Applications 
In the next scenario, the impacts of a decrease of loan applications have been simulated and 
the operational control mechanisms have been tested. All control mechanisms have been able 
to undercut the cycle time of the initial situation (9.94 days) and the average processing costs 
(with the exception of ‘Predetermined Time Slots – Incl. Executive Board’).  
The best operational control mechanism in regard to average cycle time is the ‘Result Analy-
sis’ with an average of 7.36 days. This result is caused by a big reduction in the standard de-
viation. Generally, the median of all control mechanisms are very close, indicating that the 
less loan applications arrive, the less impact does a control mechanism have.  Evaluating Concepts for Short-term Control  
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The same holds true for the number of processed orders. While the maximum number of loan 
applications can be processed in the initial situation, the impact of applying prioritization 
rules on the number of processed loan application is little. The reason is that if only a few new 
orders arrive the chances increase that orders with a low priority are processed as well. 
Due to the little number of loan applications, the cheapest way of processing is done by im-
plementing a shift schedule. For this control mechanism, the cycle time lacks one processing 
day in average compared to the best operational control mechanism and it also has the second 
highest  number  of  processed  orders  and  a  very  low  processing  costs  standard  deviation 
(€97.86). Nevertheless, the median processing costs are very close for all operational control 
mechanisms. 








Mechanism  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean 
Initial  




   7.65  5.98  8.68  197.04  173.96  106.57  50.26 
Earliest Due 
Date     8.21  6.08  13.96  196.14  172.19  136.08  49.96 
Longest  
First  7.56  6.03  8.33  189.81  172.30  65.60  51.55 
Bottleneck  
Analysis   Shortest  
First  7.61  5.94  9.86  193.47  173.05  110.66  50.45 
Result  




8.47  6.14  10.62  206.63  173.23  287.89  52.20 
Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
8.93  6.09  12.66  199.75  171.62  162.57  52.05 
No Restric-
tion   8.39  6.11  12.54  189.45  170.44  97.86  52.23 
Shift  
Schedule  Restricted  
Shift  
Schedule 
8.97  6.23  15.18  204.02  171.81  142.70  52.08 
Table 14:   Results of Scenario 'Decrease of Loan Applications' 
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6.4  Simulation 4: Vacation Period 
In the first scenario (outside vacation period), all implemented operational control mecha-
nisms reduced the average cycle time (Table 15). The ‘Result Analysis’ declined the average 
cycle time from 21.48 days to 10.39 days. In addition, every control mechanisms reduced the 
median and standard deviation. All versions of ‘Predetermined Time Slots’ and ‘Shift Sched-
ule’ have the worst results. The results of average processing costs are comparable to those 
for the average cycle time. Again all operational control mechanisms reduced the mean, me-
dian, and standard deviation of the processing costs. The best results have been achieved by 
implementing the ‘Result Analysis’, reducing e.g. the mean by approximately €32 and the 
standard deviation by €315! The number of processed orders is again reduced if applying pri-
oritization rules (‘Shortest Operating Time’, ‘Earliest Due Date’, and ‘Bottleneck Analysis’).  








Mechanism  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean 
Initial  




   12.25  7.17  18.54  198.52  177.12  149.35  117.17 
Earliest Due 
Date     15.68  7.39  26.07  213.81  180.03  255.44  118.76 
Longest  
First  14.04  7.17  23.08  207.80  178.04  223.82  122.53 
Bottleneck  
Analysis  Shortest  
First  13.27  7.10  21.09  200.02  176.04  152.72  115.75 
Result  




17.88  7.69  27.93  204.21  179.26  143.18  125.31 
Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
17.65  7.74  29.88  203.99  178.58  121.36  125.98 
 No Re-
striction  20.33  7.81  36.93  225.51  180.55  348.30  128.89 
Shift  
Schedule  Restricted  
Shift  
Schedule 
17.58  7.51  31.31  208.95  178.88  187.08  124.55 
Table 15: Results of Scenario 'Outside Vacation Period' 
In the second scenario for the simulation of a vacation period, the operational control mecha-
nisms ‘Predetermine Time Slots’ and ‘Shift Schedule’ do not reduce the average cycle time 
(Table 16). Due to the reduction of staff, implementing a shift schedule of defined time slots Evaluating Concepts for Short-term Control  
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worsens the situation. Although the ‘Result Analysis’ leads to the best result in regard to 
mean, median, and standard deviation of the cycle time, the reduction, especially for the me-
dian, is marginal. The same holds true for the processing costs. Here, the cheapest way of 
processing loan applications is by implementing the mechanism ‘Shortest Operating Time’. 
Nevertheless, the differences in regard to the median are negligible. In addition, no huge dif-
ferences can be seen for the number of processed orders. An exception to the rule is the con-
trol mechanism ‘Shortest Operating Time’, which reduces the number of processed orders by 
4.5. 








Mechanism  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean 
Initial  




   9.53  6.59  13.78  198.75  178.68  92.81  72.78 
Earliest Due 
Date     10.86  6.86  17.54  204.93  181.63  127.85  76.04 
Longest  
First  9.85  6.70  14.25  204.19  177.74  290.41  75.99 
Bottleneck  
Analysis  Shortest  
First  10.01  6.62  15.75  202.02  178.70  155.32  74.74 
Result  




12.32  7.01  22.17  206.29  181.21  114.34  79.60 
Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
12.58  6.95  25.16  207.55  179.08  171.35  77.71 
No Restric-
tion   12.24  6.89  22.08  227.27  181.56  555.81  77.04 
Shift  
Schedule  Restricted  
Shift  
Schedule 
12.31  6.98  21.98  206.78  179.99  160.93  77.67 
Table 16: Results of Scenario 'During Vacation Period' 
By comparing the results of the scenario ‘During Vacation Period’ and ‘Outside Vacation 
Period’, one can see that the ‘Results Analysis’ delivers the best results in all investigated 
figures. Furthermore, the control mechanisms ‘Predetermined Time Slots’ and ‘Shift Sched-
ule’ should only be implemented if a sufficient number of staff is available. Although the 
mean of cycle time almost doubles in the initial situation between both scenarios, the cycle 
time median changes by only one day. This implies that extreme outliers are mainly caused if 
the amount of arriving loan applications rise. As expected, the average processing cost re-Evaluating Concepts for Short-term Control  
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mains nearly the same for both scenarios. Since the increase of cycle time is mainly due to an 
incline of waiting time and not working time (for which the resources are paid for), the mean, 
median, and standard deviation of the processing cost should remain close.  
6.5  Simulation 5: Flu Epidemic 
The last scenario simulated is a flu epidemic (Table 17), in which the number of arriving loan 
applications is unchanged but the number of staff is reduced to its half (per department). In 
such a scenario, the initial process has processed an average of 117.98 loans with an average 
cycle time of 18.34 days, leading to an average cost of €208.73. Besides the control mecha-
nism ‘Shift Schedule’, all operational control mechanisms reduced the average cycle time. 
Since the median increase by almost 4 days compared to the initial situation (7.61 days) and 
the standard deviation remains nearly the same, it can be stated that in such a situation the 
amount of employees is just too little to implement a shift schedule.  








Mechanism  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean 
Initial  




   12.90  7.18  22.27  195.09  177.76  103.51  110.10 
Earliest Due 
Date     15.67  7.54  26.52  206.31  179.79  115.81  110.95 
Longest  
First  12.68  7.23  18.19  202.57  178.46  164.23  115.15 
Bottleneck  
Analysis  Shortest  
First  13.79  7.26  21.51  195.49  175.62  116.31  109.59 
Result  




16.06  7.44  29.73  199.57  178.86  102.54  118.46 
Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
16.76  7.55  30.44  211.97  178.82  282.50  118.44 
No Restric-
tion   21.12  11.38  31.43  201.97  178.92  90.42  119.43 
Shift  
Schedule  Restricted  
Shift  
Schedule 
17.53  7.72  28.30  207.45  178.65  187.59  118.54 Evaluating Concepts for Short-term Control  
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Table 17: Results of Scenario 'Flu Epidemic' 
The best results with regard to processing can be achieved via the control mechanism ‘Result 
Analysis’, which reduces the average cycle time by more than 7 days. Also the median is re-
duced by 0.59 days and standard deviation can be declined by 21 days. Furthermore, the con-
trol mechanisms ‘Shortest Operating Time’ and both versions of the ‘Bottleneck Analysis’ 
achieve very good results in regard to the mean, median and standard deviation of the cycle 
time. Besides the control mechanism ‘Predetermined Time Slots – Excl. Executive Board’, all 
control mechanisms reduce the average processing costs. Although the median are very close 
for each control mechanism, the standard deviation varies heavily (‘Result Analysis’: €65.42 
and ‘Predetermined Time Slots – Excl. Executive Board’: €282.5). The cheapest mechanism 
is the implementation of the prioritization rule ‘Shortest Operating Time’, which also proc-
essed the least loan applications. 
7  Discussion of Results 
In this section, the simulation results are discussed. All simulation results have been collected 
in one table per investigated parameter (cycle time, processing costs, and processed orders). 

















































































































































































































Initial Situation  Increase of Loan 
Applications 





Period  Flu Epidemic 
Concept  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation 
Initial  




   13.12  7.06  21.70  21.93  8.48  32.19  7.65  5.98  8.68  12.25  7.17  18.54  9.53  6.59  13.78  12.90  7.18  22.27 
Earliest 
Due Date     15.40  7.45  28.44  28.65  10.43  43.71  8.21  6.08  13.96  15.68  7.39  26.07  10.86  6.86  17.54  15.67  7.54  26.52 
Longest  
First  13.39  7.20  20.76  22.71  9.02  36.06  7.56  6.03  8.33  14.04  7.17  23.08  9.85  6.70  14.25  12.68  7.23  18.19 
Bottleneck  
Analysis  Shortest  
First  13.68  7.19  23.44  22.06  8.62  31.06  7.61  5.94  9.86  13.27  7.10  21.09  10.01  6.62  15.75  13.79  7.26  21.51 
Result  




17.14  7.70  29.93  32.67  10.87  48.67  8.47  6.14  10.62  17.88  7.69  27.93  12.32  7.01  22.17  16.06  7.44  29.73 
Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
16.69  7.64  27.72  33.68  10.92  48.66  8.93  6.09  12.66  17.65  7.74  29.88  12.58  6.95  25.16  16.76  7.55  30.44 
   16.63  7.67  29.11  32.59  10.76  48.50  8.39  6.11  12.54  20.33  7.81  36.93  12.24  6.89  22.08  21.12  11.38  31.43 
Shift  
Schedule  Restricted  
Shift  
Schedule 
16.99  7.63  30.37  34.76  11.14  47.92  8.97  6.23  15.18  17.58  7.51  31.31  12.31  6.98  21.98  17.53  7.72  28.30 
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Initial Situation  Increase of Loan 
Applications 





Period  Flu Epidemic 
Concept  Version  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation  Mean  Median  Standard  
Deviation 
Initial  




   194.59  177.98  83.33  195.70  179.40  75.21  197.04  173.96  106.57  198.52  177.12  149.35  198.75  178.68  92.81  195.09  177.76  103.51 
Earliest 
Due Date     213.77  181.03  281.80  226.66  186.96  319.56  196.14  172.19  136.08  213.81  180.03  255.44  204.93  181.63  127.85  206.31  179.79  115.81 
Longest  
First  202.18  177.18  171.66  197.70  181.22  87.78  189.81  172.30  65.60  207.80  178.04  223.82  204.19  177.74  290.41  202.57  178.46  164.23 
Bottleneck  
Analysis   Shortest  
First  204.00  177.78  139.68  203.00  178.45  164.93  193.47  173.05  110.66  200.02  176.04  152.72  202.02  178.70  155.32  195.49  175.62  116.31 
Result  




212.27  178.59  251.77  230.11  184.30  411.90  206.63  173.23  287.89  204.21  179.26  143.18  206.29  181.21  114.34  199.57  178.86  102.54 
Pre- 
determined  
Time Slots   Excl.  
Executive 
 Board 




200.54  180.06  123.16  230.50  184.33  365.16  189.45  170.44  97.86  225.51  180.55  348.30  227.27  181.56  555.81  201.97  178.92  90.42 
Shift  
Schedule  Restricted  
Shift  
Schedule 









































































































































































































Concepts for short-term 
control  Initial Situation  Increase of Loan 
Applications 





Period  Flu Epidemic 
Concept  Version  Mean  Mean  Mean  Mean  Mean  Mean 
Initial  
Situation     121.10  189.30  52.84  126.65  78.33  117.98 
Shortest Operating 
Time     109.76  170.20  50.26  117.17  72.78  110.10 
Earliest Due Date     110.40  171.06  49.96  118.76  76.04  110.95 
Longest  
First  117.08  176.33  51.55  122.53  75.99  115.15  Bottleneck  
Analysis  Shortest  
First  108.00  165.22  50.45  115.75  74.74  109.59 
Result  




117.01  189.71  52.20  125.31  79.60  118.46  Pre- 
determined  
Time Slots  Excl.  
Executive 
 Board 
119.40  189.26  52.05  125.98  77.71  118.44 
 No 
Restrictions  119.16  189.10  52.23  128.89  77.04  119.43 
Shift  
Schedule  Restricted  
Shift  
Schedule 
119.46  189.04  52.08  124.55  77.67  118.54 Evaluating Concepts for Short-term Control  
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Every mechanism for short-term control reduces the average cycle time. While the control 
mechanisms ‘Shortest Operating Time’, ‘Earliest Due Date’, ‘Bottleneck Analysis’, and ‘Re-
sult Analysis’ reduce the cycle time independently from the amount of incoming loan applica-
tions and the number of staff available, an implementation of a shift schedule can only be 
suggested if the number of personnel remains the same. 
The best results can be achieved with the operational control mechanism ‘Result Analysis’. In 
all scenarios, the implementation of the control mechanism leads to the best figures in regard 
to mean, median, and standard deviation of the cycle time. Obviously, prioritizing orders ac-
cording to the arrival date in order to structure the processing of loans and to avoid the idle 
time of weekends, especially the extreme outliers can be successfully reduced. Furthermore, 
very good results can be achieved by prioritizing orders based on their operating time. Both 
control mechanisms applying this idea (‘Shortest Operating Time’ and ‘Bottleneck Analysis’) 
reduce mean, median, and standard deviation significantly. It is interesting to highlight that 
both control mechanisms get nearly the same results, although the ‘Bottleneck Analysis’ pri-
oritizes orders in one process step only (process step 18_Pre-Check) while the rule ‘Shortest 
Operating Time’ forces one to prioritize orders in each process step. Hence, the process step 
18_Pre-Check is of enormous importance if trying to reduce the average cycle time.  
Furthermore, it obviously does not matter if structuring orders according to the longest or the 
shortest operating time. Both versions of the ‘Bottleneck Analysis’ nearly get the same results 
throughout all scenarios. Therefore, the assumption can be made that the most important task 
is, after finding the bottleneck, to find a way how to structure the processing order. An un-
structured processing of orders leads to huge standard deviations and therefore increases the 
average cycle time. 
Another finding is that the sequencing of orders leads to better results (in regard to cycle time) 
than changing the dispatching of orders. Although the control mechanisms categorized as 
‘dispatching of orders’ (‘Predetermined Time Slots’ and ‘Shift Schedule’) reduce the cycle 
time as well, since the biggest problem of a huge standard deviation is not as efficiently re-
duced as done by the control mechanisms categorized as ‘sequencing the orders’, the later 
should be the preferred operational control mechanism. Also, nearly the same results can be 
achieved if defining predetermined time slots in which employees can fully concentrate on the 
tasks for the loan application process or if the work is done on an ad-hoc base, meaning that 
they change constantly from task for the loan application process and other tasks, such as ad-
ministrative ones. Since the control mechanism ‘Shift Schedule’ has been a theoretical evolu-
tion of the ‘Predetermined Time Slot’, the same reasoning can be applied. 
A very interesting fact can be found by comparing the results of scenario ‘Initial Situation’ 
and ‘Flu Epidemic’ in which the amount of incoming loan applications are the same and only 
the number of employees are reduced to half per department. Since the average cycle time 
remains nearly the same per operational control mechanism and scenario, the only logical 
conclusion  is  that  the  process  is  overstaffed,  meaning  that  the  same  cycle  time  can  be 
achieved by less employees. This means that these employees can be used more efficiently for 
other tasks within the bank. Evaluating Concepts for Short-term Control  
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It can be stated that by increasing the number of incoming loan applications, the standard de-
viation and therefore the extreme outliers increase leading to a higher average cycle time.  
The processing costs have to be evaluated in the context of the number of processed loan ap-
plications. Since costs only arise if employees are working on the loan application, the aver-
age costs theoretically should not change by increasing or decreasing the amount of processed 
orders. Nevertheless it can be said that by increasing the number of loan applications, the 
chances of rework, back loops, etc. increase too, leading to an incline of the standard devia-
tion respectively an increase of the average processing costs. Since all operational control 
mechanisms, which change the sequence of orders, tend to process less loan application and 
also reduce the standard deviation, the costs can be reduced partly immensely (up to €35 per 
loan application). A reason for this can be that long lasting and complex loan applications are 
assigned to a lower priority and therefore the easier and faster loan applications are processed 
first. Since the control mechanisms that change the dispatching of order do not change the 
sequencing, nearly the same amount of loan applications can be processed. Nonetheless, these 
control mechanisms tend to reduce the standard deviation as well leading to a decline in aver-
age processing costs. 
The difference in the average processing costs has probably its reasoning in the setup of the 
simulation. If theoretically extending the simulation time horizon to infinity, the same amount 
of loans should be processed and since the costs are assigned to the working hours, which 
have not been changed by the operational control mechanisms, the costs should assimilate. 
Therefore, if looking at a short-time horizon, costs can be a parameter which should be taken 
in consideration if deciding for one operational control mechanism or another. For long term 
decisions other - strategical - instruments should be used. 
 
8  Conclusion 
Financial service processes are characterised by customer integration. The customer integra-
tion leads to long internal waiting times as the production plan is disturbed. Within this paper 
the effect of concepts for short-term control to deal with this situation are evaluated. The ap-
proach of a virtual process laboratory based on business process simulation was applied. The 
focus was hereby directed on cycle time, processing costs and number of processed orders for 
each concept in the different scenarios. The results have been compared to the initial situation 
and with each other.  
In order to get realistic and representative results, each operational control mechanism had to 
be simulated in each scenario a thousand times. By using a lead time of 10 months and only 
measuring the last 2 months of a year, an actual state of the system could be simulated. Due to 
the complexity and size of the simulation model, one simulation run (covering a thousand 
simulations) took between 60 minutes to 90 minutes. The most important findings of the per-
formed experiments are: Evaluating Concepts for Short-term Control  
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•  Independent from any scenario the cycle time median is much lower than the mean, lead-
ing to the conclusion that especially extreme outliers have to be reduced by operational 
control mechanisms. 
•  All implemented operational control mechanisms reduced the average cycle time for at 
least one scenario. 
•  Although the reduction of the cycle time median has been only a little, the mean has been 
reduced immensely by reducing the standard deviation.  
•  Changes in the sequencing of orders reduced the average cycle time more than changing 
the dispatching of orders. 
•  By implementing the findings of the operational control mechanism ‘Result Analysis’, the 
best results in regard to the mean, median, and standard deviation of the cycle time can be 
achieved. 
•  The operational control mechanisms ‘Shortest Operating Time’ and ‘Bottleneck Analysis’ 
get nearly the same results, leading to the conclusion that since the outcome of the bottle-
neck analysis is the implementation of the prioritization rule shortest operating time in 
only one process step (18_Pre-Check), that this process step is of enormous importance 
for the reduction of the cycle time.  
•  Since nearly the same cycle times can be achieved with fewer employees, the loan appli-
cation process is overstaffed. 
•  By implementing prioritization rules based on the operating time, less and less complex 
orders are being processed first reducing the average processing cost in the short-term. 
Summarizing the findings it can be stated that there are many possible operational control 
mechanisms which can be applied to reduce the cycle time and processing costs for each sce-
nario. A process manager should deepen his knowledge and should make preparations in case 
he has to operationally influence a service process. Due to the volatility of the banking envi-
ronment, such changes are very likely and therefore increase the need of an early planning 
and preparation. A process manager should see the advantage of such research activities in 
order to transform the findings to his own process, simulate them and draw the right conclu-
sion.  
However, some limitations should be taken into account. The behaviour of the end customer 
has not been investigated. The incoming orders have been taken from the real data. Finding a 
way of planning and structuring incoming orders is a very interesting field of research which 
would probably lead to better and more accurate results. Although measuring and analyzing 
the processing of loan applications based on cycle time and costs, the quality of the processed 
loan applications has not been taken into consideration. Although knowing that quality is very 
difficult to measure, one approach could be to measure the amount of rework and back loops 
needed to process the orders. Therefore, it is essential to also investigate operational control Evaluating Concepts for Short-term Control  
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mechanisms which are able to reduce the working time. Since this paper concentrates on the 
reducing of the waiting time only, the next step would be to reduce operationally the working 
time in each process step. A further aspect which has been neglected in the simulation con-
ducted  is  the  validation  of  the  simulated  results.  Finding  a  method  respectively  approach 
which supports the validity and integrity of the results would increase the acceptance from 
practitioners. The evaluation of the operational control mechanisms has been conducted with 
one company specific loan application process only. Evaluating Concepts for Short-term Control  
in Financial Service Processes 
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