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ABSTRACT 
As present day signal processing systems increasingly use high performance digital techniques, there 
is a growing need for high speed/ high resolution analog-to-digital converters (ADC's). New applica-
tions keep pushing for increasing conversion rates and simultaneously higher resolution architectures. 
Monolithic integrated circuit solutions in CMOS technology at such high speed/high resolution do not 
exist. The motivation for CMOS is the highest levels of integration possible - the ultimate goal is to in-
tegrate the A/D converter on the same IC as a digital signal processor in order to implement a complete 
analog/digital interface. The present trend in the design of these high speed/high resolution converters 
is dominated by pipelined architectures. Hence, there is also a need for simulation environments to 
design, test and characterize these converters. 
The particular focus of this work is a resolution of 16 bits with an intent to push the speed as high 
as possible. The work proposes to achieve high speed by using the concepts of time interleaving and 
pipelining. The high resolution is to be achieved by calibration in the digital domain. Spurious free 
dynamic range (SFDR) is another important specification for ADC's used in communication applications 
such as radar. Hence, an important goal was to achieve a SF DR of the order of 90 dB. A functional 
simulator (SIMPAD - SImulation of Multiple Pipelined Analog-to-Digital converters) which can be used 
in the design and testing of parallel pipelined analog-to-digital converters has also been developed. A 
technique to perform calibration of these multiple pipelines is also researched. 
This work provides several contributions to the field of pipelined ADC's. A mathematical insight 
is provided to digital self calibration algorithms. The effect of multiple calibrations on the transfer 
characteristic, and a procedure to perform multiple calibrations were investigated. A simulation envi-
ronment has been implemented which can be used in the design and characterization of pipelined and 
time interleaved A/D converters. The software has a user friendly interface and incorporated plotting 
and testing capabilities including linear ramp and FFT tests (single tone and double tone). Finally, a 
method termed as global normalization to perform calibration of parallel pipelines to eliminate spurious 
harmonics in the frequency spectrum has been explored. 
1 
1 INTRODUCTION 
1.1 General Introduction 
This thesis covers the study and analysis of a 16-bit parallel pipelined Analog-to-Digital converter 
for communication applications. With the increased usage of high performance digital techniques in 
signal processing, there is a growing need for increasingly fast and high resolution A/D converters. 
In the field of digital audio, the required conversion accuracy is high, but the conversion speed is 
limited (16 bits, 2X20 kHz signal bandwidth). In the field of image processing, the required accuracy 
is less, but the data conversion speed is high (8-10 bits, 5-20 MHz bandwidth). New applications keep 
pushing for increasing conversion rates and simultaneously higher resolution architectures. Monolithic 
integrated circuit solutions in CMOS technology at these high speed/high resolution do not exist. The 
motivation for CMOS is the highest levels of integration possible - the ultimate goal is to integrate 
the A/D converter on the same IC as a digital signal processor in order to implement a complete 
analog/digital interface. The particular focus of this work is a resolution of 16 bits with an intent to 
push the speed as high as possible. The work proposes to achieve high speed by using the concept 
of time interleaving and pipelining. The high resolution is to be achieved by calibration in the digital 
domain. The applications targeted by this high speed/high resolution A/D converter are mainly radar 
applications for communication. 
1.1.1 Organization 
Chapter 1 of this thesis provides a general introduction into A/D conversion principles. It starts 
by an introduction to the concepts involved in data conversion and then describes various terms used 
throughout the thesis. It ends by giving a broad overview of the various A/D converter architectures 
with a detailed overview of pipelined architectures. Chapter 2 goes into the concept of digital calibration. 
It begins with an introduction to conventional error correction techniques and then attempts to provide 
an insight into the origin of errors in various architectures. The effect of these errors on the transfer 
characteristic is also described. Finally, architectures and algorithms for digital self calibration are 
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introduced and a mathematical insight into how these self calibration techniques work is provided. 
Chapter 3 describes a functional simulator (SIMPAD - SImulation of Multiple Pipelined Analog-to-
Digital converters) that has been implemented. Initially, the interface, models used and the flowchart for 
the software are described. Then, testing and characterization of the converters by means of ramp inputs 
and FFT's is delved into. Chapter 4 goes into the design of a 16 bit A/D converter. An introduction to 
the concept of time interleaving is provided and various effects in the frequency spectrum are described. 
Then, various calibration techniques used in the literature are described. Finally, a technique for global 
calibration of the multiple pipelines is presented and various results of this technique are also presented. 
Chapter 5 mainly is an introduction to design techniques used for the design of pipelined A/D converters. 
The chapter goes into detail on the issues involved in designing the operational amplifier used in the 
sample/hold cum multiplying DAC circuit. Design of the comparator used for the Flash A/D is also 
discussed. An attempt to build some typical components is described. Finally, chapter 6 summarizes 
the work and discusses the scope for future work in this topic. 
1.1.2 Overview 
Analog-to-Digital (A/D) conversion is an important function to interface between "real-world" ana-
log signals and digital computers. An analog-to-digital converter (AD C) is a device that takes an 
analog input signal and provides a corresponding digital output code. In other words, it first samples 
a continuous-time signal to give a discrete-time signal. Then, it quantizes the amplitude to one of a 
number of equally spaced levels and assigns a code to that label (usually a binary digital word). 
An ADC defines a mapping between some input signal values which are normalized to a certain 
range and an output code. To each possible value at the input must correspond one and exactly one 
output code. This function which maps the input and the output is called the transfer function. The 
most common mapping and the one used throughout this thesis is the linear mapping, in which different 
output codes are assigned to nominally equal sections of the input range. 
A linear mapping assigns codes such that input range segments of increasing magnitude would 
correspond to output codes of increasing or decreasing binary value. This concept is called monotonicity. 
Also, the concept of quantization introduces an irreversible error [1] termed as the quantization error. 
In an amplitude quantized system, using n binary weighted bits the number of quantization levels equals 
2n -1. Thus, a quantization error of ± 21" is introduced. Other errors are introduced in an ADC because 
of component non-idealities. These result in the transfer characteristic having a global offset and a gain 
which deviates from unity (ideal). These are discussed in more detail later. 
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1.2 Definitions 
1.2.1 Nonlinearity Specifications 
There is a wide variation in the literature in the definition ofINL (Integral Non Linearity) and DNL 
(Differential Non Linearity) errors. The definitions presented below are the ones used throughout this 
thesis. 
1.2.1.1 Integral Nonlinearity (INL) 
Integral Non Linearity is the maximum deviation of the actual transition points in an ADC's transfer 
characteristic from the straight line drawn between the end points (first and last code transitions). An-
other definition for the INL uses the best fit line of all the conversion points as the transfer characteristic 
instead of the line between the two end points. 
1.2.1.2 DNL (Differential Non Linearity) 
DNL is defined as the difference between the ideal bin width of the converter and the actual width 
of each bin. A bin is defined as the set of input voltages yielding the same output code. Therefore, 
inli = L dn1k 
k=O 
Note that i stands for the ith bin. Figure 1.1 graphically shows the INL and DNL errors as described 
above. 
The INL and DNL errors are very significant characteristics of the ADC. They are both measures 
of linearity. The DNL reflects the resolution of the ADC whereas the INL reflects the accuracy of the 
ADC. Thus, these non-linearity measures can be used to determine the type of ADC used for different 
applications. For example, if we needed a high resolution ADC for a video application, we could use 
the DNL as a measure of its resolution. 
1.2.2 Global Offset 
Input amplifiers, output amplifiers, and comparators in practical circuits inherently have a built-in 
offset voltage and offset current. This offset is caused by the finite matching of components. The offset 
results in a non-zero input or output voltage, current or digital code although a zero signal is applied 
to the input of the converter. 
:; 
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- __ I 
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Ideal Transfer 
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r---'-- Actual Transfer 
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Vinput 
Figure 1.1 INL and DNL errors 
1.2.3 Global Gain 
As described above, various components in the converters have non-ideal gains. This results in the 
overall transfer characteristic of the converter having a gain other than unity. The gain of the transfer 
characteristic is defined as the slope ofthe line drawn between the the two endpoints. That is the points 
corresponding to the first and last transitions in Figure 1.1. 
1.2.4 Signal to Noise Ratio (SIN) 
Dynamic specifications are specifications used to determine the applicability of the ADC to certain 
signal processing applications like digital audio or video. SIN ratio is one of the most important dynamic 
specifications of the converter. It depends on the resolution of the converter and automatically includes 
specifications of linearity, distortion, sampling time uncertainty, glitches, noise and settling time. It 
ideally follows the theoretical formula [1]: 
SI Nmar = 6.02n + 1.76dB 
n stands for the number of bits. The SIN ratio is calculated for a sine wave input with a maximum 
amplitude. Another requirement is that the ratio between the frequency of the sine wave, and the 
sampling frequency should be irrational. 
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1.2.5 Spurious Free Dynamic Range 
An important specification, especially for converters targeted to communication applications is the 
spurious free dynamic range (SFDR). This is a characteristic of the frequency domain. SFDR is defined 
as the ratio in decibels between the magnitude of the fundamental component and the magnitude of 
the largest harmonic or inter-modulation product. It is an indication of the dynamic operating range 
of the ADC. It is usually measured by a single tone or two tone test which are described later on. 
1.3 AID Converter Architectures 
Since architectures to perform data conversion are numerous, a few important schemes to perform 
A/D conversion are described in this section. 
1.3.1 Flash Converters 
This is probably the most straightforward way to implement an A/D converter. Due to its inherent 
simplicity, this type of converter can be made extremely fast and impressive results have been reported 
in the literature [2] [3]. Figure 1.2 is a block diagram of an m-bit flash converter. The circuit consists of 
2m comparators, a resistor ladder comprising 2m equal segments, and a decoder. The ladder subdivides 
the main reference into 2m equally spaced voltages, and the comparators compare the input signal 
with these voltages. For example, if the analog input is between VJ and VJ+I, comparators Al through 
Aj produce ones at their output while the rest generate zeroes. Consequently, the comparator outputs 
constitute a thermometer code [4], which is converted to binary by the decoder. The main disadvantages 
of this architecture are that it requires a large chip area and it consumes a lot of power. In fact, the 
chip area increases exponentially with bit resolution (because the number of comparators and resistors 
increase exponentially). 
1.3.2 Successive Approximation Architectures 
Successive approximation employs a "binary search" algorithm in a feedback loop including a I-bit 
A/D converter. They are used to achieve relatively high resolution (13-15 bits) at limited conversion 
rates (100 kHz - IMHz) [5] [6]. Figure 1.3 illustrates this architecture, which consists of a front-end 
SHA (sample/hold amplifier), a comparator, a pointer (shift register), decision logic, a decision register, 
and a DAC (Digital to Analog Converter). The pointer points to the last bit changed in the decision 
6 
Vre( Yin 
comparators 
Aj+l 
'5+1 S 
Aj "" w c 
'l § c 
Digital 
Output 
A2 
Al 
Figure 1.2 A flash converter 
register, and the data stored in this register is the result of all the comparisons performed in the present 
conversion period. 
During a binary search, the circuit halves the difference between the held signal, VH, and the DAC 
output, VD, in each clock cycle. The conversion proceeds as follows. First, both the pointer and the 
decision register are set to midscale (100 ... 0) so that the DAC produces the midscale analog output. The 
comparator is then strobed to determine the polarity of VH - VD. The pointer and decision logic direct 
the logical output of the comparator to the most significant bit (MSB) in the decision register. Thus, if 
VH > VD, the MSB of this register is maintained at 1, and if VH < VD, it is set to O. Subsequently, the 
pointer is set to 110 ... 0 and the next bit in the decision register is set to 1. After the DAC output has 
settled to its new value, the comparator is strobed again and the above sequence is repeated. Figure 
1.4 illustrates the DAC output waveform in a typical conversion period. Initially, the DAC output VD 
is at v~<; where VFS stands for the full scale voltage. It then reduces to ~ and another value both 
of which are bigger than VH. It then becomes smaller than VH and then increases until it is accurate 
to n bits. For a resolution of M bits, the successive approximation architecture is at least M times 
slower than its flash counterpart. But it offers several advantages. The comparator offset only affects 
the offset and does not affect the linearity. Second, it does not require an explicit subtracter and lastly, 
the circuit complexity and power dissipation are less than other architectures. 
CK 
V 
H 
7 
V 
D 
D/A Converter 
Figure 1.3 Successive approximation architecture 
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Figure 1.4 DAC output waveform 
1.3.3 Multi-step Converters 
The main disadvantage of the elementary flash converter is the large component count (and hence 
chip area and power consumption) required to realize higher resolution schemes. To circumvent this 
problem, multi-step converters have been implemented [7] [8]. 
A multi-step converter divides the useful input signal range into a number of sub-ranges using a 
comparator bank, like in the flash converter. The difference is that the number of sub-ranges is less 
than the total number of desired bins (2") where a bin is defined as the set of input voltages yielding 
the same output code. Next, the comparator output codes are used to address a bank of voltages (or 
currents, depending on the converter type) to be subtracted from the input signal. This operation 
(DAC operation) calculates an analog "residue" or remainder, which reflects the portion of the input 
signal that exceeds the lower boundary of the signal section in question. Naturally, the residue of the 
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conversion will have a range that is smaller than the range of the input signal. 
The second step of the conversion consists in taking the residue from the first step, and converting 
it in a way similar to the first step. If the circuitry implementing the second step (the second "stage") 
does not have a gain stage at its input, the range of the signal to be converted will be significantly 
smaller than the range of the first stage. As a result, the comparator reference levels must be scaled 
accordingly. This configuration is often referred to as a "sub-ranging" converter. However, if the second 
stage has an input amplifier that amplifies the signal to the same nominal range as the input signal 
of the previous stage, the same comparator reference levels could be used. This can be implemented 
as a number of nominally identical stages, cascaded together. Figure 1.5 depicts a typical 2-step A/D 
converter. Two step architectures are a tradeoff between speed on the one hand and power and area 
on the other. 
1.3.4 Recycling Architectures 
A recycling A/D is closely related to a pipelined scheme. It is another implementation of a multi-step 
approach and it has been used to obtain relatively high resolutions on a relatively limited silicon area [9]. 
A recycling converter implements the multi-step algorithm by taking an input signal, generating a local 
code and calculating a residue. That residue is normally fed to another stage, which can be nominally 
identical to the first one if the correct gain is implemented at the input. 
A recycling converter realizes the same idea, using only one stage. The output of that stage (the 
residue) is fed back to the input of the same stage, and the process is repeated as many times as needed 
to obtain the desired number of bits. Then, the input is connected to the external signal again, and the 
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process can start over for the next sample. Note that the timing is different from the multi-step case. 
Figure 1.6 illustrates a typical recycling converter. The advantage of this architecture is that there is 
less area and power consumption. On the other hand, the timing is more complex and the speed is 
NjM times slower than a non-recycling architecture. Note that N is the total number of bits and M 
the number of bits in one stage. 
1.3.5 Oversampling Architectures 
Oversampling is another way to trade-off conversion speed against resolution. One could use a very 
fast, low resolution converter to take a large number of samples of an analog signal. The corresponding 
digital outputs are acquired at the desired actual speed. The process is called oversampling since more 
samples are taken of the analog signal than needed to achieve the eventual desired output (digital) data 
rate. 
The digital values can be combined into successive groups, and every time, some kind of average 
of the values within each group can be computed, using a digital filter. The averaging operation can 
increase the accuracy of the conversion, provided the input signal varies very slowly compared to the 
actual sampling rate. An additional advantage of this method is that some of the noise present in the 
analog signal can be reduced as well. The most common class of oversampling converters are the sigma-
delta converters [10]. A basic scheme of these converters is shown in Figure 1.7. The main advantage 
of this architecture is the simplicity of the analog components though it is limited to high accuracy, low 
frequency applications. Stability is also a concern in higher order sigma-delta converters. 
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1.3.6 Pipeline Architectures 
Pipeline architectures are the popular in the present day architectures. High speeds which are 
comparable to the flash architectures are attained by them. Since the architecture targeted in this work 
is a pipelined one, it is explained in more detail in the next chapter. 
1.3.7 Other Architectures 
In addition to these architectures, there are a number of architectures to perform data conversion. 
These include folding and interpolating AID converters, single-slope, dual-slope type AID converters, 
algorithmic AID converters, interleaved converters and more. A description of the various kinds of 
AID architectures can be found in [11]. Table 1.1 summarizes the advantages and disadvantages of the 
architect ures discussed. 
Table 1.1 Various AID architectures 
Architecture Resolution Area Power Speed 
Flash High High High High 
Succesive Approximation High Average Average Average 
Multi-step High Average Average Average 
Recycling High Low Average Low 
Oversampling Low Low Low Low 
Pipeline High Average Average High 
11 
1.4 Conclusions 
This chapter consisted of a brief review of A/D converters in general. The next chapter will delve 
more deeply into pipeline architectures and the errors which occur in those architectures. It will look 
into the topic of digital calibration and investigate architectures and algorithms to perform digital self 
calibration. 
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2 DIGITAL CALIBRATION 
One of the inherent problems affecting the design of high-performance A/D converters is the fact 
that a highly accurate device is to be made from much less accurate components like capacitors, voltage 
sources etc. For example, the accuracy of matching capacitors is around one in thousand which corre-
sponds to just 10 bit accuracy whereas the application might demand an ADC of 16 bit accuracy. The 
integral linearity of data converters usually depends on the matching of integrated resistors, capacitors, 
or current sources. For high resolution, means must be sought to correct these linearity errors. This 
is often accomplished by effective matching of individual errors or by correcting the overall transfer 
characteristic. 
2.1 Pipeline Architectures 
Pipeline A/D converters present advantages compared to flash or successive approximation tech-
niques because potentially high resolution and high speed can be achieved at the same time. The func-
tional block diagram for a pipelined multistage A/D converter is shown in Figure 2.1. The pipelined 
approach has been used extensively for medium to high speed in CMOS and BiCMOS technologies [12]-
[20]. 
In a pipelined converter, each stage is preceded by a sample/hold amplifier which samples the input 
signal and then holds it constant for a certain time while the conversion is being performed. After 
the comparator outputs settle, a voltage determined by the comparator outputs is subtracted from the 
signal and the residue is calculated (DAC operation). This residue is then sampled by the sample/hold 
amplifier of the next stage, and held for the time of its conversion. Therefore, the first stage operates 
on the most recent input sample while the second stage operates on the gained-up residue from the 
previous sample etc. The sample/hold therefore functions as an analog pipeline latch. 
The sequence of operations in each stage is synchronized by a multi-phase clock. The clocking 
scheme is determined in such a way as to realize a pipeline, in the same sense as pipelined logic is 
organized in digital circuits. The input signal can be applied to the first stage in line, as soon as the 
Input input SIH 
Yin 
Stage 
I 
+ 
13 
OlITPUT REGISTER 
k bits 
Stage 
Figure 2.1 Pipelined A/D converter 
Stage 
M 
V 
IN 
second stage has sampled the output of the first one. As a result, it is not necessary to wait for a signal 
to travel through the whole pipeline before applying the next signal and thus, the overall throughput 
is increased considerably. All stages in a pipelined converter are nominally identical, and all of them 
have an input sample/hold amplifier in order to make the pipelined operation possible. However, the 
sample/hold of the first stage must be able to sample a rapidly changing external input signal without 
noticeable distortion, while the sample/hold amplifiers of the other stages only see the DC output level 
(residue) of the previous stage. As a result, the design of the first stage usually requires extra precision. 
In the implementation of pipelined multi-stage A/D converters, digital error correction/over-range 
detection is usually employed with 1 bit of redundancy in each stage. This relaxes the offset requirements 
of the comparators. This is the primary emphasis of this chapter. 
2.2 Origin of Errors 
Since, the architecture targeted is a pipelined architecture, the following sections deal with errors in 
the components of the pipeline cell. As has been described, the main components of a pipeline cell are 
a flash A/D converter, a D/A converter, a summer and a sample/hold amplifier. Figure 2.2 shows a 
typical pipeline cell.The errors which occur in this pipelined cell can be classified as Flash ADC errors, 
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DAC errors and gain errors (21). 
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Flash ADC errors are due to non-idealities in the components used to make the Flash A/D converter. 
These errors occur mainly due to comparator offset and reference level errors. Reference level errors 
are usually due to errors in the resistor chain. Typically, in CMOS technology, matching of resistors 
and capacitors is accurate to 10 bits resulting in large mismatches when the required resolution is of 
the order of 16 bits. 
DAC errors are the errors that occur in the reconstructed input from the digital-to-analog converter 
(DAC). The main sources of these errors are reference levels and switch feed-through effects. Since the 
DAC is usually a set of references selected by clocked switches, errors occur due to clock feed-through in 
the switches and due to errors in the reference levels. In fact, as the process dimensions keep shrinking, 
the effect of feed-through increases considerably as the parasitic capacitances are more dominant. 
Gain errors mainly occur because of capacitor mismatch. The sample/hold amplifier is usually 
implemented as a switched capacitor gain stage with the gain being the ratio of two capacitors. Since, 
there is almost always some capacitor mismatch, this contributes to the gain error. Note that offsets in 
the interstage amplifier (sample/hold) also introduce non-linearity errors, but the effect is comparable 
to that of a DAC error and should not be treated separately. Finally, thermal noise sampled onto the 
sampling capacitors, commonly known as kT /C noise, also introduces errors at resolutions higher than 
10 bits. 
2.3 Effect of these Errors on the Transfer Characteristic 
To illustrate the effect of these errors on the transfer characteristic, consider the case of a 1 bit per 
stage converter (22]. Figure 2.3 shows the ideal residue plot and the effects of principal errors on the 
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Yin 
residue plot. The dashed line represents the reference boundary that passes through coordinates ±VreJ 
along the Vout axis and ±VreJ along the V;n axis. Charge injection offset (clock feed-through) causes 
a vertical shift of the residue plot. Near the major carry transition point (the point where the carry 
is propagated all through for example 011...1 to 100 ... 0), the residue exceeds the reference boundary, 
reSUlting in missing decision levels. Near the major carry transition point, the residue minimum does not 
extend to - VreJ, resulting in a gap from the minimum to the reference boundary; missing codes result. 
C 
This is because the full input range of the remaining pipeline section is not accessed. comparator offset 
causes a shift of the major carry transition point. This leads to the residue exceeding the reference 
boundary as well as to a gap in the reference boundary. Again, missing decision levels and missing 
codes, respectively result. Finally, capacitor mismatch as indicated causes the residue to exceed the 
reference boundary near the major carry transition point, resulting in missing decision levels. Capacitor 
mismatch could also lead to a gap from the residue extrema to the reference boundary near the major 
carry transition point, resulting in missing codes. 
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2.4 Calibration in the Analog Domain 
Architectures have been proposed which try to get around the accuracy problem by tuning the 
critical components to their ideal values with the help of analog techniques. Since, high resolution, 
high speed A/D converters typically employ multi-step pipelined architectures, two prominent error 
correction techniques targeting these architectures are described below. 
2.4.1 Capacitor Error Averaging 
Since the sample/hold amplifier in the pipeline cell does a multiply by a power of 2 function, the 
accuracy depends on capacitor matching and opamp gain. In order to suppress the effect of capacitor 
mismatch, capacitor error averaging can be used [16]. Figure 2.4 depicts the multiply by 2 circuit in 2 
modes. For an ideal opamp, the output is 
Now, if the function was repeated with C1 and C2 interchanged, 
C1 
Vout2 = Vin(1 + C
2
) 
In the capacitor averaging technique, both these outputs are sampled and averaged. If there IS a 
mismatch of ~C between the two capacitors, the resulting output is then 
Since the error is now proportional to the square of the mismatch and not linearly dependent, the effect 
of capacitor mismatch is considerably reduced. 
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2.4.2 Capacitor Trimming 
In this technique, the capacitors are typically implemented as a capacitor array and then individual 
capacitors are trimmed by a laser in order to achieve acceptable matching [23]. In practice, the individual 
capacitors must be small and must offer sufficient trimming range. This technique is also very costly 
to implement. 
2.5 Digital Calibration 
Digital calibration techniques quantize nonlinearity errors (deviations of the transfer characteristic 
from the ideal curve) in digital forms and remove these pre-measured errors during normal conversion 
[23] [24]. They reduce the need for precision analog components and leave the analog portion of the 
ADC intact by moving all calibration hardware into the digital domain except for switches used during 
calibration. Digital error calibration techniques can be categorized into two groups based on their 
error measuring methods. In the discussion below, output code stands for the digital representation 
of the analog input as determined by the AID converter. In one group of techniques, individual bit 
nonlinearities usually appearing as capacitor mismatch errors are digitally measured and the total error 
for a given output code, the code error, is computed from individual bit errors during normal conversion 
[19]. The other group of techniques store digital code errors directly and eliminate the digital code-
error computations during normal operation. It is described in the next section. The former calibration 
technique requires less digital memory but more digital computations during normal conversion while 
the latter technique requires more digital memory but less digital computations. Both these techniques 
are very suitable for multi-step converters. The later method, called code error calibration, when 
properly implemented, simultaneously reduces most nonlinearity errors including DAC nonlinearities. 
The only disadvantage is an exponential increase in the number of error measurements as the number 
of calibrated bits increases (since an n-bit converter requires 2n digital memory words for storing the 
errors). Techniques have been proposed which optimize intermediate solutions trading the number of 
error measurements with the number of digital computations [20]. 
2.5.1 Code Error Correction 
The ADC nonlinearity is bound by mismatch of components at major code transition points [19]. 
A segment is the set of continuous points which are linear. Usually segments occur between major 
code transition points. This situation is illustrated conceptually in Figure 2.5(a) where each segment is 
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Figure 2.5 Code error correction: (a) uncalibrated transfer curve (b) digital 
code errors (c) transfer curve after code error calibration 
assumed to be linear. Ifless significant digital output codes are grouped as segments and each segment 
is dislocated by a certain amount from the ideal straight line as in Figure 2.5(a), the digital amounts of 
dislocation measured from the ideal line can be defined as code errors as shown in Figure 2.5(b). That 
is, each dislocated segment can be moved back to the straight line by digitally subtracting the amount 
of dislocation from each digital output occurring in that range as in Figure 2.5(c). The amounts of 
dislocation are directly measured during the calibration cycle and stored in memory. These code errors 
are addressed during the conversion and subtracted digitally from the uncalibrated digital outputs to 
give the resulting calibrated output. 
2.5.2 Redundancy 
In a practical pipelined ADC, enough inherent redundancy can always be built into the different 
stages to make the global structure insensitive to a certain amount of error on the local flash ADC 
levels (for each pipeline cell). The process consists of extending the input range of the next stage with 
respect to the output range of the current stage. As a result, the residue of one stage can never over 
drive the input of the next stage and a certain amount of nonlinearity is prevented. 
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2.6 Architectures and Algorithms for Digital Self Calibration 
Self calibration is a powerful concept which utilizes the components present within the ADC to 
measure its own errors and correct them. Since, the goal is to achieve an ADC with the calibration 
circuitry on chip, two promising digital self calibration algorithms [25] [22] to achieve the required 
accuracy were investigated. 
2.6.1 Accuracy Bootstrapping 
2.6.1.1 Mathematical Description 
The schematic of a one converter stage is shown in Figure 2.6. Let the total number of stages be L 
and let I denote the lth converter (see Figure 2.7). The incoming signal \lin is compared against a number 
of reference or ADC levels, using a flash converter. The comparator outputs provide a rough digital 
representation of the input voltage, in thermometer format. Let b denote the number of bits/stage of 
the pipeline. b is a number such that 2b 2: M. If we call the digital output code Cl, and there are M 
comparators, the M + 1 possible outputs are 
Cl = 0 for vr < Vref[O] 
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M for V:Te/[M - 1] < v:in I - I 
where 
V:Te/[.]_ VTe/[O] + iVTe/ 
I l - I 2 b - 1 
Let VjTes represent the output of a stage i.e the residue and VjDAC[cd the output from the DAC 
(reconstructed input). For any given ct, a general equation can be written for the residue VjTes as a 
function of Vjin. 
Rearranging, 
From the pipeline structure, 
uin _ UTe$ 
VI_l - VI 
But due to the pipelining, the input voltage for that stage can be written as 
Note that this equation is derived assuming that there are no hysteresis and noise effects and the stage 
parameters are time and signal invariant [25]. In the discussion for the later part we will assume that 
one redundant comparator per stage is used. This can be seen in Figure 2.8. 
The previous equation can be used to write vin as 
AL A AL- 1 A2 AL-2 AL- 1 A TTTes vm _ DAC_ DAC____ DAC __ DAC _ va 
- VL_1 AL + VL- 2 L + VL_3 A A AL + ···.vo A A AL + """'A-""----AL-l A L-l L-2 L-l··· 1 L-l··.AO 
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which can be written in terms of the weights (see next section for definition of weights) as 
Digital output = [[[[[ ;L-1]A + W;;2]A + ~;3]A + ... ]A + ~~]A 
Comparing the above two equations, we get 
2.6.2 Explanation of the Architecture of a Single Cell 
The architecture that calculates the conversion result according to the above equation is given in 
Figure 2.8. Depending on the value of cal the input Vin or a fixed voltage VJix can be input to the 
pipeline stage. The output of the flash is used to select some weights (w[O], w[l] and w[2]) which are 
stored in a RAM. These weights are used as weighted coefficients whose sum is used to determine the 
digital output code. As can be seen in the figure, the output of the RAM is divided by 2L and added to 
the output of the previous stage. This is then multiplied by 2 to give the output of the present stage. 
The digital hardware implements the equation for the input which was derived in the previous section. 
Note that if A =2, the multiplication and division can be done by a simple shifting operation. The 
advantage of this scheme is that the numeric range for each stage is identical and the digital hardware 
can thus be duplicated from stage to stage. Note that two voltage sources or increments which can be 
termed (~VjDAC[l]) and (~VjDAC[2]) both of which are shown as being equal to 0.5 volts are present 
in the figure. Note that 
In our case, VjDAC [0] is -0.25 V, ~ VjDAC[l] and ~ VjDAC [2] are 0.5 V ideally. These voltage sources or 
increments are switched on by the two switches shown in the figure. Note that 3 possible results/stage 
are possible. Thus the bits per stage are 2 but only 3 out of the possible 4 codes are used. Also, since 
it has 0.25 V over range capability (as shown in Figure 2.8), it is in effect a 1.5 bits/stage architecture 
with 0.5 bits overlap between stages. The procedure followed for calibration is described in the next 
section. 
2.6.2.1 Procedure for Calibration 
The basic idea of accuracy bootstrapping is to individually measure all the DAC levels of each 
converter stage, using the remaining stages of the pipeline [21]. The measurements are used to update 
WII] -O.2~ 
W(2] _O.7~ 
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the look-up tables of that stage, and the process is repeated until each stage has been calibrated. The 
algorithm is very powerful because, it uses the data path already present to perform the calibration. 
The following section describes the procedure for the calibration. Figure 2.8 shows the basic stage 
modified for calibration. Experimentally, it has been observed that the calibration results in an iterative 
numerical problem that converges to the result very fast. The procedure is as follows: 
(1) The weights are initialized to their nominal values i.e the values assuming no error III the 
component values. 
(2) The last stage is calibrated first. The analog input of that stage is held at a fixed potential, 
while none of the voltage increments (voltage sources in Figure 2.8) are enabled. The output of this 
stage is connected to the input of the first stage and this circular structure (see Figure 2.7) is used to 
determine the conversion result or digital code (lets call it Nd. 
(3) The first voltage increment for the last stage is enabled (~VoDAC[l]) by switch S1. The same 
L-1 stages of the circular structure are used to determine the new conversion result N2 • Similarly N3 
is determined (after enabling the second voltage increment(switch S2) instead of the first). 
(4) The weights are then calculated as follows: Wo[O] is fixed to its nominal value. The rest of the 
weights are calculated as follows. 
NI-N2 
Wo[l] = Wo[O] + ( A ) 
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All the original (nominal) Wo[c] values of stage 0 are now replaced by the newly determined ones. 
This concludes the calibration of stage O. 
(5) The procedure used on stage 0 is repeated to calibrate stage 1. The voltage increments of stage 1 
are measured, using the converter formed by stages 0, L-I, L-2, ..... 2, and the comparator stage of stage 
1. The new values of Wdc] are calculated and updated. The same procedure is repeated to calibrate 
the stages 1= 2 .... L-I i.e the voltage increments of stage I are measured, using the converter formed by 
stages I-I, 1-2, ... O,L-l...l. The previously calibrated stage is always the first (most significant) stage in 
the converter used to calibrate the next one. 
(6) After one iterative calibration cycle through all the stages, one could repeat the procedure to 
further refine the weights and reduce the noise effects (see subsection 2.6.2.7). We propose a different 
scheme to average out the noise effects and this is described later on in this section. 
2.6.2.2 How the Algorithm works 
In the discussion that follows It/DAC[O] stands for the zero DAC level. ~lt/DAC[I] and ~lt/DAC[2] 
stand for the incremental voltage sources that are used in the DAC level generator (see Figure 2.8). 
Note that 0.25 is the value of the fixed voltage that is used for calibration. The accuracy bootstrapping 
algorithm first takes the value of 0.25 - It/DAC[O] and converts this. Then the first DAC voltage source 
is enabled and subtracted and this result is converted. Therefore, 
and finally the last source is enabled which gives 
In the first analysis, let us consider the ADC to be perfect to full accuracy. Then the weights would 
be calculated as follows: For stage 0 (since the calibration starts from the Isb stage), 
Nl -N2 Wo[I] = Wo[O] + ( A ) 
and 
Nl-Na Wo[2] = Wo[I] + ( A ) 
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Therefore if there was no error in calculating the final result in the ADC, 
and 
Hence, we are overestimating W[l]-W[O] by a factor of ~. But ideally (refer to section on the 
mathematical description), 
. v,DAC(c]A(L-l-lj W/[c] = -,-I _--=.....:: __ _ 
AL-l··.·A,+l 
where W/(c] is the ideal weight of the lth stage. Therefore 
For stage 0, 
AL -l 
Wa[l] - Wa[O] = ~vtAC[I] AL- 1 .••• A1 
Therefore, we are overestimating Wa[l] - Wa[O] by a factor of AIA"i~~-l * ~ = AO··AfL- 1 if the 
ADC were not ideal, which is the case. In fact, in the beginning the weights are the nominal values 
and therefore there is an error (represented by ~) introduced in the accuracy of the measurement of 
~VaDAC[I]Aa. For stage 0, 
This can be lumped as a percentage error (1 when calculating Nl - N2 and (2 when calculating Nl -
N3 . Thus, ~1 is due to some other lower order terms and therefore, Nl - N2 can be expressed as 
~VaDAC[l]Aa(1 + (d. Therefore for stage 0, Wa[l] - Wa[O] is overestimated by AO"AfL- 1 (1 + (d 
Summarizing, we note that there are three terms contributing to this overestimation. These are 
1 + (1 due to the non ideal or nominal weights, ~ due to the fact that we divide Nl - N2 by A 
instead of Aa and A:~:.~.~~/:+l which is due to the difference from the ideal Wall] - Wa[O]. 
In general for any stage l, we can write these contributions as: 
Firstly, 1 + (I due to the non ideal or nominal weights. The second term needs a little explanation. 
For stage 1, we have a factor ~ due to the fact that we divide Nl - N2 by A instead of Ai. But 
we have already overestimated Wo[2] - Wo[O] by ~ when we calibrated stage 0 and since this is the 
predominant term when we calculate Wl[l] - WdO] and Wl[2] - WdO], the overall overestimation is 
A A d I A(L-I-I) . 7 for stage 1. This can be generalized for any stage l. An astly, AL_l .... A,+l which is the difference 
from the ideal Wd1] - Wi [0]. 
Thus, in conclusion, the overestimation of 
Wt[l] - WI [0] is AO"A1 L - 1 (1 + Ei) 
Wi [2] - WI[O] is AO"A1 L - 1 (1 + E~) 
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Note that Ei and E~ are different because ~V/DAC[l] and ~V/DAC[2] are different. We will now use 
the derivations above to show that Accuracy bootstrapping linearizes the ADC transfer characteristic. 
we will also show that as more calibrations are performed, the curve either shifts upward or downward 
( i.e slope and offset either increase or decrease) depending on whether the factor AO"A1 L - 1 is smaller 
or greater than unity. Ao .... AL_l is henceforth referred to as k or Gain Ratio. AL 
2.6.2.3 How the Curve is Linear 
Any result given by the ADC can be written as 
which can be simplified to 
L Wi[O](~J + L (Wi[l] - Wi[O))(~i) + L (Wi [2] - (Wi [0)) ~,) 
aI/terms someterms someterms 
Now, from the previous discussion we know that Wi [1] - Wi [0) and Wi [2] - Wi[O] are each overesti-
mated by AO"A1 L - 1 (1 + Et). Hence, we can write 
Wi [1] - WI[O] = k(l + En and Wi [2] - WI [0] = k(l + Ef) where k = AO"A1 L - 1 
Therefore any result can be expressed as 
Note that summation over some terms means summation over a certain number of terms and not 
over all the terms 0 to L-1. Also, W;[O] can be written as 
Wi[O] = k(Wi [0)) ideal + lSi 
where lSi is a constant which varies for each i. Note here that (Wi [0]) ideal = -0.25 in our case. Finally 
the conversion result can be written as 
k(idealresult)+ L ISi + L kt~(Wi[l]-Wi[O))(~i)+ L k(;(W;[2]-Wi[O])(~) 
aI/terms someterms someterms ' 
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The first term k( idealresult) adds a gain error. The term L.allterms is; adds a constant offset. The 
last two terms are the ones which result in the INL and DNL errors. Experimental results indicate that 
accuracy bootstrapping limits these terms to less than 1 Isb. Note that if the ADC were ideal, these two 
terms would be zero, k would be 1 and we would just have an error offset. This offset would be because 
of the quantization error (reflected by Ttl [0]). Finally, the nearer the nominal weights are to the ideal 
weights, and the smaller the lower order terms (giving rise to fi and (~), the greater the accuracy and 
linearity. 
2.6.2.4 Ftesults 
Figure 2.9 shows the transfer curve for a 16 bit ADC with two redundant stages for a total of 18 
stages with a 5% error in the component values (Flash, DAC and amplifier in Figure 2.6). Two extra 
stages are used to reduce the INL and DNL errors below 11sb and hence to achieve a higher resolution. 
For the linear sweep, the x axis represents the 2" points possible for an n bit converter and the y axis 
represents the corresponding normalized digital output (corresponding analog value). Note the non-
linearity in the curve before the calibration is performed. Figure 2.10 shows the transfer characteristic 
for the same ADC with accuracy bootstrapping applied. As can be seen, accuracy bootstrapping 
linearizes the transfer characteristic. Figures 2.11 and 2.12 show the INL and DNL errors for the same 
ADC after calibration. For the INL and DNL graphs, the y axis is in terms of the Isb Un). For example, 
at 60~OO of the input scale, the INL is about 0.15 Isb and the DNL about 0.25 Isb. On the whole, the 
INL and DNL magnitudes are within 1 Isb. A global offset and gain error is present which can easily 
be corrected. 
2.6.2.5 Effect of Multiple Calibrations 
Let us again begin by considering stage 0 at the 2nd calibration. 
and 
The f values might have decreased but we know that the weights in this calibration have a gain 
error of k and an offset. The output is therefore 
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Figure 2.9 Uncalibrated ADC transfer characteristic 
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Figure 2.13 Effect of multiple calibrations on the transfer characteristic when 
k is less than 1. Numbers indicate the calibration step. 
which can be represented as P6.VoDAC[ljAo(1 + error). The gain error is now k2 with an offset error 
which will also be greater than previous if k is greater than 1 and lesser than previous on the negative 
side if k is lesser than 1. Therefore, k controls the transfer characteristic for multiple calibrations. 
2.6.2.6 Multiple Calibrations 
If we were to run multiple calibrations without initializing the weights before each calibration, the 
curve would deviate significantly from the ideal one though it would still be linear. In Figure 2.13, as 
we can see, if k is less than 1, the curve shifts downward after a certain number of calibrations. Both 
the slope and offset increase. Thus the curves confirm what we discussed above. A similar effect can 
be observed when the gain ratio (k) is greater than 1. Thus, in order to average out the effect of noise, 
the best method would be as follows. Before each calibration, we would have to initialize the weights to 
their nominal values, perform the calibration, initialize, calibrate and so on and take the average after 
a number of such runs. This method for calibration is described below. 
2.6.2.7 Calibration Procedure to reduce Noise Effects 
Since noise is a random phenomenon, taking a large number of samples and averaging them would 
reduce their effect [22]. The following technique can be used to average out the noise effects while taking 
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Figure 2.14 Calibration procedure to eliminate noise effects 
into account the effect of multiple calibrations on the transfer characteristic and digital weights. 
(1)-(5) These five steps are the same as described in section 2.6.1.2. 
(6) This is the stage which differs significantly from the previous procedure for calibration. After 
one iterative calibration cycle through all the stages, if we were to repeat the same procedure, we have 
shown that the curve goes further away on either side depending on the gain ratio. The increase in 
linearity is minimal. Therefore, the following procedure would be better. We would store the values 
obtained for the weights for each stage and we would re-initialize the weights to their nominal values. 
Then we would repeat steps 1 through 5. We would again store these weights and do this a number 
of times. The final weights for each stage would be an average of the weights obtained over all the 
calibration cycles. This is illustrated in the form of a flow chart in Figure 2.14. 
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Figure 2.15 Basic cell for the Karanicholas and Lee architecture 
2.6.3 Karanicholas and Lees Algorithm: A Non-Binary Radix Algorithm 
This technique is based on a radix 1.93 and one comparator per stage conversion algorithm [22]. 
When the residue of a certain stage exceeds the input range of the subsequent stage, this causes the 
next residue to be even further out of range. Finally the last residue becomes very large, and the 
quantization error unmanageably large leading to the conversion result being invalid. The problem can 
be avoided by increasing the input range of each stage, beyond the nominal output range of the previous 
stage. This guarantees that the residues and thus the quantization error would remain limited. The 
input range can be increased using a design where M > IAI- 1. In the previous section, this was done 
by increasing the number of comparators M. The Karanicholas and Lee algorithm accomplishes this by 
decreasing the gain A with respect to a minimal design which has a gain of 2. 
Figure 2.16 shows the pipeline with digital calibration. The basic cell is also shown in Figure 2.15. 
Vin in the input voltage to the cell, Vout the output residue of that cell, Din the input digital bit used to 
select a reference voltage and Dout the output digital bit of the stage. D stands for the output digital 
word of the converter. The output of the basic cell is as follows 
Vout = 2Vin - Vre/ if D = 0 
= 2Vin + Vrej if D = 1 
The gain must be reduced enough so that the residue is contained within the reference boundary. 
Excessive gain reduction decreases the total number of decision levels available and requires an excessive 
number of additional stages. A gain of 1.93 was chosen to ensure enough gain reduction so that the 
residue never exceeds the reference boundary in the worst case when the maximum capacitor mismatch, 
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comparator offset and charge injection error magnitudes are summed together. Note that we would 
require more than 15 stages for a 15 bit binary converter. This can be derived as follows for a unipolar 
converter. Since the worst case is an input of 1 Isb, an input of 2~ would go through the first L-l stages 
multiplied by 1.93 and the input to the last stage would be l.9;~-1. This has to be greater than 0.5 
(the mid range) to be detected in the last stage. Thus the number of stages L would approximately be 
1 + (n - 1) I:;N.;~). If n = 15, we get L = 17. The pipelined ADC described in [22] has the first 11 
stages with nominal gains set to 1.93 and the last six stages with nominal gains set to 2. The calibration 
begins with the eleventh stage and continues with the tenth stage, up to the first stage. Figure 2.17 
shows the calibration for the eleventh stage. The residue plot is also shown with an exaggerated gain 
reduction indicated for simplicity of illustration. D stands for the output digital bit of the cell being 
calibrated and X stands for the digital representation of the residue of that stage as determined by the 
rest of the pipeline. Y stands for the output code for Vin for that stage. In other words, Y becomes 
the X for the stage preceding the stage being calibrated. The outputs D and X are presented to the 
digital calibration logic system along with calibration constants Sl and S2 determined for stage 11. 
The two quantities Sl and S2 are identified on the residue plot. Sl and S2 correspond to the quantized 
representation of Vout, or the quantity X, when Vin = 0 with D = 0 and D = 1, respectively. 
2.6.3.1 Calibration Procedure 
The calibration algorithm is as follows: 
Y = X,i! D = 0 
where D is the bit decision, X is the raw code (uncorrected) and Y is the transformed code. This 
transform ensures that the output code Y with Vin = 0 is the same for D = 0 and D = 1, eliminating 
missing codes. Note that no multiplication is required in this scheme though the stages cannot be 
simply replicated in a pipelined fashion as in the previous case. Two constants Sl and S2 are needed 
per stage. To determine Sl the analog input is set to zero and the input bit (Din) is forced to O. The 
quantity X in this condition is Sl. In an analogous manner, S2 is determined when the input bit is 
forced to 1. To reduce noise effects, the constants are obtained by averaging a large number of samples. 
With the digital calibration of one stage accomplished, the digital calibration of higher level stages 
can proceed. Figure 2.17 illustrates this. The system within the dashed box has been calibrated so far. 
The last six stages with gain 2 and the digital calibration logic were used to calibrate stage 11. The 
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calibrated system within the dashed box is now used as an ADC to measure the residue of stage 10. 
Calibration constants S1 and S2 for stage 10 are determined in a similar manner as for stage 11. The 
digital calibration logic system for stage 10 follows the same algorithm as for stage 11. The calibrated 
system leading with stage 10 can then be used to calibrate stage 9. This process continues up to the 
first stage. In this way, the entire pipeline ADC is calibrated. Note that if accuracy bootstrapping were 
applied in this 1 bit per stage, radix 1.93 ADC, we should theoretically get much better results as the 
first calibration uses the rest of the 17 stages and not the last 6 stages set to gain 2. 
2.6.3.2 Mathematical Description of the K & L Algorithm 
Since + Vre! and - Vre! can be different in magnitude, let the two magnitudes be represented by 
v;.e!1 and v;.e!2. The input voltage can then be written as: 
Vin = 
which can be expressed as 
ideal result constant 
Actually, Ai in the above equation should ideally be A oA 1 ... AL-I-1 (Note that i = L - I). 
Considering the first stage, 
S1 - S2 _ Vre!1 - v;.e!2 
AL-1 AL-1 
. . h h ·d I v: II-V"/2 h ... A L - I C II h· k comparmg WIt tel ea term -:t";_I ... A;;' t e overestimatIOn IS AL_I ... Ao. a t IS . 
considering the second stage, 
SI - S2 _ Vre!1 - Vre!2 
AL-2 AL-2 
Therefore this term has two overestimations. One is ;0 due to the fact that stage 0 is used in measuring 
the weights. The other one is due to the difference from the ideal weights which is AL_~~~~2AI .Therefore 
the overestimation is k for all the stages. Therefore the result is 
= k(idealresult + constant) 
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= k(idealresult) + offset 
Thus a global offset and gain results. If the offset and global gain are compensated then a highly 
accurate transfer characteristic results. 
2.6.4 Comparison of Self Calibration Algorithms 
Summarizing, two self calibration algorithms were investigated here. The cell in [22] uses 1 com-
parator per stage and an opamp of gain 1.93 (a purposefully introduced -3.5% error). This results in 
about 1.8% combined error tolerance in the ADC, DAC and amplifier. The cell in [25] on the other 
hand converts 1.5 bits per stage with 0.5 bit overlap with the next bit. This is done by introducing 
an extra comparator in the flash ADC section of the cell. This results in an over-range capability of 
about 12.5% combined errors in the ADC, DAC and amplifier. Both the algorithms account for some 
capacitor mismatch, comparator offset, charge injection, finite opamp gain etc. which are lumped as 
errors in the ADC,DAC and gain values. Based on an investigation of the two algorithms, a 1.5b per 
stage architecture is decided upon. Table 2.1 summarizes the above comparison. 
Table 2.1 Comparison of the two architectures 
Characteristic Binary radix Non-binary radix 
Bits/stage 1.5 1 
Error Margin 12.5% 1.8% 
No of stages normal slightly more 
Digital hardware simple more complex 
2.6.4.1 Equality of the Two Algorithms 
The Karanicholas and Lee algorithm calculates the two calibration constants 51 and 52. Then the 
result is 
Y = X,if D = 0 
Y = X + 51 - 52, if D = 1 
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Thus, the result would be 
L (51 - 52 )$tage 
$ometerm.5 
which can be represented as 
DigitalOutput = 
Thus, the term (51 - 5.ld(1.) would be similar to a weighted term in the result of the Soenen 
Algorithm [25]. Careful analysis of the terms indicates that we calculate 51 and 52 for the Soenen 
algorithm as in Figure 2.18(a) and for the Karanicholas and Lee algorithm as in Figure 2.18(b). But 
because of the way, the switched capacitor ratioing is implemented in the Karanicholas and Lee archi-
tecture, we are in essence doing the same analysis as the Soenen algorithm. The only difference is that 
the initial measurement in the Karanicholas and Lee architecture is done by the last six stages of gain 
2 whereas in accuracy bootstrapping, we use the entire ADC to measure itself iteratively. Note again 
that if accuracy bootstrapping were applied in this 1 bit per stage, radix 1.93 we should theoretically 
get much better results as the first calibration uses the rest of the 17 stages and not the last 6 stages 
set to gain 2. This is presently being investigated by Tapas ray of Iowa State University and the results 
will be presented in his thesis. 
2.6.4.2 Weights used in Self Calibration 
The Karanicholas and Lee architecture is in effect a radix 1.93 algorithm. Referring to [25] (the 
binary radix architecture), we obtain that 
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V DAC VDAC v,DAC v,re. 
ll; - VDAC + ~ + L-3 + 0 + _--,,-0_-:-
In - L-l AL-l AL-1AL-2 AL-l .... A 1 AL-1 .... A 1 
which is further simplified to 
WL-2 Wo 
Result = WL-l + ~ + ..... + AL-l 
. v:DAC[c)A (L-l-') 
where Wi[c] = ' AL_l .... A,+l 
Therefore to apply this to the non-binary architecture, we would have to use a value of A = 1.93 
and not 2 as before. The divide by AL function would not be a simple shift as in the case when A 
=2. Thus, if we used a radix of 1.93, the nominal weights would be the same but the arithmetic would 
be much more complex. On the other hand, if we decided to use a value of A = 2 (radix 2 or binary 
system), the nominal values of the weights would not be so simple and would have to be calculated 
from the formulae. Thus, the extension of the So en en Algorithm for the radix 1.93, 1 comparator per 
stage architecture is not straight forward and would have to be analyzed in more detail. The numbers 
involved would not be simple as in the Soenen architecture and hence the hardware implementation 
would be a bit different. As indicated this is under investigation and results will be presented by Tapas 
ray of Iowa State university later on. 
2.7 Conclusions 
This chapter dealt with the topic of digital calibration. The origin of various errors that occur in 
AID conversion and their effects on the overall transfer characteristic was explained in detail. Various 
architectures and algorithms to perform digital self calibration were described. A mathematical insight 
into how these algorithms work was provided. Finally, a comparison of the two algorithms is done. The 
main conclusion of this chapter is that the technique of accuracy bootstrapping linearizes the transfer 
characteristic. Hence, a 16 bit converter can be built in present day technology using less accurate 
components and the technique of accuracy bootstrapping. Also, multiple calibrations tended to shift 
the transfer curve and a different technique to perform multiple calibrations to reduce the effect of 
noise was proposed. The next chapter introduces a parallel pipelined architecture to increase speed and 
discusses a technique to calibrate these multiple pipelines. 
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3 SIMPAD - A FUNCTIONAL SIMULATOR 
3.1 Introduction 
With the present trend in the design of A/D converters for high speed/high resolution being dom-
inated by pipeline architectures [12]- [20], there is a great need for a simulator which can be used to 
model these converters functionally. In the past, there have been some functional simulators for mixed 
signal and analog sampled data systems like MIDAS [26], but there has not been any available simulator 
specifically targeted towards pipelined A/D Converters. Most of the designers use packages like Math-
ematica or Matlab or write their own code. This thesis included an attempt at producing a specialized 
simulator for single and multiple pipelined A/D Converters. In addition to simulating the functionality 
of a pipeline, SIMPAD incorporates the capability to simulate the two digital self calibration techniques 
previously described. Finally, an important specification for converters, especially the ones targeted 
for communication applications is the Spurious Free Dynamic Range (SFDR). SIMPAD provides the 
capability to perform single tone and double tone testing for pipelines and to perform FFT's on the 
resulting data. The core of the accuracy bootstrapping was written by Eric Soenen while he was at 
Texas A & M university [21]. SIMPAD was developed on this core. A manual for SIMPAD is attached 
as an appendix. 
3.2 Model of a Single Stage of the Pipeline 
Since the simulator must account for any kind of architecture similar to the ones described previously, 
the model used for the single stage is very generalized (refer to Figure 2.1 for a generalized pipeline A/D 
converter). The number of stages, the number ofredundant stages, the gain/stage and the bits/stage are 
first initialized. The conversion of each stage is set up as a module which targets a specific architecture. 
This can be replaced by the user to target his/her own model. Three kinds of linear component errors 
are possible in Figure 3.1. These are errors in the Gain of the Sample/Hold amplifier, errors in the 
Flash ADC reference levels and errors in the reconstructing DAC. Depending on the user specification, 
Residue i·1 
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Figure 3.1 Model of the single stage 
Output 
the distribution of these errors is either uniform or extreme and is random in nature. The gain (A), the 
DAC level and the ADC levels of each stage I are stored as 
A[l] = A + OA, 
DAC[i][l] = DAC[i][l] + oDAC[i][l] where 
ADC[i][l] = ADC[i][l] + oADC[i][/] where 
tS the ith DA C level 
tS the ith ADC level 
The errors in the above equations are generated randomly. Output referred noise and non-linearity are 
also added at each stage. Non-linearity is discussed in the next subsection. This is just added to the 
residue of each stage as 
Vre• = Vre• + noise + non -linearity 
The conversion is done by adding the weight of the stage divided by the gain of the stage with the 
incoming residue to generate the output residue. The output of the flash A/D gives the bits of the 
present stage. 
3.2.1 Opamp Model 
The gain of the opamp is initialized at the beginning of the program. Furthermore, since the 
sample/hold is built with an opamp, the model allows for the maximum equivalent output non-linearity 
(Ie) for each stage to be incorporated. The non-linearity can be modeled as a single bow as in Figure 
3.2 or as a double bow as in Figure 3.3. The nonlinearity for a single bow is modeled as 
Nonlinearity = 4 * Ie * Vre , * (1- v,.e,) 
and for a double bow as 
Nonlinearity = 64/3 * Ie * v,.e. * (1- Vre,) * (v,.ea - 0.5) 
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Figure 3.3 Double bow non linearity model 
3.3 Program Description 
3.3.1 Input and Output Format 
The stage parameters can be initialized either at the command line or through an input file. The 
parameters initialized are the number of stages, the number of redundant stages, the gain per stage and 
the calibration algorithm used. Then, the errors in the various components of Figure 2.8, i.e the gain 
error, the AjD reference errors i.e the errors in the flash converter of Figure 2.8, the DAC errors, the 
non-linearity and the output referred noise are initialized as percentages of the full scale. The AjD can 
then be simulated with or without these errors. The errors are incorporated in a random fashion. The 
output of the program for different inputs can be output to the screen, to a file in an easily readable 
format or it can be plotted out. 
3.3.2 Routines Used 
The various routines used within SIMPAD are for: 
1. Ramp or Sinusoidal Input: The AjD can be simulated with both sinusoidal or ramp inputs. The 
ramp sweeps over the entire range in user specified steps. The sinusoidal sweep is a single sine wave for 
single tone testing and a sum of two sine waves with frequencies in the ratio of an irrational number 
for two tone testing. 
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2. INL and DNL calculation [4]: Two of the most important ADC specifications are the INL and 
DNL specifications. INL (Integral Non Linearity) is the maximum deviation of the actual transition 
points in an ADC's transfer characteristic from the straight line drawn between the end points (first 
and last code transitions). DNL (Differential Non Linearity) is defined as the difference between the 
ideal bin width of the converter and the actual width of each bin. A bin is defined as thp. set of input 
voltages yielding the same output code. 
3. Fast Fourier Transform (FFT) [27]: The Fast Fourier Transform can be performed on the output 
of the files created by the simulator. Plotting capabilities for the FFT are also provided. A more 
detailed analysis on the testing of AjD converters using the FFT is given in the next chapter. 
Figure 3.4 gives an overview of how SIMPAD works. As can be seen, the various modules for the 
components especially the conversion stage can be replaced by individual models and thus the user can 
use SIMPAD to target his particular application. 
3.4 Conclusions 
This chapter described a functional simulator (SIMPAD - SImulation of Multiple Pipelined Analog-
to-Digital converters) used to simulate, test and characterize parallel pipelined, digitally calibrated AjD 
converters. All the results in this thesis were derived using SIMPAD. It was used to design a 16 bit 
high speed AjD converter and for calibrating multiple pipelines which is described in the next chapter. 
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Figure 3.4 Flow chart for SIMPAD 
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4 A 16 BIT PARALLEL PIPELINED CONVERTER 
This chapter gives a description of an architecture for a 16 bit analog-to-digital converter for commu-
nication applications. The main goal was to build a 16 bit A/D converter with a spurious free dynamic 
range (SFDR) near 100 dB operating at high speed (around 20 MHz). The concept of time interleaving 
to achieve high speed has been used before [28] [29]. Time interleaving is the process by which the input 
data is sent to different systems periodically and the output of these systems is then combined such that 
the time interleaving is invisible to the outside. In [30], a parallel pipelined architecture as we propose 
to use is described, but calibration of the pipes is not done and hence the resolution achieved is only 
around 8 bits. Multiple parallel pipelines are used in a time interleaved fashion in order to speed up the 
conversion rate as in Figure 4.1. Each pipeline is individually calibrated by accuracy bootstrapping and 
the pipelines are calibrated together by a technique termed as global normalization in order to achieve 
the required accuracy and SFDR. 
The architecture and a few terms used in the rest of the chapter are described here. Figure 4.1 
shows the architecture proposed. It consists of a front end sample and hold. The input is then time 
interleaved by an analog demultiplexer to the different pipelines. The output of the different pipelines 
is then multiplexed and sent to the back end DSP processor which does the calibration and uses the 
resultant data. The design of the front end sample/hold is the major bottleneck for achieving high 
speed and is not part of this thesis. A subconverter stands for one of the individual converters, i.e. an 
individual pipeline in Figure 4.1. Another term used to refer to the individual pipelines is channel. 
4.1 Introduction 
Parallelism in the signal path is one way to increase conversion speed. In this ADC, the speed critical 
input S/H and interstage circuits are time interleaved i.e the various paths or ADC's are multiplexed 
in time [28]. Thus, the multiple pipes are used as if they are effectively a single converter operating 
at a much higher sampling rate. Within each channel, the speed of each individual pipeline ADC is 
limited by the settling time of the S/H during hold mode, which is determined by an opamp settling 
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Figure 4.2 Two rank architecture 
digital 
output 
time. Offset, Gain and timing mismatches between the multiple channels give rise to fixed pattern 
effects which in the frequency domain are manifested as spurious harmonics (see Figure 4.3). For a 
time-interleaved AjD system consisting of M ADC's in parallel, with overall sampling rate F$' and each 
individual channel sampling at rate ft, the undesired frequency components in the output spectrum 
occur at multiples of ft in the case of offset mismatch, and as sidebands centered around multiples of 
ft in the case of gain and systematic timing mismatches. 
The first problem of the interleaving approach is that it requires a very accurate analog Down 
Sampler (De-Multiplexer) at its input in order to convert a single high speed signal into a certain 
number say M, low speed analog sampled and held signals. This is due to the time uncertainty (jitter) 
of the sample and hold (SjH) circuit preceding each sub-converter when switching from sampling to 
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Freq 
Figure 4.3 Mismatch effects on the frequency spectrum 
hold mode, leading to a corresponding uncertainty in the stored value. To eliminate this, a two rank 
SIR structure is used [31], in which, during the sample to hold transition time occurring at the second 
SIR, its input signal is held constant by the first SIR (see Figure 4.2). 
A second major problem with the time interleaved architecture arises due to mismatches among the 
sub-converters creating aliasing distortion in the resulting digital output [28]. These mismatches are of 
two kinds: Offset and Gain mismatches. The effect of these mismatches is illustrated in Figure 4.3. 
4.1.1 Offset Mismatch 
Channel offset mismatch is due to opamp offset mismatches and charge injection mismatches across 
the array. It gives rise to fixed pattern noise - in the worst case, for a dc input, each channel produces a 
different output code. This is more dominant at the lower input level, as the interstage signal alternates 
between the offset values. In the frequency domain, this is manifested as frequency components or tones 
at multiples of f. 1M. 
4.1.2 Gain Mismatch 
Gain errors result in sidebands around multiples of f. 1M. Intuitively this occurs because each 
individual channel samples the input signal at a rate of f. 1M causing the input spectrum to be repeated 
periodically at intervals of f.IM. When the channels are perfectly matched, these periodic repetitions 
cancel except at integer multiples of f. 1M. If some mismatch is present, however, these alias components 
do not cancel completely and appear in the output spectrum. Alternatively, sampling with mismatched 
channel gains can also be regarded as multiplying (or modulating) the analog input by a periodic 
discrete time sequence of period MT. The values ofthe sequence are G1 , G2, G3 ···G M, Gl, G2 and so on. 
( G represents the gain.) For an input sinusoid at frequency Fin, this modulation gives rise to spurious 
4i 
mismatch products in the output spectrum at frequencies: 
An interesting point to note here is that according to [29], as the degree of interleaving M increases, the 
number of aliased components increases, but both the mean and variance of their magnitudes decrease. 
The following subsections discuss various techniques that are employed to reduce the effects of these 
mismatches. 
4.2 Methods for Calibration of the Paths III a Parallel Pipelined ADC 
4.2.1 Hardware Sharing 
In this approach, the resources are shared across multiple channels. Use of a pipeline approach for 
each of the parallel paths allows circuitry, such as bias circuits and resistor strings, to be shared over all 
channels [30]. Fixed pattern noise effects due to inter-channel mismatches are minimized by appropriate 
auto-zeroing and by the use of a common resistor string DAC for all the channels. Gain mismatch can 
be reduced to an extent by sharing the resistor string DAC level generator which also reduces hardware. 
Note that this approach can be used in collaboration with other digital calibration schemes. 
4.2.2 A veraged Parallel Sampling 
In video applications, where the sampling rate exceeds the Nyquist frequency, an error averaging 
technique [32] offers a solution to the inter-channel mismatch problem. The following discussion is for 
the case when there are two parallel channels as in Figure 4.4. The input signal is sampled by the parallel 
channels on alternate clock phases, passed through a one tap delay, and summed with the opposite signal 
thereby averaging the inter-channel mismatches. The parallel signals are then multiplexed to provide a 
single output at twice the sampling rate. We are in effect using a digital filter of order 1. This can easily 
be extended to more than two paths. Averaging in this manner reduces the effective input bandwidth 
and can be tolerated in video applications where oversampling is frequently employed. The averaging 
operation which is actually a filtering action, places a transmission zero due to the transfer function 
of the filter at the channel frequency, thus eliminating fixed pattern noise and reducing the sideband 
effects. 
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4.2.3 Quadrature Mirror Filtering 
The time interleaved AID converter can be shown to be a special case of a QMF (Quadrature 
mirror Filter) Bank [33] with the analysis filter, (analog Down Sampler) Hdz) = z-k and the synthesis 
filter (Digital Multiplexer) being Fk(Z) = z-(M-l-k). Basically, in this approach, the input signal 
is first decomposed into a number of contiguous frequency bands (sub-bands) so that a specific AjD 
converter (one of the paths) can be assigned to each sub-band signal. Theoretically, the overall resolution 
depends only on the resolution of the sub-converters used. Although the harmonic distortion due to the 
mismatches is substantially reduced, the noise generated by the SC circuits, however, places an upper 
bound of 12 bits [33] and is hence limited to video applications. 
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4.2.4 Code Error Correction 
This technique was discussed in chapter2 for a multi-step AID converter [19J. It can conceptually 
be extended to the multiple pipeline case. The amounts of dislocation of each code from the ideal 
curve are directly measured during the calibration cycle and stored in memory. The code errors are 
addressed during the conversion and subtracted digitally from the uncalibrated digital outputs to give 
the resulting calibrated output. Note that this technique has been used for single ADC's but can easily 
be extended to the multiple pipes case. 
4.3 Normalization 
4.3.1 Introduction 
The disadvantage of code error correction is that it would require a large amount of memory to 
store errors in the case of multiple pipes for a 16 bit ADC. The idea of normalization is to make 
accuracy bootstrapping do the bulk of the linearization and use the pipes (each of which has already 
been calibrated) to linearize the resulting curve. 
If the transfer curve of each ADC was linear with around 1 Isb of INL and DNL errors, we can 
calculate the slope and intercept of the transfer characteristic of each of the paths and normalize them 
with respect to a fixed characteristic. Since the INL and DNL of each of the pipes is linear to an INL 
error of 1 Isb and DNL error of 1 Isb at the 16 bit level, the resulting normalized curve would also be 
linear to INL and DNL errors of around 1 Isb (assuming that the slope and intercept are calculated 
correctly). To calculate the slope and intercept we would have to use a best fit which would require a 
lot of time and hardware. Instead, we use accuracy bootstrapping to make the individual pipes more 
accurate (by using a few more redundant stages) and then calculate the slope and intercept by a two 
point measurement. Since, the individual pipe is linear to around 1 Isb at the 16 bit level, the slope 
and intercept are accurate in that range. Preliminary results based on this technique indicate that we 
can achieve 16 bit accuracy using this technique. 
In the simulations, we normalize the curve to an ideal slope of 1 and intercept of O. i.e If, 
mk = slope of transfer characteristic of path k 
ck = intercept of transfer charactersistic of path k 
then, 
Calibrated output = (Uncalibrated Output - ck)/mk 
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Figure 4.6 Un calibrated multiple path 8 bit ADC output 
300 
From the hardware point of view, this can be implemented either on chip (by a set of registers, an 
adder and a divider) or the calibration and fixing of the measurements can easily be handled by a DSP 
processor interfacing with this chip (Performing some other function as this would require a very minute 
effort by the DSP). 
4.3.2 Results Using Normalization 
Figure 4.10 shows the uncalibrated transfer characteristic for a 16 bit ADC with 4 paths each a 16 
bit ADC with 2 redundant stages. Because the output oscillates between the transfer characteristics of 
the different ADC's it presents itself as a thick line. To make the graph clearer, Figure 4.6 shows the 
uncalibrated transfer curve for an 8 bit ADC with 2 redundant stages. Figure 4.7 shows the transfer 
characteristic for the 8 bit converter after global normalization. This figure is more clearer than the 
16 bit uncalibrated transfer characteristic in Figure 4.10. Figures 4.8 and 4.9 show the INL and DNL 
plots for the 8 bit case. The Maximum INL and DNL errors are also shown in Figure 4.10). The other 
figures show the calibrated linear sweep (Figure 4.11) for the 16 bit case and the corresponding INL 
(Figure 4.12) and DNL (Figure 4.13) errors. As can be seen, the overall transfer characteristic is linear 
to INL and DNL errors of around 1 Isb at the 16 bit level. 
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4.4 FFT Results 
SF DR (Spurious Free Dynamic Range) is defined as the ratio in decibels between the magnitude of 
the fundamental component and the magnitude of the largest harmonic or inter-modulation product. 
It is an indication of the dynamic operating range of the ADC. As has been discussed earlier, multiple 
pipes cause undesired tones (referred to in the literature as ping pong spurs) and affect the SFDR of 
the ADC. Therefore we need to study the Frequency spectrum of the ADC (by means of an FFT) with 
the pipes included . The following results are for single and two tone testing of the ADC. 
4.4.1 Single Tone Testing 
In single tone testing, the input is a single sine wave. Up to 95% of the full scale is used in the 
simulations. The FFT of a single Tone should be a single pulse at N*(frequency of sine wave)/21r. In 
order to avoid spectral leakage, we force the input to equal a whole number of periods over the sampling 
interval. That is, 
or 
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where N is the length of the FFT, Tin is the input wave period and T$ the period of sampling. In 
Figures 4.14 to 4.17, the sampling frequency is set at 20 MHz, and the length of the FFT is set at 1024. 
An input of approximately 1.5 MHz will be digitized. 
M = (1.5 * 106 * 1024}/(20 * 106 ) = 76.8 
Therefore we use M = 77 and the input frequency is 
fin = 77 * 20 * 106/1024 = 1,503, 906.25H z 
The process of adjusting the input frequency to a whole number of periods in the sampling window 
is equivalent in the frequency domain to selecting the spectral line at which the fundamental component 
will be placed. Also note that the FFT is symmetrical about N/2. Hence the x axis in the figures is 
the frequency normalized to a 1024 point FFT. Note that the y axis is in dB in all these figures. Also 
4 channels were used in all the simulations. Figure 4.14 shows the FFT of the input signal. Figure 
4.15 shows the FFT of the output of the ADC without any calibration applied whatsoever. Figure 4.16 
shows the Output with Calibration applied to each of the individual pipes but with no normalization 
applied. As can be seen (after careful analysis of Figure 4.16), spurs are observed at 
and 
Fs 2F$ (M - l}F$ 
M ± Fin, M ± Fin, ...... , M ± Fin 
The number of pipes used in the above simulations were 4. Therefore as has been discussed earlier, 
the first spurs at multiples of ft are due to offset mismatches and the second spurs are due to Gain 
mismatches. Finally, Figure 4.17 shows the FFT of the output after Normalization of the transfer curves 
i.e. after the global gains and offsets are matched. As can be seen, the spurs are reduced considerably. 
4.4.2 Two Tone Testing 
4.4.2.1 With Non-linearity not Included 
In two tone testing, two sinusoids, whose periods are not integral multiples of each other are applied 
to the ADC and the output frequency spectrum is studied. Here the first Sinusoids frequency was the 
same as the one used for single tone testing. The second sinusoid was chosen to be 2.36328125 MHz. 
The ratio of the two periods is an irrational number. It was made sure that the input did not go out of 
range in all these simulations. Also note that the y axis in all the figures is in dB. Figure 4.18 shows 
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Figure 4.14 FFT of the input 
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Figure 4.15 FFT of the output with no calibration 
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Figure 4.16 FFT of the output with the channels calibrated individually by 
accuracy bootstrapping 
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Figure 4.17 FFT of the output with global matching or normalization 
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Figure 4.18 FFT of the input with no opamp non linearity 
1200 
the FFT of the input. Figure 4.19 shows the output spectrum of the ADC with no calibration applied. 
Figure 4.20 shows the Spectrum if calibration is applied to the Individual pipes. As can be seen (after 
careful analysis of Figure 4.20), spurs are observed at 
and 
Note that F in1 and Fin2 stand for the two input sinusoid frequencies. The number of pipes used in 
the above simulations were 4. Therefore as has been discussed earlier, the first spurs at multiples of -ft 
are due to offset mismatches and the second spurs are due to Gain mismatches. 
Finally, Figure 4.21 shows the spectrum with global normalization of the offset and gain mismatches. 
As can be seen, the SFDR is improved significantly with normalization applied.Note that the above 
simulations were done assuming no non linearity in the opamps. 
4.4.2.2 With Non Linearity Included 
In these simulations a non linearity was included in the opamps (see Figures 3.2 and 3.3). Figures 
4.22 through 4.25 show the results with an opamp non linearity of 0.001 or 0.1%. As can be seen, the 
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Figure 4.19 FFT of the output with no calibration (no opamp non linearity) 
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Figure 4.20 FFT of the output with accuracy bootstrapped channels (no 
opamp non linearity) 
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Globally Normalized Output - Two tone testing 
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Figure 4.21 FFT of the output with global matching or normalization (no 
opamp non linearity) 
SFDR degrades considerably in this case. Figures 4.26 through 4.29 show the results with an opamp 
Non Linearity of 0.0001 or 0.01 %. The SFDR shows some improvement in this case. Finally Figures 
4.30 through 4.33 show the results with an opamp non linearity of 0.00001 or 0.001 %. Thus, as can be 
seen Non linearity of the opamp affects the SFDR considerably and its effect has to be reduced. 
4.4.2.3 Results with 3% and 5% Errors 
The results presented in the previous sections were all with 1% errors in the component values. The 
following figures give the same results for 3% and 5% errors in the component values. Figures 4.34 
through 4.37 give the results with 3% errors and figs 4.38 through 4.41 give the results with 5% errors. 
Thus, as can be seen by the various results presented, a spurious free dynamic range of 90 dB seems to 
be achievable by the use of this technique to perform calibration. Table 4.1 summarizes all the results 
presented in this section. 
4.5 Conclusions 
In this chapter, an architecture was proposed for a 16 bit ADC design. High speed was achieved 
by the concept of time interleaving. To achieve the required accuracy, each individual channel was 
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Figure 4.22 FFT of the input (opamp non linearity = 0.1 %) 
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Figure 4.23 FFT of the output with no calibration (opamp non linearity = 
0.1%) 
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pipes individually calibrated - Two tone testing 
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Figure 4.24 FFT of the output with accuracy bootstrapped channels (opamp 
non linearity = 0.1%) 
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Figure 4.25 FFT of the output with global matching or normalization (opamp 
non linearity = 0.1%) 
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Figure 4.26 FFT of the input (opamp non linearity = 0.01%) 
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Figure 4.27 FFT of the output with no calibration (opamp non linearity = 
0.01%) 
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pipes individually calibrated - Two tone testing 
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Figure 4.28 FFT of the output with accuracy bootstrapped channels (opamp 
non linearity = 0.01%) 
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Figure 4.29 FFT of the output with global matching or normalization (opamp 
non linearity = 0.01%) 
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Figure 4.30 FFT of the input (opamp non linearity = 0.001%) 
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Figure 4.31 FFT of the output with no calibration (opamp non linearity = 
0.001%) 
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pipes individually calibrated - Two tone testing 
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Figure 4.32 FFT of the output with accuracy bootstrapped channels (opamp 
non linearity = 0.001%) 
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Figure 4.33 FFT of the output with global matching or normalization (opamp 
non linearity = 0.001%) 
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Figure 4.34 FFT of the input (opamp non linearity = 0.001 % and 3% compo-
nent errors) 
uncalibrated output - Two tone testing (3% errors) 
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Figure 4.35 FFT of the output with no calibration (opamp non linearity = 
0.001 % and 3% component errors) 
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pipes individually calibrated - Two tone testing (3% errors) 
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Figure 4.36 FFT of the output with accuracy bootstrapped channels (opamp 
non linearity = 0.001 % and 3% component errors) 
pipes Globally calibrated - Two tone testing (3% errors) 
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1200 
Figure 4.37 FFT of the output with global matching or normalization (opamp 
non linearity = 0.001% and 3% component errors) 
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Table 4.1 Summary of all the results 
Component Non SFDR SFDR (paths SFDR (globally 
Errors linearity (uncalibrated) calibrated) calibrated) 
1% 0% 40 dB 20 dB 100 dB 
1% 0.1% 30 dB 20 dB 60 dB 
1% 0.01% 35 dB 10 dB 80 dB 
1% 0.001% 40 dB 15 dB 100 dB 
3% 0.001% 25 dB 5dB 100 dB 
5% 0.001% 15 dB o dB 90 dB 
calibrated by accuracy bootstrapping. It was also shown by simulations that the spurious harmonics and 
hence the required accuracy for the time interleaved system was achievable by using a technique termed 
as global normalization. Hence, we can conclude that a 16 bit ADC at 20 MHz or more is achievable in 
todays technology. The results have to verified by actually building the various components in silicon. 
While simulations have been performed for 4 pipelines, it is possible to extend this technique to more 
pipelines. 
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Input - Two tone testing (5% errors) 
or---------r-------~r_------~--------~--------~--------~ 
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Y axis: Amplitude in dB 
1200 
Figure 4.38 FFT of the input (opamp non linearity = 0.001% and 5% compo-
nent errors) 
uncalibrated output - Two tone testing (5% errors) 
Or---------~--------,_--------_r--------_T--------~r_------~ 
-10 
Opamp Non Linearity = 0.001 % 
-20 X axis: Normalized Frequency 
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Figure 4.39 FFT of the output with no calibration (opamp non linearity 
0.001% and 5% component errors) 
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pipes individually calibrated - Two tone testing (5% errors) 
or---------~--------,_--------_r--------~----------r_------__, 
-20 
-40 
-60 
-80 
-100 
Opamp Non Linearity = 0.001% 
X axi : Norm iz d Fr 
axi : A pli d in d 
uen y I 
_180L---------~--------~--------~--------~----------L---------J 
o 200 400 600 800 1000 1200 
Figure 4.40 FFT of the output with accuracy bootstrapped channels (opamp 
non linearity = 0.001% and 5% component errors) 
pipes Globally calibrated - Two tone testing (5% errors) 
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Figure 4.41 FFT of the output with global matching or normalization (opamp 
non linearity = 0.001% and 5% component errors) 
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5 DESIGN OF COMPONENTS FOR PIPELINED CONVERTERS 
This chapter deals with the design of the components used in a pipeline cell. It will serve as a 
starting point for future work and hence consists of a review of a few architectures targeted towards 
high speed/high resolution converters. As has been discussed previously, the single pipeline cell consists 
of a flash converter, a digital-to-analog (DAC) converter, a subtracter and a sample/hold amplifier. 
Usually, the sample/hold cum DAC cum subtracter is implemented as a single circuit and the flash 
converter as another circuit. 
5.1 Sample/Hold 
The reconstructing DAC and the sample/hold is usually implemented as a single circuit. A typical 
implementation where the feedback capacitor is shared is shown in Figure 5.1. 
The operation is as follows: 
1.) During the sample phase which is shown in the figure, the input charges the parallel combination 
of capacitors C8 and Cp. Note that both C. and Cp have the same value. During this time, the flash 
A/D converter performs its comparison and an appropriate reference voltage is switched onto the 
terminal termed as v"e! in the figure. 
Yin 
Yref 
DAC 
Cf 
Yout 
>---'--
Figure 5.1 Sample/hold cum multiplying DAC 
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2.) In the second phase called the closed loop amplification phase, the two switches shown in the 
figure change position. The bottom plate of Cp is connected to the output and the bottom plate of C, 
to VreJ. Hence, the final output voltage obtained by applying charge conservation is 
Since Cp and C, are nominally equal to C, the above equation becomes 
1 
Vout = 2(V;n - "2 VreJ) 
Thus, the multiply by 2 stage and sample/hold operation is performed. Note that this is particularly 
convenient for lor 1.5 bits/stage. This architecture has been used extensively [16] [22]. 
Figure 5.2 shows a differential version of the sample/hold circuit implemented in [30]. Note that the 
feedback capacitor is not shared in this case. VCMJn, VCM_out and VCM_bias are DC bias levels. 
Note that there is no requirement for the common-mode levels at the input and output of the opamp 
to be equal. In practice, they are not equal and are chosen and optimized independently. The common 
mode level at the input VCM In is set up by a circuit which replicates the drain source voltage and the 
gate source voltage of the input transistors of the input stage of the opamp used (can be either folded 
cascode or normal cascaded version). VCM _out is chosen to be at the center of the output swing of 
the amplifier in order to maximize the output swing. The dynamic capacitive common-mode feedback 
loop at the amplifier output is through the gate voltage of the current source again. Note that this 
configuration does not require the opamp input and output to be shorted together as is the casP. in 
conventional common mode feedback loops. 
5.2 Design of the Operational Amplifier Used in the Sample/Hold 
The speed of the pipeline is determined by the settling time of the opamp during the "hold" mode. 
This is directly related to the settling time of the opamp during its closed loop mode. The accuracy of 
the pipeline is related to the gain of the opamp. Thus an intrinsically fast (high unity gain bandwidth) 
and high gain opamp is required. Typically, single stage designs cannot achieve accuracy higher than 12 
bits even if they are cascoded. Hence to achieve higher accuracy, two stage designs have to be explored. 
Two architectures which achieve high gain are explained briefly in the following sections. The second 
architecture achieves high gain with high speed but is more difficult to design because getting a stable 
operating DC bias is difficult. 
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VCMjn 
~;-1 MIt CF 
~ Cs VCM_out 
t 
VCM_bias ~';l MI 
VCM_out 
t 
Cs ~2l ~ I 
~; -1 CF ~Il MI-
VCMjn VCM_out 
J 
J 
~ 
~2 
Figure 5.2 Differential version of sample/hold amplifier 
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VDD 
M8 
Vi-~ Vo M4 
Cc 
Vbias~ 
MI4 Mil M9 MIO 
VSS 
Figure 5.3 Internally compensated folded cascode CMOS opamp 
5.2.1 Two Stage Folded Cascade Architecture 
The schematic of a typical internally compensated folded cascode opamp [34] is shown in Figure 
5.3. The circuit uses a current folding circuit technique to permit direct connection of the drains of 
a p-channel differential amplifier to the sources of the cascode devices. This requires two additional 
transistors (MIO and Mll) operating as current sources to bias the first stage. The current sunk by 
MIO and Mll equals the sum of the currents flowing from the differential amplifier (Ml and M2) and 
the casco de mirror (M3-M6). Under balanced conditions, the current in M4 is equal to the current 
in M6. If Yin is increased, then 1D2 increases by 81 and 1m decreases by 81. These changes reflect 
themselves into a 81 increase in M3 and a 81 decrease in M4. The result will be 281 flowing into the 
resistance at the drains of M4 and M6. 
One of the problems with wide common mode input range opamps is that in the unity-gain con-
figuration for large positive common mode, the output will abruptly spike up to the positive power 
supply voltage. This problem is removed by M12, M13 and M14. This arrangement causes the biasing 
current in MIO and Mll to track the biasing current in M7. Thus, when the common mode input limit 
is exceeded, the amplifier experiences soft limiting rather than an output spike [34]. 
A detailed small signal model of this circuit is described in [35]. The low-frequency gain of the folded 
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Ibm .---' 
vin2 .--+---+--"*---' 
casco de opamp is 
Figure 5.4 Single stag f-elded cascode 
Av = gmlgmS 
GoI Go2 
where GOl = gds6 and Go2 = gdsS + gds9. The dominant pole is found to be GQ 1 GCQ2 ' Note that 9m IS UrnS c 
the small signal transconductance and 9d. is the small signal drain to source resistance. 
5.2.2 Single Stage Folded Cascode Design 
To gain an insight into the design of these components, a single stage folded casco de opamp was 
designed. The process was MOSIS 2p CMOS orbit analog process. Figure 5.4 shows the schematic of 
this design. Note that it is the same as the first stage of Figure 5.3. The various transistor sizes and 
other parameters are as follows: 
WI W2 180p 
= 
W3 W4 40p 
-=-
Ll L2 4p L3 L4 3p 
Ws W6 20p 
r;;: = L; = 4p W7 
W12 125p 
----
L7 - -L12 2p 
Ws W9 34p 
= 
W13 180Jl 
L8 L9 2p L13 2Jl 
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Table 5.1 Opamp specifications achieved 
Specification 
Open Loop Gain 
Unity Gain Bandwidth 
Phase Margin 
Input Common mode Range 
Output voltage swing 
W11 
L11 
Simulation result 
-.: 300 ' , 
4.2 MHz at 10 pF load 
85.3 deg 
1.3-4.2 V 
1.3-3.5 V 
W14 40Jl 
= 
L14 2Jl 
Vbp2 = 1.75 
The opamp specifications achieved in simulation are indicated in Table 5.1. 
Figure 5.5 shows the gain bandwidth plot. The first waveform is the input and the second the 
output of the opamp. Note that the above measurements were with a load capacitance of lOpF whereas 
the actual opamp (if used in the pipeline) would not see such a high capacitance load in the pipeline. 
Hence, the opamp can be expected to operate at much higher speed if the output did not have to drive 
a pad as is the case here. Also, this version of the opamp was found to take up too much area after 
layout. Hence, a much smaller opamp would have to be designed. 
5.2.3 Differential Sample/Hold Design 
A typical differential version was implemented exactly as shown in Figure 5.2. The sizes used for 
the various transistors are given below. 
100Jl 
2Jl 
The two pass gates at Vin+ and Vin- are each 150/2. All the other NMOS transistors are 4/4 and 
PMOS transistors 10/4. Hence, as can be seen the pass transistors take up a lot of area and have to be 
optimized. 
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Figure 5.5 Output of opamp 
5.2.4 Architecture based on "Gain-Boost" Principle 
The gain-boost technique [36] is based on increasing the cascoding effect of T2 by adding an addi-
tional stage as shown in Figure 5.6. This stage reduces the feedback from the output to the drain of the 
input transistor. Thus, the output impedance of the circuit is increased by the gain of the additional 
stage, Aadd. 
where 9m stands for the small signal transconductance and ro stands for the small signal output resis-
tance (ro = _1_). In this way, the DC gain can be increased several orders of magnitude: Yd, 
Note that the additional stage itself can be implemented as a cascode stage and thus a very high gain 
can be achieved. In fact, an opamp has been reported [37] where the additional stage and the normal 
stage are both implemented as folded cascode stages giving a DC gain of around 90dB and a Unity 
Gain bandwidth of around 116 MHz. Figure 5.7 shows the frequency response of the cascoded gain 
stage, the additional stage and the combined "gain-boosted" circuit. A more detailed analysis can be 
found in [37]. The main problem in the design of this opamp is that it is very difficult to attain a stable 
DC bias where both Tl and T2 are in the saturation region. 
79 
Vdd 
Vo 
Vref' 
T2 
Cload 
Vi 
Tl 
Vss 
Figure 5.6 Cascoded gain stage with gain boosting 
5.3 Design of Comparator Used in Flash ADC 
A typical comparator circuit [3S] is shown in the Figure 5.S. It consists of a p-channel differential 
input pair (MI, M2), a CMOS latch circuit, and an S-R latch. The CMOS latch is composed of a 
n-channel flip-flop (M4, M5) with a pair of n-channel transfer gates (M8, M9) for strobing and an 
n-channel switch (MI2) for resetting, and p-channel precharge transistors (MID, Mll). </>1 and </>2 are 
the two non overlapping clocks. 
The dynamic operation of this circuit is divided into a reset time interval and a regeneration time 
interval. The two intervals are approximately between t1 and t2 and between t2 and t4, respectively, as 
shown in Figure 5.9. During </>2, the comparator is in the reset mode. Current flows through the closed 
resetting switch MI2, which forces the previous two logic state voltages to be equalized. After the input 
settles on it's decision, a voltage proportional to the input voltage difference is established between 
nodes a and b in the end. This voltage will act as the initial imbalance for the following regeneration 
time interval. In the meantime, as the n-channel flip-flop is reset, the p-channel one is also reset by the 
two closed precharge transistors which charge nodes c and d to the positive power supply voltage. As 
a result, the CMOS latch is set to the astable high-gain mode. 
The regeneration is initialized by the opening of switch M12. Since the strobing transistors MS 
1 
gain (log) 
Atot 
Aadd 
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enhancement 
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Figure 5.7 Frequency response 
ro (log) 
and M9 isolate the n-channel flip flop from the p-channel flip flop when ¢l is low, the use of two non 
overlapping clocks performs the regenerative process in two steps. The first step of regeneration is 
within the short time slot between ¢2 getting low and phil getting high. The second regeneration 
step starts when phil gets high and M8 and M9 are closed. The n-channel flip-flop, together with the 
p-channel flip-flop, regenerates the voltage differences between nodes a and b and between nodes c and 
d. The voltage difference between node c and node d is soon amplified to a voltage swing nearly equal 
to the power supply voltages. The following S-R latch is driven to full complementary digital output 
levels at the end of the regenerative mode and remains in the previous state in the reset mode. 
A typical comparator (2Jl MOSIS orbit process) designed by Tapas Ray of Iowa State University 
was used for the cell. The various transistor sizes are as follows: 
Ws = W9 = 4Jl 
The rest of the transistors are minimum sized. Specs Achieved by simulation for this comparator were: 
Speed = 20 MHz, Resolution = 10 bits, Input Dynamic Range = 2V 
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Figure 5.8 Schematic of the comparator 
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Figure 5.9 Time relation between ¢>1 and ¢>2 
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Figure 5.10 Final layout of the single cel1 and other typical components 
5.4 Conclusions 
Once the design of the sample/hold and comparator is completed, the rest of the design basically 
involves a switching network to implement the flash ADC and the DAC or reference generator. Figure 
5.10 shows the final layout of the single cell and other components in MOSIS 21' technology. At present, 
the single cell is in the process of being fabricated. Therefore, as has been seen, the key issue involves 
design of the opamp and the comparator.Thus, the aim of this chapter was to introduce the reader 
to these design techniques. Future work will have to focus on these key issues and investigate them 
careful1y to come up with a silicon solution in present day CMOS technology. 
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6 SUMMARY, CONCLUSIONS AND FUTURE WORK 
6.1 Scope 
The goal of this thesis was to investigate a number of calibration techniques to be used in the design 
of high performance analog-to-digital converters. The thesis incorporates a considerable amount of 
literature review in order to serve as a reference. A detailed mathematical investigation of the calibration 
algorithms is provided in order to give an insight into how these techniques work. An important objective 
Was to develop a software environment to simulate, design and test these techniques in order to serve as a 
platform for future work. Parallelism (for speed) is incorporated into the architecture by using multiple 
time interleaved pipelines. A technique to calibrate these pipelines to eliminate spurious harmonics is 
also described. Finally, a brief review of design techniques for high speed/high resolution is presented. 
An attempt to implement some components is also presented. 
6.2 Summary 
Chapter 1 of this thesis provides an introduction to analog-to-digital converters in general. The 
motivation for this thesis and a general introduction to AID converters is provided. Definitions used 
to characterize these converters are explained. Various architectures used to perform data conversion 
are described briefly. Finally, the organization of the thesis by chapters is presented. 
Chapter 2 deals with the topic of digital calibration. The origin of various errors that occur in AID 
conversion and their effects on the overall transfer characteristic is explained in detail. A review of 
calibration, both in the analog and digital domains is provided. Various architectures and algorithms 
to perform digital self calibration are described. A mathematical insight into how these algorithms work 
is provided. Finally, a comparison of the two algorithms is done. 
Chapter 3 describes a functional simulator that was developed as a part of this work. It begins by 
describing the models used for the pipeline cell. It also elucidates on the model used for the opamp to 
incorporate non-linearity. It then describes the input/output format for the software, and the various 
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routines used to perform characterization and testing. A flow chart for the program is also provided. 
A manual for this chapter is also provided as an appendix. 
Chapter 4 deals with the design of a 16 bit A/D converter. Multiple pipelines are used to achieve 
the desired speed. The chapter begins with a brief review of similar existing techniques. The individ-
ual pipelines are calibrated by accuracy bootstrapping. The chapter then describes a technique called 
normalization to calibrate the pipelines globally. Single tone and two tone testing to perform charac-
terization by means of a Fast Fourier Transform (FFT) is then described. Various results using the 
functional simulator are then presented. 
Chapter 5 deals with a review of the design of components used in a single cell of the pipeline. 
Firstly, the design of the sample/hold cum multiplying DAC circuit is described. The design of an 
opamp for high speed/high resolution is then delved into. Finally, the design of a typical comparator 
to be used in the flash converter is described. Chapter 6 provides the scope and summarizes the thesis. 
Finally the contributions of this work and suggested future work are presented. 
6.3 Conclusions 
The main conclusions are as follows: 
1.) The technique of accuracy bootstrapping linearized the transfer characteristic resulting in a 
global offset and gain. Therefore, in order to calibrate for multiple pipelines, all the transfer character-
istics had to be normalized with respect to one reference characteristic. 
2.) Multiple calibrations tended to shift the transfer curve and a different technique to perform 
multiple calibrations to reduce the effect of noise was proposed. 
3.) Parallelism had to be incorporated to increase the speed. Each individual pipeline had to be 
calibrated by accuracy bootstrapping to achieve 16 bit resolution. 
4.) The pipelines had to be calibrated to get rid of inter modulation spurs (spurious harmonics) 
which occur as a result of mismatches between the pipelines. A technique termed as global normalization 
was used and simulated. An SFDR of 90 dB at 16 bits in todays technology seems achievable using this 
technique. 
5.) Finally, techniques to design high gain/high bandwidth opamp's have to be investigated in order 
to achieve 16 bit resolution at moderate speeds. In conclusion, 16 bit ADC's operating in speeds in 
excess of 20 MHz with an SFDR greater than 90 dB seem to be achievable in todays technology. 
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6.4 Contributions 
The main contributions of this work were as follows: 
1.) A mathematical insight was provided into two self calibration algorithms. This analysis was 
useful in understanding how these techniques worked. 
2.) The effect of multiple calibrations on the transfer characteristic was also investigated. A mathe-
matical insight was provided and a procedure to perform multiple calibrations to average out the effect 
of noise was investigated. 
3.) A simulation environment for pipelined, time interleaved converters was developed. It incorpo-
rated plotting and testing capabilities including linear ramp and FFT tests. An important characteristic 
of this simulator was its expand ability. 
4.) Finally, a technique to perform calibration of multiple pipelines in order to get rid of spurious 
harmonics was developed. Various error magnitudes were simulated an SFDR greater than 90 dB was 
achieved using this technique in simulations. 
6.5 Suggested Future Work 
This work could not obviously exhaust all possible research topics that were encountered. In order to 
develop a practical application in silicon, the topics of chapter 5 must be implemented. The bottleneck 
for speed in this case is the front end sample/hold amplifier. Another important part would involve the 
design of a high gain/ high bandwidth opamp to be used in the pipeline since the speed of operation 
is dictated by the settling time of the opamp in the closed loop and the accuracy by the gain of the 
opamp. A high speed/high gain opamp has been reported in [37] but area and performance trade-offs 
will have to be performed to achieve a 16 bit pipeline using this opamp. The design of the comparator 
would also require a high gain architecture. 
Application of accuracy bootstrapping to non-binary architectures is also a topic worth delving into. 
Using a non-binary radix would reduce the chance of the residue going over range and hence increase 
resolution though the calibration would not be straight forward. Finally other calibration algorithms 
involving different topologies of the parallel pipelines instead of just normalization of the transfer curves 
could also be investigated. 
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APPENDIX THE MANUAL FOR SIMPAD 
(NOTE: It is assumed that you are familiar with the manner in which a pipelined AID converter 
works. Familiarity with the accuracy bootstrapping and digital self calibration algorithms is also as-
sumed.) 
INTRODUCTION 
The program is run at the shell prompt by typing the line 
user name> accu 
The program then asks you if you want the self calibration to be done by the accuracy bootstrapping 
algorithm or by the digital self calibration algorithm. See Figure A.I for the flow chart. 
*** Accuracy Bootstrapping (1) or Digital Self-Calibration (2)? 
Choosing 1 results in the Default values being shown. Hitting the <RETURN> key at this stage 
results in the following menu being presented. 
M: choose simulation Method (accu or dscp) 
D: Define and initialize ADC 
I: Input ADC configuration from a file (and pre-calculated 
random errors if included in the file) 
E: set Error limits 
R: eRror cancellation algorithm 
P: Perturb configuration (add random errors) 
A: display ADC configuration 
W: display Weights (digital coefficients) 
N: calculate ADC Non-linearity 
L: Linear sweep - INL / DNL 
0: sinusOidal sweep 
C: Calibrate configuration using Accuracy Bootstrapping 
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B: run Batch of different configurations (Monte-Carlo) 
T: scale weights using Two-point measurement 
U: sUmmary 
F: DAVID'S linearity test (may take a while) 
G: DAVID'S lin sweep Isbj3 steps 
H: DAVID'S random error calibration test 
S: Save ADC configuration and errors to a file 
Z: Define Multiple{Parallel) Paths 
V: Perform the FFT 
K: Calibrate the multiple pipes 
Q: Quit 
Description of the various options 
The various options are described below. Note that the program is insensitive to the case of the 
letter typed in. 
M: Choose simulation method (aceu or desp) 
Choosing this option returns you to the stage where you are asked whether you would like accuracy 
bootstrapping to be used or digital self calibration. Once the choice is made, hitting the <RETURN> 
key results in the original menu returning. 
D: Define and initialize ADC 
This option is to initialize the initial configuration of the ADC. The various parameters to be 
initialized are: 
No of stages 
The first parameter to be initialized is the number of stages in the ADC. A stage is a sample and 
hold amplifier with a ADC, DAC, a Summer and a gain stage. 
Delta 
This corresponds to the extra stages in the pipeline. These extra stages are for redundancy in order 
to achieve accuracy. The resolution of the ADC is only up to the no of bits declared as the no of stages. 
Select Self Calibration 
Algorithm. 
Input the stage 
parameters from a file 
if so desir~d. 
Define the Stages 
of a Pipeline. 
[
Initialize error values 
and incorporate them. 
J 
Convert the input Sine 
or Ramp using the 
hardware dictaded by 
the input parameters 
Output to the File 
or the Screen or 
to a plot. 
[ :;:orm the 
1 
Output to the File 
or the Screen or 
to a plot. 
1 
] 
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Save The configuration 
( Exit J 
1 
Perform Digital self 
Calibration and 
Initialize the weights 
of the stages. 
Figure A.1 Flow chart for SIMPAD 
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The delta is just for redundancy and error correction. 
Nominal Interstage gain (A) 
This corresponds to the gain of the amplifier which results in the difference being brought out as 
the residue. Note that the number of bits per stage is IAI- 1. Usually it is kept at 2. 
At this stage, the initialization is completed and the nominal configuration along with the initial 
weights are calculated. Note though that the ADC is initialized with no errors. To incorporate errors, 
the P option is later used. 
I: Input ADC configuration from a file (and pre-calculated random errors if included 
in the file) 
As the name indicates, the initial ADC configuration along with the pre-calculated errors can be 
input as a file. This is valid even for multiple pipes. 
E: set Error limits 
As the title indicates, choosing this option allows us to set error limits on the various parameters 
responsible for ADC non-linearity. These are as follows: 
Maximum Interstage Gain error 
This is the error in the interstage gain A. It is entered in percentage i.e if i enter 1 it means 1% gain 
error. Note that the default values are shown in the brackets and hitting the <RETURN> key without 
entering anything results in the default value being used. 
Maximum ADC (flash) error 
This is the error in the Flash ADC which converts the analog sampled input signal to its digital 
equivalent at that stage. This is also entered as a percentage. 
Maximum DAC error 
This is the error in the DAC converter which converts the Flash ADC output back to its analog 
equivalent in order to be subtracted from the original signal to generate the residue. This is the error 
which is mainly removed by the self calibration algorithm. Note that this is also input as a percentage. 
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Error Distribution 
This corresponds to the error distribution throughout the stages. u results in the error through all 
the stages being uniform. That is any error is generated by a random process. Choosing the e option 
on the other hand results in the errors being extreme in nature i.e. each error is equal in magnitude to 
either + or - the maximum as set by the error limit. 
Simulate recycling ADC, stages identical (yin)? 
The pipelined converter can also be simulated as a cyclic converter with the output of each stage 
being fed back to itself. It is the same as a non-cyclic converter except that the stages are separated in 
time rather than spatially. 
Max. equivalent output noise of stage 
This corresponds to the maximum output noise of the stage. 
Number of averages during calibration 
In order to reduce the effect of noise, a number of calibrations can be done successively. This 
option specifies the number of averages to be done. Usually for the accuracy bootstrapping algorithm 
it is found that 1 calibration is good enough and further calibrations do not result in any significant 
improvement. 
Max. equiv. output non-linearity of stage 
This is self explanatory. 
Simulate identical non-linearity in each stage (yin) 
This option queries you on whether to simulate each stage with a similar non-linearity or whether to 
simulate each stage with a different non-linearity. The default is usually set at a similar non-linearity. 
P: Perturb configuration (add random errors) 
Choosing this option results in the nominal configuration being "perturbed" from its initial condition. 
Random errors are generated for various ADC parameters and incorporated. The weights of the various 
stages are then computed. 
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A: display ADC configuration 
This option allows us to view the various ADC parameters at this stage. It first asks you whether 
to dump the output into a file or onto the screen. The ADC levels of each stage, the incremental DAC 
levels of each stage, the nominal gain of each stage and the non-linearity are all output. 
W: display Weights (digital coefficients) 
This option allows us to view the ideal and actual weights of each stage. As above the output can 
be output to a file or to the screen. The ideal weights (DAC levels) and the actual Weights (say after 
calibration) of each stage are output. 
N: calculate ADC Non-linearity 
This option calculates the ADC non linearity using certain theoretical measures described in the 
paper by Soenen and Geiger. Refer to the paper for more details. 
L: Linear Sweep -INL/DNL 
This option inputs a ramp input to the ADC and sweeps across the entire range. Based on two point 
measurements, it calculates the ADC linearity in terms of the INL and DNL errors. Plotting options 
are also available. 
0: sinusOidal sweep 
This option inputs a sinusoidal signal to the ADC and measures the output. Plotting options are 
also available. 
C: Calibrate configuration using Accuracy Bootstrapping 
Choosing this option results in the Accuracy Bootstrapping algorithm being implemented for the 
ADC under consideration. Once this is done, the ADC configuration, Weights, a linear or sinusoidal 
sweep can be done and the effect of the algorithm on the accuracy and non-linearity of the ADC can 
be examined. 
B: run Batch of different configurations (Monte-Carlo) 
This option allows us to run a batch of different configurations allowing us to perform a statistical 
analysis. 
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F: DAVID'S linearity test (may take a while) 
This option allows us to run a number of configurations allowing us to perform a statistical analysis. 
S: Save ADC configuration and errors to a file 
As the name indicates, choosing this option allows us to save the present ADC configuration and 
errors into a file for later use. 
Z: Define Multiple (Parallel) Paths 
This option allows us to define multiple paths of the ADC. The number of paths is first input. 
The paths are then perturbed depending on the users choice individually. Then the calibration of paths 
individually (accuracy bootstrapping) is done again depending on the user. Overall global normalization 
is done later by choosing K from the main menu. 
V: Perform the FFT 
This option allows us to perform an 1ft. The input files to the fft have to be first saved and named. 
It also allows plotting capabilities. 
K: Calibrate the multiple pipes 
This option allows us to globally normalize the ADC's multiple parallel pipes. It is done by two 
point measurements. Note that it has to be done after choosing the Z option and calibrating each pipe 
individually by accuracy bootstrapping. 
Q: Quit 
*** EXITING accu - GOOD BYE *** 
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