Nilpotent Ideals
Lemma 2.10 The sum of two nilpotent ideals is a nilpotent ideal.
Proof Let I, J be ideals such that I n = 0 and J m = 0. We claim that (I +J) n+m−1 = 0. That is, the product of n + m − 1 elements of the form u + v, u ∈ I, v ∈ J, is 0. Such a product can be written as a sum of products w = w 1 w 2 . . . w n+m−1 where each w i ∈ I ∪ J. If at least n of these w i s are in I, then w = 0 as I n = 0. If the number of the w i 's belonging to I is smaller than n, then at least m of them lie in J, and hence w = 0 since J m = 0.
By a maximal nilpotent ideal we mean a nilpotent ideal that is not properly contained in a larger nilpotent ideal.
Lemma 2.11 If a ring R has a maximal nilpotent ideal N, then N contains all nilpotent ideals of R.
Proof If I is another nilpotent ideal, then I + N is again a nilpotent ideal by Lemma 2.10. Because of the maximality of N we must have I + N = N, and thus I ⊆ N.
Thus, a maximal nilpotent ideal, if it exists, is unique and is equal to the sum of all nilpotent ideals. However, not every ring has such an ideal. That is to say, the sum of all nilpotent ideals of a ring is not always nilpotent (although it is nil for each of its elements is contained in a nilpotent ideal by Lemma 2.10).
Example 2.12 Let A and I be the algebra and its nil ideal from Example 2.7. For every k ∈ N, let I k denote the set of all matrices in I with the property that their nonzero entries appear only in the first k rows. It is easy to check that I k is a nilpotent ideal of A; in fact, I k+1 k = 0. If A had a maximal nilpotent ideal N, then, by Lemma 2.11, N would contain each I k , and hence also ∞ k=1 I k = I. However, I is not a nilpotent ideal.
Anyway, a finite dimensional algebra certainly does have a maximal nilpotent ideal. Indeed, it contains at least one nilpotent ideal (namely 0), and therefore the (nonempty) set of all nilpotent ideals contains an element of maximal dimension. This is obviously a maximal nilpotent ideal.
Definition 2.13
The maximal nilpotent ideal of a finite dimensional algebra A is called the radical of A.
Let us stress that this definition is adjusted to the finite dimensional context. There are several nonequivalent definitions of radicals of general rings, which agree with Definition 2.13 in the case of finite dimensional algebras.
Example 2.14 The radical of the algebra A = T n (F) from Example 2.6 is N, the set of all strictly upper triangular matrices. Indeed, N is a nilpotent ideal of A, and any ideal of A that properly contains N cannot be nilpotent since it necessarily contains a nonzero diagonal matrix.
Example 2.15 The radical of a finite dimensional simple algebra is 0. Namely, a simple algebra A cannot be nilpotent since A n = 0 implies that A n−1 is a proper ideal of A, and hence it is 0.
From now on in this chapter we will be interested in rings that have no nonzero nilpotent ideals. At the end we will describe the structure of all finite dimensional algebras with this property.
Prime and Semiprime Rings
The goal of this section is to introduce two important classes of rings, the prime rings and the semiprime rings. Let us start, however, with another class with which the reader is presumably already familiar, at least in the commutative context.
Definition 2.16
A ring R is said to be a domain if for all a, b ∈ R, ab = 0 implies a = 0 or b = 0.
In other words, R is a domain if it has no left (or right) zero-divisors. Equivalently, R is a domain if it has the cancellation property: If a = 0, then each of ab = ac and ba = ca implies b = c.
Commutative domains are of utmost importance in algebra. Noncommutative domains also form a notable class of rings, but their role in noncommutative algebra is not entirely parallel to the role of commutative domains in commutative algebra. The most basic examples of commutative rings are domains, while even the matrix ring M n (F), which one might consider as the prototype of a noncommutative ring, is not a domain. The next lemma introduces a wider class of rings, which can be regarded as a noncommutative counterpart of the class of commutative domains. Proof If I and J are left ideals satisfying IJ = 0, then IRJ = 0 since RJ ⊆ J. Hence we see that (i) implies (ii). Similarly, (i) implies (iii), and each of (ii) and (iii) trivially implies (iv) .
Assume that (iv) holds and that a, b ∈ R satisfy aRb = 0. The product of the ideals RaR and RbR is then 0. Hence one of them, say RaR, is 0. This implies that Ra and aR are two-sided ideals such that Ra · R = R · aR = 0. By (iv), Ra = aR = 0. But then Za is an ideal of R satisfying Za · R = 0, and so (iv) now yields a = 0. Thus, (iv) implies (i).
Definition 2.18
A ring R is said to be prime if it satisfies one (and hence all) of the conditions of Lemma 2.17.
Lemma 2.19 A commutative ring is prime if and only if it is a domain.
Proof It is enough to observe that ab = 0 implies aRb = 0 if R is commutative.
Remark 2.20 Let R be a prime ring with char(R) = 0. We first remark that if 0 = a ∈ R and n ∈ N are such that na = 0, then aR(nb) = 0 for every b ∈ R, and hence nR = 0. Secondly, if nR = 0 and n = rs for some r, s ∈ N, then rR ·sR = 0. Since rR and sR are ideals of R, we must have rR = 0 or sR = 0. This implies that char(R) is a prime number p. Therefore we can consider R as an algebra over Z p in the natural way. That is, for k ∈ Z p = {0, 1, . . . , p − 1} and x ∈ R we define kx as x + · · · + x (k times).
We proceed with a yet wider class of rings. Proof The proof that (i)-(iv) are equivalent is similar to the proof of Lemma 2.17, so we omit it. It is trivial that (v) implies (iv). Conversely, if (iv) holds and I is an ideal such that I n = 0, then (I n−1 ) 2 = 0 and hence I n−1 = 0. Inductively, we get I = 0.
Definition 2.22
A ring R is said to be semiprime if it satisfies one (and hence all) of the conditions of Lemma 2.21.
We remark that as a special case of (i) we have that each of the conditions aR = 0 and Ra = 0 implies a = 0 if R is semiprime.
Let us record the obvious analogue of Lemma 2.19.
Lemma 2.23 A commutative ring is semiprime if and only if it has no nonzero nilpotent elements.
Remark 2.24 If A is an algebra and I, J are ring ideals of A such that IJ = 0, then the linear spans of I and J are algebra ideals of A whose product is 0. Hence it follows that a prime algebra can be equivalently defined as an algebra which is prime as a ring, or as an algebra in which the product of any two of its nonzero algebra ideals is nonzero. A similar remark holds for semiprime algebras (as well as for simple algebras, cf. Remark 1.11).
Remark 2.25 Let I be a nonzero ideal of a prime ring R. If a, b ∈ R are such that aIb = 0, then aRuRb = 0 for every u ∈ I. Using (i) from Lemma 2.17 twice it follows that a = 0 or b = 0. This in particular shows that an ideal of a prime ring is again a prime ring. Similarly, an ideal of a semiprime ring is a semiprime ring.
Let us return to the situation considered in Lemma 2.11. The following can be added.
Lemma 2.26
If N is a maximal nilpotent ideal of a ring R, then the factor ring R/N is semiprime.
As N is nilpotent, it follows that J is nilpotent as well. Lemma 2.11 therefore implies that J ⊆ N, and hence K = 0.
Example 2.27
Let A and N be as in Example 2.14. Then A/N is isomorphic to F n , the direct product of n copies of F. Indeed, the map (a ij ) → (a 11 , a 22 , . . . , a nn ) from A to F n is easily seen to be a surjective algebra homomorphism with kernel N.
The following relations between the classes of rings introduced so far are obvious from definitions: division ring =⇒ simple and domain, simple =⇒ prime, domain =⇒ prime, prime =⇒ semiprime.
None of these implications can be reversed.
Example 2.28
We know that the Weyl algebra A 1 is simple. Let us show that it is also a domain, but not a division ring. We use the same notation as in Example 1.13. Take S, T ∈ L and r, s ≥ 0. Applying (1.8), it follows that The next example points out an important difference between the classes of prime and semiprime rings, and also indicates at least a slight analogy between prime rings and prime numbers.
Example 2.33 Let R 1 and R 2 be nonzero rings. Then their direct product R = R 1 ×R 2 is not a prime ring, as R 1 × 0 and 0 × R 2 are nonzero ideals of R whose product is 0. On the other hand, if both R 1 and R 2 are semiprime, then R is also semiprime.
We shall soon meet an important and non-obvious example of a finite dimensional semiprime algebra, related to the notion of a group. Before arriving at this specific topic, we will consider, in the next two sections, some notions that are of general importance in ring theory.
Unitization
Let A be an F-algebra. Then the set F × A becomes an F-algebra, which we denote by A , if we define addition, scalar multiplication and product as follows: We consider A as a subalgebra of A via the embedding x → (0, x). Note that A is actually an ideal of A . A crucial observation for us is that A is a unital algebra. Indeed, (1, 0) is its unity.
Definition 2.34
The algebra A is called the unitization of A.
Remark 2.35 Replacing the role of F by Z one defines the unitization R of a ring R in exactly the same way (just ignore the scalar multiplication). Alternatively, one can use Z n instead of Z if char(R) = n > 0.
This construction is intended primarily for algebras (and rings) without unity. The idea behind it is to be able to reduce some problems for general algebras to unital algebras; this does not always work, but sometimes it does. In principle one can construct A even when A is unital. This may seem somewhat artificial at first glance, especially since the unity of A is then different from the unity of A . However, constructions of new rings and algebras from the old ones sometimes turn out to be unexpectedly useful, say when searching for counterexamples.
The unitization of A does not preserve all properties of A. For instance, the simplicity is definitely not preservered since A is an ideal of A . If A is a nonzero prime unital algebra, then A is not prime since I = {(λ, −λ) | λ ∈ F} is an ideal of A such that IA = AI = 0. The non-unital case is different.
Lemma 2.36
If A is a prime algebra without unity, then A is also prime.
Then (λ, a)(1, 0)(μ, b) = 0, and hence λ = 0 or μ = 0. Let us consider the case where λ = 0; the case where μ = 0 can be treated similarly. We may assume that a = 0. From (0, a)(0, x)(μ, b) = 0 we infer that μax + axb = 0 for every x ∈ A. We may now also assume that μ = 0, since otherwise aAb = 0 and hence b = 0, as desired. Setting e := −μ −1 b we thus have ax = axe for every x ∈ A. Accordingly, a(xy)e = axy = (axe)y for all x, y ∈ A. We can rewrite this as ax(y − ye) = 0 = ax(y − ey).
Since A is prime it follows that y = ye and y = ey for every y ∈ A. This contradicts the assumption that A is not unital.
The Regular Representation
Let us begin with a question. Given a unital algebra A, is it possible that
for some a, b ∈ A? It is not our intention to discuss the reasons for the relevance of this equation. This problem was primarily chosen in order to illustrate the usefulness of the concept that we are about to introduce. The reader's answer to our question might be "why not?", and it is difficult to argue against it. After all, we saw that (2.1) appears in the Weyl algebra A 1 ; see (1.4). This algebra is infinite dimensional. Let us modify our question: Can (2.1) occur in a finite dimensional algebra? The answer is closer as it may seem. A shortcut to it is based on left multiplication maps L a : x → ax. Recalling the formulas L λa+μb = λL a + μL b and L ab = L a L b we see that a → L a is an algebra homomorphism.
Definition 2.37
The homomorphism a → L a from A into End F (A) is called the regular representation of A.
The regular representation is injective, unless aA = 0 for some nonzero a ∈ A. The latter condition is quite special, in particular it cannot happen if A is unital. Thus, under a mild assumption a → L a is an embedding of A in End F (A), which makes it possible for one to identify an element a ∈ A with L a ∈ End F (A). When trying to deal with an element a from an abstract algebra one might feel barehanded at the start. The advantage of considering L a is that it is a linear operator and therefore we can rely on linear algebra methods.
The answer to our question is now within reach, but let us first record the following lemma giving a firm basis for using the approach just indicated. The reader will notice the analogy with Cayley's theorem from group theory.
Proposition 2.38 Every F-algebra A can be embedded into the algebra End F (V ) for some vector space V . If A is finite dimensional, then V can be chosen to be finite dimensional, and so in this case A can be embedded into M n (F) for some n ∈ N.
Proof If A is unital, then we can take V = A and apply the regular representation. If it is not unital, then we can embed A into its unitization A , and accordingly take
This proposition enables one to consider elements from a finite dimensional algebra as matrices. The proof was easy, and this observation is often useless. But occasionally it can be very helpful. Let us return to our question. Thus, assume that a finite dimensional algebra contains elements a, b satisfying (2.1). Then, by Proposition 2.38, there exist matrices A, B ∈ M n (F) such that [A, B] = I (namely, the regular representation maps 1 into I). Now, the trace of the matrix [A, B] = AB − BA is 0, while the trace of the matrix I is n. If char(F) = 0, then this is impossible, and hence (2.1) cannot occur. The same argument yields the following sharper assertion.
Proposition 2.39
Let A be a nonzero finite dimensional unital algebra over a field F with char(F) = 0. Then 1 cannot be written as a sum of commutators in A.
Example 2.40 Let us show that Proposition 2.39 does not hold if F has prime characteristic p. Define D, L ∈ End F (F[ω]) just as in Example 1.13. Let I be the ideal of F[ω] generated by ω p , let V = F[ω]/I, and let φ : F[ω] → V be the canonical homomorphism. Note that V is a p-dimensional vector space. Since D(ω p ) = 0 it follows that D(I) ⊆ I. We have L(I) ⊆ I for trivial reasons. These inclusions show that the maps d, : V → V given by dφ = φD and φ = φL are well-defined. Clearly d, ∈ End F (V ) ∼ = M p (F), and we have [d, ] = 1. The reader may wish to write down the matrix representations of d and to obtain a more explicit interpretation of this example.
One might wonder whether there is really no other way to handle (2.1) than reducing the problem to matrices. This does seem to be the most natural and simple way, but there are others. Let us allow ourselves a digression, and prove a lovely result by N. Jacobson from 1935, dealing with the more general condition [[a, b] , a] = 0. This can easily occur in finite dimensional algebras even when a and b do not commute, regardless of char(F). Say, the standard matrix units E 11 , E 12 satisfy [E 12 , E 11 ] = −E 12 , and hence [[E 12 , E 11 ], E 12 ] = 0. The most convenient way to consider this condition is through the following concept.
Definition 2.41
Let A be an algebra (resp. ring). A linear (resp. additive) map d :
It is easy to guess where this name comes from.
Example 2.42 The differential operator D from Example 1.13 is a derivation.
The basic example in noncommutative rings is of different nature.
Example 2.43 For every a in an algebra (or ring) A, the map d : A → A given by d(x) = [a, x] is a derivation. Such a derivation is said to be an inner derivation. x] . Our condition can be written as
Proposition 2.44 (Jacobson) Let A be a finite dimensional algebra over a field F with char
( 2 . 2 )
We claim that
This is trivial for n = 1, so let n > 1 and assume that (2.3) holds for n − 1. From the definition of a derivation one easily infers that d n satisfies the Leibniz rule that we know from calculus. Accordingly,
Now use the induction assumption together with (2.2) and (2.3) follows.
As an immediate consequence of (2.2) and (2.
The proof just given was actually discovered by D. Kleinecke, but it is similar to Jacobson's original proof.
Remark 2.45 From the proof we see that a slightly more general result than stated is true: If A is as in Proposition 2.44, d is a derivation of A, and d 2 (b) = 0 for some b ∈ A, then d(b) is nilpotent. Note that we can reword Proposition 2.44 as follows: If δ is an inner derivation of A (induced by b), and a ∈ A is such that [δ(a), a] = 0, then δ(a) is nilpotent. Using the regular representation it can be easily shown that this is also true for every, not necessarily inner, derivation δ. Indeed, [δ(a), a] = 0 implies [L δ(a) , L a ] = 0. The condition that δ is a derivation can be expressed as L δ(a) = [δ, L a ]. Therefore we have [[δ, L a ], L a ] = 0. Proposition 2.44 applied to the (also finite dimensional) algebra End F (A) tells us that L δ(a) = [δ, L a ] is nilpotent. Hence δ(a) is nilpotent too.
A more sophisticated application of the regular representation will be given in the next section.
Group Algebras
Group theory and ring theory are two branches of algebra. In a first course in abstract algebra one might get an impression that, although sometimes similar, they are basically unconnected. But there are many links between groups and rings. The concept that we are about to introduce gives rise to striking interactions.
Assume temporarily that G is an arbitrary set. If F is, as always, a field, then we can form the vector space over F whose basis is G. Its elements are formal sums g∈G λ g g where λ g ∈ F and all but finitely many λ g are zero. The definitions of addition and scalar multiplication are self-explanatory. Assume now that G is a group. Then this vector space becomes an algebra if we define multiplication by simply extending the group multiplication on G to the whole space; taking into account the algebra axioms this can obviously be done in a unique way. Thus,
We denote this algebra by F [G] .
It is actually enough to assume that G is merely a semigroup to construct F [G] . In this case we call F[G] a semigroup algebra. Similarly, we can speak about a monoid algebra if G is a monoid. Furthermore, one can replace the role of the field F by any ring R, and then define addition and multiplication in formally the same way. Everything still makes sense, but of course the resulting object is a ring rather than an algebra. It is called a (semi)group ring and is denoted by R [G] . For example, considering N 0 : = N ∪ {0} as a monoid under addition, we readily see that
It is easy to find group algebras that are domains. Say, F[Z] is such an example. However, if a group G has an element g = 1 of finite order, then F[G] is not a domain. Indeed, g n = 1 implies (1 − g)(1 + g + · · · + g n−1 ) = 0. The following problem has been open for a long time.
Problem 2.47 If a group G has no elements different from 1 of finite order, is then
If G is a nontrivial group, then the set of all g∈G λ g g such that g∈G λ g = 0 is a proper nonzero ideal of F [G] . It is called the augmentation ideal of F [G] . The algebra F[G] therefore is not simple. The main issue of this section is the question whether F[G] is semiprime. We begin with the simplest example.
Example 2.48 Let G = Z 2 . It is more convenient to use the multiplicative notation, so we write G = {1, g} where g 2 = 1. The group algebra F[G] thus consists of elements of the form λ1 + μg, λ, μ ∈ F, which are multiplied according to
It is easy to verify that λ1
Thus, the group algebra F[Z 2 ] is semiprime if and only if char(F) = 2. We will now generalize this observation to group algebras over arbitrary finite groups. First we recall some facts from linear algebra. Let V be a finite dimensional vector space, and let T : V → V be a linear map. Choosing a basis in V , we can represent T as a matrix relative to this basis. Different bases give rise to similar matrices. Therefore, no matter which basis we choose, the trace of a matrix representing T is always the same. We can therefore define tr(T ), the trace of T , as the trace of any matrix representation of T . If T is nilpotent, then tr(T ) = 0. This can be deduced, for example, from the Jordan normal form of a matrix representation of T , as 0 is clearly the only eigenvalue of T . Note that here we have to use the fact that every field F has an algebraic closure F, and then consider the matrix representation of T as a matrix in M n (F).
The following theorem was proved in 1898 by H. Maschke.
Theorem 2.49 (Maschke) Let G be a finite group. Then the group algebra F [G] is semiprime if and only if either char(F) = 0 or char(F) is a prime number p that does not divide |G|.
Let n = |G| and denote the elements in G by g 1 , g 2 , . . . , g n where g 1 = 1. Obviously,
for every j. The matrix representation of L g i with respect to the basis {g 1 , g 2 , . . . , g n } has therefore zeros on the diagonal. Consequently, ρ(g i ) = 0. This is a crucial observation upon which our proof is based. Suppose now that F[G] has a nonzero nilpotent ideal I. We want to show that then F has finite characteristic p which divides n = |G|. Pick a nonzero a ∈ I, and write a = n i=1 λ i g i . Without loss of generality we may assume that λ 1 = 0. Indeed, otherwise we choose i such that λ i = 0 and replace a by g −1 i a, which is of course also an element from I. We have
As an element of a nilpotent ideal, a is a nilpotent element. Hence L a is a nilpotent linear map, and so ρ(a) = 0. That is, nλ 1 = 0. Since λ 1 = 0, this is possible only when p = char(F) divides n.
Conversely, assume that p = char(F) divides |G|. Set r = n i=1 g i . Since rg j = g j r = r for every j, we see that the 1-dimensional space Fr is an ideal of F [G] . As r 2 = |G|r = 0, Fr is a nilpotent ideal.
The real meaning of Theorem 2.49 will become clearer later, after describing the structure of finite dimensional semiprime algebras. This description is, in fact, our central goal in the rest of the chapter. To this end we need several simple auxiliary results, which are all of independent interest.
Matrix Units
We are already familiar with standard matrix units E ij . Let us introduce their abstract generalization.
Definition 2.50 Let R be a unital ring and let n ∈ N. A set {e ij ∈ R | 1 ≤ i, j ≤ n} is called a set of n × n matrix units if e 11 + e 22 + · · · + e nn = 1 and e ij e kl = δ jk e il for all 1 ≤ i, j, k, l ≤ n. Here, δ jk stands for the "Kronecker delta":
Standard matrix units in R = M n (S), where S is an arbitrary unital ring, of course provide a basic example. This is not the only set of matrix units in R, not even when S = F is a field. For example, if e ij are matrix units and p is an invertible element, then f ij := p −1 e ij p are also matrix units.
The matrix units e ij with i = j are substantially different from the matrix units e ii . In particular, the e ij 's satisfy e 2 ij = 0 and are thus nilpotent elements, while the e ii 's satisfy e 2 ii = e ii . Definition 2.51 An element e in a ring R is said to be an idempotent if e 2 = e.
Idempotents e and f are called orthogonal if ef = fe = 0.
Thus, the e ii 's are pairwise orthogonal idempotents whose sum is 1. Every e ii gives rise to the subring e ii Re ii = {e ii ae ii | a ∈ R} of R, and all of these rings are isomorphic:
e ii Re ii ∼ = e jj Re jj .
Indeed, e ii ae ii → e ji (e ii ae ii )e ij = e jj (e ji ae ij )e jj is an isomorphism. Checking this is straightforward and left as an exercise. We just wanted to indicate why one often considers only e 11 Re 11 . Another instructive little exercise is to show that the ideal generated by each matrix unit e ij is the whole ring.
We have defined matrix units in an arbitrary unital ring. However, we will now show that a ring with matrix units is in fact a full matrix ring. Note that a ij = e 11 a ij e 11 and so a ij indeed lies in e 11 Re 11 . The additivity of ϕ is clear. The (i, j) entry of ϕ(a)ϕ(b) is equal to n k=1 e 1i ae k1 e 1k be j1 = e 1i a n k=1 e kk be j1 = e 1i abe j1 , which is the (i, j) entry of ϕ(ab). Thus, ϕ(ab) = ϕ(a)ϕ(b). If a ij = 0 for all i, j, then e ii ae jj = e i1 a ij e 1j = 0, and so a = 0 since the sum of the e ii 's is 1. Thus ϕ is injective. Finally, observe that ϕ(e k1 ae 1l ) is the matrix whose (k, l) entry is e 11 ae 11 and all other entries are 0, from which the surjectivity of ϕ follows.
Remark 2.53
If R is an algebra, then the isomorphism from Lemma 2.52 is an algebra isomorphism.
Idempotents
Let us take a brief digression and say a few general remarks about idempotents. In what follows e will denote an arbitrary idempotent in a ring R.
As we have seen in the preceding section, the subring eRe of R may be of relevance. We call eRe the corner ring corresponding to e. This term obviously arises from the matrix ring example (what is eRe if R = M n (S) and e = E 11 + · · · + E kk ?). The corner ring eRe is unital, even if R is not; its unity is e. We shall soon see that eRe is only one out of four subrings of R that are naturally attached to e.
For simplicity of exposition we assume, until further notice, that R is a unital ring and that e is a nontrivial idempotent, i.e., an idempotent different from 0 and 1. Then
is also a nontrivial idempotent, e and f are orthogonal, and their sum is 1. A model for such a pair of idempotents, and a motivating example for what we are about to say, are matrix units e 11 and e 22 in a 2 × 2 matrix ring.
Suppose ex 1 e + ex 2 f + fx 3 e + fx 4 f = 0 for some x i ∈ R. Multiplying from the left and right by e we obtain ex 1 e = 0. Similarly we see that all other terms are 0. On the other hand, since every x ∈ R can be written as
(2.4)
Here we have in mind the additive group direct sum. We call (2.4) the Peirce decomposition of R (with respect to e). Set R 11 := eRe, R 12 := eRf , R 21 := fRe, R 22 := fRf .
Thus R 11 and R 22 are corner rings corresponding to e and f , respectively, while R 12 and R 21 are subrings with zero multiplication. Furthermore, we have
for all 1 ≤ i, j, k, l ≤ 2, which resembles calculations with matrix units. The point here is that when having a nontrivial idempotent e in our ring, we can, with the help of its indispensable companion f = 1 − e, mimic 2 × 2 matrices. Sometimes such an approach is really efficient. We did not say, however, that a ring R with a nontrivial idempotent e is necessarily isomorphic to a 2 × 2 matrix ring (over some ring). This does hold true under the additional assumption that the equations exfye = e and fyexf = f are solvable in R. Namely, then we can introduce the elements e 11 := e, e 12 := exf , e 21 := fye, e 22 := f , which readily form a set of 2 × 2 matrix units of R, yielding R ∼ = M 2 (eRe) by Lemma 2.52. There are many rings without nontrivial idempotents, for example domains, and hence in particular division rings. As indicated above, the existence of a sole nontrivial idempotent can already have an impact on the handling of a ring. But actually the existence of one idempotent implies the existence of "many", at least when the summands eRf and fRe from the Peirce decomposition are nonzero. Namely, if e is an idempotent, then so are e + exf and e + fxe for every x ∈ R. Also, p −1 ep is an idempotent for every invertible p ∈ R.
Observations from the previous paragraph are meaningless if e is a central idempotent, i.e., an idempotent from the center Z(R) of R. In this case eRf = fRe = 0 and the Peirce decomposition reduces to two summands I := eR = eRe and J := fR = fRf . Clearly I and J are ideals of R, R = I ⊕ J, and R ∼ = I × J via the isomorphism x → (ex, fx) . A central idempotent thus gives rise to a decomposition of a ring.
We have assumed at the beginning that R was unital, which made it possible for us to introduce the idempotent f = 1 − e. The presence of 1 could actually be avoided without harming the essence of the above discussion. We did not really deal with f itself, but with products of f with elements from R. Now, if one does not assume that R is unital and then writes x − ex instead of fx, x − ex − xe + exe instead of fxf , etc., then most of what was said above makes sense. In particular, the Peirce decomposition is still available, but the price we have to pay for not assuming the existence of 1 are lengthy and messy formulas. However, the assertions concerning central idempotents need only minor changes. The following can be extracted from the discussion in the previous paragraph: If e is a central idempotent in R, then I = eR and J = {x − ex | x ∈ R} are ideals of R such that
Considering I as a ring, we see that e is its unity. Ideals are rarely unital rings. In fact, only those that are generated by central idempotents are. Proof Since e ∈ I, we have eR ⊆ I, and conversely, I = eI ⊆ eR. Thus I = eR. Next, since ex, xe ∈ I for every x ∈ R, we have ex = (ex)e and xe = e(xe). Consequently, ex = xe, and so e is a central idempotent. Now we refer to the discussion before the lemma.
Again assuming that R is unital, we can state a kind of converse to Lemma 2.54: If I and J are ideals of R such that R = I ⊕ J, then there exists a central idempotent e ∈ R such that I = eR and J = (1 − e)R (so I and J are unital rings). The proof is easy. Just write 1 = e + f with e ∈ I, f ∈ J, and check that e has the desired properties.
Minimal Left Ideals
When considering one-sided ideals we will usually give preference to the left ones. Example 2.57 Let R = M n (D), D a division ring, and let L be the set of matrices in R that have arbitrary entries in the ith column and zeros in all other columns. It is an easy exercise to show that L is a minimal left ideal of R. We also remark that L = RE ii where E ii is the standard matrix unit, and that
Lemma 2.58 If L is a minimal left ideal of a semiprime ring R, then there exists an idempotent e ∈ R such that L = Re and eRe is a division ring.
Proof Since R is semiprime, there exist x, y ∈ L such that xy = 0. In particular, Ly = 0. But Ly is a left ideal of R contained in L, so Ly = L because of the minimality of L. Accordingly, there exists e ∈ L such that ey = y. Hence it follows that e 2 − e belongs to the set J := {z ∈ L|zy = 0}. Clearly, J is again a left ideal of R contained in L. Since x ∈ L \ J, this time we conclude that J = 0. In particular, e 2 = e. As e ∈ L, we have Re ⊆ L, and since 0 = e ∈ Re it follows from the minimality assumption that L = Re. Now consider the corner ring eRe. Let a ∈ R be such that eae = 0. We must prove that eae is invertible in eRe. We have 0 = Reae ⊆ Re = L, and so Reae = L. Therefore beae = e holds for some b ∈ R, and hence also (ebe)(eae) = e. Since ebe is a nonzero element in eRe, by the same argument there exists c ∈ R such that (ece)(ebe) = e. But a left inverse coincides with a right inverse, so eae = ece is invertible in eRe, with ebe being its inverse.
A similar statement of course holds for minimal right ideals. Also, without any change in the proof we see that the lemma holds for algebras as well. Needless to say, minimal left ideals of algebras are defined in the same way as minimal left ideals of rings.
Semiprime rings with minimal left ideals thus contain particularly nice corner rings. Unfortunately, the existence of minimal left ideals in rings is an exception rather than a rule. However, in nonzero finite dimensional algebras they exist for obvious reasons-just take any nonzero left ideal of minimal dimension. The following result thus follows immediately from (the algebra version of) Lemma 2.58.
Corollary 2.59
If A is a nonzero finite dimensional semiprime algebra, then there exists an idempotent e ∈ A such that eAe is a division algebra.
Corollary 2.59 is exactly what we will need in the next section. However, it would be inappropriate to stop the discussion on minimal left ideals at this point without mentioning the converse of Lemma 2.58.
Corollary 2.60
The following statements are equivalent for an idempotent e in a semiprime ring R:
Proof Since (i) is, unlike (ii) and (iii), a left-right symmetric condition, it suffices to prove that it is equivalent to (ii). As we know that (ii) implies (i) by (the proof of) Lemma 2.58, we must only show that (i) implies (ii). Thus, assume that eRe is a division ring, and take a left ideal I of R such that 0 = I ⊆ Re. It is enough to show that e ∈ I, as this clearly yields I = Re. Pick 0 = u ∈ I. By the semiprimeness of R we have uru = 0 for some r ∈ R. Note that u = ue for u ∈ I ⊆ Re. Consequently, eru = erue is a nonzero element of eRe, and hence there exists v ∈ R such that (eve)(eru) = e. Therefore e ∈ Ru ⊆ I.
We will continue the study of minimal left ideals later, in Sect. 5.4.
Wedderburn's Structure Theorems
In 1907, Wedderburn laid down the foundations of the structure theory of noncommutative algebras. Equipped with simple lemmas from the previous sections we are now in a position to prove Wedderburn's theorems. The first one characterizes finite dimensional simple algebras.
Theorem 2.61 (Wedderburn) Let A be a nonzero finite dimensional algebra. The following statements are equivalent:
(iii) There exist n ∈ N and a division algebra D such that A ∼ = M n (D).
Proof We already know that (iii) implies (ii) (Example 1.10), and trivially (ii) implies (i). Thus we only have to prove that (i) implies (iii). Let us first do this under the additional assumption that A is unital. The proof is by induction on d := [A : F].
If d = 1, then we simply take n = 1 and D = F. Thus, let d > 1. By Corollary 2.59 there exists an idempotent e ∈ A such that eAe is a division algebra. If e = 1, then the desired result holds (with n = 1). Assume therefore that e is a nontrivial idempotent. Set f := 1 − e. Note that fAf is a nonzero prime algebra with unity f . Since e does not belong to fAf , we have [ fAf : F] < d. The induction assumption implies that fAf is isomorphic to the algebra of m×m matrices over some division algebra. Accordingly, fAf contains matrix units e ij , i, j = 1, . . . , m, such that e 11 fAfe 11 = e 11 Ae 11 is a division algebra. Our goal is to extend the matrix units of fAf to matrix units of A. We begin by setting n := m + 1 and e nn := e. Then n i=1 e ii = f + e = 1, and of course e nn e ij = e ij e nn = 0 for all i, j < n. It remains to find e in and e ni , i ≤ n − 1 (informally: the last row and the last column of matrices from our algebra are still "unknown", except for their intersection).
Let us first find e 1n and e n1 . This is the heart of the proof. Using the primeness twice we see that e 11 ae nn a e 11 = 0 for some a, a ∈ A. As e 11 Ae 11 is a division algebra with unity e 11 , there is a ∈ A such that (e 11 ae nn a e 11 )(e 11 a e 11 ) = e 11 .
Setting e 1n := e 11 ae nn and e n1 := e nn a e 11 a e 11 we thus have e 1n e n1 = e 11 .
Since e n1 ∈ e nn Ae 11 , we have e n1 = e nn e n1 and e n1 = e n1 e 11 = e n1 e 1n e n1 . Comparing both relations we get (e n1 e 1n − e nn )e n1 = 0.
The element e n1 e 1n − e nn lies in the division algebra e nn Ae nn . If it was not zero, then we could multiply the last identity from the left-hand side by its inverse, leading to a contradiction 0 = e nn e n1 = e n1 . Therefore e n1 e 1n = e nn .
Finally, we define e nj := e n1 e 1j and e jn := e j1 e 1n for j = 2, . . . , n − 1. Note that e ij = e i1 e 1j and e 1j e k1 = δ jk e 11 holds for all i, j, k = 1, . . . , n. Consequently, for all i, j, k, l = 1, . . . , n we have e ij e kl = e i1 e 1j e k1 e 1l = δ jk e i1 e 11 e 1l = δ jk e i1 e 1l = δ jk e il .
Thus e ij , i, j = 1, . . . , n, are indeed matrix units of A. Lemma 2.52 (together with Remark 2.53) yields the desired conclusion A ∼ = M n (D), where D = e 11 Ae 11 . It remains to show that (i) implies (iii) without the assumption that A is unital. Suppose A is prime and not unital. Then A is a prime unital algebra by Lemma 2.36.
Since (i) implies (iii) (and hence (ii)) for unital algebras, it follows that A is simple. However, this is a contradiction since A is a proper nonzero ideal of A .
We can add to Theorem 2.61 that D is, of course, also finite dimensional, and that [A : F] = n 2 [D : F]. Let us also mention that the classical version of Theorem 2.61 does not involve prime algebras. Usually it is stated as
However, for our approach to the structure theory the concept of primeness is more suitable than the concept of simplicity. At any rate, it is interesting that finite dimensional prime algebras coincide with simple ones. In general, the class of prime algebras is much larger than the class of simple algebras.
Let us also remark that the restriction to finite dimensions in Theorem 2.61 is absolutely necessary. Just think of the Weyl algebra, which is a simple domain but not a division algebra (see Example 2.28).
Corollary 2.62 A finite dimensional algebra A is a central simple algebra if and only if there exist n ∈ N and a central division algebra D such that A ∼ = M n (D).
Proof Apply Theorem 2.61 and Lemma 1.15. The direct product of prime algebras is a semiprime algebra (cf. Example 2.33).
We will now show that in the finite dimensional setting every semiprime algebra is built in this way.
Theorem 2.64 (Wedderburn) Let A be a nonzero finite dimensional algebra. Then A is semiprime if and only if there exist n 1 , . . . , n r ∈ N and division algebras D 1 , . . . , D r such that A ∼ = M n 1 (D 1 ) × · · · × M n r (D r ).
Proof We only have to prove the "only if" part. We proceed by induction on d = [A : F]. If d = 1, then A = Fa with a 2 = 0. Thus a 2 = λa, λ = 0, so that λ −1 a is the unity of A. Hence A ∼ = F. Let d > 1. If A is prime, then the result follows from Theorem 2.61. We may therefore assume that there exists 0 = a ∈ A such that I = {x ∈ A | aAx = 0} is a nonzero set. Clearly, I is an ideal of A, and therefore a semiprime algebra (cf. Remark 2.25). Since a / ∈ I we have [I : F] < d. The induction assumption implies that I ∼ = M n 1 (D 1 ) × · · · × M n p (D p ) for some n i ∈ N and division algebras D i , i = 1, . . . , p. As each factor M n i (D i ) has a unity, so does I. By Lemma 2.54 there is an ideal J of A such that A ∼ = I ×J. We may use the induction assumption also for J and conclude that J ∼ = M n p+1 (D p+1 )× · · · ×M n r (D r ) for some n i ∈ N and division algebras D i , i = p + 1, . . . , r. The result now clearly follows.
Theorem 2.64 in particular shows that a nonzero finite dimensional semiprime algebra is automatically unital.
A more common name for a finite dimensional semiprime algebra is a (finite dimensional) semisimple algebra. Accordingly, a more standard wording of Theorem 2.64 is
Semisimple rings form another class of rings, which we will meet later. In the finite dimensional context, semisimple algebras coincide with semiprime ones.
If a finite dimensional algebra A has nonzero nilpotent ideals, then we can factor out its radical and thereby obtain a semiprime algebra (Lemma 2.26). This yields the following result which gives a more complete picture of the structure of finite dimensional algebras.
Theorem 2.65 Let A be a finite dimensional algebra. If N is its radical (i.e., the maximal nilpotent ideal), then
for some n 1 , . . . , n r ∈ N and division algebras D 1 , . . . , D r , unless A = N is a nilpotent algebra.
Actually, more can be said. If A is an algebra over a perfect field F (fields of characteristic 0, algebraically closed fields, and finite fields are all examples of perfect fields), then there exists a subalgebra A of A such that A ∼ = A/N ∼ = M n 1 (D 1 ) × · · · × M n r (D r ) and A = A ⊕ N, the vector space direct sum. This result is known as Wedderburn's principal theorem. We omit the proof. The interested reader can find it, for instance, in [Row91, . For a nice illustration of the theorem examine the case where A = T n (F), cf. Examples 2.14 and 2.27.
We will give additional information on Wedderburn's structure theorems in Sects. 3.9, 5.3, and 5.4.
Algebras Over Special Fields
The purpose of this section is to restate Wedderburn's theorems for algebras over some special fields. We begin with algebraically closed fields, for which these theorems take on extremely simple forms. The following result was proved (for F = C) already in 1892 by T. Molien.
Corollary 2.66 (Molien) Let A be a nonzero finite dimensional semiprime algebra over an algebraically closed field F. Then A ∼ = M n 1 (F) × · · · × M n r (F) for some n 1 , . . . , n r ∈ N. Moreover, if A is prime then r = 1.
Proof Use Theorems 2.61 and 2.64 along with Proposition 1.6.
In the next result we will indicate the usefulness of Corollary 2.66 by combining it with Maschke's theorem. Given a finite group G, we can form the group algebra F[G] for any field F. Understanding F[G] can give us a clue for understanding G. We have a freedom in selecting the field F. In view of Corollary 2.66, choosing F to be algebraically closed seems to be a good idea. Maschke's theorem (Theorem 2.49) suggests that by requiring that char(F) = 0 we will be on the safe side. An obvious choice now is F = C.
Corollary 2.67 Let G be a finite group. Then there exist n 1 , . . . , n r ∈ N such that C[G] ∼ = M n 1 (C) × · · · × M n r (C).
Thus, starting with an abstract finite group, we were able to represent it through its group algebra as a "concrete" object, the direct product of full matrix algebras. Corollary 2.67 is a basic result in the representation theory of finite groups. A representation of a group G is a group homomorphism from G into the general linear group, i.e., the group of all invertible n × n matrices.
Example 2.68 Consider the group algebra C[S 3 ], where S 3 is the symmetric group of {1, 2, 3}. Representing it as M n 1 (C) × · · · × M n r (C), we must have r i=1 n 2 i = 6, the dimension of C[S 3 ]; moreover, at least one n i must be different from 1 since S 3 is noncommutative. The only possibility is that
In the next results we confine ourselves to simple algebras.
Corollary 2.69 A finite dimensional simple R-algebra A is isomorphic either to M n (R), M n (C), or M n (H) for some n ∈ N.
Proof Combine Theorem 2.61 with Theorem 1.4.
With reference to Corollary 2.62 we get Corollary 2.70 A finite dimensional central simple R-algebra A is isomorphic either to M n (R) or M n (H) for some n ∈ N.
Corollary 2.71 A finite simple ring R is isomorphic to M n (F) for some n ∈ N and some finite field F.
Proof As noticed in Remark 2.20, char(R) is a prime number p and we can consider R as a Z p -algebra. Therefore Theorem 2.61 tells us that R ∼ = M n (D) where D is a finite dimensional division algebra over Z p . By Theorem 1.38, D is a field.
Wedderburn's theorems reduce the problem of classifying finite dimensional (semi)prime F-algebras to classifying finite dimensional division F-algebras. The latter is fully understood if F is one of the fields considered in this section. For some fields F, however, finding all finite dimensional division F-algebras may be an extremely difficult problem and their explicit list cannot be given.
Scalar Extension (A Naive Approach)
In most of the above sections the field F has played just a formal role in our study of F-algebras. In the previous section, however, we saw that F is of essential importance if we wish to describe algebras precisely. We now aim to present a simple construction which enables replacing the given field F by a "better" field for which the structure theory yields definitive results. The standard way for introducing this construction requires the concept of the tensor product. Following the elementary style of this chapter we will use an alternative way which has many disadvantages and one advantage: it is very simple and intuitively clear. It is our hope that a naive approach used here will help the reader to easily understand (and appreciate) the "correct" definition given later, in Sect. 4.7.
Let us begin with an illuminating example.
Example 2.72 Consider the algebra H C of "complex quaternions", i.e., H C is the 4-dimensional C-algebra with basis {1, i, j, k} satisfying the same multiplication rules (1.1) as the standard real quaternions H (cf. Remark 1.7). That is, we keep the multiplication table of H, but change the scalars from R to C. Every complex algebra can be canonically considered as a real algebra (of dimension 2n if it is n-dimensional as a complex algebra). In this sense we may regard H as an R-subalgebra of H C . As a sum of squares of nonzero complex numbers can easily be 0, the proof that H is a division algebra does not work for H C . Moreover, indirectly it shows that H C is not a domain. Let us determine what H C really is. We shall write i for the complex imaginary unit (to distinguish it from i ∈ H C ). It is straightforward to check that the elements
form a set of 2 × 2 matrix units of H C , and that e 11 H C e 11 = Ce 11 ∼ = C. Using Lemma 2.52 we may now conclude that
Considering the restriction of this isomorphism to H we see that H is isomorphic to the real algebra of all complex matrices of the form z w −w z .
One might object that by changing the real scalars into the complex ones we did not make the quaternions nicer. On the contrary, we have spoiled the property of being a division algebra. However, our aim was to indicate a general principle that is hidden behind this example. Let us consider another, admittedly less appealing, in fact quite trivial example.
Example 2.73 The standard matrix units E 11 , E 12 , E 21 , E 22 form the standard basis of M 2 (R). Again substituting the scalars we can consider the C-algebra M 2 (R) C consisting of elements 2 i,j=1 λ ij E ij , λ ij ∈ C, whose multiplication is determined by E ij E kl = δ jk E il . It is obvious that
Let us summarize what has been inferred in these two examples. From Corollary 2.69 we see that up to isomorphism there are exactly two 4-dimensional simple real algebras: H and M 2 (R) (they both happen to be central). If we take the standard basis of any of them and introduce the algebra that has the same basis and the same multiplication table, only the scalars are changed from R to C, then this new algebra is isomorphic to M 2 (C).
Now we proceed to the abstract situation. Take an algebra A over F. For simplicity assume that it is finite dimensional. Choose a basis {e 1 , . . . , e d } of A with multiplication table
(2.5)
The constants α ijk ∈ F completely determine the multiplication in A. Let K be a field extension of F. We now introduce the K-algebra A K which has the same basis {e 1 , . . . , e d } and whose multiplication is determined by the same formula (2.5) (this makes sense since α ijk ∈ F ⊆ K). Thus, we only change the scalars but keep the operations. The associativity of the multiplication in A K is a consequence of the associativity of the products of the e i 's. We call A K the scalar extension of A to K.
Since F is a subfield of K, we can canonically consider A K as an F-algebra and A as its F-subalgebra. Let us also point out that
(2.6)
Our definition of scalar extension depends on a basis. It would be formally more correct to denote it by something like A K,{e 1 ,...,e d } instead of just A K . However, let us put aside a natural question of what happens if we take another basis, and stick with the simplified notation A K . The "correct" definition that will be given in Sect. 4.7 is independent of basis, and when we reach that point everything should be clear. Let us now only concentrate on a generalization of our observations on 4-dimensional (central) simple real algebras.
Theorem 2.74 Let A be a finite dimensional central simple F-algebra. If F is an algebraic closure of F, then A F
Proof Let us show that A F is simple. Take a nonzero ideal I of A F , and pick a nonzero u = λ 1 e 1 + · · · + λ d e d ∈ I. We may assume that λ 1 = 0. Let ϕ ∈ End F (A) be such that ϕ(e 1 ) = 1 and ϕ(e i ) = 0, i ≥ 2. By Lemma 1.25 there exist
Thus I contains an invertible element, so that I = A F . This means that A F is simple. From Corollary 2.66 it follows that A F ∼ = M n (F) for some n ∈ N; (2.6) tells us that [A : F] = n 2 .
Theorem 2.74 can be used to reduce various problems on finite dimensional central simple algebras to matrix algebras over fields (even better, over algebraically closed fields). A quick illustration: Theorem 2.74 immediately yields a new proof of Corollary 2.63. Exercises 2.1. Describe the radical of the subalgebra of M n (F) consisting of all matrices whose last k rows are zero. 2.2. Find an ideal of the algebra Π n≥2 T n (F) that is nil but not nilpotent. Remark: We call Nil(R) the upper nilradical of R. There is also the notion of the lower nilradical (also called the prime radical) of R which is defined as the intersection of all prime ideals of R, i.e., ideals with the property that the corresponding factor rings are prime. It can be shown that the lower nilradical is a nil ideal, and hence contained in Nil(R), and that a ring is semiprime if and only if its lower nilradical is zero.
2.4. Prove that the following statements are equivalent: 2.5. Show that a prime ring without a nonzero nilpotent element is a domain.
2.6. Show that a semiprime ring R is prime if and only if the intersection of any two nonzero ideals of R is nonzero. Give an example showing that this is not always true if R is not semiprime. 2.7. Show that a ring R is prime (resp. semiprime) if and only if M n (R) is prime (resp. semiprime). 2.8. Let a, b be elements in a ring R. Note that aRb = 0 implies bRa = 0 in case R is semiprime, and give an example showing that this is not true in every ring R. 2.9. Let R be a prime ring. Show that if a ∈ R commutes with every element from a nonzero left ideal L of R, then a ∈ Z(R). Is this still true if R is semiprime? 2.10. Let R be a semiprime ring, and let a ∈ R be such that axa = a 2 x for every
x ∈ R. Show that a ∈ Z(R). 2.11. Find an example of a commutative domain without unity such that its unitization is not a domain.
Remark: Lemma 2.36 thus does not hold for rings. 2.12. Show that a unital F-algebra B is isomorphic to the unitization A of some algebra A if and only if there exists a nonzero algebra homomorphism from B into F. Notice that every group algebra F[G] is an example of such an algebra. 2.13. Let A be a nonzero finite dimensional unital algebra over a field F with char(F) = 0, and let ϕ be an automorphism of A. Show that ϕ(a) = a + 1 for every a ∈ A.
Hint: Express L ϕ(a) through ϕ, ϕ −1 , and L a . 2.14. Let A be a unital algebra, and let G be a subgroup of the multiplicative group A * . Explain why, in general, the group algebra of G is not isomorphic to the subalgebra of A generated by G (which is just the linear span of G, so the elements in both algebras look the same), and find an example (with G = {1}) where these two algebras are isomorphic. 2.15. Show that every group algebra F[G] has a (linear) involution. 2.16. Show that 0 is the only idempotent in a domain without unity. 2.17. Let e 1 , e 2 be idempotents in an F-algebra A. Note that if char(F) = 2, then e 1 + e 2 is an idempotent if and only if e 1 and e 2 are orthogonal. Show that this can be extended to any number of idempotents in case A is finite dimensional and char(F) = 0; that is, the sum of idempotents e 1 , . . . , e n ∈ A is an idempotent if and only if e 1 , . . . , e n are pairwise orthogonal.
Hint: The trace of an idempotent matrix is equal to its rank. 2.18. Show that the subring generated by all idempotents in a ring R contains the ideal generated by all commutators [e, x] where e is an idempotent and x is an arbitrary element in R. Hence conclude that a simple ring containing at least one nontrivial idempotent is generated (as a ring) by its idempotents. Hint: If ab = 1, then e := 1 − ba is an idempotent and ae = eb = 0. 2.20. Prove that a nonzero idempotent e in a ring R cannot be written as a sum of two nonzero orthogonal idempotents in R if and only if there does not exist an idempotent f ∈ R different from 0 and e such that f = ef = fe. Such an idempotent e is said to be primitive. Show that a sufficient condition for e being primitive is that Re is a minimal left ideal of R, and that this condition is also necessary if R = A is a finite dimensional semiprime algebra. 2.21. Let R 1 , . . . , R n be unital rings. Show that every ideal of R 1 × · · · × R n is of the form I 1 × · · · × I n where I i is an ideal of R i . Hence conclude that the number of ideals of a finite dimensional semiprime algebra is a power of 2. 2.22. Let A be a nonzero finite dimensional algebra. Show that:
(a) A is nil if and only if A is nilpotent. (b) A is a domain if and only if A is a division algebra. (c) A has no nonzero nilpotent elements if and only if A is isomorphic to a direct product of division algebras. (d) There exists n ∈ N such that x n = x for every x ∈ A if and only if A is isomorphic to a direct product of finite fields.
Remark: Later, in Sect. 5.10, we will consider the condition x n = x in arbitrary rings, even under the assumption that n may depend on x.
2.23. Show that F[Z n ] ∼ = F[ω]/(ω n − 1) for every field F. Use this to find the Wedderburn decomposition (in the sense of Theorem 2.64) of R[Z 3 ].
Remark: This can be also used for describing C[Z 3 ]; however, Corollary 2.67 readily implies that C[G] ∼ = C × · · · × C for every finite abelian group G. 2.24. The subset Q 8 := {1, −1, i, −i, j, −j, k, −k} of H is clearly a group under multiplication. It is called the quaternion group. Find the Wedderburn decomposition of C[Q 8 ].
Hint: What is the codimension of the augmentation ideal of a group algebra? 2.25. Let A be a finite dimensional central simple F-algebra such that [x, y] 
