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Abstract
The aim of this paper is to examine the time scaling of the semivariance when returns are
modeled by various types of jump-diffusion processes, including stochastic volatility models
with jumps in returns and in volatility. In particular, we derive an exact formula for the
semivariance when the volatility is kept constant, explaining how it should be scaled when
considering a lower frequency. We also provide and justify the use of a generalization of
the Ball-Torous approximation of a jump-diffusion process, this new model appearing to
deliver a more accurate estimation of the downside risk. We use Markov Chain Monte Carlo
(MCMC) methods to fit our stochastic volatility model. For the tests, we apply our method-
ology to a highly skewed set of returns based on the Barclays US High Yield Index, where
we compare different time scalings for the semivariance. Our work shows that the square
root of the time horizon seems to be a poor approximation in the context of semivariance
and that our methodology based on jump-diffusion processes gives much better results.
Keywords: time-scaling of risk, semivariance, jump diffusion, stochastic volatility, MCMC
methods
1 Introduction
Modern portfolio theory has shown that investing in certain asset classes promising higher
returns has always been linked with a higher variability (also called volatility) of those returns,
hence resulting in increased risks for the investor. Hence, it is one of the main tasks of financial
engineering to accurately estimate the variability of the return of a given asset (or portfolio of
assets) and take this figure into account in various tasks, including risk management, finding
optimal portfolio strategies for a given risk aversion level, or derivatives pricing.
For instance, properly estimating volatilities is essential for applying the Black and Sc-
holes (1973) option pricing method; another prominent example is the estimation of return
distribution quantiles for computing value-at-risk (VaR) figures, a method which is typically
recommended by international banking regulation authorities, such as the Basel Committee on
Banking Supervision. This approach is also widely applied in practice in internal risk manage-
ment systems of many financial institutions worldwide.
In practice, sufficient statistical information about the past behavior of an asset’s return is
often not available, hence one is commonly forced to use the so-called square-root-of-time rule.
Essentially, this rule transforms high-frequency risk estimates (for instance, gathered with a 1-
day period over several years) into a lower frequency T (like a 1-year period) by multiplying the
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volatility by a factor of
√
T . As an illustration, the Basel regulations recommend to compute
the VaR for the ten day regulatory requirement by estimating a 1-day VaR and by multiplying
this value by
√
10, where the VaR is the value that solves the equation
ε =
∫ −VaR
−∞
fˆ(r)dr
given the density fˆ(r) of the bank’s return estimated probability distribution and a confidence
level ε, fixed for instance to 1%.
It is well-known that scaling volatilities with the square-root-of-time is only accurate under
a certain number of assumptions that are typically not observed in practice: according to
Dan´ıelsson and Zigrand (2006), returns need to be homoscedastic and conditionally serially
uncorrelated at all leads, an assumption slightly weaker than the one of independently and
identically distributed (iid) returns. Dan´ıelsson and Zigrand show furthermore that for the
square-root-of-time rule to be correct for all quantiles and horizons implies the iid property of
the zero-means returns, but also that the returns are normally distributed.
In this paper, we are interested in studying the effects of applying the square-root-of-time
rule on the semivariance of a continuous jump-diffusion process. As a first step, the semivariance
being a downside risk measure, we quickly recall its history and properties in the following
section.
1.1 Downside Risk and Semivariance
Downside risk measures have appeared in the context of portfolio theory in the 1950’s, with the
development by Markowitz (1952) and Roy (1952) of decision-making tools helping to manage
risky investment portfolios. Markowitz (1952) showed how to exploit the averages, variances
and covariances of the return distributions of assets contained in a portfolio in order to compute
an efficient frontier on which every portfolio either maximizes the expected return for a given
variance (i.e., risk level), or minimizes the variance for a given expected return. In the scenario
of Markowitz, a utility function, defining the investor’s sensitivity to changing wealth and risk,
is used to pick the proper portfolio on the optimal border.
On his side, Roy (1952) was willing to derive a practical method allowing to determine the
best risk-return trade-off; as he was not convinced that it is feasible to model in practice the
sensitivity to risk of a human being with a utility function, he chose to assume that an investor
would prefer the investment with the smallest probability of going below a disaster level, or a
target return. Recognizing the wisdom of this claim, Markowitz (1959) figured out two very
important points, namely that only the downside risk is relevant for an investor, and that return
distributions might be skewed, i.e., not symmetrically distributed, in practice. In that spirit,
Markowitz suggested to use the following variability measure, that he called a semivariance, as
it only takes into account a subset of the return distribution:
(1.1)
∫ τ
−∞
(τ − r)2f(r)dr
where f(r) denotes the density of the returns probability distribution, R denotes a random
variable distributed according to f(r) and τ is a return target level. If τ is equal to µR =∫
rf(r)dr, then (1.1) is called the below-mean semivariance of R, while if τ is arbitrary, (1.1)
is called the below-target semivariance of R, where τ is defined to be the target return. In
other words, only the deviations to the left of the returns distribution average, or a fixed return
target are accounted for in the computations of the variability. Similarly, the square root of a
semivariance is called a semideviation, with analogy to the standard deviation. Note that for a
2
symmetrical, i.e., non-skewed return distribution, the variance of a random variable R is equal
to twice its below-mean semivariance.
The Sharpe (1966) ratio is a measure of the risk-adjusted return of an asset, a portfolio or
an investment strategy, that quantifies the excess return per unit of deviation; it is defined as
(1.2)
E[RA −RB]√
Var[RA −RB]
,
where RA and RB are random variables modeling the returns of assets A and B, respectively. A
prominent variant of the Sharpe ratio, called the Sortino ratio (see Sortino and Van Der Meer
(1991)), is relying on the semideviation instead of the standard deviation of the returns distri-
bution. It is well-known and easily understood that the Sharpe and Sortino ratios tend to give
very different results for highly-skewed return distributions.
Finally, we would like to note that the concept of semivariance has been generalized, resulting
in the development of lower partial moments by Bawa (1975) and Fishburn (1977). Essentially,
the square is replaced by an arbitrary power a that can freely vary:
(1.3)
∫ τ
−∞
(τ − r)af(r)dr
Varying a might help in modeling the fact that an investor is more (through larger values of a)
or less (through smaller values of a) sensitive to risk. In this paper, we have chosen to stick to
a = 2 for simplicity reasons. In the following, we recall the concepts of jump-diffusion models.
1.2 Jump-Diffusion Models
Jump-diffusion models are continuous-time stochastic processes introduced in quantitative fi-
nance by Merton (1976), extending the celebrated work of Black and Scholes (1973) on option
pricing. These models are a mixture of a standard diffusion process and a jump process. They
are typically used to reproduce stylized facts observed in asset price dynamics, such as mean-
reversion and jumps. Indeed, modeling an asset price as a standard Brownian process implies
that it is very unlikely that large jumps over a short period might occur, as it is sometimes the
case in real life, unless for unrealistically large volatility values. Hence, introducing the concept
of jumps allows to take into account those brutal price variations, which is especially useful
when considering risk management, for instance.
Various specifications have been proposed in the literature and we refer the reader to Cont
and Tankov (2004) for an extensive review. In what follows, we consider first (in §3) the
standard jump-diffusion model with time invariant coefficients, constant volatility and Gaussian
distributed jumps. Later, in §5, we will also consider more elaborated stochastic processes,
involving random jumps in returns and in volatility.
A basic jump-diffusion stochastic process is a mixture of a standard Brownian process with
constant drift µ and volatility σ and of a (statistically independent) compound Poisson process
with parameter λ and whose jump size is distributed according to an independent normal law
N (µQ, σ2Q). More precisely, this model can be expressed as the following stochastic differential
equation:
(1.4) dX(t) = X(t)(µdt+ σdW (t) + J(t)dP (t)),
where X(t) denotes the process that describes the price of a financial asset, with Pr[X(0) >
0] = 1, where µ ∈ R is the process drift coefficient, σ2 > 0 is the process variance, W (t) is a
standard Wiener process, P (t) is a Poisson process with constant intensity λ > 0 and J(t) is the
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process generating the jump size, that together with P (t) forms a compound Poisson process.
The solution of the stochastic differential equation (1.4) is given by
(1.5) X(t) = X(0)e
(
µ−σ2
2
)
t+σW (t)+
∑P (t)
k=1 Qk ,
where Qk is implicitly defined according to J(Tk) = e
Qk − 1, and Tk is the time at which the
k-th jump of the Poisson process occurs. If P (t) = 0, the sum is zero by convention. We assume
that the Qk form an independent and identically normally distributed sequence with mean µQ
and variance σ2Q.
The log-return of X(t) over a t-period is defined as Yt = logX(t)− logX(0) and, from (1.5),
its dynamic is given by
(1.6) Yt =
(
µ− σ
2
2
)
t+ σW (t) +
P (t)∑
k=1
Qk,
The distribution of Yt is an infinite mixture of Gaussian distributions
N ((µ− 0.5σ2) t+ kµQ, σ2t+ kσ2Q))
and has a density function given by
(1.7) fYt(y) =
+∞∑
k=0
e−λt(λt)k
k!
1√
2pi(σ2t+ kσ2Q)
e
− 1
2
(y−((µ−0.5σ2)t+kµQ)
σ2t+kσ2
Q
 .
1.3 Contributions and Outline of this Paper
Our contributions in this paper can be summarized as follows: first of all, we derive in §2 an
explicit formula for computing the semivariance of a standard jump-diffusion process when the
volatility is constant. To the best of our knowledge, it is the first time that such a formula
is provided. Second, we propose in §3 a generalization of the Ball and Torous (1983, 1985)
approximation of a jump-diffusion process. Indeed, the simplification brought by Ball and
Torous is based on the fact that, during a sufficiently short time period, and assuming a small
jump intensity parameter, only a single jump can occur.
By doing so, the authors want to capture large and infrequent events as opposed to frequent
but small jumps. However, our analysis in §4 shows that limiting the jump intensity parameter
may result in an underestimation of the risk; hence, from a risk management perspective, this
approach does not seem to be appropriate. It is the reason why we have preferred not to impose
any arbitrary condition on the Poisson process intensity parameter and to estimate it by the
maximum likelihood method. Our extension of the work of Ball and Torous also implies that
more that one jump may occur during a single day. This is a consequence of the fact that, when
the intensity parameter is sufficiently large, the probability of obtaining more than one jump
is then not negligible anymore. The only remaining constraint that we keep in our approach is
the fact that λ should be smaller than a (large) upper bound. However, we show in §3.2 that
this constraint is actually not a strong limitation. Third, we apply our results in §4 to compute
an estimation of the semivariance based on the Barclays US High Yield Index returns, showing
that the standard square-root-of-time rule indeed may underestimate risk in certain periods and
overestimate it in other ones. For this, we make use of a customized optimization algorithm
based on differential evolution to maximize a likelihood function. Last but not least, we discuss
in §5 the extension of our work to a jump diffusion model with jumps in returns and in volatility.
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Therein, we first recall the importance of considering random jumps in returns and in volatility.
Then, we describe the stochastic volatility model that we use, which is an extension of the model
proposed by Eraker et al. (2003). The statistical estimation of its parameters is addressed in
the next section. We use in particular Markov Chain Monte Carlo (MCMC) methods to derive
their values. We propose in §5.4 a method to compute an annualized semideviation once the
model parameters have been determined. Finally, we present some experimental results.
2 An Explicit Form for the Semivariance of a Jump-Diffusion
Process
We derive in this section an explicit formula for the semivariance of a standard jump-diffusion
model with time invariant coefficients, constant volatility and Gaussian distributed jumps. To
the best of our knowledge, this is the first time that an explicit formula is provided for computing
the semivariance.
In the following, let us denote respectively by φ(x) and Φ(x) the probability density function
and the cumulative distribution function of a standard normal distribution N (0, 1) with mean
0 and variance 1, i.e.,
φ(x) =
1√
2pi
e−
x2
2 and Φ(x) =
∫ x
−∞
φ(t) dt for x ∈ R.
Theorem 2.1. The semivariance of the density (1.7) is given by
(2.1)
+∞∑
k=0
e−λt(λt)k
k!
(
(D − µk)2Φ(Dk) + σk(D − µk)f(Dk) + σ2kΦ(Dk)
)
,
where µk =
(
µ− σ22
)
t+ kµQ, σ
2
k = σ
2t+ kµ2Q, Dk =
D−µk
σk
and k = 0, ...,+∞.
The proof is given in Appendix A. For a pure diffusion process without jump, the previous
formula (2.1) simplifies to the following one.
Corollary 2.1. The semivariance of a pure diffusion process with drift µ and volatility σ is
equal to
(2.2) (D − µ0)2Φ(D0) + σ0(D − µ0)f(D0) + σ20Φ(D0),
where µ0 =
(
µ− σ22
)
t, σ20 = σ
2t and D0 =
D−µ0
σ0
.
The proof is a direct consequence of Proposition A.1 given in Appendix A and of the fact
that (1.6) can be rewritten as
(2.3) Yt =
(
µ− σ
2
2
)
t+ σW (t)
when we consider a pure diffusion process.
3 Generalization of the Ball-Torous Approach
The task of fitting a jump-diffusion model to real-world data is not as easy at it appears, and this
fact has been early recognized, see for instance Beckers (1981) or Honore (1998). Essentially,
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the reason lies in the fact that the likelihood function of an infinite mixture of distribution can
be unbounded, hence resulting in inconsistencies. However, by making some assumptions about
the parameters of this model, it is possible to accurately estimate them. In the following, we
present the approach of Ball and Torous (1983, 1985).
Therein, the authors present a simplified version of a jump-diffusion process by assuming
that, if the jumps occurrence rate is small, then during a sufficiently short time period only a
single jump can occur. Accordingly, for small values of λ∆t, ∆P (t) can be approximated by a
Bernoulli distribution of parameter λ∆t, and the density of ∆Y (t) can then be written as
(3.1) f∆Y (y) = (1− λ∆t)f∆D(y) + λ∆t(f∆D ? fQ)(y),
where f∆D denotes the probability density function of the diffusion part (including the drift), fQ
the probability density function of the jump intensity, and ? denotes the convolution operator.
As mentioned in §1.2, f∆D follows a normal law with mean (µ−σ2/2)∆t and variance σ2∆t. If
fQ is distributed according to a normal law statistically independent of the diffusion part, then
the convolution f∆D ? fQ of f∆D and fQ is normal with mean (µ− σ2/2)∆t+ µQ and variance
σ2∆t+ σ2Q.
For a sequence of observed log-returns ∆y1, . . . ,∆yT , the log-likelihood logL of the model
parameters θ = (λ, µ, σ, µQ, σQ)
T is obtained in a straightforward manner from (3.1) as
(3.2) logL(θ |∆y1, ...,∆yT )(y) =
T∑
t=1
log f∆Y (∆yt |θ),
and the maximum likelihood estimator θˆ is obtained by maximizing (3.2). Kiefer (1978) has
shown that there may exist several local minima in such a mixture setting, a fact that we have
also observed in the experimental setup that is the subject of the next section.
While fitting the Ball-Torous model to real-world data (see §4 for more details and expla-
nations about our experimental setup) using (3.2), we have figured out that the assumption
λ∆t  1 might easily be violated in practice. Indeed, we have observed on our data that, for
∆t = 1252 (i.e., ∆t representing one day in a 252-day trading year), the best obtained estimation
for λ ranged into the interval [1, 252]. This means that the value λ∆t was often nearer to 1 than
to 0, and this obviously questions the validity in practice of the assumption made by Ball and
Torous, at least in our experimental setup. In the following, we propose a new methodology
revolving around relaxing this assumption to a milder one, namely that λ∆t < 1, and we justify
its use.
3.1 Our Methodology
The methodology we describe in this section can be interpreted as an extension of the work
of Ball and Torous (1983). In this approach, the authors make the assumption that λ∆t is small,
or in other words, that the expected number of jumps per ∆t period is very small. However,
in practice, this assumption might not always be satisfied, as we observed it on our data. We
propose to relax this assumption and to replace it by the milder one λ∆t < 1. For ∆t = 1/252,
assuming 252 trading days in a year, this translates to λ < 252: concretely, it means that
on average, there is no more than a single jump per day or, equivalently, no more than 252
jumps per year. We easily agree that this milder assumption may seem arbitrary at first sight.
However, we show in §3.2 that it is not constraining at all, since one can easily prove that a
jump-diffusion process converges in distribution to a pure diffusion process for increasing values
of λ. To summarize, with our methodology, we are able to fit any jump diffusion without having
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any strong restriction on λ, which is a major improvement in comparison to the work of Ball
and Torous (1983).
Obviously, the reason why Ball and Torous decided to limit the jump rate to a small value
was to capture the apparition of brutal and rare events. As a matter of fact, it is clearly more
desirable on a practical point of view to be able to model rare and large downside market
movements than frequent and small ones. This assumption implies small λ∆t values, and con-
sequently, it means that the occurrence of more than a single jump per ∆t period is sufficiently
unlikely that it can be neglected.
However, we have experimentally figured out that the semivariance computed on our relaxed
model, i.e., allowing also frequent and small jumps, may result in significantly higher values than
on the model assuming that λ∆t is small (see Figure 4.6). In other words, we observed that
the Ball and Torous model seems to underestimate the downside risk, compared to our relaxed
model, at least on our data set. A direct consequence of not limiting the jumps occurrence rate
λ∆ to a small values is that the probability of having more than one jump during a single day
may become not negligible when λ is large enough. By allowing more than a single jump per
∆t period, one can also take into account the fact that several bad news might influence the
market during a trading day, i.e., during a ∆t period. Obviously, if ∆t becomes sufficiently
small, maybe as small as a single second, it would be more difficult to justify in practice several
jumps during a time interval. However, when discretizing the process in periods as large as a
single day, we are convinced that allowing more than a single jump better reflects the reality.
Consequently, in the following, we will assume that up to m ≥ 1 jumps are possible during
a time interval of ∆t, where m ∈ N is a finite value. The probability distribution of the possible
number k of jumps that may occur during a time interval ∆t is then the following:
(3.3) pk =
e−λ∆t(λ∆t)k
k!
for k = 0, ...,m− 1 and pm = 1−
m−1∑
k=0
pk.
The resulting probability distribution, that we denote by f˜∆Y (y) and which can be compared
to f∆Y (y) in (3.1), can be expressed as
f˜∆Y (y) = p0f∆D(y) +
m∑
k=1
pk
(
f∆D ? fQ(k)
)
(y),
where fQ(k) denotes the convolution of k density functions fQ.
In what follows, we propose ourselves to look at the approximation error of replacing a
Poisson law by a truncated one. For a random variable following a Poisson law of parameter
λ, the probability of obtaining a value strictly larger than m is given by the following function
f(λ):
(3.4) f(λ) = 1−
m∑
k=0
pk and pk =
e−λλk
k!
with k = 0, . . . ,m.
It is easy to see that f(λ) is an increasing function in λ. Indeed, the derivative of f(λ) is given
by
f ′(λ) = −
m∑
k=0
d pk
dλ
.
Then, we have dpkdλ = −pk + pk−1 for k = 0, . . . ,m, since
dpk
dλ
=
d
dλ
e−λλk
k!
= −e
−λλk
k!
+
ke−λλk−1
k!
= −pk + pk−1,
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m Upper Bound
1 0.264
2 0.080
3 0.019
4 0.003
5 0.001
Table 3.1: Upper bounds for the probabilities of obtaining more than m jumps for a Poisson
law with λ∆t < 1.
and where p−1 is set to 0 as
dp0
dλ
=
d
dλ
e−λ = −e−λ = −p0.
Following this observation and telescoping the sum, the derivative f ′(λ) can be rewritten as
f ′(λ) = −∑mk=0 dpkdλ = pm > 0. Now, if we substitute λ by λ∆t and assuming λ∆t < 1, then we
can observe that the supremum in (3.4) is obtained for λ∆t = 1. We conclude that, assuming
that ∆t < 1, the probability of having more than m jumps is upper-bounded by the following
expression:
(3.5)
+∞∑
k=m+1
e−1
k!
= 1−
m∑
k=0
e−1
k!
Table 3.1 gives a numerical upper bound for the probability of obtaining values strictly larger
than m for different values of m when λ∆t < 1. Based on the previous results, we conclude that
“truncating” the Poisson random variable combined with our assumption that λ∆t < 1 gives a
very good approximation of the return distribution. Assuming that t = n∆t and that no more
than m jumps can happen in a ∆t interval, we can derive a very accurate approximation for
the semivariance given in (A.2) by simply considering the first (mn+ 1) terms of (2.1) given in
Theorem 2.1:
(3.6)
mn∑
k=0
e−λt(λt)k
k!
(
(D − µk)2Φ(Dk) + σk(D − µk)f(Dk) + σ2kΦ(Dk)
)
.
For a Poisson process, the expected value and the variance are equal to λ for t = 1 year. In other
words, if λ < 252 and assuming that m = 5, it means that we consider the first 5×252+1 = 1261
terms of the expression. Concretely, it means that we are ignoring events occurring at more
than 1260−252√
252
≈ 63 standard deviations from the average of the Poisson process; a new time,
this implies that the approximation given in (3.6) is an almost exact formula.
3.2 Discussion on the Assumption about λ
So far, we assumed that λ∆t < 1, a choice that might appear arbitrary at first sight. The
purpose of this section is to show that this assumption is actually not a strong limitation.
If we assume that ∆t = 1/252 (1 day) and that λ∆t ≥ 1, or equivalently, that λ ≥ 252,
then its means that, on average, we have more than 1 jump a day. In that case, the jump
returns are small and often their order of magnitude is less than the order of magnitude of
a typical daily return. In this particular situation, the effect of the jump returns is hard to
distinguish from the effect of the diffusion part of the process. In other words, it is difficult to
make the distinction between an abnormal return coming from a jump or from the diffusion
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process. This issue becomes even more evident when we have a look at the annualized return
distribution. When P (t) is sufficiently large, then we can invoke the central limit theorem to
approximate Q =
∑P (t)
k=1 Qk, as the Qk’s are iid random variables with finite mean and variance.
The mean and the variance of a compound Poisson distribution derive in a simple way from the
laws of total expectation and of total variance. Formally, let us denote by EX [X] and Var[X]
the expected value and the variance of a random variable X, respectively. Furthermore, let
EX|Y [X|Y ] denote the conditional expectation of the random variable X conditioned by Y .
Note that EX|Y [X|Y ] is a random variable, and therefore, one can compute its expected value.
The law of total expectation tells us that EY
[
EX|Y [X|Y ]
]
= EX [X], while the law of total
variance is formulated as Var [Y ] = EX [Var[Y |X]] + VarX
[
EY |X [Y |X]
]
.
Let us remind that in our jump-diffusion process, the amplitude Q of a single jump is
assumed to follow a normal distribution with mean µQ and standard deviation σQ, respectively,
and that the number of jumps P in a given interval is modeled by a Poisson law of parameter
λ∆t. Finally, let us remind that Q and P are independent random variables. We have
E[Q] = EP
[
EQ|P [Q|P ]
]
= EP [P · EQ[Q]] = EP [P ] · EQ[Q] = λtµQ
as well as
Var[Q] = E
[
VarQ|P [Q]
]
+ Var
[
EQ|P [Q]
]
= E [P ·Var(Q)] + Var [P · E[Q]]
= E[P ]Var[Q] + (E[Q])2Var[P ] = λtσ2Q + µ
2
Qλt = λt(σ
2
Q + µ
2
Q)
Based on the previous development, we can conclude that the jump diffusion process converges
in distribution to a normal distribution when P (t) becomes large:
(3.7) Yt ∼ N
(
(µ− σ
2
2
+ λµQ)t, (σ
2 + λ(σ2Q + µ
2
Q))t
)
.
In short, the annualized return distribution converges to the return distribution that we would
obtain for a pure diffusion process but with different drift and volatility parameters. Concretely,
when λ∆t is larger than 1, then the interest of such a model is limited and the use of a pure
diffusion process is preferable at least in our context.
4 Applications
In order to practically illustrate our results, we have chosen to focus on the Barclays US High
Yield Bond Index between January 3rd, 2007 and July 31st, 2012. We explain in Appendix B
why we can use a jump-diffusion process to model a bond benchmark index. The daily log-
returns (see Figure 4.1) of this index form a good example of a highly-skewed, long-tailed
distribution with a negative sample skewness of −1.63 and a sample kurtosis of 24.08. An
histogram approximating the probability density function of the log-returns, as well as a normal
law whose parameters are the log-returns sample mean µˆ ≈ 0.033% and standard deviation
σˆ ≈ 0.42% are depicted in Figure 4.2.
The semivariance of the log-returns can easily be computed with help of (1.1). However, it is
not clear at all how we should proceed to annualize this semivariance, except in one case: if we
assume that the log-returns follow a pure diffusion process, with no drift, and if the threshold τ
is set to zero, then the variance of the process increases linearly with time, and the annualized
semivariance is just the daily semivariance multiplied by the square root of time. However,
as soon as we introduce jumps in the stochastic process, there is no reason to apply this rule
anymore. Indeed, we have derived in (2.1) an exact formula that enables us to accurately
annualize a daily semivariance into an annualized semivariance.
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The purpose of this section consists in performing a rolling analysis and to compare the
semivariances that we obtain from three distinct methodologies:
1. an approach relying on fitting our data to a jump-diffusion process, and computing an
annualized semivariance according to our generalized Ball-Torous model and (3.6), which
we have shown to be an almost exact approximation of (2.1);
2. an approach relying on fitting our data to a pure diffusion process (i.e., without jumps),
and computing an annualized semivariance according to (2.2);
3. and the square-root-of-time rule.
The objective of this analysis is to experimentally determine which one of these three
methodologies seems to provide the best results. In our computations, all the semivariances
are based on 1 year of historical data, that is, 252 points, and we perform a rolling analysis
over the whole period. We also have decided to set τ = 0 in all of our tests, since the use of the
square-root-of-time is only justified for this particular value.1 The semivariance in t is computed
as follows: first, we compute the daily semivariance based on historical data from t−251 days to
t; then, we transform the daily semivariance to obtain an annualized semivariance by replacing
t by ∆t in (3.6) and (2.2), respectively, or by applying the square-root-of-time rule.
This section is organized as follows: in §4.1, we discuss our parameter fitting procedure, that
rely on the use of a differential evolution algorithm. We first recall the salient features of this
type of optimization procedures, and we describe the difficulties encountered, mainly in terms of
stability of the obtained results. Then, in §4.2, we describe and discuss the experimental results
obtained while computing annualized semivariances according to the three different approaches
quickly described above.
4.1 Optimization with Differential Evolution
The main challenge that we faced from an optimization point of view is the fact the objective
function (3.2) possesses several local optima. To overcome this issue, we have decided to use
the optimizer described in Ardia and Mullen (2013). The main motivations for us to choose it
is its easiness to use, its capacity to handle local optima and its ability to manage constraints
about the parameters. Moreover, it was successfully tested in Ardia et al. (2011b) on diffusion
problems. Finally, this kind of algorithm has proved to be flexible enough for us to customize
it for the rolling analyses that we are dealing with in this paper. We call the variant we will
describe later differential evolution algorithm with memory.
Optimization methods based on Differential Evolution (DE) is a class of search algorithms
introduced by Storn and Price (1997) that belongs to the class of evolutionary algorithms.
These algorithms assume no special mathematical property about the target function, like
differentiability for gradient descents or quasi-Newton methods. It means that DE can handle
non-continuous or very ill-conditioned optimization problems by searching a very large number
of candidate solutions; we note that this number of candidate solutions can be fitted to the
computational power one has at disposal. The price to pay on this lack of assumption is that
optimization algorithms relying on DE are never guaranteed to converge towards an optimal
1Note that the formulas derived in §2 and §3 can be applied to any value of τ .
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Figure 4.1: Barclays US High Yield Bond Index – Daily log-returns (in %) and index value from
January 3rd, 2007 and July 31st, 2012.
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solution. However, such meta-heuristics still seem to deliver good performances on continuous
problems, see e.g. Price et al. (2005).
Roughly speaking, DE-based optimization algorithms exploit bio-inspired operations such
as crossover, mutation and selection of candidate populations in order to optimize an objective
function over several successive generations. Let f : Rd −→ R denote the d-dimensional objective
function that must be optimized. For the sake of simplicity, we assume that f has to be
minimized; this is not restrictive, as f can easily be maximized by minimizing −f . The DE
algorithm begins with a population of v initial vectors xi ∈ Rd, with 1 ≤ i ≤ v, that can
either be randomly chosen or provided by the user. For a certain number of rounds, fixed in
advance, one iterates then the following operations: for each vector xi ∈ Rd, one selects at
random three other vectors xa, xb and xc, with 1 ≤ a, b, c, i ≤ t being all distinct, as well
as a random index 1 ≤ ρ ≤ d. Then, the successor x′i of xi is computed as follows: given a
crossover probability of pi ∈ [0, 1], a differential weight ω ∈ [0, 1] and xi = (xi,1, . . . , xi,d)T, for
each 1 ≤ j ≤ d, one draws a number rj uniformly at random. If rj < pi, or if j = ρ, then one
sets x′i,j = xa,j + ω · (xb,j − xc,j); otherwise, x′i,j = xi,j keeps untouched. Once this mutation
done, the resulting vector x′ is evaluated with respect to the objective function, and replaces xi
in the candidate population if it is better. Otherwise, x′i is rejected. For more details, we refer
the reader to Price et al. (2005) and Storn and Price (1997). For practical purposes, several
implementations of DE-based optimization algorithms are currently available, as illustrated by
the web-based list of DE-based software for general purpose optimization maintained by Storn.
In what follows, we rely on the package DEoptim, see Ardia et al. (2011a); Ardia and Mullen
(2013); Mullen et al. (2011), which implements DE-based optimization in the R language and
environment for statistical computing, see R Development Core Team (2008).
For the optimizer, we have used a maximum number of iterations of 250, default values for
the crossover probability of pi = 0.5 and for the differential weight ω = 0.8, as well as an initial
population of v = 200 vectors. We also have constrained the value of λ to the interval [0, 252]
to be compliant with the assumption λ∆t < 1. The main challenge that we have faced for our
rolling analysis is the lack of stability over time of some parameters of the objective function.
This is illustrated in the upper graph of Figure 4.3, that depicts the values computed by the
DE-based optimizer for λ.
We can observe that this lack of stability can be extreme for certain periods of time. For
instance, in the first half of 2010, we can see that λ jumps from a high value near to its upper
bound 252 to a very low value the next date. This is due to the fact that objective function
possesses several optima and that for each of these solutions, λ can be very different.
In order to overcome this issue, we propose to add “memory” to the algorithm. Indeed, for
each date, we compute a solution that maximizes the log-likelihood (3.2). Our idea consists
in storing these solutions and to feed the initial population with the last 50 solutions of the
optimization problem. Concretely, to determine the solution at a specific date, the initial
population – whose size is v = 200 – is fed with the solutions of the optimization problem at
times t− 1, t− 2, . . . , t− 50. There is no reason why the solution at time t is the same as time
t−1, except if the objective function remain the same; however, it is very likely that the solution
at t− 1 will provide a good starting point for the current optimization problem if the objective
function has changed, and directly an optimal solution if the objective function has not changed.
With this procedure, we also have the guarantee that the solution for the date t will not switch
from one point to another with the same log-likelihood value at the next optimization problem
of date t+1 if the objective function has not changed. The effect of this stabilization procedure
are illustrated in the lower graph of Figure 4.3. The stabilization procedure is very important
for the interpretation of our results. Without this stabilization procedure, it would be far more
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Figure 4.3: Evolution of λ without and with the stabilization procedure. The stabilization
procedure relies on feeding the initial population with the 50 last solutions, if available.
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Figure 4.4: Comparison of the semideviation (in %) obtained via the square-root-of-time rule
with the semideviation (in %) based on a jump-diffusion process. We can observe that the
semideviation based on the square-root-of-time rule significantly underestimates the risk in
periods of high volatility and overestimates the risk in periods of lower stress.
difficult and even impossible to interpret the results for some periods of time.
4.2 Discussion of our Results
We start by comparing in Figure 4.4 the evolution of the annualized semideviation, i.e., the
square root of the semivariance, computed thanks to the square-root-of-time rule to the semide-
viation computed through fitting a jump-diffusion process to the data under the constraint
λ ≤ 252 on which we applied our formula given in (3.6). It is quite striking to see that the risk
estimated on the jump-diffusion process is up to 4 times larger than the one computed thanks
to the square-root-of-time rule. At the beginning of 2009, the first one is larger than 40% while
the other is just below 10%. The risk is not only underestimated in period of crisis, but also
seems to be overestimated when the market rallies or in period of low or medium stress. Indeed,
we can observe that the jump-diffusion semideviation is almost zero from the end of 2009 to the
end of 2011, while the square-root-of-time semideviation remains at a level around 2% during
that period.
4.2.1 Relationship between Important Process Parameters
To better understand how the jump-diffusion semideviation works, it is very important to
understand the relationship between the different process parameters. Figure 4.5 illustrates the
evolution through time of some important parameters of the jump-diffusion process, namely
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Figure 4.5: Time evolution of the jump-diffusion process parameters
λ, µ and µQ. We can observe a direct relationship between λ and µQ, namely that when λ
gets small, then µQ gets large (in absolute value). This behavior is quite easy to interpret:
in normal market conditions, λ is rather high, while µQ is rather low. The combination of
these two parameters under normal market conditions captures a well-known effect in credit
portfolios, a negative asymmetry in their return distribution.
The parameter µ has an offsetting effect counterbalancing the compound Poisson process.
For example, let us assume that λ = 252 and that µQ has an average size of 1 basis point.
In that case, the cumulative annual impact of the accidents driven by the Poisson process is
on average a negative return of 252 × 1 = 252 basis points. Let us imagine that the annual
return that we can expect from our investment is 7%, then it is very likely that the statistical
estimation of µ would be around 10% (note that from (1.6), we also have to take into account
the role of σ to determine the annual expected return). In crisis situation, λ really captures the
frequency of extreme events and its value typically drops from 252 to smaller values, sometimes
close to 1. By contrast, µ is by construction less sensitive to these extreme accidents, even
though we can see that it is impacted, by looking at Figure 4.5. Indeed, we can observe that µ
has dropped to negative values during the 2008 financial crisis.
It is also quite interesting to have a look at what happened during the rally phase that
started in March 2009. We can observe that µ has peaked to values larger than 60%. It is
worth mentioning that even though the value µ has been very large at the end of 2009 due to
a strong rally in the market, µQ stayed negative during that phase. It is only in year 2010 that
µQ had positive values. This situation is quite exceptional, as we are used to negative skewness
in the returns for credit portfolios. However, under some very particular circumstances, they
can exhibit positive skewness and the values of µQ cannot be interpreted any more as losses,
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but as gains.
Note also that the jump-diffusion semideviation can be very close to zero in very special
cases, and in particular when µ is much larger than λ · µQ, when µQ is negative or in the
situation where both µ and µQ are positive. This just means that in this kind of situation, the
probability of obtaining a annualized return below zero is very low, resulting in a semideviation
close to zero.
The two worst crisis periods that the financial markets have experienced during the last five
years are, by order of importance, the 2008 financial crisis and the US Debt Ceiling crisis in
2011. After weeks of negotiation, President Obama signed the Budget Control Act of 2011 into
law on August 2, the date estimated by the department of the Treasury where the borrowing
authority of the US would be exhausted. Four days later, on August 5, the credit-rating agency
Standard & Poor’s downgraded the credit rating of US government bond for the first time in
the country’s history. Markets around the world experienced their most volatile week since the
2008 financial crisis with the Dow Jones Industrial Average plunging for 635 points (or 5.6%)
in a single day. However, the yields from the US Treasuries dropped as investors were more
concerned by the European sovereign-debt crisis and by the economic prospect for the world
economy and fled into the safety of US government bonds. This is a reason why we could see
the jump-diffusion semideviation increasing substantially during that period.
4.2.2 Relationship between λ and the Semideviation
It is worth studying the relationship between λ and the semideviation of the jump-diffusion
process. In Figure 4.6, we give the evolution of the semideviation based on different values of
λ.
This analysis clearly shows that the assumption made about λ has a huge impact on the
computation of the semideviation. In particular, it has been a standard practice since the
publication of the work of Ball and Torous (1983) to use a Bernoulli jump diffusion process as
an approximation of the true diffusion process by making the assumption that λ∆t is small.
However, our analysis in Figure 4.4 indicates that a model with a larger λ fits best the data.
Obviously, the motivation of Ball and Torous was to capture large and infrequent events by
opposition to small and frequent jumps. However, imposing to λ∆t to be small has the undesired
consequence of underestimating the risk in periods of high volatility. Indeed, the graph in
Figure 4.6 shows that the semideviation obtained with λ = 252 can be as much as 50 % larger
in a period of stress than the semideviation computed with the constraint that λ = 10. This
observation was the main motivation for us to extend the work of Ball and Torous by allowing
models where the frequency of the jumps is not imposed anymore, but driven by the data.
In §3.2, we have shown that when λ is large, then the jump-diffusion return distribution
should be close to the distribution of a pure diffusion process but with different parameters.
Rather than superposing the semideviation computed out of a jump-diffusion process with
λ = 252 with a pure diffusion process, we have put in Figure 4.7 the jump-diffusion semideviation
and its difference with the semideviation obtained from a pure diffusion process.
The difference is small, except during the 2008 financial crisis. During that period, the
difference can be larger by several %. The central limit theorem tells us that the annualized
return distribution should converge to a normal distribution whose parameters are given in (3.7).
But the parameters of the pure diffusion process have been determined by maximization of the
log-likelihood and may give results quite different from the ones in (3.7). Moreover, we can
see that the two semideviations are diverging in period of crisis, i.e., when it is difficult to
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Figure 4.6: Evolution of the semideviations (in %) for different values of λ. The curve in red
corresponds to the constraint λ = 252, in green to λ = 100, in blue to λ = 50 and in violet to
λ = 10. Note that the curves in red and in green are almost identical.
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Figure 4.7: Comparison between the semideviation (in %) obtained from a jump diffusion
process with λ = 252 with a pure diffusion process with λ = 0. The blue and green lines
represent the jump-diffusion and pure diffusion semideviations, respectively, while the red one
is the difference between the two. Even though the magnitude of the semideviations are similar,
we can observe that the difference is substantial during the 2008 financial crisis.
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Figure 4.8: Comparison of the log-likelihood for the jump-diffusion process (in blue) with λ =
252 and with the pure diffusion process (in red). In both cases, we can see that the log-likelihood
is smaller in periods of high market stress, which means that the calibration of the model is
also more challenging.
calibrate the models due to the appearance of extreme events that make the determination of
the parameters of the models quite challenging.
To illustrate this fact, we have depicted the evolution of the log-likelihood value for both
processes on Figure 4.8. We have also compared the jump-diffusion and the Bernoulli jump-
diffusion semideviations which should be the same based on the results from §3.2. Our results
are displayed on Figure 4.9. The difference is negligible over all the period, meaning that
our methodology provides the same results as the one based on the model of Ball and Torous
provided λ is constrained to be small.
4.2.3 Evolution of σ
Finally, we compare in Figure 4.10 the time evolution of the volatility σ when fitting a jump
process and a pure diffusion process. One can observe that the σ obtained for a pure diffusion
process is larger in magnitude than the one obtained for a jump diffusion process; this comes
without any surprise, as in the second case, the volatility is also captured by the jumps. A
second fact that we would like to outline is that σ appears to be quite unstable for the jump
process. This can be interpreted as a possible misspecification of the model, as the jumps
appear to influence the value of σ. In other words, assuming a constant σ might be a wrong
hypothesis for our data, and this can be translated as a further motivation to study processes
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Figure 4.9: Comparison between the semideviation (in %) obtained from a jump diffusion
process (in blue) and the difference with a Ball and Torous jump-diffusion (in red). In both
cases, we have set λ = 10. The difference is very small compared to the level of the semideviation.
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with stochastic volatility including jumps in returns and in volatility, as we will do it in the
next section.
5 Extension to Stochastic Volatility Models with Jumps in Re-
turns and Volatility
We explain now how to extend the methodology we developed before to processes involving
stochastic volatility with jumps in returns and volatility. This section is structured as follows.
In §5.1, we recall the importance of considering jumps in returns and in volatility. Then,
in §5.2, we describe the stochastic volatility model with jumps in returns and in volatility that
we consider, which is an extension of the model analyzed by Eraker et al. (2003). The only
difference is that we have replaced the Bernoulli jump process by the more general model that
we have developed in §3. We continue by addressing in §5.3 the statistical estimation of the
model parameters and of their posterior distributions. We have followed the approach developed
in Numatsi and Rengifo (2010) and our implementation is based on a script developed in the R
language provided by the same authors that we have modified in order to be able to cope with
our approach. Once the parameters have been estimated, we show in §5.4 how to compute an
annualized semivariance. In a nutshell, the first step consists in generating the returns over a
1-year horizon and then to compute the semivariance thanks to numerical integration. Finally,
we exhibit some experimental results in §5.5.
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5.1 Importance of Jumps in Returns and Volatility
Modeling accurately the price of stocks is an important topic in financial engineering. A major
breakthrough was the Black and Scholes (1973) model, that however suffers from at least two
major drawbacks. The first one is that the stock price follows a lognormal distribution and
the second one is that its volatility is constant. Several studies (see Chernov et al. (1999), for
instance) have emphasized that the asset returns’ unconditional distributions show a greater
degree of kurtosis than implied by the normality assumption, and that volatility clustering is
present in the data, suggesting random changes in returns’ volatility. An extension of this model
is to integrate large movements in the stock prices making possible to model financial crashes,
like the Black Monday (October 19th, 1987). They were introduced in the form of jump-diffusion
models, see Cox and Ross (1976); Merton (1976). An important extension of the Black-Scholes
model was to use stochastic volatility rather than considering it as constant, see for instance
Heston (1993); Hull and White (1987); Scott (1987). Bates (1996) and Scott (1997) combined
these two approaches and introduced the stochastic volatility model with jumps in returns.
Event though their new approach has helped better characterize the behavior of stock prices,
several studies have shown that models with both diffusive stochastic volatility and jumps in
return were incapable of fully capturing the empirical features of equity index returns, see for
instance Bakshi et al. (1997); Bates (2000); Pan (2002). Their main weakness is that they do
not capture well the empirical fact that the conditional volatility of returns rapidly increases.
By adding jumps in the volatility, then the volatility process is better specified. Duffie et al.
(2000) were the first to introduce a model with jumps in both returns and volatility. Eraker
et al. (2003) have shown that the new model with jumps in volatility performed better than
previous ones, and resulted in no major misspecification in the volatility process.
5.2 Extension of the work of Eraker, Johannes, and Polson
As mentionned above, Eraker et al. (2003) consider a jump diffusion process with jumps in re-
turns and in volatility. These jumps arrive simultaneously, with the jump sizes being correlated.
According to the model, the logarithm of an asset’s price Yt = log(St) solves
(5.1)
(
dYt
dVt
)
=
(
µ
κ(θ − V −t )
)
dt+
√
Vt−
(
1 0
ρσν
√
(1− ρ2)σν
)
dWt +
(
ξy
ξν
)
dNt
where Vt = lims↑t Vs, Wt = (W
(1)
t W
(2)
t )
T is a standard Brownian motion in R2 and (·)T denotes
the transpose of a matrix or a vector. The jump arrival Nt is a Poisson process with constant
intensity λ, and this model assumes that the jump arrivals for the returns and the volatility
are contemporaneous. The variables ξy and ξν denote the jump sizes in returns and volatility,
respectively. The jump size in volatility follows an exponential distribution ξν ∼ exp(µv) while
the jump sizes in returns and volatility are correlated with ξy|ξν ∼ N (µy + ρjξν , σ2y).
Their methodology relies on Markov Chain Monte Carlo (MCMC) methods. The basis for
their MCMC estimation is the time-discretization of (5.1):
Yt+∆t − Yt = µ∆t+
√
Vt∆tε
y
t+∆t + ξ
y
t+∆tJt+∆t,
Vt+∆t − Vt = κ(θ − Vt)∆t+ σν
√
Vt∆tε
ν
t+∆t + ξ
ν
t+∆tJt+∆t,(5.2)
where Jkt+∆t = 1 indicates a jump arrival. ε
y
t+∆t, ε
ν
t+∆t are standard normal random variables
with correlation ρ and ∆t is the time-discretization interval (i.e., one day). The jump sizes
retain their distributional structure and the jump times are Bernoulli random variables with
constant intensity λ∆t. The authors apply then Bayesian techniques to compute the model
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parameters Θ. The posterior distribution summarizes the sample information regarding the
parameters Θ as well as the latent volatility, jump times, and jump sizes:
(5.3) Pr(Θ, J, ξy, ξν , V |Y ) ∝ Pr(Y |Θ, J, ξy, ξν , V ) Pr(Θ, J, ξy, ξν , V )
where J, ξy, ξν , V are vectors containing the time series of the relevant variables. The posterior
combines the likelihood Pr(Y |Θ, J, ξy, ξν , V ) and the prior Pr(Θ, J, ξy, ξν , V |Y ). As the pos-
terior distribution is not known in closed form, the MCMC-based algorithm generates samples
by iteratively drawing from the following conditional posteriors:
Parameters: Pr(Θi|Θ−i, J, ξy, ξν , V,Y ) i = 1, . . . , k
Jump times: Pr(Jt = 1|Θ, ξy, ξν , V,Y ) i = 1, . . . , T
Jump sizes: Pr(ξyt |Θ, Jt = 1, ξν , V,Y ) i = 1, . . . , T
Pr(ξνt |Θ, Jt = 1, V,Y ) i = 1, . . . , T
Volatility: Pr(Vt|Vt+∆t, Vt−∆t,Θ, J, ξy, ξν ,Y ) i = 1, . . . , T
where Θ−i denotes the elements of the parameter vector, except Θi. Drawing from these
distributions is straightforward, with the exception of the volatility, as its distribution is not of
standard form. To sample from it, the authors use a random-walk Metropolis algorithm. For ρ,
they use an independence Metropolis algorithm with a proposal density centered at the sample
correlation between the Brownian increments. For a review of these MCMC techniques, we
recommend Johannes and Polson (2009) where the authors provide a review of the theory behind
MCMC algorithms in the context of continuous-time financial econometrics. The algorithm
of Eraker et al. (2003) produces a set of draws
{
Θ(g), J (g), ξy(g), ξν(g), V (g)
}G
g=1
which are samples
from Pr(Θ, J, ξy, ξν , V |Y ).
Our approach relies on the methodology developed in Eraker et al. (2003). The only differ-
ence is that we have replaced the Bernoulli jump process by the jump process described in §3.
This change is quite straightforward. In (5.2), Jt+∆t can take only two values and its posterior
is Bernoulli with parameter λ∆t. To compute the Bernoulli probability, the authors use the
conditional independence of increments to volatility and returns to get
Pr(Jt+∆t = 1|Vt+∆t, Vt, Yt+∆t, ξyt+∆t, ξνt+∆t,Θ) ∝
λ∆t× Pr(Yt+∆t, Vt+∆t|Vt, Jt+∆t = 1, ξyt+∆t, ξνt+∆t,Θ).
Our generalization is straightforward. Following the approach explained in §3, Jt+∆t can take
any value between 0 and m. Then
Pr(Jt+∆t = m|Vt+∆t, Vt, Yt+∆t, ξyt+∆t, ξνt+∆t,Θ) ∝
pk × Pr(Yt+∆t, Vt+∆t|Vt, Jt+∆t = m, ξyt+∆t, ξνt+∆t,Θ),
with pk =
e−λ∆t(λ∆t)k
k! for k = 0, . . . ,m− 1 and with pm =
∑m−1
k=0 pk.
5.3 Parameters Estimation
We have followed the approach developed by Numatsi and Rengifo (2010) for the estimation
of the model parameters. These authors describe an implementation in R of the methodology
exposed by Eraker et al. (2003) and apply it on FTSE 100 daily returns. We assume that we
have daily data at times ti for i = 1, . . . , T and with ti+1 − ti = ∆t = 1 day. The bivariate
density function under consideration is given by
(5.4) f(Bti) =
1
2pi|Σ|0.5 exp
(
−1
2
(Bti − E[Bti ])TΣ−1ti (Bti − E[Bti ])
)
,
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where | · | denotes the determinant of matrix. The likelihood function is simply given by∏n
i=1 f(Bti) with
(5.5) Bti =
(
∆yti
∆νti
)
(5.6) E[Bti ] =
(
µ+ ξytiξJti
κ(θ − Vti−1) + ξνtiJti
)
(5.7) Σti = Cov[∆yti ,∆νti ] =
(
Vti−1 ρσνVti−1
ρσνVti−1 σ
2
νVti−1
)
where ∆yti = Yti−Yti−1 and ∆νti = Vti−Vti−1 . The joint distribution is given by the product of
the likelihood times the distributions of the state variables times the priors of the parameters,
more specifically:[
T∏
i=1
f(Bti)
]
×
[
T∏
i=1
f(ξyti)× f(ξνti)× f(Jti)
]
× [f(µ)× f(κ)× f(θ)× f(ρ)× f(σ2ν)× f(µy)× f(ρJ)× f(σ2y)]
× [f(µν)× f(λ)]
The distributions of the state variables are respectively given by ξνti ∼ exp(µν), ξyti ∼ N (µy +
ρJξ
ν
ti , σ
2
y), and Jti ∼ B(λ). In Numatsi and Rengifo (2010), the authors impose little information
through priors, that follow the same distributions than in Eraker et al. (2003): µ ∼ N (0, 1),
κ ∼ N (0, 1), θ ∼ N (0, 1), ρ ∼ U(−1, 1), σ2ν ∼ IG(2.5, 0.1), µy ∼ N (0, 100), ρJ ∼ N (0, 1),
σ2y ∼ IG(5, 20), µν ∼ G(20, 10), and λ ∼ β(2, 40).2 Following our approach, we only made the
following change: we have relaxed the assumption about the Bernoulli process to consider the
more general process proposed in §3. It may be also tempting to change the assumptions about
the distribution of λ, but the β distribution is so flexible that it can cope with a wide variety of
assumptions about these parameters. For example, the β(1, 1) gives a uniform variable which
can be used if we want to have a uninformative distribution.
It is important to store the sampled parameters and the vector of state variables at each
iteration. The mean of each parameter over the number of iterations gives us the parameter
estimate. The convergence is checked using trace plots showing the history of the chain for
each parameter. ACF plots is used to analyze the correlation structure of draws. Finally, the
quality of the fit may be assessed through the mean squared errors and the normal QQ plot.
The standardized error is defined as follows:
Yt+∆t − Yt − µ∆t− ξyt+∆tJyt+∆t√
Vt+∆t∆t
= εyt+∆t.
5.4 Computing the Semideviation
Once we have managed to estimate the parameters of the model on daily data, we still have
to compute an annualized semideviation. The first step consists in simulating the returns over
the τ horizon, where τ is typically 1-year if we are interested in computing an annualized
2Here, B(·), G(·, ·), IG(·, ·), U(·, ·), β(·, ·) denote the Bernoulli, gamma, inverse gamma, uniform and beta
distributions, respectively.
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semideviation. We start by simulating a Poisson process Nτ with jump intensity λ. The output
of this simulation consists of the number N of jumps occurring between times 0 and τ , in
addition to the times 0 ≤ j1 ≤ · · · ≤ jN ≤ τ at which these jumps occur. For each interval
[ji−1, ji], we simulate the diffusion parts of the return and volatility processes according to an
Euler discretization schema for the Heston model, this procedure being explained later in the
section. This gives us preliminary values Y −ji and V
−
ji
for the return and variance processes at
time ji. Next, we simulate jump sizes for the jumps in the two processes. These jumps are given
by ξyji and ξ
ν
ji
, respectively. The final values of the two processes at time ji can be calculated
as:
Yji = Y
−
ji
+ ξyji(5.8)
Vji = V
−
ji
+ ξνji(5.9)
If jN 6= τ , then no jump occurs in the interval [jN , τ ], and we can apply the Euler discretization
schema for the Heston model to get the values of Yτ and Vτ .
In the following, we explain how to implement the Euler discretization schema for the Heston
model. Discretizing the two equations (5.1) and ignoring the jump part, the difference between
Yt+∆t and Yt and the difference between Vt+∆t and Vt is simply given by
Yt+∆t − Yt = µ∆t+
√
Vt
(
∆W
(1)
t
)
,
Vt+∆t − Vt = κ(θ − Vt)∆t+ σν
√
Vt
(
ρ∆W
(1)
t +
√
1− ρ2∆W (2)t
)
.(5.10)
As already mentioned before, we typically use ∆t = 1 day to discretize both processes. To
simulate the Brownian increments ∆W
(1)
t and ∆W
(2)
t , we use the fact that each increment
is independent of the others. Each such increment is normally distributed with mean 0 and
variance ∆t. However, using (5.10) for the simulations may generate negative volatilities. This
is a well-known effect that has been addressed several times in the literature. Following Lord
et al. (2006), we slightly modify (5.10) to prevent the simulation from generating negative
values:
(5.11) Vt+∆t − Vt = κ(θ − V +t )∆t+ σν
√
V +t
(
ρ∆W
(1)
t +
√
1− ρ2∆W (2)t
)
,
where V +t is the maximum between 0 and Vt. If the time between different jumps is smaller that
the discretization step ∆t, then it simply means that we have several jumps occurring during
that time interval. In that case, we just have to simulate the appropriate number of jumps,
both for the return and for the volatility, during that period. In the end, the return over the
period [0, τ ] is just Yτ . By repeating this procedure M times, we get M realizations of the
accumulated returns over the period [0, τ ], which make it possible to estimate its density. In
our tests, we have used a Gaussian kernel to estimate it. This can easily be done in R by using
the density() function. Then, one can obtain the semivariance by numerically integrating
the expression given in (1.1). For this, we have used the QUADPACK library via the use
of the integrate() function in R. QUADPACK is a well known numerical analysis library
implemented in FORTRAN 77 and containing very efficient methods for numerical integration
of one-dimensional functions.
5.5 Results
We ran the algorithm using 100’000 iterations with 10’000 burn-in iterations. Table 5.1 provides
parameter posterior means and their computed standard errors. The return mean µ is close
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Parameter Value (100k iter.)
µ 0.0333 (0.0132)
µy -0.0222 (0.2055)
µν 0.0028 (0.0007)
θ 0.2087 (0.0147)
κ 0.9059 (0.0433)
ρ -0.0058 (0.2595)
ρJ 0.0050 (2.0007)
λ 0.0236 (0.0293)
σy 1.0829 (0.1379)
σν 0.2060 (0.0204)
Table 5.1: Estimated parameters based on 100’000 iterations. The time unit is the day rather
than a year, meaning that parameters should be interpreted on a daily basis. µ, µy, µν , σy, and
σν are in %.
to the daily return mean from the data (0.0325%). The long-term mean of the Vt, given
by E[Vt] = θ + (µνλ)/κ, is equal to 0.2088%. This value is not far away from the variance
of returns, which is equal to 0.1751. The jump returns are normally distributed with mean
−0.0222% and standard deviation 0.2055%. Concretely, it means that there is a 68% likelihood
of having a jump return between −23 bps and +18 bps. The parameters σy and σν are 1.0829%
and 0.2060%, respectively. Finally, the intensity of the jumps is 0.0236. This means that, on
average, there are approximately 6 jumps per year. This is a bit low in comparison with the
number of jumps that we have observed in our data, as we would rather expect an intensity
around 0.05. However, this empirical intensity was computed considering that differences in
returns above 2.57 deviations from the mean could be considered as jumps. Some caution must
be taken, since this empirical intensity is very sensitive to the number of standard deviations
used as threshold for defining the jumps. More details about the implementation can be found
in Appendix C.
In a second step, we have computed an annualized semideviation based on that process. We
have followed the methodology explained in §5.4 to first compute the simulated returns and
then the semideviation.
Our tests have shown that 1’000 simulations were sufficient to get an accurate estimation of
the density from which we have derived a semideviation. Note that this semideviation is based
on the whole historical data. It was not possible for us to do the same rolling analysis that
we have performed before, assuming a constant volatility, for the two following reasons. The
first one is that the estimation of the parameters is very time-consuming. Around 7 hours were
necessary to generate the parameters for the whole period with an Intel R© CoreTM i5-3470 CPU
@ 3.20 GHz. Assuming that we would have to perform a rolling analysis based on 1-year of
history over the same period, then we would have to run more than 1000 times this analysis.
This is not impossible to realize but would typically require parallel computing techniques. The
second reason for not having performed this analysis is that we have to check the convergence
of the process for each period we consider in the rolling analysis, a task that is difficult to fully
automate. As a reminder, the convergence can be checked with trace plots showing the history
of the chain for each parameter, with ACF plots to analyze the correlation structure of draws,
and the quality of the fit may be assessed through the mean squared errors and the normal
QQ plot. So these two reasons have prevented us from doing this rolling analysis when we
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Figure 5.1: This graph shows the histogram of the returns based on 1’000 simulations.
consider the model with stochastic volatility and jumps in returns and in volatility. However,
we have performed some analyses based on 1 year of data for the two worst periods: during
the credit crunch crisis in 2008 and in 2011. Table 5.2 summarizes the results and compares
the semideviations obtained from the different models that we have explored in this paper. We
can observe that the semideviation SD4 obtained with a stochastic volatility model seems to be
more in line with the semideviations SD2 (based on a jump-diffusion model) and SD3 (based on
a pure diffusion model) rather than SD1 (square-root-of-time rule). This is not very surprising
since SD4 may be interpreted as a refinement of SD2, explaining why the two analytics should
not be so different.
Year SD1 SD2 SD3 SD4
2008-2012 4.70 1.21 1.39 1.74
2008 8.71 31.59 31.72 32.16
2011 3.69 1.31 1.34 2.90
Table 5.2: Annualized semideviations (in %) for different periods. SD1 is based on the square-
root-of-time rule, SD2 on a jump-diffusion model with constant volatility, SD3 on a pure diffu-
sion model with a constant volatility, and SD4 is based on a jump diffusion model with stochastic
volatility and jumps in returns and in volatility.
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6 Conclusion and Future Venues of Research
In this paper, we propose a generalization of the Ball-Torous approximation of a jump-diffusion
process and we show how to compute the semideviation based on several jump-diffusion models.
We have in particular considered a very exhaustive example based on the Barclays US High
Yield Index, whose returns show negative skewness and fat tails. It is a common practice to
impose a bound on the Poisson process intensity parameter to make sure that only the large
accidents are captured by the jumps process. However, our analysis clearly shows that the risk
may be underestimated in such a situation. Without constraining the intensity parameter, the
semideviation may be more than 50 % larger than the one obtained by arbitrary limiting this
parameter in order to capture only large jumps.
We see at least two reasons why our approach should be preferred. The first one is that
we do not impose any arbitrary constraint on the intensity parameter. With our method, this
parameter is determined in order to obtain the best fit to the data. Jumps may occur very
often in certain periods and can be very uncommon (as rare as a few ones per year) in others.
The second reason is that imposing an arbitrary limit on the intensity parameter may result in
an underestimation of the risk. Capturing the risk as accurately as possible is one of the most
important mission in risk management. It is the reason why the “traditional” approach based
on the work of Ball and Torous does not seem appropriate in our context. Moreover, one of our
conclusions is that the use of the square-root-of-time rule may either underestimate the risk in
periods of high volatility or underestimate it in periods of lower stress.
We also provide in this paper a generalization of the work of Eraker, Johannes and Polson,
who consider a jump diffusion model with stochastic volatility and jumps in returns and in
volatility. As in the case where the volatility is constant, we have extended their approach by
replacing the jump Bernoulli process by a more general process being able to model several
accidents per day when the intensity parameter is high. The parameter estimation methods are
based on MCMC methods. In particular, we have used a Gibbs sampler when the conditional
distributions were known and variants of the Metropolis algorithm when it was not the case.
We also provide a procedure to compute an annualized semideviation once the parameters of
the model have been estimated.
It was not possible for us to go as far as we would like to when we have considered the
model with stochastic volatility with jumps in returns and in volatility. It would have been very
useful to be able to do the same rolling analyses that we have performed when the volatility
was kept constant. However, such analyses would have been too much time consuming from a
computational point of view and it would have been complicated to automate the check of the
convergence of the process that needs to be done for each period in the rolling analysis. This
was clearly a limitation when we have tried to determine empirically the relationship between
the daily semideviation and its annualized version.
We really think that the use of the semideviation (or semivariance) could benefit the finance
industry by providing a useful and powerful risk measure. This risk metric has been proposed a
very long time ago but its difficulty to be computed and its lack of nice properties for its scaling
made it hard to implement. However, we have shown in this article that it is still possible
to calculate it even when we consider very complex stochastic processes and that some useful
formula for its time scaling can be derived under some mild assumptions. Finally, we hope that
this paper will help democratize its use in the asset management industry.
Disclaimer: The views expressed in this article are the sole responsibility of the authors
and do not necessarily reflect those of Pictet Asset Management SA. Any remaining errors or
shortcomings are the authors responsibility.
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A Proof of Theorem 2.1
As a first step, we note the two following identities:
(A.1)
∫ a
−∞
tφ(t) dt = −φ(a) and
∫ a
−∞
t2φ(t) dt = −aφ(a) + Φ(a).
The first one can be easily obtained by observing that dφdt = −tφ(t) and limt→−∞ φ(t) = 0.
Then, ∫ a
−∞
tφ(t) dt = −
∫ a
−∞
d
dt
φ(t) dt = φ(a).
For obtaining the second identity, one can proceed as follows: we note that, for a standardized
normal density φ,
∫
tφ(t) dt = −φ(t). Integrating by part, we get∫ a
−∞
t2φ(t) dt =
∫ a
−∞
t(tφ(t)) dt = −tφ(t)
∣∣∣a
−∞
+
∫ a
−∞
φ(t) dt.
We can conclude by noting that limt→−∞ tφ(t) = 0. Those two identities are useful to prove
the following result.
Proposition A.1. Let W ∼ N (µ1, σ21), with a density function
fW (w) =
1
σ1
√
2pi
exp
(
−1
2
(
w − µ1
σ1
)2)
,
and let D˜ = D−µ1σ1 ; then, the semivariance of fW is given by
(A.2)
∫ D
−∞
fW (w)(D − w)2dw = (D − µ1)2Φ(D˜) + σ1(D − µ1)f(D˜) + σ21Φ(D˜)
Proof. By first using the change of variable x = w−µ1σ1 and the identities given in (A.1), we
obtain the following straightforward development.∫ D
−∞
fW (w)(D − w)2dw =
∫ D˜
−∞
f(x) (D − (σ1x+ µ1))2 dx =∫ D˜
−∞
(D − µ1)2f(x)dx+
∫ D˜
−∞
2σ1(µ1 −D)xf(x)dx+
∫ D˜
−∞
σ21x
2f(x)dx =
(D − µ1)2Φ(D˜) + 2σ1(D − µ1)f(D˜) + σ21
(
−D˜f(D˜) + Φ(D˜)
)
=
(D − µ1)2Φ(D˜) + σ1(D − µ1)f(D˜) + σ21Φ(D˜)
Taking into account that the log returns follow the density given in (1.7), we can apply
Proposition A.1 on (1.7) to obtain the formula of Theorem 2.1.
B Use of a Jump-Diffusion Process to Model a Bond Bench-
mark Index
Using a jump-diffusion process is a standard practice for modeling a stock price. We explain
here why it is possible to use this model for a bond benchmark index, because this may seem
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disturbing at a first sight. Indeed, the particularities of a stock and of a bond are quite different.
In particular, a bond has a well-defined maturity, while it is not the case for a stock. Moreover,
the clean price of a bond converges to 100 at its maturity. This is the well-known bond pull-to-
par effect.
However, when considering a bond benchmark, most of criticisms in favor of not using an
equity model in this context become irrelevant. Indeed, bond benchmarks have some charac-
teristics that are quite different from a bond. For example, they are typically rebalanced on
a monthly basis and their maturity are (almost) kept constant, while the maturity of a bond
decreases linearly with time. The bonds with the shortest maturity (for example less than 1
year) are automatically removed from the index.3 A direct consequence of holding the maturity
(almost) constant is that the pull-to-par effect at the portfolio level is not relevant anymore.
Another distinction between a bond and a stock is that a bond pays coupons while a stock
pays dividends. When a coupon is paid, its dirty price falls for an amount equivalent to the
coupons. However, it is not necessary to model the coupon payments for bond benchmarks,
since the rules they obey imply that the coupons are automatically reinvested. Concretely, it
means that the payment of a coupon does not impact the benchmark index.
Moreover, in a diffusion model, the stock price increases exponentially if we ignore the
random part of the model. This is a direct consequence of the fact the returns are not additive,
but must be compounded. This also applies to a bond benchmark index where the performance
is also compounded.
Finally, as stock markets may experience crashes, bond markets may also suffered from
extremely severe and sudden losses justifying the use of jumps in returns and in volatility.
All these remarks suggest that using a jump-diffusion process to model a bond benchmark
index seems to be appropriate, even though the dynamics driving bonds are different from the
ones driving stocks. But at the portfolio level, and when we consider a bond benchmark with
a constant maturity, there is no fundamental reason for not approximating the dynamics of the
index level as if it were a stock price.
C Details about the Implementation
Our MCMC algorithm is implemented in R language and relies on the code provided by Numatsi
and Rengifo (2010). We have modified their implementation in order to cope with the model
that we have introduced in this paper. The starting values for our algorithm were generated as
follows. The volatility vector was created using a three-month rolling window. We considered
as jumps absolute returns (the absolute value of the returns) that were above 2.57 standard de-
viations above the mean (after accounting for outliers). For a standardized normal distribution,
2.57 corresponds to its 0.995-quantile, meaning that we should expect that approximately 1%
of the absolute returns to be larger that this threshold. Indeed, in our data, we had more than
14% of the data exceeding this threshold, confirming the presence of jumps in returns. Once
these “accidents” have been identified, we still need to determine the jump return size, the jump
volatility size and the number of jumps that have happened. Indeed, with our methodology, it
is possible to have more than a single jump occurring during a specific date. Provided that the
jump sizes are by construction far larger than that returns observed during the days without
“accidents”, we have considered that the jump size corresponds to the observed daily returns.
For example, if we have identified a jump and if the observed return is -67 bps for that date,
then we consider that the jump size is the same amount. We have made a similar assumption
3The technical document describing the management of the Barclays bond indexes can be obtained at https:
//indices.barcap.com/index.dxml.
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for the volatility. So the volatility jump simply correspond to the difference in volatility between
the actual estimation for a particular day and the day before. The process followed by the sum
of the jump returns is a Poisson compound variable with normally distributed jumps. The same
for the process followed by the sum of the volatility jumps, except that the jumps are this time
exponentially distributed. Provided that the jumps can be negative or positive for returns but
not for the volatilities (always positive), it is much easier to consider the volatility to determine
the number of jumps. It is the reason why we consider a compound Poisson process X for the
jumps in volatility where the Poisson process results in a P(λ) and the jump sizes are exponen-
tial variables ξν of parameter ν. It is easy to show that the distribution function F (x) of the
process X is simply given by
F (x) = Pr(X ≤ x) =
+∞∑
k=0
pk Pr
(
k∑
i=1
ξν
)
,
where pk = e
−λ λk
k! . If there is no jump, then X = 0 with probability p0 = e
−λ. A direct
consequence is that the density does not exist. In order to overcome this issue, we propose to
estimate λ based on the proportion of days having at least a jump. The probability of having
no accident in a particular day is e−λ ≈ 1 − λ, when λ is small. From that formula, we can
simply estimate λ by the ratio of days with at least one jump over the total number of days
within that period.
Once these parameters have been estimated, we still need to determine the number of jumps
occurring when an accident is detected. It is well-known that the convolution of k iid expo-
nential variables is given by a Gamma distribution with parameters k and λ. So, based on the
observation of the jump size, we can determine the number of jumps by determining which k
gives the highest density.
Having determined the state space variables, we can now tackle the problem of estimating
the model parameters. We have implemented either the Gibbs sampler or Metropolis-Hasting
depending on whether or not we knew the closed form of the parameters’ distributions. In
order to able to compare our results with those in Eraker et al. (2003) and in Numatsi and
Rengifo (2010), we have used the same priors. Note that little information is imposed through
priors. They are as follows: µ ∼ N (0, 1), κ ∼ N (0, 1), κθ ∼ N (0, 1), ρ ∼ U(−1, 1), σ2ν ∼
IG(2.5, 0.1), µy ∼ N (0, 100), ρJ ∼ N (0, 1), σ2y ∼ IG(5, 20), µν ∼ G(20, 10), and λ ∼ β(2, 40).
Another reason for us to use parameters provided by other studies is to guarantee that the
priors have been determined independently from their posterior distributions. In Eraker et al.
(2003), it was also shown that these priors may lead to very different posteriors when applied
to S&P 500 and Nasdaq 100 index returns. Moreover, the main objective of our work is not
to challenge the estimation of the parameters and in particular the assumptions about the
priors, but merely to show that it is possible to compute a semideviation even when we consider
complex stochastic processes.
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