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LOGIC FOR EXACT REAL ARITHMETIC
HELMUT SCHWICHTENBERG AND FRANZISKUS WIESNET
Abstract. Continuing earlier work of the first author with U. Berger,
K. Miyamoto and H. Tsuiki, it is shown how a division algorithm for
real numbers given as either a stream of signed digits or via Gray code
can be extracted from an appropriate formal proof. The property of
being a real number represented in either of these forms is formulated
by means of coinductively defined predicates, and formal proofs involve
coinduction. The proof assistant Minlog is used to generate the formal
proofs and extract their computational content, both as Scheme and
Haskell programs.
Keywords: signed digit code, Gray code, real number computation,
inductive and coinductive definitions, corecursion, program extraction,
realizability
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Real numbers in the exact (as opposed to floating-point) sense can be
defined as Cauchy sequences (of rationals, with modulus). However, for
computational purposes it is better to see them as coded by “streams” of
signed digits {1, 0,−1}. A variant stream representation is the so-called
“binary reflected” or Gray-code [7, 12] explained below. Apart from being
practically more useful, the stream view turns real numbers into “infinite
data” and hence objects of type level 0. As a consequence the type level of
other concepts in constructive analysis [4] is lowered by one, which simplifies
matters considerably.
Our overall goal is to obtain formally verified algorithms operating on
stream represented real numbers. Given an informal idea of how the algo-
rithm should work, there are two methods how this can be achieved.
(I) Formulate (using corecursion) the algorithm in the term language of
a suitable theory, and then formally prove that this term satifies the
specification;
(II) Find a formal existence proof M (using coinduction) for the object
the algorithm is supposed to return. Then apply a proof theoretic
method (“realizability”) to extract M ’s computational content as a
term (involving corecursion) in the term language of the underlying
theory. The verification is done by a formal soundness proof of the
realizability interpretation. Steps two and three are automatic.
A general advantage of (II) over (I) is that one does not need to begin with
a detailed formulation of the algorithm, but instead can stay on a more
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abstract level when proving the (existential) specification. In mathematics
we know how to organize proofs, for instance by splitting them into lemmas
or on occasion make use of more abstract concepts. In short, mathematical
experience can help to find a well-structured algorithmic solution.
Method (I) was employed in [5] using Coq, and method (II) in [2, 8, 3]
using Minlog1.
We will work with constructive existence proofs in the style of [4], but
in such a way that we can switch on and off the availability of input data
for the constructions implicit in the proof [1]. In the present context this
will be applied to real numbers as input data: we do not want to make
use of the Cauchy sequence for the constructions to be done, but only the
computational content of an appropriate coinductive predicate to which the
real number is supposed to belong to. This is explained in Section 1.
In the present work we consider division of real numbers as a non-trivial
case study; it has been dealt with in [5] using method (I). Using some ideas
from [5], we employ method (II) to extract signed digit and Gray code
based stream algorithms for division from proofs that the reals are closed
under division. We also extend previous work [8, 3]: instead of viewing the
real numbers as abstractly given objects with all the necessary properties
assumed as axioms we now use concrete real numbers (Cauchy sequences
with moduli) and provide formalized proofs2 in a constructive setting (like
TCF in [9, Ch. 7]) where not necessary total objects like streams are treated
as first class citizens. It is hoped that these proofs can serve as a test case for
the appropriateness of an axiomatization of the real numbers as an abstract
data type; we leave this for future work.
The paper is organized as follows. Section 1 introduces the general frame-
work where our formal proofs will be carried out. In Section 2 we define a
represention of real numbers by streams of signed digits, and in Section 3 we
prove that [−1, 1] is closed under division, w.r.t. this representation. In Sec-
tions 4 and 5 the same is done for Gray code. The final Section 6 discusses
a translation of extracted terms into Haskell and some numerical examples.
1. Introduction
We need a logical framework which conveniently accomodates streams and
non-terminating functionals on them, like corecursion. As such a system we
pick the theory of computable functionals TCF [9, Section 7.1], a version
of constructive arithmetic in finite (simple) types where (free) algebras are
admitted as base types (to avoid coding). The essential differences of TCF
with similar systems (Heyting arithmetic in finite types, Martin-Lo¨f style
type theory, Coq’s calculus of inductive constructions) are that
• the partial continuous functionals C (in the sense of Scott [10] and
Ershov [6]) are viewed as the intended (standard) model,
• inductively and coinductively defined predicates are allowed, which
can be declared to be computationally relevant or non-computational
(n.c.); computational content (in a data type determined by the
predicate) arises solely from the former.
1http://minlog-system.de.
2Files nat.scm, pos.scm, int.scm, rat.scm, rea.scm in the directory minlog/lib
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• Universal and existential quantifiers are computationally ignored [1].
In this section we describe aspects of TCF relevant for the present work.
1.1. The model C of partial continuous functionals. An easy way to
define the model C is to use Dana Scott’s information systems [11]. An in-
formation system is a structure (A,Con,⊢) where A is an at most countable
non-empty set (the tokens), Con is a set of finite subsets of A (the consistent
sets or formal neighborhoods) and ⊢ is a subset of Con×A (the entailment
relation), which satisfy
U ⊆ V ∈ Con→ U ∈ Con,
{a} ∈ Con,
U ⊢ a→ U ∪ {a} ∈ Con,
a ∈ U ∈ Con→ U ⊢ a,
U ∈ Con→ ∀a∈V (U ⊢ a)→ V ⊢ b→ U ⊢ b.
The ideals (also called objects) of an information system (A,Con,⊢) are
defined to be those possibly infinite subsets x of A which satisfy
U ⊆ x→ U ∈ Con (x is consistent),
U ⊢ a→ U ⊆ x→ a ∈ x (x is deductively closed).
The deductive closure U := { a ∈ A | U ⊢ a } of U ∈ Con is an ideal.
The algebra N of natural numbers is given by the two constructors Zero
of type N (written 0) and Succ of type N→ N (written S). For N the tokens
are the constructor expressions Sn0 (n ≥ 0) and Sn∗ (n ≥ 1), where ∗ is a
symbol indicating “no information”. A finite set U of tokens is consistent
if all its elements begin with the same constructor, and in case this is the
successor their arguments (ignoring ∗) are consistent. A finite consistent set
U of tokens entails another token a if (i) a and all tokens in U start with
the same constructor, and (ii) {Sa∗1, . . . , Sa
∗
n} ⊢ Sa
∗ (where a∗ is a token or
the symbol ∗) iff a∗ is ∗ or the proper tokens among {a∗1, . . . , a
∗
n} entail a
∗.
For example, {0, Sa∗} is inconsistent and {S(S0), S∗} is consistent. The
two tokens S(S∗) and S∗ are entailed by either of S(S0) and S(S(S∗)).
An ideal x in N is cototal if for each of its tokens Sn∗ there is another
token Sn(S∗) or Sn0 in x. We call x total if it is cototal and finite. Total
ideals correspond to ordinary natural numbers, and {Sn∗ | n ≥ 1 } is the
only infinite cototal ideal.
1.2. Totality. We will often be interested in total ideals (or objects) only.
Therefore in the formal theory TCF we use variable names with a hat (like
nˆ) for general objects; variable names without a hat (like n) are restricted
to range over total objects only. We write
∀nA(n) for ∀nˆ(nˆ ∈ TN → A(nˆ)),
and similarly for other types. More formally, to express totality of a natural
number we inductively define the totality predicate TN by the two clauses
0 ∈ TN, ∀nˆ(nˆ ∈ TN → Snˆ ∈ TN)
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and the induction axiom (also called least-fixed-point-axiom)
0 ∈ P → ∀nˆ(nˆ ∈ TN ∩ P → Snˆ ∈ TN)→ TN ⊆ P.
The induction axiom says that every predicate P also satisfying the clauses
contains TN. We call such a predicate P a “competitor” to TN.
To express cototality of a natural number in TCF we coinductively define
the cototality predicate coTN by the closure axiom
∀nˆ(nˆ ∈
coTN → nˆ = 0 ∨ ∃nˆ′(nˆ
′ ∈ coTN ∧ nˆ = Snˆ
′))
and the coinduction axiom (also called greatest-fixed-point-axiom)
∀nˆ(nˆ ∈ P → nˆ = 0 ∨ ∃nˆ′(nˆ
′ ∈ coTN ∪ P ∧ nˆ = Snˆ
′))→ P ⊆ coTN.
The coinduction axiom says that every competitor predicate P also satisfy-
ing the closure axiom is contained in coTN.
1.3. Algebras and types. Types are built from base types by the forma-
tion of function types, τ → σ. As base types we take free algebras (possibly
with type parameters), given by their constructors. Examples are
U Dummy: U (unit),
B tt : B, ff : B (booleans),
D SdR: D, SdM: D, SdL: D (signed digits, for 1, 0, −1),
L [] : L, Cons: D→ L→ L (lists of signed digits),
S C: D→ S→ S, (streams of signed digits).
Algebras with type parameters are
α× β Pair : α→ β → α× β (product),
α+ β InL: α→ α+ β, InR: β → α+ β (sum).
Totality for all these (and cototality for L and S) are defined as for N.
1.4. Real numbers. The algebras P of (binary) positive numbers, Z of
integers and Q of rationals are defined as expected, and also their totality
predicates. Real numbers are of type (N → Q) × (P → N); totality here
means that both components map total arguments into total values. By a
real number x we mean a total pair of this type whose first component is
a Cauchy sequence (an)n∈N of rationals with the second component M as
modulus, i.e.,
|an − am| ≤
1
2p
for n,m ≥M(p).
We write x ∈ Real for this property. We define x to be non-negative if
−
1
2p
≤ aM(p) for all p ∈ P,
x ≤ y by y − x is non-negative and real equality x = y by x ≤ y ∧ y ≤ x.
Most of the predicates and functions on real numbers will be compatible
with real equality; however, this must be proved in each case.
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1.5. Terms. Terms are built from (typed) variables, constructors and (equa-
tionally) defined constants by λ-abstraction and application, where termina-
tion of the defining equations is not required. An example is the corecursion
operator coRτL of type τ → (τ → U + (D × (L + τ))) → L. The “step”
argument of type τ → U + (D × (L + τ)) operates by inspection (or obser-
vation) of its argument of type τ . More precisely, the meaning of coRτL is
determined by the (non-terminating) computation rule
coRτLzf =


[] if fz ≡ InL(Dummy),
s :: u if fz ≡ InR〈s, InL(u)〉,
s :: coRτLz
′f if fz ≡ InR〈s, InR(z′)〉
with z of type τ and f of type τ → U+(D×(L+τ)). We use s :: u to denote
Cons(s, u), and ≡ for Leibniz equality (inductively defined by ∀z(z ≡ z)).
All variables in the present paragraph are understood to be general.
1.6. The type of predicates and formulas. We are interested in the
computational content of proofs, which in the present setting arises from
inductively and coinductively defined predicates only: they can be declared
to be computationally relevant (c.r.) or non-computational (n.c.). The type
of a c.r. inductive predicate is an algebra whose constructors are determined
by its clauses. For instance, the type of the c.r. version of the totality
predicate TN for the algebra N is N itself. For a formula A built from atomic
formulas by →, ∀ whose final conclusion is c.r. we define its type τ(A) by
τ(P~t ) := τ(P ),
τ(A→ B) :=
{
τ(A)→ τ(B) if A is c.r.
τ(B) if A is n.c.
τ(∀zA) := τ(∃zA) := τ(A).
1.7. Notation. From now on we use variable names
x, y for real numbers,
a, b, c for rational numbers,
d, e, k, j, i for integers,
s for signed digits,
u, v for lists (and streams) of signed digits.
Let T ncD be the n.c. version of the totality predicate for D, and similarly
for other types. Let Sd be the (formally inductive) predicate consisting of
the integers 1, 0,−1. We require that Sd has computational content (in the
three-element algebra D), and write
∀d∈SdA(d) for ∀dˆ(dˆ ∈ T
nc
D → dˆ ∈ Sd→ A(dˆ))
and similarly for ∃. The predicate Real and also ≤,= on real numbers are
assumed to be n.c. We write
∀xA(x) for ∀xˆ(xˆ ∈ T
nc
R → xˆ ∈ Real→ |xˆ| ≤ 1→ A(xˆ))
∀x∈PA(x) for ∀xˆ(xˆ ∈ T
nc
R → xˆ ∈ Real→ |xˆ| ≤ 1→ xˆ ∈ P → A(xˆ))
and again similarly for ∃.
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1.8. Example. We inductively define a predicate I0 on real numbers such
that the generating sequence d0, . . . , dm−1 for x ∈ I0 tells us that x is in∑
n<m
1
2m+1 ±
1
2m . Let 0R denote the real number 0. Then I0 is defined by
the two clauses
0R ∈ I0, ∀d∈Sd∀x∈I0
(x+ d
2
∈ I0
)
and the induction axiom
0R ∈ P → ∀d∈Sd∀x∈I0∩P
(x+ d
2
∈ P
)
→ I0 ⊆ P.
The clauses of I0 also determine a dual predicate
coI0, which is coinduc-
tively defined by the closure axiom
∀x∈coI0
(
x = 0R ∨ ∃d∈Sd∃x′∈coI0
(
x =
x′ + d
2
))
and the coinduction axiom(
∀x∈P
(
x = 0R ∨ ∃d∈Sd∃x′∈coI0∪P
(
x =
x′ + d
2
)))
→ P ⊆ coI0.
We require that both predicates I0 and
coI0 have computational content,
in a data type canonically associated to the clauses, the algebra L of lists of
signed digits.
The computational content (i.e., the realizer) of the clauses are the con-
structors, and for the induction axiom it is the recursion operator RτL of
type L → τ → (D → L → τ → τ)→ τ , where τ is the type of the competi-
tor predicate P . The “step” argument of type D → L → τ → τ operates
according to the structure of the given list. More precisely, the meaning of
RτL is determined by the computation rules
RτL([], z, f) = z,
RτL(s :: u, z, f) = f(s, u,R
τ
L(u, z, f)).
The computational content of the closure axiom is the destructor DL of type
L→ U+ (D× L). The destructor DL is defined by
DL([]) = InL(Dummy),
DL(s :: u) = InR〈s, u〉.
The computational content of the coinduction axiom is the corecursion ope-
rator coRτL of type τ → (τ → U+(D× (L+ τ)))→ L, where τ is the type of
the competitor predicate P . Note that the type U+ (D × (L + τ)) appears
since L has the two constructors [] and Cons of type D → L → L. The
meaning of coRτL has been discussed in Section 1.5.
By another (n.c.) inductive predicate Ir0 of arity (R,L) we can express
that a list u witnesses (“realizes”) that the real x is in I0 (cf. [9, p.334]).
We write u r I0x (u is a realizer of x ∈ I0) for (x, u) ∈ I
r
0 . The predicate I
r
0
is required to be non-computational, since in (x, u) ∈ Ir0 we already have a
realizer u. Ir0 is inductively defined by the two clauses
(0R, []) ∈ I
r
0 , ∀d∈Sd∀(x,u)∈Ir0
((x+ d
2
, sd :: u
)
∈ Ir0
)
and the induction axiom
(0R, []) ∈ Q→ ∀d∈Sd∀x∈Ir0∩Q
((x+ d
2
, sd :: u
)
∈ Q
)
→ Ir0 ⊆ Q.
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where sd is the signed digit corresponding to d ∈ Sd. Similarly we coinduc-
tively define the n.c. predicate (coI0)
r of arity (R,L) to express that a list u
witnesses (“realizes”) that the real x is in coI0. We write u r
coI0x (u is a
realizer of x ∈ coI0) for (x, u) ∈
coIr0 . The closure axiom is
∀(x,u)∈(coI0)r
(
(x=0R ∧u=[])∨∃d∈Sd∃(x′,u′)∈(coI0)r
(
x =
x′ + d
2
∧u = sd :: u
′
))
and the coinduction axiom
∀(x,u)∈Q
(
(x = 0R ∧ u = []) ∨
∃d∈Sd∃(x′,u′)∈(coI0)r∪Q
(
x =
x′ + d
2
∧ u = sd :: u
′
))
→ Q ⊆ (coI0)
r.
2. Stream representation of real numbers
From a computational point of view, a real number x is best seen as
a device producing for a given accuracy 12n a rational number an being
1
2n -close to x, i.e., |an − x| ≤
1
2n . For simplicity we restrict ourselves to
real numbers in the interval [−1, 1] (rather than [−2n, 2n]), and to dyadic
rationals
∑
n<m
dn
2m+1 (dn ∈ {1¯, 1}), where 1¯ means −1.
0
−12
1
2
−34
3
4
−78
7
8
−1516
15
16
1¯ 1
1¯ 1 1¯ 1
1¯ 1 1¯ 1 1¯ 1 1¯ 1
1¯ 1 1¯ 1 1¯ 1 1¯ 1 1¯ 1 1¯ 1 1¯ 1 1¯ 1
Figure 1. Dyadic rationals.
Clearly we can represent real numbers (in [−1, 1]) as streams of 1¯, 1. Now
when doing arithmetical operations on such streams the problem of “pro-
ductivity” arises: suppose we want to add the two streams 1¯111 . . . and
11¯1¯1¯ . . . . Then the first digit of the output stream will only be known af-
ter we have checked the two input streams long enough, but there is no
bound how far we have to look. The well-known cure for this problem is
to add a delay digit 0 and work with signed digits
∑
n<m
dn
2m+1
, now with
dn ∈ {1, 0, 1¯}. We have a lot of redundancy here (for instance 1¯1 and 01¯
both denote −14), but that is not a serious problem.
Since 0R is represented by the stream consisting of the digit 0 only, we
can simplify our example in Section 1.8 by removing the nullary clause from
the inductive definition of I0, and define I and
coI accordingly. We only
need coI, coinductively defined by the closure axiom
(1) ∀x∈coI∃d∈Sd∃x′∈coI
(
x =
x′ + d
2
)
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and the coinduction axiom
(2) ∀x∈P∃d∈Sd∃x′∈coI∪P
(
x =
x′ + d
2
)
→ P ⊆ coI.
The canonically associated data type then becomes the algebra S given by a
single binary constructor C of type D → S → S. Totality TS and cototality
coTS can be defined as above for natural numbers. Note that in our model
there are no ideals in TS. Ideals u ∈
coTS are called streams of signed digits.
The computational content (i.e., the realizer) of the closure axiom (1)
now is the destructor DS of type S→ D× S, defined by
DS(s :: u) = 〈s, u〉.
The computational content of the coinduction axiom (2) is the corecursion
operator coRτS of type τ → (τ → D × (S + τ)) → S, where τ is the type of
the competitor predicate P . Note that the type D × (S + τ) appears since
S has the single constructor C of type D→ S→ S. The meaning of coRτS is
determined by the (non-terminating) computation rule
coRτSzf =
{
s :: u if fz ≡ 〈s, InL(u)〉,
s :: coRτSz
′f if fz ≡ 〈s, InR(z′)〉
with z of type τ and f of type τ → D× (S+ τ).
Again we can define another (n.c.) coinductive predicate (coI)r of arity
(R,S), with an extra witnessing argument. Its closure axiom is
(3) ∀(x,u)∈(coI)r∃d∈Sd∃(x′,u′)∈(coI)r
(
x =
x′ + d
2
∧ u ≡ sd :: u
′
)
and its coinduction axiom
(4) ∃(x′,u′)∈(coI)r∪Q
(
x =
x′ + d
2
∧ u ≡ sd :: u
′
)
→ Q ⊆ (coI)r.
Hence u r coIx iff u ≡ sd :: u
′ and x = x
′+d
2 and u
′ r coIx′, for some d, u′, x′.
3. Division for signed digit streams
We prove that [−1, 1] is closed under division, w.r.t. the representation
of reals as signed digit streams. Using ideas from [5], we will reduce this
problem to the one for the average function.
Theorem 3.1. The average of two real numbers x, y in coI is in coI:
∀x,y∈coI
(x+ y
2
∈ coI
)
.
Proof. The proofs in [2, 3] can be adapted to the present setting with con-
crete rather than abstract reals. 
The term extracted from this proof corresponds to an algorithm trans-
forming stream representations of x and y into a stream representation of
their average x+y2 . For the first n digits in the stream representation of
x+y
2
one needs the first n+ 1 digits in the stream representations of x and y.
For division xy we clearly need a restriction on the denominator y to stay
in the interval [−1, 1], and must assume that |y| is strictly positive. For
simplicity we assume 14 ≤ y; this can easily be extended to the case 2
−p ≤ y
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(using induction on p and Lemma 3.3 below). The main idea of the algorithm
and also of the proof consists in three representations of xy :
x
y
=
1 + x1y
2
=
0 + x0y
2
=
−1 + x−1y
2
where
x1 = 4
x+ −y2
2
, x0 = 2x, x−1 = 4
x+ y2
2
.
Depending on what we know about x we choose one of these representations
of xy to obtain its first digit. This will give us a corecursive definition of
x
y .
Lemma 3.2. coI is closed under shifting a real x ≤ 0 (x ≥ 0) by +1 (−1):
∀x∈coI(x ≤ 0→ x+ 1 ∈
coI),
∀x∈coI(0 ≤ x→ x− 1 ∈
coI).
Proof. We only consider the first claim; the second is proved similarly. The
proof uses coinduction (2) on coI with P := {x | ∃y∈coI(y ≤ 0 ∧ x = y + 1) }
the competitor predicate. It suffices to prove (2)’s premise for this P . Let
x, y be given with y ∈ coI, y ≤ 0 and x = y + 1. From y ∈ coI we know
|y| ≤ 1 and with y ≤ 0 also |x| ≤ 1. We need d ∈ Sd and x′ such that
(x′ ∈ coI ∨ ∃y∈coI(y ≤ 0 ∧ x
′ = y + 1)) ∧ x =
d+ x′
2
.
Again from y ∈ coI we obtain e ∈ Sd and z ∈ coI with y = e+z2 . We now
distinguish cases on e ∈ Sd.
Case e = 1. Then 0 ≥ y = 1+z2 ≥
1
2 −
1
2 = 0 and hence x = y + 1 = 1.
Picking d = 1 and x′ = 1 gives the claim. Here we need a lemma CoIOne
stating that 1 is in coI. The proof of this lemma (by coinduction) is omitted.
Case e = 0. Pick d = 1 and x′ = z + 1. Then z = 2y ≤ 0 and hence the
r.h.s. of the disjunction above holds with z for y. Also x = 2y = 1+2y+12 .
Case e = −1. Pick d = 1 and x′ = z. Then the l.h.s. of the disjunction
above holds, and d+x
′
2 =
1+z
2 =
−1+z
2 + 1 = y + 1 = x. 
We have formalized this proof M in the Minlog3 proof assistant. Minlog
has a tool to extract from the proof M a term et(M) representing the com-
putational content of the proof M . This term is in the term language T+
(a common extension of Go¨del’s T and Plotkin’s PCF) of the underlying
arithmetical theory TCF; it is displayed as
[u](CoRec ai=>ai)u
([u0][case (DesYprod u0)
(s pair u1 -> [case s
(SdR -> SdR pair InL cCoIOne)
(SdM -> SdR pair InR u1)
(SdL -> SdR pair InL u1)])])
Here [u] means lambda abstraction λu, and (CoRec ai=>ai) is the core-
cursion operator coRτS defined above, where τ is S again. The type of
coRSS
is S → (S → D × (S + S)) → S. The first argument of the corecursion
3The development described here resides in the dev branch of Minlog, in the directory
minlog/examples/analysis, files sddiv.scm and graydiv.scm
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operator is the abstracted variable u of type S, and the second ([u0][case
...]) is the “step” function, which first destructs its argument u0 into a
pair of a signed digit s and another stream u1, and then distinguishes cases
on s. In the SdR case the returned pair of type D× (S+ S) has SdR again as
its left component, and as right component the InL (left embedding into a
sum type) of a certain stream denoted cCoIOne. This is the computational
content (hence the “c”) of CoIOne, essentially an infinite sequence of the
digit SdR (written ~1 ).
The algorithm represented by et(M) can be understood as follows. If
s = SdR, then y must be non-negative. Hence y = 0, and a stream-
representation of y + 1 is ~1. Here we do not need a corecursive call, and
hence the result is 〈SdR, InL(~1 )〉. The same happens in case s = SdL. Here
y + 1 can be determined easily by changing the first digit from SdL to SdR
and leaving the tail as it is. Hence the result is 〈SdR, InL(u′)〉. Only in case
s = SdM we have a corecursive call. Here we change the first digit from
SdM to SdR, which however amounts to adding 12 only. Therefore the pro-
cedure continues with the tail. Hence the result is 〈SdR, InR(u′)〉. Using the
computation rule for coRSS we can now describe the computational content
as a function f : S→ S defined by
f(SdR :: u) := [SdR,SdR, . . . ],
f(SdM :: u) := SdR :: f(u),
f(SdL :: u) := SdR :: u.
A similar argument for the second part of the lemma gives g : S→ S with
g(SdR :: u) := SdL :: u,
g(SdM :: u) := SdL :: g(u),
g(SdL :: u) := [SdL,SdL, . . . ].
Lemma 3.3. For x in coI with |x| ≤ 12 we have 2x in
coI:
∀x∈coI
(
|x| ≤
1
2
→ 2x ∈ coI
)
.
Proof. Let x ∈ coI be given. From the closure axiom (1) for coI we obtain
d ∈ Sd and x′ ∈ coI such that x = d+x
′
2 . We distinguish cases on d ∈ Sd.
Case d = 1. Then x = 1+x
′
2 and hence 2x = 1+x
′. Since |x| ≤ 12 we have
x′ ≤ 0. Now the first part of Lemma 3.2 gives the claim.
Case d = 0. Then x = 0+x
′
2 and hence 2x = x
′ ∈ coI.
Case d = −1. Then x = −1+x
′
2 and hence 2x = −1+ x
′. Since |x| ≤ 12 we
have 0 ≤ x′. Now the second part of Lemma 3.2 gives the claim. 
Using arguments similar to those in the remark after Lemma 3.2 we
can see that the corresponding algorithm can be written as a function
Double : S→ S with
Double(SdR :: u) := f(u),
Double(SdM :: u) := u,
Double(SdL :: u) := g(u)
where f and g are the functions from this remark.
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Lemma 3.4. For x, y in coI with 14 ≤ y, |x| ≤ y and 0 ≤ x (x ≤ 0) we have
2x− y ( 2x+ y) in coI:
∀x,y∈coI
(1
4
≤ y → |x| ≤ y → 0 ≤ x→ 4
x+ −y2
2
∈ coI
)
,
∀x,y∈coI
(1
4
≤ y → |x| ≤ y → x ≤ 0→ 4
x+ y2
2
∈ coI
)
.
Proof. We essentially use the function Av : S → S → S extracted from the
proof of Theorem 3.1. In the formulas above instead of 2x ± y we have
written 4x+(±y/2)2 to make Theorem 3.1 applicable. We also use two lemmas
stating that coI is closed under x 7→ x2 and x 7→ −x. To prove the first claim,
let x, y in coI with 14 ≤ y, |x| ≤ y and 0 ≤ x. Then clearly
−y
2 ∈
coI, and
x+−y
2
2 ∈
coI by Theorem 3.1. We have
(5)
∣∣∣x+ −y2
2
∣∣∣ =∣∣2x− y
4
∣∣ ≤∣∣2y − y
4
∣∣ =∣∣y
4
∣∣ ≤ 1
4
.
Hence we can apply Lemma 3.3 twice and obtain 4
x+−y
2
2 ∈
coI. The proof
of the second claim is similar. 
The computational content of the proofs is AuxL,AuxR: S→ S→ S:
AuxL(u, v) := Double(Double(Av(u, h(n(v))))),
AuxR(u, v) := Double(Double(Av(u, h(v)))).
Here h, n : S → S represent the computational content of the two lemmas
used in the proof; both are proved by coinduction. The function h prepends
SdM to the stream, and n negates all digits:
h(u) := SdM :: u,
n(SdR :: u) := SdL :: n(u),
n(SdM :: u) := SdM :: n(u),
n(SdL :: u) := SdR :: n(u).
Theorem 3.5. For x, y in coI with 14 ≤ y and |x| ≤ y we have
x
y in
coI:
∀x,y∈coI
(1
4
≤ y → |x| ≤ y →
x
y
∈ coI
)
.
Proof. The proof uses coinduction (2) on coI with P :=:= { z | ∃x,y∈coI(|x| ≤
y ∧ 14 ≤ y ∧ z =
x
y ) }. It suffices to prove (2)’s premise for this P . Let
x, y, z be given with x, y ∈ coI, |x| ≤ y, 14 ≤ y and z =
x
y . From |x| ≤ y we
have z ≤ 1. By a trifold application of the closure axiom (1) to x we obtain
d1, d2, d3 ∈ Sd and x˜ ∈
coI such that x = 4d1+2d2+d3+x˜8 or x = d1d2d3x˜ for
short. We now distinguish three cases.
If x = 1d2d3x˜, x = 01d3x˜ or x = 001x˜, then 0 ≤ x. Pick d = 1 and z
′ = x
′
y
with x′ = 4
x+−y
2
2 . Then x
′ ∈ coI by Lemma 3.4. From (5) we also obtain
|x′| ≤ y and hence z′ ∈ P . One can easily check that z = 1+z
′
2 .
If x = 1¯d2d3x˜, x = 01¯d3x˜ or x = 001¯x˜, then x ≤ 0. Pick d = −1 and
z′ = x
′
y with x
′ = 4
x+ y
2
2 . We can then proceed as in the first case.
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The final case is x = 000x˜. Then |x| ≤ 18 ; pick d = 0 and z
′ = x
′
y
with x′ = 2x. We obtain |x′| ≤ 14 ≤ y and with Lemma 3.3 also x
′ ∈ coI.
Therefore z′ ∈ P , and z = z
′
2 is easily checked. 
The term Minlog extracts is displayed in Figure 2.
[u,u0](CoRec ai=>ai)u
([u1][case (cCoIClosure u1)
(s pair u2 -> [case s
(SdR -> SdR pair InR(cCoIDivSatCoIClAuxR u1 u0))
(SdM -> [case (cCoIClosure u2)
(s0 pair u3 -> [case s0
(SdR -> SdR pair InR(cCoIDivSatCoIClAuxR u1 u0))
(SdM -> [case (cCoIClosure u3)
(s1 pair u4 -> [case s1
(SdR -> SdR pair InR(cCoIDivSatCoIClAuxR u1 u0))
(SdM -> SdM pair InR(cCoIToCoIDouble u1))
(SdL -> SdL pair InR(cCoIDivSatCoIClAuxL u1 u0))])])
(SdL -> SdL pair InR(cCoIDivSatCoIClAuxL u1 u0))])])
(SdL -> SdL pair InR(cCoIDivSatCoIClAuxL u1 u0))])])
Figure 2. Extracted term for Theorem 3.5.
The three occurrences of cCoIClosure correspond to the trifold application
of the closure axioms (1) to x. The seven cases x = 1d2d3x˜, x = 01d3x˜,
x = 001x˜, x = 000x˜, x = 1¯d2d3x˜, x = 01¯d3x˜ and x = 001¯x˜ are clearly
visible. In the first three cases SdR corresponds to picking d = 1 and usage
of the AuxR function from Lemma 3.4, and similarly in the last three cases
SdL corresponds to picking d = −1 and usage of AuxL. In the middle
case SdM corresponds to d = 0; there we use the computational content of
Lemma 3.3. We can describe the extracted term by a function Div : S →
S→ S corecursively defined by
Div(u, v) :=


SdR :: Div(AuxR(u, v), v) if u = 1u˜ ∨ u = 01u˜ ∨ u = 001u˜,
SdM :: Div(Double(u), v) if u = 000u˜,
SdL :: Div(AuxL(u, v), v) if u = 1¯u˜ ∨ u = 01¯u˜ ∨ u = 001¯u˜.
We use this description of the extracted term to see how far we have to look
into u and v to determine the first n entries of Div(u, v). To this end we
write the above equation as
Div(u, v) = d(u) :: Div(G(u, v), v),
where d(u) depends on the first three digits of u, and G(u, v) is one of
AuxR(u, v), Double(u) or AuxL(u, v), according to the present case. Recall
AuxL(u, v) := Double(Double(Av(u, h(n(v))))),
AuxR(u, v) := Double(Double(Av(u, h(v)))).
By the equations for n, h, Av and Double we see that the first n entries of
n(u) need the first n entries of u,
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h(u) need the first n− 1 entries of u,
Av(u, v) need the first n+ 1 entries of u and v,
Double(u) need the first n+ 1 entries of u.
Hence AuxR(u, v), AuxL(u, v) and G(u, v) all need at most the first n + 3
entries of u and n+ 2 entries of v. Iterating the above equation for G gives
for Div(u, v) the representation
d(u) :: d(G(u, v)) :: d(G(G(u, v), v)) :: d(G(G(G(u, v), v), v), v) . . .
Therefore the first n entries of Div(u, v) depend on at most the first 3n
entries of u and the first 3n− 1 entries of v.
4. Gray code for real numbers
In the stream representation of real numbers described in Section 2 adja-
cent dyadics of the same length can differ in many digits:
7
16
∼ 11¯11,
9
16
∼ 111¯1¯.
A possible cure is to flip after an occurrence of 1; see Figure 3. The result
is called binary reflected (or Gray-) code.
0
−12
1
2
−34
3
4
−78
7
8
−1516
15
16
1¯ 1
1¯ 1 1 1¯
1¯ 1 1 1¯ 1¯ 1 1 1¯
1¯ 1 1 1¯ 1¯ 1 1 1¯ 1¯ 1 1 1¯ 1¯ 1 1 1¯
Figure 3. Gray code.
Then two dyadics of the same length are adjacent if and only if they differ
in exactly one digit. For instance we now have
7
16
∼ 1111¯,
9
16
∼ 11¯11¯.
This is a desirable property of stream-coded real numbers, for instance when
one transmits such streams on a channel where bit errors may occur.
Again when doing arithmetical operations on Gray code the problem of
productivity arises, and we have to add a delay digit 0.
The idea to accomodate Gray code in TCF is to introduce two “modes”
when generating the code, and flip from one mode to the other whenever we
encounter the digit 1. More precisely, instead of the predicate I we now use
two predicates G,H and flip from one to the other after reading 1. They
are defined by simultaneous induction, with clauses
∀d∈Psd∀x∈G
(
−d
x− 1
2
∈ G
)
, ∀x∈H
(x
2
∈ G
)
,
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∀d∈Psd∀x∈G
(
d
x+ 1
2
∈ H
)
, ∀x∈H
(x
2
∈ H
)
.
Here Psd (for proper signed digit) is the (inductive) predicate consisting of
the integers 1,−1. We require that Psd has computational content, in the
booleans B = {tt, ff}. Note that there are no nullary clauses (as for I).
We will only be interested in the duals coG, coH, coinductively defined by
the simultaneous closure axioms
∀x∈coG
(
∃d∈Psd∃x′∈coG
(
x = −d
x′ − 1
2
)
∨ ∃x′∈coH
(
x =
x′
2
))
∀x∈coH
(
∃d∈Psd∃x′∈coG
(
x = d
x′ + 1
2
)
∨ ∃x′∈coH
(
x =
x′
2
))(6)
and the simultaneous coinduction axioms
∀x∈P
(
∃d∈Psd∃x′∈coG∪P
(
x = −d
x′ − 1
2
)
∨ ∃x′∈coH∪Q
(
x =
x′
2
))
→
∀x∈Q
(
∃d∈Psd∃x′∈coG∪P
(
x = d
x′ + 1
2
)
∨ ∃x′∈coH∪Q
(
x =
x′
2
))
→
P ⊆ coG and the same with conclusion Q ⊆ coH.
(7)
We require that the predicates G,H and therefore coG, coH as well have
computational content, in simultaneously defined algebras G and H given
by the constructors
Lr: B→ G→ G, U: H→ G for G,
Fin: B→ G→ H, D: H→ H for H.
We write Lrtt(u) for Lr(tt, u) and Lrff(u) for Lr(ff, u), and similarly for Fin.
Then Lrtt/ff means left/right, Fintt/ff means finally left/right. The delay
constructors are U (“undefined”) for G and D (“delay”) for H. Figure 4
indicates how these constructors generate Gray code.
0
−12
1
2
−34
3
4
Lrff
U
Lrtt
Lrff
U Lrtt Finff D Fintt
Lrtt
U
Lrff
Figure 4. Gray code with delay.
Totality TG, TH and cototality
coTG,
coTG can be defined as above for na-
tural numbers. Ideals u ∈ coTG are called streams in Gray code.
The computational content of the closure axioms (6) are the destructors
DG : G→ (B×G) +H and DH : H→ (B ×G) +H defined by
DG(Lrb(u)) = InL〈b, u〉, DG(Uv) = InR(v),
DH(Finb(u)) = InL〈b, u〉, DH(Dv) = InR(v).
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The computational content of the coinduction axioms (7) are instances of
the simultaneous corecursion operators
coR
(G,H),(σ,τ)
G : σ → δG → δH → G
coR
(G,H),(σ,τ)
H : τ → δG → δH → H
(8)
with step types
δG := σ → B× (G + σ) + (H + τ),
δH := τ → B× (G + σ) + (H+ τ).
The type B × (G + σ) + (H + τ) appears since G has the two constructors
Lr: B→ G→ G and U: H→ G, and H has the two constructors Fin : B→
G→ H and D: H→ H. Omitting the upper indices of coR the computation
rules for the terms coRGsgh and
coRHtgh are
coRGsgh =


Lr(b, u) if g(s) ≡ InL〈b, InLG+σu〉
Lr(b, coRGs
′gh) if g(s) ≡ InL〈b, InRG+σs
′〉
U(v) if g(s) ≡ InR(InLH+τv)
U(coRHtgh) if g(s) ≡ InR(InRH+τ t)
coRHtgh =


Fin(b, u) if h(t) ≡ InL〈b, InLG+σu〉
Fin(b, coRGsgh) if h(t) ≡ InL〈b, InRG+σs〉
D(v) if h(t) ≡ InR(InLH+τv)
D(coRHt
′gh) if h(t) ≡ InR(InRH+τ t
′)
(9)
with s of type σ and t of type τ .
Again we can define n.c. predicates (coG)r and (coH)r of arites (R,G) and
(R,H), with an extra witnessing argument. Their closure and coinduction
axioms are similar to (3) and (4); these axioms are needed in the proof of
the soundness theorem. Since we do not discuss soundness proofs here we
omit the detailed definition.
5. Division for streams in Gray code
Finally we consider a proof that [−1, 1] is closed under division, w.r.t.
the representation of reals in Gray code. We proceed essentially as for the
signed digit case. The main difference is that the simultaneous definition of
coG and coH makes it necessary to use simultaneous coinduction.
Theorem 5.1. The average of two real numbers x, y in coG is in coG:
∀x,y∈coG
(x+ y
2
∈ coG
)
.
Proof. The proof in [3] can be adapted to the present setting with concrete
rather than abstract reals. 
Lemma 5.2. coG is closed under shifting a real x ≤ 0 (x ≥ 0) by +1 (−1):
∀x∈coG(x ≤ 0→ x+ 1 ∈
coG),
∀x∈coG(0 ≤ x→ x− 1 ∈
coG).
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Proof. We only consider the first part; the second is proved similarly. The
proof is by coinduction (7), simultaneously for ∀x∈coH(x ≤ 0→ x+1 ∈
coH)
w.r.t. competitor predicates
P := {x | ∃y∈coG(y ≤ 0 ∧ (x = y + 1 ∨ x = −(y + 1))) },
Q := {x | ∃y∈coH(y ≤ 0 ∧ (x = y + 1 ∨ x = −(y + 1))) }.
It suffices to prove (7)’s premises for these P , Q. We only consider the first
premise; for the second the proof is similar. Let x, y be given with y ∈ coG,
y ≤ 0 and x = y + 1 ∨ x = −(y + 1). From y ∈ coG we know |y| ≤ 1 and
with y ≤ 0 also |x| ≤ 1. We need to prove the disjunction
D := ∃d∈Psd∃x′∈coG∪P
(
x = −d
x′ − 1
2
)
∨ ∃x′∈coH∪Q
(
x =
x′
2
)
.
From y ∈ coG we obtain either (i) e ∈ Psd, z ∈ coG with y = −ez−12 or
else (ii) z ∈ coH with y = z2 . In case (i) we have |z| ≤ 1 since z ∈
coG.
Distinguish cases on e ∈ Psd. We will use a lemma stating that coG is closed
under x 7→ −x (proved by coinduction).
Case e = 1. Then 0 ≥ y = − z−12 ≥ −
1
2 +
1
2 = 0, hence y = 0. If x = y+1,
take x = 1 and go for the l.h.s. of the disjunction D. Picking d = 1 and
x′ = −1 gives the claim (since −1 ∈ coG). If x = −(y+1), take x = −1 and
go for the l.h.s. of the disjunction D. Picking d = −1 and x′ = −1 gives the
claim (since −1 ∈ coG).
Case e = −1. If x = y + 1, go for the l.h.s. of the disjunction D, picking
d = 1 and x′ = −z. Then x = y + 1 = z−12 + 1 =
z+1
2 = −
−z−1
2 . If
x = −(y + 1), go for the l.h.s. of the disjunction D, picking d = −1 and
x′ = −z. Then x = −(y + 1) = − z−12 − 1 =
−z+1
2 − 1 =
−z−1
2 .
In case (ii) we have |z| ≤ 1 (since z ∈ coH) and z ≤ 0 (since y = z2 and
y ≤ 0). Hence |z + 1| ≤ 1. If x = y + 1, go for the l.h.s. of the disjunction
D, picking d = 1 and x′ = −(z + 1). Then −(z + 1) ∈ P (since also z ∈ coG
and z ≤ 0), and x = y + 1 = z2 + 1 =
z+2
2 = −
−(z+1)−1
2 . If x = −(y + 1),
go for the l.h.s. of the disjunction D, with d = −1 and x′ = −(z + 1). Then
again −(z + 1) ∈ P and x = −(y + 1) = −(z+1)−12 . 
As computational content of a formalization of this proof Minlog returns
a term in T+ involving simultaneous corecursion. The corresponding al-
gorithm can be described as a pair of two functions f : G → B → G and
f ′ : H→ B→ H defined by
f(Lrtt(u), b) = Lrb(−1),
f(Lrff(u), b) = Lrb(−u),
f(U(v), b) = Lrb(f
′(v˜, ff)),
f ′(Fintt(u), b) = Finb(1),
f ′(Finff(u), b) = Finb(−u)),
f ′(D(v), b) = Finb(f(v˜, tt)).
Here v 7→ v˜ denotes a function extracted from a proof that coG and coH are
equivalent. This function already occurred in the average proof.
Lemma 5.3. For x in coG with |x| ≤ 12 we have 2x in
coG:
∀x∈coG
(
|x| ≤
1
2
→ 2x ∈ coG
)
.
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Proof. Let x ∈ coG be given. From the closure axiom for coG we obtain either
(i) d ∈ Psd, x′ ∈ coG with x = −dx
′−1
2 , or else (ii) x
′ ∈ coH with x = x
′
2 . In
case (i) we distinguish cases on d ∈ Psd. In case d = 1 we obtain x = −x
′+1
2
and hence 2x = −x′ + 1. Since |x| ≤ 12 we have x
′ ≤ 0. Now the first part
of Lemma 5.2 gives the claim. The case d = −1 is similar, using the second
part of Lemma 5.2. In case (ii) we have 2x = x′, hence the goal 2x ∈ coG
follows from the equivalence of coG and coH. 
Using arguments similar to those in the remark after Lemma 5.2 we
can see that the corresponding algorithm can be written as a function
Double : G→ G with
Double(Lrtt(u)) := f(−u),
Double(Lrff(u)) := f
′(u),
Double(U(v)) := v˜
where f , f ′ and v 7→ v˜ are the functions from this remark.
Parallel to Lemma 3.4 we can now prove
Lemma 5.4. For x, y in coG with 14 ≤ y, |x| ≤ y and 0 ≤ x (x ≤ 0) we have
2x− y ( 2x+ y) in coG:
∀x,y∈coG
(1
4
≤ y → |x| ≤ y → 0 ≤ x→ 4
x+ −y2
2
∈ coG
)
,
∀x,y∈coG
(1
4
≤ y → |x| ≤ y → x ≤ 0→ 4
x+ y2
2
∈ coG
)
.
Proof. We only consider the first claim. Again we essentially use the func-
tion Av: G → G → G → extracted from the proof of Theorem 5.1. In the
formulas above instead of 2x ± y we have written 4x+(±y/2)2 to make Theo-
rem 5.1 applicable. We also use two lemmas stating that coG is closed under
x 7→ x2 and x 7→ −x. Both are proved by coinduction, and the corresponding
algorithms are given by functions h, n : G → G. To prove the first claim,
let x, y in coG with 14 ≤ y, |x| ≤ y and 0 ≤ x. Then clearly
−y
2 ∈
coG,
and
x+−y
2
2 ∈
coG by Theorem 5.1. We have the same estimate (5) as in
the proof of Lemma 3.4; hence we can apply Lemma 5.3 twice and obtain
4
x+−y
2
2 ∈
coG. The proof of the second claim is similar. The computational
content of the two proofs are functions AuxL,AuxR: G→ G→ G with
AuxL(u, u′) := Double(Double(Av(u, h(n(u′))))),
AuxR(u, u′) := Double(Double(Av(u, h(u′)))). 
Parallel to the essential part of Theorem 3.5 we can now prove that divi-
sion by y satisfies to closure axiom for coI:
Theorem 5.5. For x, y in coG with 14 ≤ y and |x| ≤ y we find a signed digit
d such that 2x = x′ + yd for some x′ ∈ coG with |x′| ≤ y:
∀x,y∈coG
(1
4
≤ y → |x| ≤ y → ∃d∈Sd∃x′∈coG
(
|x′| ≤ y ∧
x
y
=
x′
y + d
2
))
.
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Proof. We proceed as for Theorem 3.5, now using Lemma 5.4. The proof uses
a trifold application of the coinduction axioms for coG and coH to obtain the
first three digits. Its computational content is a function f : G→ G→ D×G
defined by
f(Lrtt(u), u
′) = (1,AuxR(Lrtt(u), u
′))
f(Lrff(u), u
′) = (−1,AuxL(Lrff(u), u
′))
f(U(v),Fintt(u)) = (1,AuxR(U(v),Fintt(u)))
f(U(v),Finff(u)) = (−1,AuxL(U(v),Finff(u)))
f(U(v),D(Fintt(u))) = (1,AuxR(U(v),D(Fintt(u))))
f(U(v),D(Finff(u))) = (−1,AuxL(U(v),D(Finff(u))))
f(U(v),D(D(v′))) = (0,D(U(v))) 
Corollary 5.6. For x, y in coG with 14 ≤ y and |x| ≤ y we have
x
y in
coG:
∀x,y∈coG
(1
4
≤ y → |x| ≤ y →
x
y
∈ coG
)
.
Proof. By coinduction, simultaneously with the same formula where coG is
replaced by coH. Theorem 5.5 is used in both cases of the simultaneous
coinduction. The extracted term could be analyzed in a similar way as in
the remark after Theorem 3.5. 
6. Translation to Haskell
The terms extracted from Theorem 3.5 and Corollary 5.6 can be trans-
lated into Scheme or Haskell programs, via term-to-scheme-program and
term-to-haskell-program. Because of the presence of corecursion opera-
tors in the extracted terms the lazy evaluation of Haskell is more appropriate.
As tests we have run (in ghci with time measuring by :set +s) the signed
digit division files4 on approximations of 13 and
1
2 . To return the first 19
digits of the result of dividing 10013001 by
10001
20001 took about 0.04 seconds in the
signed digit case and about 0.06 seconds in the Gray case.
In the following table we see how the runtime increases if we increase the
number of signed digits in the output. Of course, this depends on the used
computer, but instead of the concrete numbers we are interested in the scale
of the runtime.
In the remark after Theorem 3.5 we have shown that the look-ahead of
the input is linear in the digits of the output, i.e., we need at most the first
3n entries of u and v to compute the first n entries of Div(u, v). But here
we see that the runtime is clearly not linear. This is not surprising because
in this remark we had the representation
d(u) :: d(G(u, v)) :: d(G(G(u, v), v)) :: d(G(G(G(u, v), v), v), v) . . .
of Div(u, v). Therefore, for the first n digits, we have to compute
G(u, v), G(G(u, v), v), . . . , G(. . . G︸ ︷︷ ︸
n−1
(u, v) . . . )
4sddiv.scm and graydiv.scm residing in the dev branch of Minlog, in the directory
minlog/examples/analysis
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number of digits runtime in seconds
10 0.01
25 0.05
50 0.14
75 0.26
100 0.46
250 2.69
500 10.11
750 23.90
1000 42.50
2000 182.92
10000 4567.74
Figure 5. Runtime
and we have to read the first 3n digits of u and v and operate on them n−1
times. We see that n occurs twice in the calculation and hence the runtime
has to be at least quadratic in the numbers of digits of the output. We also
see this in the table above:
If we compare, for example, the runtimes for 100, 1000 and 10000 digits,
we see that a multiplication of the numbers of digits by 10 causes a multipli-
cation of the runtime by approximately 100. Therefore the runtime seems
to be approximately quadratic in the number of computed digits.
7. Conclusion
Recall that our goal was the extraction of computational content from
proofs in constructive analysis. Although these proofs work with some stan-
dard representation of real numbers (e.g., Cauchy sequences with modulus),
the technique used here makes it possible to extract from such proofs terms
describing algorithms which operate on different representations of real num-
bers, for instance streams of signed digits or Gray code. Moreover, formal
proofs of their correctness can be generated automatically.
As future work it is planned to apply the present approach to e.g. the ex-
ponential function and more generally power series. A promising application
area would be Euler’s existence proof of solutions for ordinary differential
equations satisfying a Lipschitz condition.
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