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IS SOCIAL MEDIA BAD FOR PEOPLE?
THE 2021 STORMING OF THE US CAPITOL COMPLEX
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Technological University of Dublin (Ireland)
Ioannis.Stavrakakis@TUDublin.ie , Damian.X.Gordon@TUDublin.ie,
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EXTENDED ABSTRACT
“In this Twitter, tweet, meme, mean world that we’ve created for our children, the least we can
do is consider what we’ve done and think about the young people, the future and individually,
collectively do the best we can to try and turn this thing around.”
-

Denzel Washington, from his AFI Life Achievement Award acceptance speech (2019)

The events of 6th January 2021 in the United States of America, where rioters stormed the heart
of their democracy, the US Capitol Complex (which houses their bicameral parliament) were shocking
to see. The reasons for this riot were myriad, including to protest the outcomes of the presidential
elections and two senate elections, as well as to prevent the counting that day of the electoral votes
that formally certify the election result. These events will be analysed and reflected upon for years to
come, and blame will be placed at many people’s doors, and inevitability one that has already been
singled out is social media. As Irish-born CNN reporter Donie O'Sullivan said during the event: “In
2016 people tried to write off anything about social media, saying oh, it's only a few Facebook posts,
what harm? Here's the harm. The harm of conspiracy theories, the harm of people living in these
online and Trump media echo chambers.” And now questions are being asked of social media,
including Facebook and Twitter, the primary communication media of President Donald Trump.
<Summary of rest of paper>
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1. INTRODUCTION
Facebook and Twitter allow people to join its service without verifying their identity, and
therefore allows people to create anonymous identities irrespective of their motivations or true
character. Research indicates that these anonymous (or fake) identities encourage people to share
untrue or controversial content without potentially damaging their self-image or social relationships
(Zhang and Kizilcec, 2014). This, by itself, wouldn’t be as problematic as the fact that Facebook and
Twitter also recommends people to follow based partially on commonly-shared interests, therefore
people who share false content will inevitable connect with others who also share fake content, which
invariably creates a “filter bubble” that produces polarization and echo chambers, and results in an
exogenous isolation effect, as well as a lack of full discussion of all aspects of topics (Min, et al.,
2019).
Although social media companies do have tools and personnel to help monitor and remove
contentious or libellous postings, and they use a combination of artificial intelligence and professional
moderators to review and remove these postings; there are issues with the moderation process; the

scale of the task is enormous, and the moderators are often hired based on the lowest salary, and may
lack knowledge of the platform-specific guidelines, as well as the linguistic fluency in the language of
the content (Roberts, 2019). They also have issues with the notoriously inconsistent application by
social media platforms of their own norms of acceptable speech.
The interactions on social media can sometimes make susceptible people think that a celebrity
or politician is speaking directly to them, which can be empowering but can also have deleterious
effects on the individual, where the distinction between the virtual and real worlds become blurred.
This can also blur the differentiation between public spaces and private spaces, which philosophers
like Jürgen Habermas (1991) and Hannah Arendt (1998) have explored this by asking questions such
as; who has responsibility in these spaces? And what is truly private? This delusional perception of
direct communication also leads to the creation of “divides” between in-groups and out-groups based
on very simplistic criteria such as gender, race, and social status (Taijfel, 1970). This in combination
with the anonymity of identity can lead to harassment and bullying on-line, which is often directed at
women and minority groups, making them more likely to leave these platforms or at least be silenced
in these domains (Chawki and el Shazly, 2013; UN Broadband Commission for Digital Development,
2015; World Wide Web Foundation, 2015). This ultimately leads to an amplification of white, male
voices on social media platforms, and the development of misogynist and racist groups, such as the
Incel Movement (Taub, 2018), and Stormfront (Jones, 2006). All of this invariably leads to
Groupthink, where people feel they have to behave in a particular way because (they think that)
everyone that they are friends with are behaving in that way (Nemeth, 2018). Other typical
characteristics of Groupthink are also present on Facebook and Twitter, where so-called "mind
guards" act as self-appointed "protectors" of the group who try to stop members being exposed to
adverse views to maintain unity within the group, as well as their believe in the inherent morality of
what they are doing, they feel they are trying to expose the massive election fraud as well as liberal
bias of Facebook and Twitter (who engage in surreptitious actions such as “shadow banning”), and
therefore any tactic is acceptable in exposing that hypocrisy and (as they see it) gross injustices
perpetrated.
This is not to imply that Facebook and Twitter was solely responsible for the riots, in fact, a
study by Prabhu et al. (2021) found concerning content on both Twitter and Parler, and noted that a
significant proportion of traffic on Parler was in support of undermining the veracity of the 2020 US
Presidential Elections, as well as being hate speech (as a result of Parler’s relaxed community
guidelines) and manipulated. In fact, Omidyar (2018) identified six ways that social media systems
are a threat to democracy: (1) Echo chambers, polarization, and hyper-partisanship; (2) Spread of false
and/or misleading information; (3) Conversion of popularity into legitimacy; (4) Manipulation by
“populist” leaders, governments, and fringe actors; (5) Personal data capture and targeted
messaging/advertising; and (6) Disruption of the public square
Fuchs (2021) suggests that because Donald Trump used the imagery of a boxer and told them to
“fight like hell”, he communicated to his followers that a battle was needed, and his supporters
chanted on its way to and inside of the Capitol, “Fight for Trump! Fight for Trump! Fight for
Trump!”. But Fuchs highlights that it was not a single speech that incited a coup, but “a long chain of
events that unfolded as a consequence of Trump’s authoritarian ideology, authoritarian personality,
and authoritarian practices”. Atari et al. (2021) highlight the fact that on the day of the riot Donald
Trump tweeted “These are the things and events that happen when a sacred landslide election victory
is so unceremoniously viciously stripped away from great patriots who have been badly & unfairly
treated for so long” and suggest that these types of tweets create a perception of moral homogeneity,
and a moral obligation to defend the in-group even by radical means.
The events of 6th January 2021 led to the deaths of five people, and they show that social media
companies will either need to rapidly make changes to the services to prevent a recurrence of these
kinds of tragedies, or ban Donald Trump from their services.

This is not to suggest or imply that social media is all bad, in fact, it can be used for a range of
positive cases, and it is worth noting that during the riot social media was indeed used to support
victims and inform law enforcement personnel of the on-going developments.
This issue is one of grave concern, and is one of a rapidly growing number of computer ethics
issues that have been emerging recently, to such an extent that a number of third-level institutes across
Europe are collaborating to explore some of these key ethical challenges, and to develop educational
content that is both based on pedagogically sound principles, and motivated by international
exemplars of best practice to highlight these matters as part of the Erasmus+ Ethics4EU project1
(O’Sullivan and Gordon, 2020). One specific development that is being undertaken is the creation of a
lesson focusing on the ethics of developing software that can have a negative impact on people’s lives.

2. METHODS
<ETHICS4EU project>

3. DISCUSSION
<Stuff>
This is my theory on a lot of the bad things that happened: “poor performing males” !!!!

1

http://ethics4eu.eu/

4. CONCLUSIONS
<Stuff>
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