Abstract: In timed event graphs (TEG), stock represents the number of tokens present in the system. It is very similar to work-in-process for manufacturing systems. In general, when choosing a feedback controller, a compromise is sought between fastness of the system and stock size. The classical choice in the Ômax, Õ literature consists in reducing the stock as much as possible without delaying the output. In this paper, the constraint is weakened: the response of the controlled system to a specific, predefined reference input w must be as fast as the one of the uncontrolled system, but may be slower for other inputs. In return, lower stock is expected. After formally defining this new controller, its performance in terms of stock is compared with the one of the classical controller. This last part relies heavily on second order theory for TEG.
INTRODUCTION
Timed event graphs (TEG) constitute a subclass of timed Petri nets where each place has exactly one upstream and one downstream transition and all arcs have weight 1. It is well known that the timed/event behavior of a TEG, under the earliest functioning rule (i.e., a transition is fired as soon as it is enabled), can be expressed by linear relations over some dioids (Baccelli et al. (1992) ). Applications of these models are numerous within the framework of production management. In this field, an interesting problem is stock reduction. Stock represents the number of tokens present in the system. It is a non-linear function in dioids and leads to a second order theory for TEG (MaxPlus (1991) ). To take into account perturbations (unexpected failure, . . . ) in stock reduction, a feedback is considered. When choosing a feedback controller, a compromise is sought between fastness of the system and stock reduction: the greater the feedback controller is, the slower the system is, and the lower the stock is. In the (max,+) literature, an optimal output feedback controller for TEG exists and is proposed in (Cottenceau et al. (1999) ) and ). It is the greatest output feedback controller preserving the transfer function of the uncontrolled system: the response of the controlled system to every input u is as fast as the one of the uncontrolled system. Subject to the restriction that the system is never slowed down, stock reduction is maximal. However, for some applications, it could be interesting to obtain a lower stock, even though this implies slowing the system down. The approach presented in this paper is based on an output feedback controller, which requires that the response of the controlled system to a specific, predefined reference input w is as fast as the one of the uncontrolled system, but may be slower for other inputs. The choice of the reference input w could be based on an estimation of the input (expected supply of raw materials, . . . ).
In § 2, necessary algebraic tools are given. TEG modeling over the dioid M ax in Úγ, δÛ is recalled in § 3. In § 4, second order theory for TEG is presented. In § 5, a new output feedback controller is defined and is compared, with respect to stock reduction, to the one defined in (Cottenceau et al. (1999) ).
ALGEBRAIC PRELIMINARIES

Dioid Theory
The following is a short summary of basic results from dioid theory. The reader is invited to consult (Baccelli et al. (1992) ) for more details. Definition 1. (Dioid, Complete Dioid) . A dioid D is a set endowed with two internal operations denoted (addition) and (multiplication, often denoted by juxtaposition), both associative and both having a neutral element denoted ε and e respectively. Moreover, is commutative and idempotent (a È D, a a a), is distributive with respect to , and ε is absorbing for (a È D, ε a a ε ε).
A dioid D is said to be complete if it is closed for infinite sums and if multiplication distributes over infinite sums.
The sum of all its elements is denoted Â. 
(1)
Endowed with the previous operations, the set of square matrices with entries in a complete dioid is also a complete dioid. 
Residuation Theory
In ordered sets, like dioids, equations f ÔxÕ b may have either no solution, one solution, or multiple solutions. In order to give always a unique answer to the problem of mapping inversion, residuation theory (Blyth and Janowitz (1972) ) provides, under some assumptions, either the greatest solution (in accordance with the considered order) to the inequality f ÔxÕ b or the least solution to the inequality f ÔxÕ b.
Definition 8. (Isotone mapping)
. A mapping f defined over ordered sets is said to be isotone if a b f ÔaÕ f ÔbÕ.
Definition 9. (Residuation). Let f : E F , with ÔE, Õ and ÔF, Õ ordered sets. An isotone mapping f is said to be residuated if for all y È F , the least upper bound of the subset Øx È E f ÔxÕ yÙ exists and lies in this subset. It is denoted f ÔyÕ, and mapping f is called the residual of f .
The following theorem gives a very handy characterization of residuated mappings when the considered ordered sets are complete dioids.
Theorem 10. (Baccelli et al. (1992) ). Let f : D E be an isotone mapping defined over complete dioids. Mapping f is residuated if and only if f ÔεÕ ε and,
Corollary 11. Let L a : x a x (left-product by a) and R a : x x a (right-product by a) be defined on a complete dioid. Mappings L a and R a are both residuated.
Their residuals will be denoted respectively L a ÔxÕ a ¥ Þx (left-division by a) and R a ÔxÕ x¥ ßa (right-division by a). Remark 12. In the Ômin, Õ-algebra, a¥ ßb is equal to a ¡ b, where subtraction is extended to and ¡ , using the properties of ε and Â.
For matrices with entries in a complete dioid D, the right-(or left-)product is residuated. Besides, the calculation of the residual can be derived from residuals in D as explained in the following proposition. Proposition 13. (Baccelli et al. (1992) ). Consider a com-
In the following other interesting results from residuation theory are recalled. Theorem 14. ). Let D be a com-
Proposition 15. ). In a complete dioid D, the greatest solution to inequality x ¦ a ¦ is x a ¦ .
TEG DESCRIPTION
The input-output behavior of a TEG may be represented by a transfer relation in some particular dioids. Hereafter, TEG behavior is essentially described in the dioid M ax in Úγ, δÛ. This dioid is briefly presented below, but a complete description is available in (Cohen et al. (1989) ) or (Baccelli et al. (1992) ).
The dioid M ax in Úγ, δÛ is based on BÚγ, δÛ, the set of formal power series in two variables Ôγ, δÕ with Boolean coefficients and with exponents in Z Ø¡ , Ù. The timed/event behavior of a TEG complies with structural properties: the number of events is increasing with respect to the time or equivalently the firing time is increasing with respect to the events. Then, a filtering of BÚγ, δÛ is done to take into account the previous properties: BÚγ, δÛ is equipped with a congruence relation (i.e., an equivalence relation compatible with and ): xRy γ ¦ Ôδ ¡1 Õ ¦ x γ ¦ Ôδ ¡1 Õ ¦ y. The dioid M ax in Úγ, δÛ is defined as the quotient dioid of BÚγ, δÛ by R (i.e., the dioid of the equivalence classes of R). It is a complete dioid with the bottom element ε γ δ ¡ and the top element Â γ ¡ δ .
The counter function canonically associated with a series s in M ax in Úγ, δÛ is the unique non-decreasing function 
In other words, H is realizable if there exists a TEG, the transfer function matrix of which is H. The following theorem recalls that the input-output relation of a TEG is characterized by periodicity and causality. Theorem 21. (Cohen et al. (1989) H is periodic and causal. H is realizable.
Example 22. A manufacturing system,composed of three machines M 1 (with transitions x 1 and x 2 ), M 2 (with transitions x 3 and x 4 ) and M 3 (with transitions x 5 and x 6 ), is considered. M 1 and M 2 produce parts, which are pairwise assembled in M 3 . The system is modelled by the TEG represented in Fig. 1 .
x 5 2 x 6 y u 1
Fig. 1. Manufacturing system
In the following, the construction of the state-space model (4) is explained. For the state matrix A, A ij is obtained by considering the direct link from x j to x i . For example, there are no direct links from x 1 to x 3 , then A 31 ε. From x 1 to x 2 , there is a direct link with 0 tokens and a holding time of 4 time units , then the k-th firing of x 2 happens at the earliest 4 time units after the k-th firing of x 1 . This relation is coded in M 
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Similar construction rules lead to the following input and output matrices:
B ¢ e ε ε ε ε ε ε ε e ε ε ε ª ⊺
C Ô ε ε ε ε ε e Õ
The transfer function matrix is:
SECOND ORDER THEORY
In this section, stock is formally introduced and its constant tightest bounds are calculated. The results presented in this part come mainly from (MaxPlus (1991)). Definition 23. (Stock Variation, MaxPlus (1991) ). Let s 1 (resp. s 2 ) be a periodic series in M ax in Úγ, δÛ representing the transfer relation from transition u to transition x 1 (resp. x 2 ). The stock variation from transition x 1 to transition x 2 , i.e., the difference between the number of tokens in any path from transition x 1 to transition x 2 at time t and the same quantity at time 0, S s1s2 , is defined as:
(11) where C si is the counter function associated with s i . Definition 24. (Stock Variation Matrix). Let u (resp. v) be an n-dimensional (resp. p-dimensional) vector with entries in M ax in Úγ, δÛ. The associated vector of counter functions is C u (resp. C v ). The stock matrix S uv ÔtÕ at time t from u to v is defined by S uv ÔtÕ C u ÔtÕ¥ ßC v ÔtÕ.
Remark 25. For a TEG, the stock matrix is defined as S xx ÔtÕ. If there is a path from transition x i to transition x j , ÔS xx ÔtÕÕ ij represents the variation, from time 0 to time t, of the number of tokens in the considered path. This quantity does not depend on the choosen path.
The following theorem gives the constant (with respect to t) tightest upper and lower bounds for the stock matrix. It is known as stock evaluation formula. Theorem 26. (MaxPlus (1991) ). Let u (resp. v) be an ndimensional (resp. p-dimensional) vector with entries in M 
In the following, D is assumed to be a complete dioid. The next theorem, known as increasing correlation principle, leads to bounds for the stock matrix, which are also constant with respect to the input and the perturbation. 
A ¦Bū
Then, the tightest constant bounds of S xx ÔtÕ with respect to t, u and q are given by:
Remark 31. C ÔA ¦B Õ ¥ ßÔA ¦B Õ Ô0Õ 0, as S xx ÔtÕ 0 for all t if u ε and q δ .
FEEDBACK CONTROLLER
Synthesis
For feedback synthesis, the influence of the perturbation is neglected (q ε). Methods to take perturbations into account via disturbance decoupling exist (Lhommeau et al. (2002) ), however this leads to a lower feedback controller and to a greater stock. 
According to Th. 6, the least solution of (21) Theorem 32. (Cottenceau et al. (1999) ). The greatest linear and causal output feedback controller such that ÔHFÕ ¦ H H is given by:
The previous feedback controller will delay the input as much as possible while preserving the same output as the uncontrolled system, whatever be the input. Below, a feedback controller taking into account a specific reference input w is proposed. 
Thus, feedback controllers F w and F c are equivalent for the reference input w.
An interesting problem is to extend the previous remark by finding a set of inputs which lead to the same output with feedback controllers F w and F c . The following proposition gives a first answer to this problem. Proposition 38. Considering a specific reference input w, feedback controllers F c and F w lead to the same closedloop response Hw for all inputs w ½ such that w w ½ w max with:
Proof. First, as ÔHF w Õ ¦ Hw Hw, w w max . Then, the considered set of inputs is not empty. The second step consists in showing that:
Obviously, as w w ½ and F c F w :
Besides, as w ½ w max :
Performance Analysis
In the following, a formal relation is presented between the output feedback controller and the tightest bounds for the stock matrix. The signs of the upper and lower bounds are obtained considering Rem. 31.
Application
For the TEG of Ex. 22, the impulse input is considered, i.e., w e. The calculations below have been done with the software described in (Cottenceau et al. (2000) ) and ). The following output feedback controllers are obtained: 
As expected, F e
