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Resumen
En el presente trabajo se desarrolla un modelo para economı´as de produccio´n
con ana´lisis de actividad. En este modelo se consideran los conceptos de equilibrio
regular y de economı´as regulares. Se demuestra que e´stos, se reducen a los conceptos
correspondientes para el caso de economı´as de intercambio estudiados en [1], [8]. Se
prueba tambie´n un teorema del ı´ndice para economı´as regulares. Todas las pruebas y
argumentos matema´ticos empleados en el trabajo son lo suficientemente simples para
que sean entendidos por lectores sin una formacio´n matema´tica so´lida, de tal manera
que este modelo esta´ al alcance de estudiantes de economı´a avanzados. El modelo
desarrollado en este art´ıculo esta´ inspirado en el trabajo de Kehoe [6].
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Abstract
In this paper we study a general equilibrium model for economies with activities
analysis production technologies and we prove a global index theorem for regular
economies.
Keywords: Regular economy, economic equilibrium, regular equilibrium.
Mathematics Subject Classification: 90A14
Introduccio´n
Suponemos que existen un nu´mero finito n de bienes perfectamente divisibles. Tenemos
una funcio´n de exceso de demanda. f(p) = (f1(p), · · · , fn(p)) ∈ Rn, definida para cada
vector p ∈ Rn de entrada no negativas, no nulo; es decir el dominio de f es Rn+ \ {0},
donde Rn+ = {p ∈ Rn/pi ≥ s0 para cada i = 1, · · · , n}. Todo p ∈ Rn+ \ {0} es llamado un
vector de precios.
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Supuesto 1. (Diferenciabilidad)
Cada fi es una funcio´n continuamente diferenciable en Rn+ \ {0}.
Supuesto 2. (Homogeneidad)
Cada fi es homoge´nea de grado cero; es decir fi(tp) = fi(p) para cada t > 0.
Este supuesto implica que ∂f(p) · p = 0. Como f(tp) = f(p); derivando esta´ ecuacio´n con
respecto a t obtenemos que ∂f(t p) · p = 0 y haciendo t = 1 obtenemos ∂f(p) · p = 0.
Supuesto 3. (ley de Walras).
La funcio´n f satisface la ecuacio´n p · f(p) = 0 para todo p ∈ Rn+ \ {0}.
La tecnolog´ıa de produccio´n esta´ espec´ıficada por una matriz
A n×m, tal que A = [b1, · · · , bm] donde los bi son los vectores columna de A, los cua´les son
llamados las actividades de A y la matriz A se llama matriz de ana´lisis de actividad. El con-
junto
Y = {Ay/y ∈ Rm+} es llamado el conjunto de produccio´n.
Sea Rn++ = {x ∈ Rn/xi > 0 para todo i = 1, · · · , n}.
Supuesto 4. (Desperdicio).
La matriz −In es una submatriz de A, donde In es la matriz identidad n× n.
Teorema 1 Sea A = [b1, · · · , bm] una matriz de ana´lisis de actividad, entonces las sigu-
ientes condiciones son equivalentes:
(i) Y ∩ Rn+ = {0}.
(ii) Todo elemento de Y diferente de cero tiene al menos una entrada estrictamente neg-
ativa.
(iii) Existe un vector p ∈ Rn++ tal que el vector p ·A tiene todas sus entradas no positivas,
es decir p ·A ≤ 0.
Prueba.
(i) ⇒ (ii). Sea y ∈ Rm+ tal que Ay 6= 0. Si Ay no tiene entradas no negativas entonces Ay ∈ Rn+
y por (i) Ay = 0, lo cual es una contradiccio´n y entonces Ay tiene al menos una
entrada estrictamente negativa.
(ii) ⇒ (i). Sea y ∈ Rm+ tal que Ay ∈ Rn+. Si Ay 6= 0 entonces Ay tiene una entrada estrictamente
negativa, luego Ay /∈ Rn+, esto es una contradiccio´n; por lo tanto Ay = 0. As´ı tenemos
que Y ∩Rn+ = {0}.
(iii) ⇒ (i). Sea p ∈ Rn++ tal que p · A ≤ 0. Si y ∈ Rm+ y Ay ∈ Rn+, supongamos que Ay 6= 0 y
entonces p · (Ay) > 0. Pero p ·A ≤ 0 y y ∈ Rm+ implican que (pA) · y ≤ 0, lo cual es
una contradiccio´n y entonces debemos tener que Ay = 0; es decir Y ∩ Rn+ = {0}.
(i) ⇒ (iii). Sea Y ∗ = {p ∈ Rn/p · y ≤ 0 para todo y ∈ Y }. Si existe p ∈ Y ∗ tal que p ∈ Rn++
entonces p · y ≤ 0 para todo y ∈ Y . Como todas las columnas de A son elementos
de Y (bi = Aei, i = 1, · · · ,m) donde (e1, · · · , em) es la base cano´nica de Rm tenemos
que p · bi ≤ 0 para i = 1, · · · ,m; es decir p · A ≤ 0 y entonces quedar´ıa establecido
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(iii).
Suponga por contradiccio´n que Rn++∩Y ∗ = ∅; esto implica que Rn++−Y ∗ no contiene
el vector 0. Como Rn++−Y ∗ es un conjunto conexo (Rn++, Y ∗ son conexos), entonces
por el teorema del hiperplano de soporte, existe q ∈ Rn, q 6= 0 tal que 0 ≤ q · β para
todo β ∈ Rn++ − Y ∗.
Por otro lado, como 0 ∈ Y ∗ tenemos Rn++ ⊆ Rn++ − Y ∗ y entonces 0 ≤ q · x para
todo x ∈ Rn++.
Sea xei el vector de Rn++ que tiene a e > 0 en toda entrada j 6= i y a 1 en la entrada
i; claramente xei → ei si e → 0 y entonces como 0 ≤ q · xei se tiene 0 ≤ q · ei para
todo i = 1, · · · n luego q ∈ Rn+. Para e > 0 tenemos que (e, · · · , e) − y ∈ Rn++ − Y ∗
para todo y ∈ Y ∗ y entonces 0 ≤ ((e, · · · , e) − y) · q. Cuando e −→ 0 se obtiene que
−y · q ≥ 0; es decir q · y ≤ 0 para todo y ∈ Y ∗.
Sea p ∈ Rn tal que p · bj ≥ 0 para todo j = 1, · · · ,m. Para todo y ∈ Y existe z ∈ Rm+
tal que y = Az, sea z = (z1, · · · , zm) entonces y = Az =
∑m
j=1 zjbj. Por lo tanto se
tiene que y · p =∑mj=1 zjbjp ≥ 0; es decir −p ∈ Y ∗ y as´ı −p · q ≤ 0 entonces p · q ≥ 0.
Hemos demostrado que para todo p ∈ Rn tal que p · bj ≥ 0 para todo j = 1, · · · ,m
se tiene que p · q ≥ 0. Por el Lema de Minkowski-Farkas existen λ1, · · · , λm ≥ 0 con
(λ1, · · · , λm) 6= 0 tal que q =
∑m
j=1 λibi. Sea z = (λ1, · · · , λm) entonces q = Az, como
z ∈ Rm+ tenemos q ∈ Y ; por lo tanto q ∈ Y ∩ Rn++ = {0} as´ı q = 0; lo cual es una
contradiccio´n.
Supuesto 5. (Acotabilidad)
Y ∩Rn+ = {0}.
Nota. Todo par de la forma (f,A) es llamado una economı´a.
Definicio´n 1 Un equilibrio de una economı´a (f,A) es un vector de precios pˆ tal que:
(i) pˆt ·A ≤ 0.
(ii) Existe z ∈ Rm+ tal que f(pˆ) = Az.
(iii)
∑n
i=1 pˆi = 1.
Observaciones.
(a) Cuando una economı´a (f,A) es tal que A = −In y f esta´ definida en Rn++, esta se
reduce al caso de economı´as de intercambio, estudiadas por ejemplo en [1], [8]. En
este caso tenemos que Y = −Rn+.
(b) La nocio´n de punto de equilibrio de la definicio´n anterior generaliza la nocio´n de
punto de equilibrio (f(pˆ) = 0) para economı´as de intercambio estudiada en [1],
donde f esta´ definida en Rn++.
Probemos (b): Sea (f,−In) una economı´a tal que el dominio de f es Rn++ y pˆ ∈ Rn++ tal
que
∑n
i=1 pˆi = 1. Si f(pˆ) = 0 entonces claramente pˆ
t(−In) = −pˆt ≤ 0 y f(pˆ) = 0 = (−In)z,
con z = 0 ∈ Rn+. Por lo tanto pˆ es un punto de equilibrio de acuerdo a la definicio´n anterior.
Rec´ıprocamente si pˆ es un punto de equilibrio de (f,−In) entonces f(pˆ) ∈ Y = −Rn+. Si
f(pˆ) 6= 0, este vector tiene una componente fi(p) < 0 y entonces pˆ · f(pˆ) ≤ pifi(p) < 0,
contradiciendo el supuesto 3 (Ley de Walras) y por lo tanto f(pˆ) = 0.
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Definicio´n 2 (a) Sea T un subconjunto cerrado, convexo y no vac´ıo de Rn, denote por
pT : Rn −→ T la proyeccio´n definida tal que para cada q ∈ Rn, pT (q) es el punto de
T ma´s cercano a q, con la distancia usual de Rn.
(b) Sea S = {p ∈ Rn+/
∑n
i=1 pi = 1} y SA = {p ∈ Rn/ptA ≤ 0,
∑n
i=1 pi = 1}.
Es conocido que toda proyeccio´n pT es una funcio´n continua si T es convexo.
Proposicio´n 2 SA es un subconjunto cerrado, conexo no vac´ıo de Rn y SA ⊆ S.
Prueba. Claramente SA es un subconjunto cerrado conexo de Rn.
El teorema 1 y el supuesto 5 garantiza que existe p ∈ Rn++ tal que ptA ≤ 0; por lo tanto
p∑
i pi
∈ SA y as´ı tenemos que SA 6= ∅.
Probemos que SA ⊆ S, sea p ∈ SA entonces ptA ≤ 0. Como −In es una submatriz de
A (supuesto 4), tenemos en particular que pt(−In) ≤ 0 y entonces p ≥ 0. Dado que∑n
i=1 pi = 1 tenemos que p ∈ S.
Definicio´n 3 Sea g:S −→ S la funcio´n definida tal que g(p) = pSA(p+ f(p)).
Nota. Como pSA y f son continuas entonces g es una funcio´n continua.
Teorema 3 Sea pˆ ∈ S, entonces pˆ es un punto de equilibrio de (f,A) si y solo si g(pˆ) = pˆ.
Prueba. Observe que g(pˆ) = pˆ si solo si pˆ es la solucio´n u´nica del problema de progra-
macio´n cuadra´tica:
mı´n
1
2
‖p− pˆ− f(pˆ)‖
sujeto a ptA ≤ 0 y pte = 1, donde e = (1, · · · , 1).
Por las condiciones de Kuhn-Turker, existe yˆ = (yˆ1, · · · , yˆm) con entradas no negativas
y λˆ ≥ 0 tal que
p− pˆ− f(pˆ) +Ay + λˆe = 0 y pt · Ayˆ = 0. (∗)
Si g(pˆ) = pˆ entonces p = pˆ, lo que implica que −f(pˆ) + Ayˆ + λˆe = 0; multiplicando esta
ecuacio´n por pˆ, tenemos que −pˆf(pˆ) + pˆtAyˆ+ λˆ = 0; como pˆtAyˆ = 0 y pˆf(pˆ) = 0 entonces
λˆ = 0. Por lo tanto Ayˆ = f(pˆ) y como
∑n
i=1 pˆi = 1 se tiene que pˆ es un equilibrio para
(f,A).
Rec´ıprocamente, si pˆ es un punto de equilibrio para (f,A), pˆ satisface las condiciones
de Kuhn-Turker (*) para el problema de programacio´n cuadra´tica considerado arriba, para
λˆ = 0 y como pˆ ∈ SA yf(pˆ) = Ayˆ con yˆ ∈ Rm+ . Entonces pˆ− pˆ− f(pˆ) +Ayˆ+0e = 0, dado
que pˆf(pˆ) = 0 se tiene pˆAyˆ = 0. Por lo tanto pˆ es solucio´n de este problema y g(pˆ) = pˆ.
Teorema 4 Toda economı´a (f,A) que satisface los supuestos del 1 al 5 tiene un punto de
equilibrio.
Prueba. El teorema del punto fijo de Brower garantiza la existencia de un punto fijo pˆ
para g : S −→ S; y por el teorema 3 pˆ es un punto de equilibrio para (f,A).
En el resto del trabajo, estaremos interesados en las condiciones para la unicidad (al
menos local) del equilibrio para una economı´a (f,A).
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Denotaremos porX una subvariedad C1 n-dimensional con frontera de Rn, que contiene
en su interior a S y tal que 0 /∈ X. X puede ser tomada como la n-bola cerrada con
centro (a, · · · , a) y radio √((p− a)2 + (n− 1)a2) tal que a, p satisfacen las desigualdades
1
2 < a < 1 y 0 < p < 2a − 1. Un simple ca´lculo demuestra que e1, · · · , en base ca´nonica
de Rn esta´ en el interior de X y que (0, · · · , 0) esta´ en el exterior de X. Como X es un
conjunto convexo entonces S esta´ en el interior de X.
Nota. Queremos extender la funcio´n g a X tal que g : X −→ SA ⊆ S ⊆ X. Para esto
es suficiente extender f de S a X y por lo tanto g(x) = pSA(x+ f(x)) para todo x ∈ X.
Lema 5 Sea f : Rn+ −→ Rn una funcio´n C1. Entonces f |S se puede extender a una
funcio´n C1 con dominio X.
Prueba. Es suficiente construir una funcio´n f∗ : Rn −→ Rn, C1, tal que f∗(p) = f(p)
para todo p ∈ X ∩ Rn+.
La funcio´n h : X −→ [0,∞[ dado por h(x) = ||x|| alcanza su mı´nimo α en X, dado que
X es un conjunto compacto en Rn y como 0 /∈ X se tiene que α > 0. Sea β ∈]0, α[, existe
una funcio´n C∞, ϑ : Rn −→ R tal que ϑ(p) = 1 si ||p|| ≤ β, ϑ(p) = 0 si ||p|| ≥ α y
0 < ϑ(p) < 1, si β < ||p|| < α. (Ver ejercicio 18, pa´gina 7 del libro [5]).
Defina fo : Rn+ −→ Rn tal que fo(p) =
{
(1− ϑ(p))f(p) si p ∈ Rn+ \ {0}
0 si p = 0
Entonces si
p ∈ Rn+ ∩X implica que ||p|| ≥ α y entonces ϑ(p) = 0 y fo(p) = f(p).
Note que fo es C1 ya que fo|Rn+ \ {0} = (1− θ) · f y como f0|B(0, β) ∩Rn+ ≡ 0, f0 es C1
en 0. Por lo tanto fo es C1 en Rn+.
El lema quedar´ıa probado cuando extendamos fo a una funcio´n f∗:Rn −→ Rn, C1.
Defina f i: {p ∈ Rn/pi+1 ≥ 0, · · · , pn ≥ 0} −→ Rn, C1, para i = 0, 1, · · · , n por induc-
cio´n sobre i. fo se definio´ arriba y suponga que f i−1 esta´ definida y es C1. Definimos
f i : {p ∈ Rn/pi+1 ≥ 0, · · · , pn ≥ 0} −→ Rn tal que
f i(p1, · · · , pn) =

f i−1(p1, · · · , pn) si pi ≥ 0
−f i−1(p1, · · · ,−pi, pi+1, · · · , pn)
+2f i−1(p1, · · · , pi−1, 0, pi+1, · · · , pn) si pi < 0
Claramente f i es una extensio´n de f i−1. Probemos que f i es C1. Sea j ∈ {1, · · · , n} y p en
el dominio f i. Si pi > 0 tenemos que ∂f
i
∂xj
(p) existe y ∂f
i
∂xj
(p) = ∂f
i−1
∂xj
(p) ya que f i = f i−1
en
{x ∈ Rn/xi > 0, xi+1 ≥ 0, · · · , xn ≥ 0}.
Si pi < 0 y i 6= j, como en el caso anterior tenemos:
∂f i
∂xj
(p) =
∂f i−1
∂xj
(p1, · · · , pi−1,−pi, pi+1, · · · , pn) + 2∂f
i−1
∂xj
(p1, · · · , pi−1, 0, pi+1, · · · , pn).
Si pi < 0 y i = j aplicando la regla de la cadena tenemos
∂f i
∂xi
(p) =
∂f i−1
∂xi
(p1, · · · , pi−1,−pi, pi+1, · · · , pn)
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Si pi = 0 considere el l´ımite:
l´ım
h→0
h>0
f i(p+ hei) − f i(p)
h
= l´ım
h→0
h>0
f i−1(p1, · · · , pi−1, h, pi+1, · · · , pn)− f i−1(p1, · · · , pi−1, 0, pi+1, · · · , pn)
h
=
∂f i−1
∂xi
(p1, · · · , pi−1, 0, pi+1, · · · , pn) = ∂f
i−1
∂xi
(p).
Por otro lado considere
l´ım
h→0
h<0
f i(p+ hei) − f i(p)
h
= l´ım
h→0
h<0
−f i−1(p1, · · · , pi−1,−h, pi+1, · · · , pn) + 2f i−1(p1, · · · , pi−1, 0, pi+1, · · · , pn)− f i−1(p)
h
= l´ım
h→0
h<0
−f i−1(p1, · · · , pi−1,−h, pi+1, · · · , pn) + f i−1(p)
h
= l´ım
h→0
h<0
f i−1(p1, · · · , pi−1,−h, pi+1, · · · , pn)− f i−1(p)
−h
=
∂f i−1
∂xi
(p).
Por lo tanto ∂f
i
∂xi
(p) existe si pi = 0 y ∂f
i
∂xi
(p) = ∂f
i−1
∂xi
(p).
Si i 6= j y pi = 0 considere el l´ımite
l´ım
h→0
f i(p+ hej) − f i(p)
h
= l´ım
h→0
f i−1(p+ hej) − f i−1(p)
h
=
∂f i−1
∂xj
(p).
Por lo tanto ∂f
i
∂xj
(p) = ∂f
i−1
∂xj
(p) cuando pi = 0 y i 6= j.
Hemos probado que:
∂f i
∂xj
(p1, · · · , pn) =

∂f i−1
∂xj
(p1, · · · , pn) si pi ≥ 0
−∂f i−1∂xj (p1, · · · , pi−1,−pi, pi+1, · · · , pn)
+2∂f
i−1
∂xj
(p1, · · · , pi−1, 0, pi+1, · · · , pn)
si pi < 0
cuando i 6= j, y
∂f i
∂xj
(p1, · · · , pn) =

∂f i−1
∂xi
(p1, · · · , pn) si pi ≥ 0
∂f i−1
∂xi
(p1, · · · , pn) si pi < 0
cuando i = j.
Luego ∂f
i
∂xj
es continua dado que ∂f
i−1
∂xj
es continua; y as´ı tenemos que f i es C1, com-
pleta´ndose la induccio´n.Sea f∗ = fn, como fn es una extensio´n de fo y fn esta´ definida
en Rn, el lema queda probado.
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Nota. El conjunto de puntos fijos de g : X −→ X es igual al conjunto de puntos fijos
de g|S:S −→ S, ya que como g(X) ⊆ SA ⊆ S, entonces si g(p) = p se tiene que p ∈ SA y
luego p ∈ S.
Supuesto 6. Ninguna columna de A se puede expresar como combinacio´n lineal de otras
columnas de A que sean menos de n.
Este supuesto es trivialmente satisfecho si A = −In ya que en este caso las columnas de
A son una base de Rn.
Definicio´n 4 Sea p ∈ Rn+ \ {0} y B(p) la submatriz de A obtenida suprimiendo todas las
columnas bi de A tales que pbi 6= 0.
Cuando A = −In y p ∈ Rn++, B(p) es la matriz vac´ıa ( no tiene entradas ).
Nota. Sea (f,A), una economı´a con A = [b1, · · · , bm] matriz definida por columnas. Si
pˆ es un equilibrio para (f,A) existe yˆ ∈ Rm+ tal que
f(pˆ) = Ayˆ = [b1, · · · , bm] · yˆ
=

b11, · · · , bm1
b1n, · · · , bmn
 ·
 yˆ1...
yˆm
 =

∑m
j=1 bj1yˆj
...∑m
j=1 bjmyˆj
 = m∑
j=1
yˆjbj .
Por lo tanto f(pˆ) =
∑m
j=1 yˆjbj =
∑
bj∈B(pˆ) yˆjbj+
∑
bj /∈B(pˆ) yˆjbj . (bj ∈ B(pˆ) significa que bj
es una columna de B(pˆ) y bj /∈ B(pˆ) significa que bj es una columna de A que no es una
columna de B(pˆ).)
Como pˆ ·A ≤ 0 entonces pˆ · bj < 0 para todo bj /∈ B(pˆ) y pˆ · bj = 0 para todo bj ∈ B(pˆ)
y entonces se tiene que: 0 = pˆ ·f(pˆ) =∑bj /∈B(pˆ) yˆj pˆ · bj ; como pˆ · bj < 0 si bj /∈ B(pˆ) y dado
que yˆj ≥ 0 para todo j, tenemos que yˆj = 0.
si bj /∈ B(pˆ) y entonces f(pˆ) =
∑
bj∈B(pˆ) yˆjbj.
En particular si B(pˆ) es la matriz vac´ıa entonces f(pˆ) = 0.
Supuesto 7. En cada punto de equilibrio pˆ de (f,A) tenemos que yˆj > 0 para cada j tal
que bj · pˆ = 0, siendo bj una columna de A.
Nota. Si A = −In este supuesto es trivialmente satisfecho ya que B(pˆ) es vacia.
Proposicio´n 6 Para p ∈ Rn+ \ {0}, tenemos que las columnas de B(p) son linealmente
independientes y son estrictamente menos de n.
Prueba. Si B(p) es vac´ıa la proposicio´n es trivial. Suponga que B(p) no es la matriz vac´ıa
y sean bi1 , · · · , bil las columnas de B(p). Escoja {bj1 , · · · , bjr} ⊆ {bi1 , · · · , bil} subconjunto
linealmente independiente tal que < bj1 , · · · , bjr >=< bi1 , · · · , bil >. Si las columnas de
B(p) son linealmente dependientes, existe una columna de B(p) no en bj1 , · · · , bjr que es
combinacio´n lineal de bj1 , · · · , bjr . Por el supuesto 6 tenemos que |{bj1 , · · · , bjr}| ≥ n y por
lo tanto r = n.
Por otro lado como p · bjk = 0 para todo k = 1, · · · , r entonces {bj1 , · · · , bjr , p}, es
linealmente independiente y as´ı tenemos que r < n, pero esto contradice r = n, luego las
columnas de B(p) son linealmente independientes. Como p · bik = 0 para k = 1, · · · , l se
tiene que {bi1 , · · · , bil , p}, es linealmente independiente y entonces l + 1 ≤ n as´ı l < n.
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Definicio´n 5 Si p ∈ Rn+ \ {0} sea Cp = [e, bi1 , · · · , bil ] la matriz definida por columnas,
donde B(p) = [bi1 , · · · , bil ] y e es el vector con todas sus entradas iguales a 1.
Corolario 7 Las columnas de Cp son linealmente independientes.
Prueba. Es suficiente probar que e no es una combinacio´n lineal de las columnas de
B(p). Como p ∈ Rn+ \ {0} se tiene que p · e > 0. Suponga por contradiccio´n que existen
α1, · · · , αl escalares tales que e = α1bi1 + · · ·+ αlbil , como p · bik = 0 para k = 1, · · · , l, se
tiene que p · e = α1 · 0+ · · ·+αl · 0 = 0, pero esto contradice p · e > 0. Luego las columnas
de Cp son linealmente independientes.
Nota. Observe que {x ∈ Rn/x · Cp =

1
0
...
0
} = {x ∈ Rn/x · e = 1, x · B(p) = 0}.
Proposicio´n 8 Sea C una matriz real con n filas y k columnas. Si S = {x ∈ Rn/x·C = cˆ}
es un subconjunto no vac´ıo de Rn y las columnas de C son linealmente independientes.
Entonces ps es diferenciable y su matriz jacobiana esta´ dada por Dqps = I−C(CtC)−1Ct,
para todo q ∈ Rn.
Prueba. Sea C = [b1, · · · , bk], donde los bi son las columnas de C. Calculemos la funcio´n
ps : Rn −→ S. Si q ∈ Rn tenemos que ps(q) es el punto de s ma´s cercano a q, entonces
y = ps(q) resuelve el problema de minimizar la funcio´n f(y) = 12(‖y−q‖)2 sujeta a y·C = cˆ.
Por lo tanto y = ps(q) satisface las condiciones de primer orden; es decir existe
λ = (λ1, · · · , λk) tal que:
∇f(y) = λ1∇(y · b1 − cˆ1) + · · · + λk∇(y · bk − cˆk), donde cˆ = (cˆ1, · · · , cˆk)
Como ∇f(y) = [y1 − q1, · · · , yn − qn] = y − q y ∇(y · bi − cˆi) = bi, para i = 1, · · · , k.
Entonces y − q =∑ki=1 λibi = λCt por lo tanto cˆ− qC = λ(CtC).
Como las columnas de C son linealmente independientes se tiene que CtC es invertible,
y as´ı tenemos que λ = cˆ(CtC)−1 − qC(CtC)−1 y entonces
ps(q) = q + [cˆ(CtC)−1 − qC(CtC)−1]Ct = q − qC(CtC)−1Ct + cˆ(CtC)−1Ct
luego ps es diferenciable y Dqps = In − C(CtC)−1Ct.
Teorema 9 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7. Entonces la
funcio´n g es diferenciable en algu´n vecindario abierto de cada punto fijo pˆ de g y tenemos
que Dp(g) − In = (In − Cpˆ(CtpˆCpˆ)−1Ctpˆ)(In + Dpf) − In donde Dp(g) y Dp(f) son las
matrices jacobianas de g y f en p, punto arbitrario del vecindario de pˆ.
Prueba. Tenemos que g : X −→ SA ⊆ S ⊆ X. Por lo tanto para todo p ∈ X, g(p) ·e = 1
y g(p) ·A ≤ 0.
Sabemos que g(p) es la solucio´n u´nica al problema de programacio´n cuadra´tica:
mı´n | (||x−p−f(p)||)2 sujeto a x ·A ≤ 0 y x ·e = 1. Por las condiciones de Kuhn-Tucker, e-
xiste y = (y1, · · · , ym) con entradas no negativas y λ ≥ 0 tal que g(p)−p−f(p)+Ay+λe = 0
un modelo de equilibrio para econom´ıas de produccio´n 23
y g(p) · Ay = 0, entonces g(p) · g(p) − g(p) · p− g(p) · f(p) + λ = 0; es decir λ = λ(p) es
una funcio´n continua en p, para p ∈ X.
Por otro lado sea pˆ un punto fijo de g. Si bj es una columna de A pero no de B(pˆ), tenemos
que bj · pˆ < 0 y entonces g(pˆ) · bj < 0. Por continuidad de g existe un vecindario U de pˆ
tal que g(p) · bj < 0 para toda bj columna de A que no es columna de B(pˆ) y p ∈ U .
Por otro lado si p ∈ U tenemos que: 0 = g(p)Ay =∑mj=1 yjg(p)bj ≤ yig(p)bi para todo i,
ya que para j, g(p)bj ≤ 0, yj ≥ 0.
Por lo tanto para todo i, yig(p)bi = 0.
Si bk /∈ B(pˆ) se tiene g(p)bk < 0, lo que implica que yk = 0.
Por lo tanto Ay =
∑
bj∈B(pˆ) yjbj y entonces se tiene que∑
bj∈B(pˆ)
yjbj = −(g(p) − p− f(p) + λ(p) · e).
Sea V es el subespacio vectorial de Rn generado por las columnas de B(pˆ).
Sean pV : Rn −→ V y Πk : V −→ R tales que Πk
(∑
bj∈B(pˆ) αjbj
)
= αk, para
k = 1, · · · , dim V .
Proyecciones lineales. Estas funciones son continuas y tenemos que
yj = −Πj(pV (g(p)− p− f(p) + λ(p) · e))
tal que bj es una columna de B(pˆ); por lo tanto yj = yj(p) es una funcio´n continua en p,
para p ∈ U .
Por el supuesto 7 tenemos que yj(pˆ) = yˆ > 0 y entonces existe un vecindario W de pˆ
tal que W ⊆ U y yj(p) > 0 para todo p ∈ W y para todo j tal que bj es una columna de
B(pˆ).
Para p ∈W tenemos que:
0 =
∑
bj∈B(pˆ)
yjg(p)bj , con g(p) · bj ≤ 0 y yj > 0
lo cual implica que g(p) · bj = 0 para j tal que bj ∈ B(pˆ); es decir g(p) · B(pˆ) = 0.
Queremos probar que g|W = g1|W :W −→ S donde S = {x ∈ Rn/xCpˆ =

1
0
...
0
} y
g1(p) = ps(p+ f(p)).
Esto implicar´ıa que g es diferenciable en W , dado que ps es diferenciable (proposicio´n
8) y f es diferenciable. Por la regla de la cadena y la proposicio´n 8 tendr´ıamos que
Dpg1 = (In − Cpˆ(CtpˆCpˆ)−1Ctpˆ)(In + Dpf) y como Dpg = Dpg1, implicar´ıa Dpg = (In −
Cpˆ(CtpˆCpˆ)
−1Ctpˆ)(In +Dpf) y entonces Dpg − In = (In − Cpˆ(CtpˆCpˆ)−1Ctpˆ)(In +Dpf)− In.
Sea p ∈W , g1(p) es la solucio´n u´nica del problema
mı´n
1
2
(||x− p− f(p)||)2 (∗)′
sujeto a x · e = 1 y x · B(pˆ) = 0.
Si T = {x ∈ Rn/x · bj < 0 para toda bj columna de A pero no B(pˆ)}, entonces T es un
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conjunto abierto de Rn y como p ∈W tenemos que g(p) ∈ T y g(p) ·B(pˆ) = 0.
Si x ∈ T y x ·B(pˆ) = 0 como x · bj < 0 para toda bj /∈ B(pˆ) entonces x · A ≤ 0.
Por lo tanto que {x ∈ Rn/x ·B(pˆ) = 0, x · e = 1} ∩ T ⊆ {x ∈ Rn/x · A ≤ 0, x · e = 1} ∩ T .
Como g(p) es solucio´n del problema mı´n 12(||x − p− f(p)||)2 sujeto a x · A ≤ 0, x · e = 1,
g(p) es solucio´n (local) del mismo problema en x ∈ T, x · A ≤ 0, x · e = 1 y entonces g(p)
es solucio´n (local) del problema (*)’ en x ·B(pˆ) = 0, x · e = 1, x ∈ T .
Pero toda solucio´n local es una solucio´n global del problema (*)’, dado 12 (||x− p− f(p)||)2
es una funcio´n convexa, y as´ı tenemos que g(p) resuelve el problema (*)’. Como esta
solucio´n es u´nica debemos tener que g(p) = g1(p) para todo p ∈W ; es decir g|W = g1|W
y as´ı queda demostrado el teorema 9.
Nota. Si x ∈ R, sea sig(x) = |x|x .
Proposicio´n 10 Sea C una matriz real n × k, k ≤ n, con sus k columnas linealmente
independientes. Si B es una matriz real n× n entonces
det
(
(In − C(CtC)−1Ct)(In +B)− In
)
=
1
det(CtC)
· det
[
B C
Ct 0
]
.
En particular tenemos que
sig
(
det
(
(In − C(CtC)−1Ct)(In +B)− In
))
= sig
(
det
[
B C
Ct 0
])
.
Prueba. Como las columnas de C son linealmente independiente tenemos que
det(CtC) > 0, luego (CtC)−1 existe y la segunda ecuacio´n sigue inmediatamente de la
primera. Tenemos claramente que (In−C(CtC)−1Ct)(In+B)−In = B−C(CtC)−1(CtB+
Ct).
Por otro lado sabemos de propiedades ba´sicas de determinantes que
det
[
B C(CtC)−1
CtB + Ct Ik
]
= det(B − C(CtC)−1I−1k (CtB + Ct)) det(Ik)
= det(B − C(CtC)−1(CtB + Ct)).
Se tiene que det
[
B C(CtC)−1
CtB + Ct Ik
]
= det
[
B C(CtC)−1
Ct 0
]
restando la primera
fila multiplicada a la derecha por Ct a la segunda fila de la matriz en bloque izquierda.
De la identidad [
B C(CtC)−1
Ct 0
]
·
[
In 0
0 CtC
]
=
[
B C
Ct 0
]
se sigue que det
[
B C(CtC)−1
Ct 0
]
· det(CtC) = det
[
B C
Ct 0
]
.
y entonces det
(
(In − C(CtC)−1Ct)(In +B)− In
)
= 1det(CtC) · det
[
B C
Ct 0
]
.
Proposicio´n 11 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7 y sea pˆ
un punto de equilibrio de (f,A) entonces det(Dpˆg − In) = 1det(CtC) · det
[
Dpˆf Cpˆ
Ctpˆ 0
]
en
particular
sig(det(Dpˆg − In)) = sig
(
det
[
Dpˆf Cpˆ
Ctpˆ 0
])
.
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Prueba. Del teorema 9 sabemos que Dpˆg − In = (In − Cpˆ(CtpˆCpˆ)−1) · (In +Dpˆf)− In.
Por la proposicio´n anterior tomando B = Dpˆf tenemos que: det(Dpˆg− In) = 1det(CtC) ·
det
[
Dpˆf Cpˆ
Ctpˆ 0
]
.
Por el corolario 7 Cpˆ tiene las columnas linealmente independientes, entonces sigue
inmediatamente la segunda ecuacio´n.
Definicio´n 6 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7 y sea pˆ un
punto de equilibrio de (f,A). Si la matriz
[
Dpˆf Cpˆ
Ctpˆ 0
]
es no singular, decimos que pˆ
es un punto de equilibrio regular. En caso contrario decimos pˆ es un punto de equilibrio
cr´ıtico. Si todos los puntos de equilibrio de (f,A) son regulares decimos que (f,A) es una
economı´a regular. Una economı´a que no es regular es llamada una economı´a cr´ıtica.
Corolario 12 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7 y sea pˆ un
punto de equilibrio.Entonces pˆ es regular si solo si Dpˆg − In es una matriz no singular.
Nota. Sabemos que los supuestos 4, 5, 6, 7 son trivialmente satisfechos si A = −In.
Proposicio´n 13 Sea una economı´a (ξ,−In) de intercambio que satisface los puntos 1, 2
y 3. Si pˆ es un punto de equilibrio tal que pˆi > 0 para i = 1, · · · , n. Entonces las siguientes
condiciones son equivalentes:
(i) pˆ es un punto de equilibrio regular.
(ii)
[
Dpˆf e
et 0
]
es no singular.
(iii)
[
Dpˆf pˆ
pˆt 0
]
es no singular.
(iv) Dpˆf tiene rango n− 1.
Prueba. (i) ⇒ (ii) sigue de la definicio´n de punto regular y del hecho de que Cpˆ = e
dado que B(pˆ) es vac´ıa. (i) ⇒ (iv) Sabemos del teorema 9 aplicado al caso de intercambio
que:
Dpˆg = (In − Cpˆ(CtpCp)−1Ctpˆ) · (In +Dpˆf)
= (In − e · [1]−1et) · (In +Dpˆf)
= (In − e · et) · (In +Dpˆf)
= (In −E) · (In +Dpˆf)
= −E + (In −E) ·Dpˆf + In,
entonces Dpˆg − In = −E + (In − E) · Dpˆf donde E es la matriz n × n con todas sus
entradas iguales a 1. Sea v ∈ ker(Dpˆf)(nu´cleo de (Dpˆf)), entonces si v 6= 0, como Dpˆg−In
es invertible (Corolario 12) se tiene (Dpˆg− In)v 6= 0, luego E(v) 6= 0 es decir
∑n
i=1 vi 6= 0.
26 o. acun˜a
Sea V = {v ∈ Rn/∑ni=1 vi = 0}, V es un subespacio vectorial de Rn de dimensio´n n−1. El
argumento de arriba prueba que V ∩ker(Dpˆf) = {0} y entonces n ≥ dim(V +ker(Dpˆf)) =
dimV + dim(ker(Dpˆf)) ≥ dimV + 1 ≥ n − 1 + 1 = n. (dimker(Dpˆf) ≥ 1, dado que
Dpˆf · pˆ = 0 y entonces pˆ ∈ ker(Dpˆf).) Por lo tanto n = n − 1 + dim(ker(Dpˆf)); es decir
dim(ker(Dpˆf)) = 1, lo que implica que el rango de Dpˆf es n−1. (iv) ⇒ (iii) por la prueba
de la proposicio´n 8 de [1]. (iii) ⇒ (ii) por la prueba de la proposicio´n 9 de [1]. (ii) ⇒ (i)
Como Cpˆ = e, pˆ es un punto de equilibrio por definicio´n.
Nota. La proposicio´n anterior demuestra que el concepto de regularidad se reduce al
concepto de regularidad definido en [1] para economı´as de intercambio.
Proposicio´n 14 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7. Entonces
los puntos de equilibrio regular son puntos aislados en el conjunto de puntos de equilibrio
de (f,A).
Prueba. Sea pˆ un punto de equilibrio regular de (f,A). Considere la funcio´n h =
g − idX ; sabemos por el teorema 9 que h es diferenciable en un vecindario abierto σ de pˆ.
Entonces por el teorema de la funcio´n inversa h es un difeomorfismo local alrededor de pˆ,
en particular h es una funcio´n inyectiva en un abierto V ⊆ σ con pˆ ∈ V . Por lo tanto si pˆ1
es un punto de equilibrio de (f,A) tal que pˆ1 ∈ V entonces h(pˆ1) = g(pˆ1) − pˆ1 = 0; pero
h(pˆ) = 0 luego h(pˆ1) = h(pˆ) entonces pˆ1 = pˆ.
Por lo tanto pˆ es un punto de equilibrio de (f,A) aislado.
Teorema 15 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7. Si (f,A) es
regular entonces el conjunto de puntos de equilibrio de (f,A) es un conjunto finito.
Prueba. Si h = g − idX sabemos que el conjunto de puntos de equilibrio de (f,A)
es h−1(0) (Teorema 3). Este conjunto es claramente un subconjunto cerrado de X. Por
la proposicio´n 14 todo punto de h−1(0) es aislado. Tenemos entonces que h−1(0) es un
subconjunto cerrado y discreto del conjunto compacto X; por lo tanto h−1(0) debe ser un
subconjunto finito de X.
En lo que resta del art´ıculo estaremos interesados en probar un teorema del ı´ndice para
economı´as (f,A) regulares.
Lema 16 Sea g : X −→ Rn una funcio´n continua tal que X ⊆ Rn, X compacto. Entonces
para todo ε > 0 existe h : X −→ Rn funcio´n C∞ tal que ||h(x) − g(x)|| ≤ ε para todo
x ∈ X.
Prueba. Por el teorema de Stone-Weierstrass existe una funcio´n polimonial en n-
variables hi : X −→ R tal que |hi(x) − gi(x)| ≤ ε2√n para todo x ∈ X y para todo
i = 1, · · · , n; donde g = (g1, · · · , gn). Sea h = (h1 · · · , hn), como hi es C∞ para todo i
entonces h es C∞ y adema´s tenemos que:
(||g(x) − h(x)||)2 = (g1(x)− h1(x))2 + · · · + (gn(x)− hn(x))2 ≤ ε
2
n2
+ · · ·+ ε
2
n2
para todo x ∈ X y entonces ||g(x) − h(x)|| ≤ ε para todo x ∈ X.
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Proposicio´n 17 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7.
Si g : X −→ X tiene un conjunto finito de puntos fijos, entonces para todo  > 0 ex-
iste una funcio´n g∗ : X −→ X de clase C1 y un abierto V de Rn tal que el conjunto de
puntos fijos de g esta´ contenido en V y tal que
(i) ||g∗(x)− g(x)|| ≤  para todo x ∈ X.
(ii) g∗(x) = g(x) para todo x ∈ V ∩X.
(iii) g∗(x) = x implica que x ∈ V .
Prueba. Sea {p1, · · · , pk} el conjunto de puntos fijos de g. Sabemos del teorema 9 que
para cada pi existe una bola Ui de radio αi y centro pi con Ui ⊆ X y tal que g es de clase
C1 en Ui.
Podemos escoger α1, · · · , αk tal que Ui ∩ Uj = ∅ para todo i, j ∈ {1, · · · , k}, i 6= j. Sean
βi tal que 0 < βi < αi, Vi la bola abierta con centro pi y radio βi para i = 1, · · · , k,
V = ∪ki=1Vi y U = ∪ki=1Ui.
Tenemos que g es de clase C1 en U y V contiene los puntos fijos de g.
Para i = 1, · · · , k sea ϑi : Rn −→ R una funcio´n de clase C∞ tal que ϑi(x) = 1 si
||x− pi|| ≤ βi, ϑi(x) = 0 si ||x− pi|| ≥ αi y 0 < ϑi(x) < 1 si βi < ||x− pi|| < αi.
Defina ϑ : Rn −→ R tal que ϑ(x) =∑ki=1 ϑi(x). Como V¯i ⊆ Ui para i = 1, · · · , k entonces
V¯i ∩ V¯j = ∅ si i 6= j. Por otro lado si x ∈ V¯ = ∪ki=1V¯k entonces existe i tal que x ∈ V¯i, lo
que implica que x ∈ Ui y entonces x /∈ Uj para todo j 6= i y as´ı ϑj(x) = 0 para todo j 6= i;
por lo tanto ϑ(x) = ϑi(x) = 1. Entonces ϑ ≡ 1 en V¯ .
Por otro lado si p ∈ X \ U entonces p /∈ Ui y as´ı ϑi(p) = 0 para todo i por lo tanto
ϑ(p) =
∑k
i=0 ϑi(p) = 0. Se tiene que ϑ ≡ 0 en X \ U . Si p ∈ U \ V¯ existe i ∈ {1, · · · , k}
tal que p ∈ Ui y p /∈ V¯j para todo j = 1, · · · , k. Como p ∈ Ui tenemos p /∈ Uj si j 6= i y
p ∈ Ui \ V¯i. Entonces 0 < ϑi(p) < 1 y ϑj(p) = 0 si j 6= i, luego ϑ(p) = ϑi(p) y obtenemos
que 0 < ϑ(p) < 1.
Hemos probado que 0 < ϑ < 1 en U \ V¯ .
Sabemos que g(X) ⊆ SA y que SA esta´ contenido en el interior de X. Entonces tenemos
que para todo y ∈ g(X) existe δy > 0 tal que B(y, 2δy) ⊆ interior de X.
La familia {B(y, 2δy)/y ∈ g(X)} es un cubrimiento de g(X) conjunto compacto, entonces
existe y1, · · · , ym en g(X) tal que g(X) ⊆ ∪mi=1B(yi, 2δyi). La funcio´n ||g(p)− p|| es mayor
que 0 en X \ V conjunto compacto, por lo tanto esta funcio´n alcanza su mı´nimo δ > 0 en
X \ V . Sea  > 0 tal que 0 <  < mı´n{δy1 , · · · , δym , δ}, entonces por el lema anterior existe
una funcio´n h : X −→ Rn de clase C∞ tal que ||h(p) − g(p)|| ≤  para todo p ∈ X.
Probaremos que h(X) ⊆ X. Sea p ∈ X se tiene que ‖h(p) − g(p)‖ ≤ , como g(p) ∈ X
existe, i ∈ {1, · · · ,m} tal que g(p) ∈ B(yi, δyi) es decir ‖g(p) − yi‖ < δyi y entonces
‖h(p) − yi‖ ≤ ‖h(p) − g(p)‖+ ‖g(p) − yi‖ < + δyi < 2δi.
Por lo tanto h(p) ∈ B(yi, 2δi) ⊆ interior deX; luego h(p) ∈ X para todo p ∈ X, es
decir h(X) ⊂ X. Tenemos entonces una funcio´n h : X −→ X de clase C∞ tal que
‖h(p) − g(p)‖ ≤  para todo x ∈ X.
Defina g∗ : X −→ X tal que g∗(p) = ϑ(p)g(p) + (1− ϑ(p))h(p).
Hemos visto que existe yi ∈ g(X) tal que g(p) ∈ B(yi, δi), h(p) ∈ B(yi, 2δi) y
B(yi, 2δi) ⊆ en el interior de X. Por lo tanto h(p), g(p) ∈ B(yi, 2δi) y como B(yi, 2δi)
es convexo se tiene que g∗(p) ∈ B(yi, 2δi) y entonces g∗(p) ∈ X para todo p ∈ X. Como
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g, h, ϑ son de clase C1 en X entonces g∗ es de clase C1 en X. Si p ∈ V sabemos que
ϑ(p) = 1 por lo tanto g∗(p) = g(p), en particular g|V = g∗|V . Sea p ∈ X se tiene que:
‖g∗(p)− g(p)‖ = ‖(1−ϑ(p))(h(p)− g(p))‖ = (1−ϑ(p))‖h(p)− g(p)‖ ≤ ‖h(p)− g(p)‖ ≤ .
Entonces se tiene que ‖g∗(p)− g∗(p)‖ ≤  para todo p ∈ X.
Sea pˆ ∈ X punto fijo de g∗. Suponga que pˆ ∈ X \ V entonces ‖g(pˆ) − pˆ‖ ≥ δ. Como
‖g∗(pˆ) − g(pˆ)‖ ≤ , tenemos que ‖g(pˆ) − pˆ‖ ≤  y entonces δ ≤ ; pero  < δ, lo cual
es una contradiccio´n y entonces pˆ ∈ V . Hemos demostrado que g∗ tiene las propiedades
requeridas.
Sea X una n-variedad topolo´gica orientable con frontera; para cada funcio´n g : X −→
X se define el nu´mero de Lefschetz L(g) ∈ Z de g ver [4]. Cuando X es una n-variedad
con frontera C1 y g : X −→ X una funcio´n de clase C1 con un nu´mero finito de
puntos fijos, tal que para todo punto fijo pˆ de g se tiene det[Dpˆg − In] 6= 0. Entonces
L(g) =
∑
g(pˆ)=pˆ sig(det(Dpˆg − In)). (ver por ejemplo [4],[2],[3]). El teorema del punto fi-
jo de Lefschetz dice que si L(g) 6= 0 entonces g tiene al menos un punto fijo (ver [4]).
Aplicaremos esta teor´ıa del punto fijo de Lefschetz a nuestras funcio´nes g, g∗ : X −→ X.
Teorema 18 Sea (f,A) una economı´a que satisface los supuestos del 1 al 5. Entonces
L(g) = (−1)n, en particular (f,A) posee al menos un punto de equilibrio.
Prueba. Como X puede ser escogido como una n-bola cerrada, podemos suponer que
X es convexo. Sea S : X −→ X tal que S(x) = ( 1n , · · · , 1n) para todo x ∈ X y considere la
homotop´ıa G:X × [0, 1] −→ X tal que H(p, t) = (1− t)S(p) + tg(p).
Tenemos queH(p, t) ∈ X dadoX es convexo. Entonces las funciones S y g son homoto´picas
y por lo tanto L(S) = L(g). S so´lo tiene un punto fijo pˆ0 = ( 1n , · · · , 1n) y luego L(S) =
sig (det(Dpˆ0S − In)) = sig (det(−In)) = sig(−1)n = (−1)n.
Por lo tanto L(g) = (−1)n. Por el teorema del punto fijo de Lefschetz como L(g) 6= 0
existe pˆ ∈ X tal que g(pˆ) = pˆ; es decir pˆ es un punto de equilibrio de (f,A).
Corolario 19 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7.
Si g:X −→ X tiene un conjunto finito de puntos fijos. Entonces L(g∗) = (−1)n.
Prueba. Es suficiente demostrar que g y g∗ son homoto´picas. Como X es convexo
entonces si t ∈ [0, 1] y x ∈ X, tenemos que tg(x)+(1− t)g∗(x) ∈ X por lo tanto H: [0, 1]×
X −→ X tal que H(t, x) = tg(x) + (1 − t)g∗(x) es una homotop´ıa. Entonces se tiene que
L(g∗) = L(g) = (−1)n.
Definicio´n 7 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7 y pˆ un punto
de equilibrio de (f,A) regular. El ı´ndice de pˆ se define como sig(det
[ −Dpˆf Cpˆ
−Ctpˆ 0
]
) y se
denota por ind(pˆ).
Proposicio´n 20 Sea (f,−In) una economı´a de intercambio que satisface los supuestos
1, 2 y 3 y pˆ un punto de equilibrio regular de (f,−In) tal que pi > 0 para todo i. Entonces
ind (pˆ) = sig(det
[ −Dpˆf pˆ
−pˆt 0
]
).
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Prueba. La proposicio´n 9 de [1], afirma que el signo de det
[
Dpˆf q
qt 0
]
no depende de
q si q ∈ Rn \ {0}. En particular tenemos que sig(det
[
Dpˆf pˆ
pˆt 0
]
) = sig(det
[
Dpˆf e
et 0
]
).
Multiplicando esta ecuacio´n por (−1)n tenemos que
sig(det
[ −Dpˆf pˆ
−pˆt 0
]
) = sig(det
[ −Dpˆf e
−et 0
]
),
pero como Cpˆ = e entonces sig(det
[ −Dpˆf pˆ
−pˆt 0
]
) = sig(det
[ −Dpˆf e
−Ctpˆ 0
]
). es decir
ind(pˆ) = sig(det
[ −Dpˆf pˆ
−pˆt 0
]
).
Nota. La proposicio´n anterior demuestra que el concepto de indice dado en la definicio´n
anterior se reduce al concepto de ı´ndice estudiado para economı´as de intercambio en [1].
Proposicio´n 21 Sea (f,A) una economı´a que satisface los supuestos del 1 al 7 y pˆ un
punto de equilibrio regular. Entonces ind(pˆ) = (−1)nsig(det(Dpˆg − In)).
Prueba. De la proposicio´n 11 sabemos que sig(det(Dpˆg − In)) = sig(det
[
Dpˆf Cpˆ
Ctpˆ 0
]
)
entonces
(−1)nsig(det(Dpˆg − In)) = (−1)nsig(det
[
Dpˆf Cpˆ
Ctpˆ 0
]
) = sig((−1)n det
[
Dpˆf Cpˆ
Ctpˆ 0
]
)
= sig(det
[ −Dpˆf Cpˆ
−Ctpˆ 0
]
) = ind(pˆ).
Teorema 22 Sea (f,A) una economı´a regular que satisface los supuestos del 1 al 7.
Entonces
∑
pˆ∈Π(f,A) ind(pˆ) = 1.
Prueba. Sabemos del teorema 15 que Π(f,A) es un conjunto finito y del teorema 18
que Π(f,A) 6= ∅.
Entonces tenemos que:∑
pˆ∈Π(f,A)
ind(pˆ) = (−1)n
∑
g(pˆ)=pˆ
sig(Dpˆg − In)
= (−1)n
∑
g∗(pˆ)=pˆ
sig(Dpˆg∗ − In)
= (−1)nL(g∗)
= (−1)n · (−1)n = 1
El teorema anterior es conocido como el teorema del ı´ndice. Como el concepto de ı´ndice
para puntos de equilibrio regulares se reduce al concepto correspondiente estudiado en [1]
para economı´as de intercambio, el teorema 22 es una generalizacio´n del teorema del ı´ndice
probado en [1] para economı´as de intercambio.
Agradezco las sugerencias y observaciones dadas por el Dr. Ferna´n Ulate Montero, las
cuales fueron muy u´tiles en la realizacio´n de este trabajo.
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