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SAMPLING IN SPACES OF BANDLIMITED FUNCTIONS ON COMMUTATIVE
SPACES
JENS GERLACH CHRISTENSEN AND GESTUR O´LAFSSON
Abstract. A connected homogeneous space X = G/K is called commutative if G is a connected Lie
group, K is a compact subgroup and the B∗-algebra L1(X)K of K-invariant integrable function on X is
commutative. In this article we introduce the space L2
Ω
(X) of Ω-bandlimited function on X by using the
spectral decomposition of L2(X). We show that those spaces are reproducing kernel Hilbert spaces and
determine the reproducing kernel. We then prove sampling results for those spaces using the smoothness
of the elements in L2
Ω
(X). At the end we discuss the example of Rd, the spheres Sd, compact symmetric
spaces and the Heisenberg group realized as the commutative space U(n) ⋉ Hn/U(n).
Introduction
Reconstruction or approximation of functions using the values of the function or a natural transformation
of the function at discrete sets of points has an old and prominent history. A well known example is
the reconstruction of a function using discrete set of line integrals, a fundamental tool in Computerized
Tomography. Stepping into the digital age has only made this more important. But sampling theory
as independent mathematical subject originates from the fundamental article [48]. We refer to [56], in
particular the introduction, and [57] for a good places to consult about the history of the subject.
Sampling theory is a field of interest to engineers, signal analysts and mathematicians alike. It is
concerned with the reconstruction of a function or signal from its values at a certain collection of points.
Sampling theory is concerned with many questions:
(a) Which classes of signals can we expect to reconstruct?
(b) Which conditions do the sampling points have to satisfy?
(c) How are the signals reconstructed from samples?
(d) Reconstruction algorithms and error analysis.
(e) The speed of the reconstruction.
The first, and arguably most famous, result is the Whittaker-Shannon-Kotelnikov sampling theorem
which states that an audible (band-limited) signal can be reconstructed from its values at equidistant
sample points if the samples are taken at the Nyquist rate. If sampling takes place at a slower rate the
signal cannot be reconstructed. With a higher sampling rate (oversampling) than the Nyquist rate the
signal can be reconstructed by many different methods. Some of the developed methods also apply in the
case when the samples are not equidistant (irregular sampling) but within the Nyquist rate.
Frames [12, 36] are generalization of bases and are relatively new addition to mathematics but have
become increasingly important for approximation theory, reconstruction in function spaces, time frequency
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analysis analysis and generalizations to shift (translation) invariant spaces on topological groups and ho-
mogeneous spaces. So there is no surprise that frames have also been widely used in sampling theory.
We will not go into detail here, but would like to point out the article by J. Benedetto [3] and by J.
Benedetto and W. Heller [4] as well as the fundamental work by Feichtinger, Gro¨chenig and their co-
authors [18, 19, 21, 24, 25, 26, 27, 32]. Again, we refer to [56], in particular Chapter 10, for a good
overview.
The natural generalization of the spaces of bandlimited functions on Rn are similarly defined translation
invariant spaces of functions on Lie groups and homogeneous spaces, in particular homogeneous Riemannian
spaces, a subject closely related to the coorbit theory of Feichtinger and Gro¨chenig and more general
reproducing kernel Hilbert spaces related to unitary representations of Lie groups, [8, 9, 10, 20, 22, 23, 31].
Here we have some natural tools from analysis at our disposal, including a natural algebra of invariant
differential operators, in particular the Laplace operator. Mostly then the space of bandlimited functions
are defined in terms of boundness of the eigenvalues of Laplace operator. The bounded geometry of the
space allows us then to derive the needed Sobolev and Bernstein inequality. We point out [28, 29, 32, 33, 45]
as important contributions to the subject.
This article is organized as follows. In Section 1 we recall some standard notation for Lie groups G
and homogeneous spaces X. We introduce the algebra of invariant differential operators on homogeneous
spaces and connect it with the algebra of invariant polynomials on Txo(X), where xo is a fixed base-point.
We then recall some basic fact about representations, and in particular, we introduce the space of smooth
and analytic vectors. In 2 we discuss sampling in reproducing kernel Hilbert spaces on Lie groups. The
main ideas are based on the work of Feichtinger and Gro¨chenig.
Section 3 deals with oscillation estimates on Lie groups. The exposition is based on [8] and uses
smoothness of the the functions to derive oscillation results and hence sampling theorems.
We introduce the notion of Gelfand pairs and commutative spaces in Section 4. Here we assume that the
group is connected, which allows us to state that X = G/K is commutative if and only if the algebra D(X)
of G-invariant differential operators is commutative. We review well known facts about positive definite
functions and the spherical Fourier transform on X. One of the main results in this section is a recent
theorem of Ruffino [46] which allows us to identify the parameter set for the spherical Fourier transform
with a subset of Cs, where s is the number of generators for D(X). The result by Ruffino generalizes
statements about Gelfand pairs related to the Heisenberg group by Benson, Jenkins, Ratcliff and Worku
[7]. In Section 5 we relate the positive definite spherical functions to K-spherical representations of G and
introduce the vector valued Fourier transform on X. This relates the representation theory of G to the
harmonic analysis on X.
In Section 6 we finally introduce the space of bandlimited functions on X. The definition is based on
the support of the Plancherel-measure on X and not the spectrum of the Laplacian on X as in [28, 29, 45].
We do not prove it, but in all examples the definitions of a bandlimited functions are equivalent, but our
definition allows for more general spectral sets. Another benefit of our approach is that one does not have to
worry about injectivity radius for the exponential function nor about the construction of smooth partitions
of unity (characteristic functions for a disjoint cover can be used just as well). Our sampling result is
proved in 7 using a Bernstein inequality for the space of bandlimited functions. Finally, in Section 8, we
give some examples of commutative spaces and their spherical harmonic analysis. Those examples include
the spheres, and more generally, compact symmetric spaces, and the Heisenberg group as a homogenous
space for the group U(n)⋉ Hn. This article is partially based on [11].
1. Notation and preliminaries
1.1. Locally compact groups. In the following G denotes a locally compact group with left invariant
Haar measure µG. Sometimes we write dx instead of dµG(x). For 1 ≤ p < ∞ we let Lp(G) denote the
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space of equivalence classes of p-integrable functions on G with norm
‖f‖Lp =
( ∫
|f(x)|p dx
)1/p
.
Further, let L∞(G) denote the space of essentially bounded function on G with norm
‖f‖∞ = ess sup
x∈G
|f(x)|
The spaces Lp(G) are Banach spaces for 1 ≤ p ≤ ∞ and L2(G) is a Hilbert space with inner product
(f, g) =
∫
f(x)g(x) dx.
When it makes sense (either the integrand is integrable or as a vector valued integral) we define the
convolution
f ∗ g(x) =
∫
f(y)g(y−1x) dy.
Equipped with convolution the space L1(G) becomes a Banach algebra. For functions on G we denote the
left and right translations by
ℓ(a)f(x) = f(a−1x) and ρ(a)f(x) = f(xa)
respectively. Now, let K be a compact subgroup of G with bi-invariant Haar measure µK . We always
normalize µK so that µK(K) = 1. The same convention applies to other compact groups and compact
spaces.
If A is a set of functions on G we denote the left K-fixed subset as
AK = {f ∈ A | ℓ(k)f = f}
and similarly the right K-fixed subset is denoted
Aρ(K) = {f ∈ A | ρ(k)f = f}
Let X = G/K, x0 = eK and let κ : G→ X be the canonical map g 7→ gx0. We will identify functions on
X by K-invariant functions via f ↔ f ◦ κ. The space X possesses a G-invariant measure µX and, since K
is compact, the Lp-spaces
Lp(X) = {f | f is µX-measurable and
∫
|f(x)|p dµX <∞}.
The above map f 7→ f ◦κ is an isometric isomorphism Lp(X) ≃ Lp(G)ρ(G). In particular, Lp(X) is a closed
G-invariant subspace of Lp(G). The projection Lp(G)→ Lp(X) is
pK(f)(x) =
∫
K
f(xk) dµK(k) .
If f ∈ L1(G) and g ∈ Lp(X), 1 ≤ p ≤ ∞, then f ∗ g ∈ Lp(X) and ‖f ∗ g‖p ≤ ‖f‖1‖g‖p.
If f is further assumed to be left K-invariant, then
f ∗ g(ky) =
∫
G
f(x)g(x−1ky) dµG(x)
=
∫
G
f(kx)g(x−1y) dµG(x)
=
∫
G
f(x)g(x−1y) dµG(x)
= f ∗ g(y) .
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Thus f ∗ g is also left K-invariant. Denote by mG the modular function on G. Note that mG is usually
denoted by ∆ or ∆G but we will need that notation for the Laplace operator on X respectively G. We
have mG|K = 1 as K is compact. Hence mG is K-biinvariant. It follows that L1(X)K is invariant under
the anti-involutions f∨(x) = mG(x)
−1f(x−1) and f∗ = f∨. In particular, L1(X)K is a closed Banach
∗-subalgebra of L1(G).
1.2. Lie theory. Let G be a connected Lie group and K a compact subgroup. Most of the statements
holds for nonconnected groups, but some technical problems turn up as we start to deal with the Lie
algebra and invariant differential operators. We will therefore for simplicity assume G commutative from
the beginning.
Denote by g the Lie algebra of G and k the Lie algebra of K. Fix a K-invariant inner product 〈 , 〉 on
g. That is always possible as K is compact. Let s := k⊥. Then s is K-invariant and s ≃ Txo(X) (as a
K-module) via the map
X 7→ D(X) , D(X)(f)(xo) := d
dt
∣∣∣∣
t=0
f(exp(tX)xo) .
Denote also by 〈 , 〉 the restriction of 〈 , 〉 to s×s. As the tangent bundle on T (X) is isomorphic to G×K s
as a G-bundle it follows that the restriction of 〈 , 〉 to s defines a G-invariant Riemannian structure on X.
Let D : C∞c (X) → C∞c (X) be a differential operator. For g ∈ G let g · D : C∞c (X) → C∞c (X) be the
differential operator
g ·D(f)(x) = D(ℓ(g−1)f)(g−1x) .
D is said to be G-invariant if g ·D = D for all g ∈ G. Thus D is G-invariant if and only if D commutes with
left translation, D(ℓ(g)f) = ℓ(g)D(f). Denote by D(X) the algebra of G-invariant differential operators on
X. The algebra D(X) has a simple description. For a polynomial function p : g→ C define a left-invariant
differential operator Dp : C
∞
c (G)→ C∞c (G) by
Dp(f)(g) := p
(
∂
∂t1
, . . . ,
∂
∂tm
)
f(g exp(t1X1 + . . .+ tmXm))|t1=...=t=0 (1)
= p
(
∂
∂t1
, . . . ,
∂
∂tm
)
f(g exp(t1X1) · · · exp(tmXm))|t1=...=t=0 (2)
where we have extended our basis of s to a basis X1, . . . , Xm of g. If p is a K-invariant then
Dp(f)(gk) = p
(
∂
∂t1
, . . . ,
∂
∂tm
)
f(gk exp(t1X1 + . . .+ tnXm))|t1=...=tm=0
= p
(
∂
∂t1
, . . . ,
∂
∂tn
)
f(g exp(t1X1 + . . .+ tmXm)k)|t1=...=tm=0
for all k ∈ K. Hence, if p is K-invariant and f is right K-invariant it is clear from (2) that Dp only depends
on the polynomial q = p|s and Dpf = Dqf is right K-invariant and defines a function on X. Hence Dq is
a G-invariant differential operator on X.
Denote by S(s) the symmetric algebra over s. Then S(s) is commutative and isomorphic to the algebra
of polynomial functions.
Theorem 1.1. The map S(s)K → D(X) is bijective.
Proof. This is Theorem 10 in [37]. 
Remark 1.2. If we take p(X) = ‖X‖2, then Dp =: ∆ is the Laplace operator on X.
Remark 1.3. The algebra D(X) is not commutative in general. Hence the above map is not necessarily
an algebra homomorphism.
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For a fixed basis X1, . . . , Xm for g it will ease our notation to introduce the differential operator D
α :
C∞c (G)→ C∞c (G) for a multi-index α of length k with entries between 1 and m:
Dαf(x) = D(Xα(k))D(Xα(k−1)) · · ·D(Xα(1))f(x).
1.3. Representation theory. Let π be a representation of the Lie group G on a Hilbert space H. Then
u ∈ H is called smooth respectively analytic if the H-valued function πu(x) = π(x)u is smooth respectively
analytic. Denote by H∞, respectively Hω, the space of smooth, respectively analytic, vectors in H. For
u ∈ H∞ and X ∈ g let
π∞(X)u := lim
t→0
π(exp tX)u− u
t
and πω(X) := π∞(X)|Hω . We have
Lemma 1.4. Let (π,H) be a unitary representation of G. Then the following holds:
(a) The space H∞ is G-invariant.
(b) π∞(g)H∞ ⊆ H∞ and (π∞,H∞) is a representation of g. In particular
π∞([X,Y ]) = π∞(X)π∞(Y )− π∞(Y )π∞(X)
(c) π∞(Ad(g)X) = π(g)π∞(X)π(g−1),
(d) π∞(X)∗|H∞ = −π∞(X).
(e) H∞ is dense in H.
Corresponding statements are also true for Hω. To show that H∞ is dense in H let f ∈ L1(G). Define
π(f) : H → H by
π(f)u =
∫
G
f(x)π(x)u dµG(x) .
Then ‖π(f)‖ ≤ ‖f‖1, π(f ∗ g) = π(f)π(g) and π(f∗) = π(f)∗. Thus, π : L1(G) → B(H) is a continuous
∗-homomorphism. If f ∈ C∞c (G) then it is easy to see that π(f)H ⊆ H∞. The main step in the proof is
to show that
π∞(X)π(f)u = π(ℓ∞(X)f)u
where
ℓ∞(X)f(x) = lim
t→0
f(exp(−tX)x)− f(x)
t
.
Lemma 1.5. If {Uj} is a decreasing sequence of e-neighborhoods such that
⋂
Uj = {e} and fj ∈ C∞c (G)
is so that fj ≥ 0, suppfj ⊂ Uj, and ‖f‖1 = 1, then π(fj)u→ u for all u ∈ H. In particular, H∞ is dense
in H.
2. Reconstruction in reproducing kernel Hilbert spaces
We will be concerned with sampling in subspaces of the Hilbert space L2(G). We start with the definition
of a frame due to Duffin and Schaeffer [15]. For further references see the introduction.
Definition 2.1. For a Hilbert space H a set of vectors {φi} ⊆ H is a frame for H if there are constants
0 < A ≤ B <∞ such that
A‖f‖2H ≤
∑
i
|(f, φi)|2 ≤ B‖f‖2H
for all f ∈ H.
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These conditions ensure that the frame operator S : H → H given by
Sf =
∑
i
(f, φi)φi
is invertible and that f can be reconstructed by
f =
∑
i
(f, φi)ψi.
where ψi = S
−1φi. The sequence {ψi} is also a frame called the dual frame. In general there are other
ways to reconstruct f form the sequence {(f, φi)}.
The inversion of S can be carried out via the Neumann series
S−1 =
2
A+B
∞∑
n=0
(
I − 2
A+B
S
)n
(3)
which has rate of convergence ‖I − 2A+BS‖ ≤ B−AA+B (which is the best possible for optimal frame bounds
[42, 34, 43]).
One way to reconstruct f from samples is to assume that the point evaluations f 7→ f(x) is continuous
and hence given by an inner product f(x) = (f, gx), gx ∈ H, and that there exists a sequence {xj} in G
such that {gxj} is a frame. A reasonable class of functions to work with are therefore reproducing kernel
Hilbert spaces. A classical reference for reproducing kernel Hilbert spaces is [1]. A Hilbert space H of
functions on G is called a reproducing kernel Hilbert space if point evaluation is continuous, i.e. if for every
x ∈ G there is a constant Cx such that for all f ∈ H
|f(x)| ≤ Cx‖f‖H.
Here are the main facts about closed reproducing kernel subspaces of L2(G) which is all what we will
need here:
Proposition 2.2. If H is a closed and left invariant reproducing kernel subspace of L2(G) then
(a) There is a φ ∈ H such that f = f ∗ φ for all f ∈ H.
(b) The functions in H are continuous.
(c) The kernel φ satisfies φ(x−1) = φ(x) so f(x) = f ∗ φ(x) = (f, ℓ(x)φ).
(d) The mapping f 7→ f ∗ φ is a continuous projection from L2(G) onto H. In particular H = {f ∈
L2(G) | f ∗ φ = f}.
Proof. Here are the main ideas of the proof. By Riesz’ representation theorem there is a gx ∈ H such that
f(x) =
∫
f(y)gx(y) dy .
Let g(x) := ge(x). The left invariance of H ensures that
f(x) = [ℓ(x−1)f ](e) =
∫
f(xy)ge(y) dy =
∫
f(y)g(x−1y) dy = (f, ℓ(x)g) .
Hence gx(y) = g(x
−1y). We also have
g(x−1y) = (gx, gy) = (gy, gx) = g(y−1x) .
Thus, if we set φ(x) = g(x−1), which agrees with g∗ in case G is unimodular, we get f = f ∗ φ, which in
particular implies that H ⊆ C(G) as claimed.
Assume that f ∗ φ = f and that f ⊥ H. Then f(x) = (f, gx) = 0 as gx ∈ H. Hence f = 0 and
H = L2(G) ∗ φ = {f ∈ L2(G) | f ∗ φ = f}. 
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Remark 2.3. It should be noted that several functions φ ∈ L2(G) could satisfy f = f ∗ φ for f ∈ H. Just
take an arbitrary function η such that η∨ ∈ H⊥. Then f ∗ (φ + η) = f ∗ φ. The restriction that φ ∈ H
ensures uniqueness of φ. Example could be sinc functions for spaces of larger bandwidth than H.
The sampling theory of Feichtinger, Gro¨chenig and Fu¨hr, see the introduction for referecnes, builds on
estimation of the variation of a function under small right translations. The local oscillations were therefore
introduced as follows: For a compact neighbourhood U of the identity define
oscU (f) = sup
u∈U
|f(x)− f(xu−1)|
Before stating the next result we need to introduce a reasonable collection of points at which to sample:
For a compact neighbourhood U of the identity, the points xi are called U -relatively separated if the xiU
cover G and there is an N such that each x ∈ G belongs to at most N of the xiU ’s.
Lemma 2.4. Let H be a reproducing kernel subspace L2(G) with reproducing convolution kernel φ. Assume
that for any compact neighbourhood U of the identity there is a constant CU such that for any f ∈ H the
estimate ‖oscU (f)‖L2 ≤ CU‖f‖H holds. If we can choose U such that CU < 1, then for any U -relatively
separated points {xi} the norms ‖{f(xi)}‖ℓ2 and ‖f‖L2 are equivalent, and ℓ(xi)φ forms a frame for H.
Proof.
‖{f(xi)}‖2ℓ2 = |U |−1
∥∥∥∑
i
|f(xi)|21xiU
∥∥∥
L1
≤ |U |−1
∥∥∥∑
i
|f(xi)|1xiU
∥∥∥2
L2
≤ |U |−1
(∥∥∥∑
i
|f(xi)− f |1xiU
∥∥∥
L2
+
∥∥∥∑
i
|f |1xiU
∥∥∥
L2
)2
≤ |U |−1
(∥∥∥∑
i
|oscU (f)|1xiU
∥∥∥
L2
+
∥∥∥∑
i
|f |1xiU
∥∥∥
L2
)2
≤ |U |−1N2(‖oscU (f)‖L2 + ‖f‖L2)2
≤ |U |−1N2(1 + CU )2‖f‖2L2.
Here N is the maximal number of overlaps between the xiU ’s. To get the other inequality we let ψi be a
bounded partition of unity such that 0 ≤ ψi ≤ 1xiU and
∑
i ψi = 1. Then,
‖f‖L2 ≤
∥∥∥f −∑
i
f(xi)ψi
∥∥∥
L2
+
∥∥∥∑
i
f(xi)ψi
∥∥∥
L2
≤
∥∥∥∑
i
oscU (f)ψi
∥∥∥
L2
+
∥∥∥∑
i
|f(xi)|1xiU
∥∥∥
L2
≤ ‖oscU (f)‖L2 +N |U |‖f(xi)‖ℓ2
≤ CU‖f‖L2 +N |U |‖f(xi)‖ℓ2
If CU < 1 then we get
(1 − CU )‖f‖L2 ≤ N |U |‖f(xi)‖ℓ2 .
This concludes the proof. 
Remark 2.5. From the proof of the lemma follows that the the norm equivalence becomes(
1− CU
|U |N
)2
‖f‖2L2 ≤ ‖{f(xi)}‖2ℓ2 ≤
(
N
1 + CU
|U |
)2
‖f‖2L2, (4)
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and thus the frame constants A and B can be chosen to be
A =
(
1− CU
|U |N
)2
and B =
(
N
1 + CU
|U |
)2
.
It follows that the rate of convergence for the Neumann series (3) can be estimated by
B −A
B +A
=
N2(1 + CU )
2 − (1− CU )2/N2
N2(1 + CU )2 + (1− CU )2/N2 →
N4 − 1
N4 + 1
as CU → 0.
This shows that as the sampling points xi are chosen closer (U gets smaller) the rate of convergence can
be very slow (assuming that we can choose the overlaps of the xiU ’s bounded by a certain N even if U
gets smaller). We therefore have very little control of the rate of convergence in this case.
To obtain operators with faster decaying Neumann series, Feichtinger and Gro¨chenig introduced new
sampling operators. An example is the sampling operator T : H → H defined as
Tf =
∑
i
f(xi)ψi ∗ φ.
Using oscillations it is possible to estimate the norm of I − T by CU :
‖f − Tf‖L2 =
∥∥∥(∑
i
|f − f(xi)|ψi
)
∗ φ
∥∥∥
L2
≤ ‖oscUf‖L2 ≤ CU‖f‖L2
Thus T is invertible on L2φ if CU < 1 with rate of convergence of Neumann series governed directly by CU .
By increasing the rate of sampling (decreasing U and thereby CU ) fewer iterations are necessary in order
to obtain good approximation. This was not the case for the frame inversion above.
3. Oscillation estimates on Lie groups
In this section we will show how oscillation estimates can be obtained for functions on Lie groups.
First we set up the notation. As before we let G be a Lie group with Lie algebra g. Fix a basis {Xi}dim(G)i=1
for g. Denote by Uǫ the set
Uǫ :=
{
exp(t1X1) · · · exp(tnXn)
∣∣∣ − ǫ ≤ tk ≤ ǫ, 1 ≤ k ≤ n} .
Remark 3.1. Note that Uǫ depends on the choice of basis as well as the ordering of the vectors. It would
therefore be more natural to use sets of the form Vǫ := exp{X ∈ g | ‖X‖ ≤ ǫ} or even Wǫ := exp{X ∈
s | ‖X‖ ≤ ǫ} exp{X ∈ k | ‖X‖ ≤ ǫ}. Both of those sets are invariant under conjugation by elements in K.
The reason to use Uǫ as defined above is, that this is the definition that works best for the proofs! But it
should be noted that Vǫ,Wǫ ⊆ Uǫ. Hence the local oscillation using either Vǫ or Wǫ is controlled by the
local oscillation using Uǫ.
Set
oscǫ(f) = oscUǫ(f).
By δ we denote an n-tuple δ = (δ1, . . . , δn) with δi ∈ {0, 1}. The length |δ| of δ is the number of non-zero
entries |δ| = δ1 + · · ·+ δn. Further, define the function τδ : (−ǫ, ǫ)n → G by
τδ(t1, . . . , tn) = exp(δ1tnX1) · · · exp(δnt1Xn).
Lemma 3.2. If f is right differentiable of order n = dim(G) then there is a constant Cǫ such that
oscǫ(f)(x) ≤ Cǫ
∑
1≤|α|≤n
∑
|δ|=|α|
∫ ǫ
−ǫ
· · ·
∫ ǫ
−ǫ︸ ︷︷ ︸
|δ| integrals
|Dαf(xτδ(t1, . . . , tn)−1)|(dt1)δ1 · · · (dtn)δn .
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For ǫ′ ≤ ǫ we have Cǫ′ ≤ Cǫ.
Proof. We refer to [8] for a full proof. Instead we restrict ourselves to a proof in 2 dimension that easily
carries over to arbitrary dimensions. We will sometimes write eX instead of expX .
For y ∈ Uǫ there are s1, s2 ∈ [−ǫ, ǫ] such that y−1 = e−s2X2e−s1X1 . Hence
|f(x)− f(xy−1)| = |f(x)− f(xe−s2X2e−s1X1)|
≤ |f(x)− f(xe−s2X2)|+ |f(xe−s2X2)− f(xe−s2X2e−s1X1)|
=
∣∣∣∣∫ s2
0
d
dt2
f(xe−t2X2) dt2
∣∣∣∣+ ∣∣∣∣∫ s1
0
d
dt1
f(xe−s2X2e−t1X1) dt1
∣∣∣∣
≤
∫ ǫ
−ǫ
∣∣D(X2)f(xe−t2X2)∣∣ dt2 + ∫ ǫ
−ǫ
∣∣D(X1)f(xe−s2X2e−t1X1)∣∣ dt1. (5)
Since
e−s2X2e−t1X1 = e−t1X1e−s2X(t1) with X(t) = Ad(exp(tX1))X2
the term |D(X1)f(xe−s2X2e−t1X1)| can be estimated by
|D(X1)f(xe−s2X2e−t1X1)|
= |D(X1)f(xe−t1X1e−s2X(t1))|
≤ |D(X1)f(xe−t1X1e−s2X(t1))−D(X1)f(xe−t1X1)|+ |D(X1)f(xe−t1X1)|
=
∣∣∣∣∫ s1
0
d
dt2
D(X1)f(xe
−t1X1e−t2X(t1)) dt2
∣∣∣∣+ |D(X1)f(xe−t1X1)|
=
∣∣∣∣∫ s1
0
D(X(t1))D(X1)f(xe
−t1X1e−t2X(t1)) dt2
∣∣∣∣ + |X1f(xe−t1X1)|
≤ Cǫ
∫ ǫ
−ǫ
∣∣D(X2)D(X1)f(xe−t2X2e−t1X1)∣∣+ ∣∣D(X1)D(X1)f(xe−t2X2e−t1X1)∣∣ dt2
+ |D(X1)f(xe−t1X1)|. (6)
The last inequality follows since D(X(t2)) = a(t1)D(X1) + b(t1)D(X2) is a differential operator with
coefficients a and b depending continuously, in fact analytically, on all variables. Together (5) and (6)
provide the desired estimate. 
Since right translation is continuous on L2(G) and supu∈U ‖ruf‖L2 ≤ CU‖f‖L2 for compact U [55,
Theorem 3.29] gives
‖oscǫ(f)‖L2 ≤
∑
1≤|α|≤n
∑
|δ|=|α|
∫ ǫ
−ǫ
· · ·
∫ ǫ
−ǫ︸ ︷︷ ︸
|δ| integrals
‖rτδ(t1,...,tn)−1Dαf‖L2(dt1)δ1 · · · (dtn)δn
≤ CUǫ
∑
1≤|α|≤n
∑
|δ|=|α|
∫ ǫ
−ǫ
· · ·
∫ ǫ
−ǫ︸ ︷︷ ︸
|δ| integrals
‖Dαf‖L2(dt1)δ1 · · · (dtn)δn
≤ CUǫ
∑
1≤|α|≤n
(
n
|α|
)
ǫ|α|‖Dαf‖L2
To sum up we get
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Theorem 3.3. If Dαf ∈ L2(G) for all |α| ≤ n, then
‖oscǫ(f)‖L2 ≤ Cǫ
∑
1≤|α|≤n
‖Dαf‖L2
where Cǫ → 0 as ǫ→ 0.
We will need the following fact later when we obtain a Bernstein type inequality for band-limited
functions on a commutative space. If 〈X,Y 〉 defines an inner product on g andX1, . . . , Xn is an orthonormal
basis, then the associated Laplace operator has the form ∆G = D(X1)
2 + · · ·+D(Xn)2. We have:
Lemma 3.4. Let the notation be as above. Then∑
1≤|α|≤n
‖Dαf‖L2 ≤ C‖(I −∆G)n/2f‖L2.
Proof. According to Theorem 4 in [52] the Sobolev norm on the left can be estimated by the Bessel norm,
defined in [49], on the right. 
4. Gelfand Pairs and Commutative Spaces
In this section we introduce the basic notation for Gelfand pairs and commutative spaces. Our standard
references are [13], Chapter 22, [14], [39], Chapter IV, and [54]. We give several examples in Section 8.
Let G be a connected Lie group and K a compact subgroup.
Theorem 4.1. Suppose that G is a connected Lie group and K a compact subgroup. Then the following
are equivalent
(a) The Banach ∗-algebra L1(X) is commutative.
(b) The algebra C∞c (X)
K is commutative.
(c) The algebra D(X) is commutative.
Definition 4.2. (G,K) is called a Gelfand pair if one, and hence all, of the conditions in Theorem 4.1
holds. In that case X is called a commutative space.
If A is abelian, then (A, {e}) is a Gelfand pair. Similarly, if K is a compact group that acts on the
abelian group A by group homomorphisms, i.e., a · (xy) = (a · x)(a · y) then (G⋊K,K) is a Gelfand pair.
One of the standard ways to decide if a given space is commutative is the following lemma:
Lemma 4.3. Assume there exists a continuous involution τ : G → G such that τ(x) ∈ Kx−1K for all
x ∈ G. Then X = G/K is commutative.
Proof. As x 7→ x−1 is an antihomomorphism it follows that f 7→ f∨ is an antihomomorphism on L1(X)K .
On the other hand if we define f τ (x) := f(τ(x)) then f 7→ f τ is a homomorphism. But as τ(x) = k1x−1k2
it follows that f∨ = f τ for all f ∈ L1(X)K and hence L1(X)K is abelian. 
Example 4.4. Let G = SO(d+ 1) and K = SO(d) is the group of rotations around the e1-axis
K =
{(
1 0
0 A
) ∣∣∣∣ A ∈ SO(d)} .
Then K = {k ∈ G | k(e1) = e1}. For a ∈ G write a = [a1, . . . , ad+1] where aj are the row vectors in the
matrix a. Then a · e1 = a1. If x ∈ Sd set a1 = x and extend a1 to a positively oriented orthonormal basis
a1, . . . , ad+1 and set a = [a1, . . . , ad+1] ∈ G. Then a · e1 = x. This also shows that the stabilizer of e1 is
the group
K =
{(
1 0
0 k
) ∣∣∣∣ k ∈ SO(d)} ≃ SO(d) .
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Hence Sd = G/K. Let
A :=
at =
cos(t) − sin(t) 0sin(t) cos(t) 0
0 0 Id−1
∣∣∣∣∣∣ t ∈ R
 .
Then every element g ∈ G can be written as k1ak2 with k1, k2 ∈ K and a ∈ A. Define
τ(a) =
(−1 0
0 Id
)
a
(−1 0
0 Id
)
.
Then τ |K = id and τ(a) = a−1 if a ∈ A. Hence τ(x) ∈ Kx−1K which implies that Sd is a commutative
spaces.
Instead of working with the group it is better to work directly with the sphere. Think of Sd−1 as a
subset of Sd by v 7→ (0v). If u ∈ Sd then there is a t and v ∈ Sd−1 such that
u = cos(t)e1 + sin(t)v = kvate1
where kv is a rotation in K. The involution τ is now simply
u 7→ cos(t)e1 − sin(t)v = kva−1t e1
which can be rotated, using an element from K, back to u.
From now on (G,K) will always–if nothings else is stated–denote a Gelfand pair and X will stand for a
commutative space. We start with the simple Lemma, see [14], p. 75:
Lemma 4.5. Assume that (G,K) is a Gelfand pair. Then G is unimodular.
Recall that a function ϕ : G → C is positive definite if ϕ is continuous and for all N ∈ N, all cj ∈ C,
and all xj ∈ G, j = 1, . . . , N , we have
N∑
i,j=1
cicjϕ(x
−1
i xj) ≥ 0 .
The following gives different characterizations of positive spherical functions. In particular, they arise
as the ∗-homomorphisms of the commutative B∗-algebra L1(X)K and as positive definite normalized
eigenfunctions of D(X). Recall that we are always assuming that G and hence also X is connected.
Theorem 4.6. Let ϕ ∈ L∞(X). Then the following assertions are equivalent:
(a) ϕ is K-bi-invariant and L1(X)K → C, f 7→ f̂(ϕ) := ∫
G
f(x)ϕ(x) dµG(x), is a homomorphism.
(b) ϕ is continuous and for all x, y ∈ G we have∫
G
ϕ(xky) dµK(k) = ϕ(x)ϕ(y) .
(c) ϕ is K-bi-invariant, analytic, ϕ(e) = 1 and there exists a homomorphism χϕ : D(X)→ C such that
Dϕ = χϕ(D)ϕ (7)
for all D ∈ D(X).
The homomorphism in (a) is a ∗-homomorphism, if and only if ϕ is positive definite.
Remark 4.7. We note that (7) implies that ϕ is analytic because ∆ϕ = χϕ(∆)ϕ and ∆ is elliptic.
Definition 4.8. ϕ ∈ L∞(X)K is called a spherical function if it satisfies the conditions in Theorem 4.6.
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Denote by Psp(X) the space of positive definite spherical functions. It is a locally compact Hausdorff
topological vector space in the topology of uniform convergence on compact sets. The spherical Fourier
transform S : L1(X)K → C(Psp(X)) is the map
S(f)(ϕ) = f̂(ϕ) :=
∫
G
f(x)ϕ(x) dµG(x) =
∫
G
f(x)ϕ(x−1) dµG(x) .
The last equality follows from the fact that ϕ(x) = ϕ(x−1) if ϕ is positive definite. We note that f̂ ∗ g = f̂ ĝ.
Theorem 4.9. There exists a unique measure µP on Psp(X) such that the following holds:
(a) If f ∈ L1(X)K ∩ L2(X) then ‖f‖2 = ‖f̂‖2.
(b) The spherical Fourier transform extends to a unitary isomorphism
L2(X)K → L2(Psp(X), dµP )
with inverse
f( · ) =
∫
Psp(X)
f̂(ϕ)ϕ( · ) dµP (ϕ) (8)
where the integral is understood in L2-sense.
(c) If f ∈ L1(X)K ∩ L2(X) and f̂ ∈ L1(Psp(X), dµP ) then (8) holds pointwise.
At this point we have not said much about the set Psp(X). However, it was proved in [46] that Psp(X)
can always been identified with a subset of Cs for some s ∈ N in a very simple way.
Lemma 4.10. The algebra D(X) is finitely generated.
Proof. This is the Corollary on p. 269 in [37]. 
Let D1, . . . , Ds be a set of generators and define a map
Φ : Psp(X)→ Cs , ϕ 7→ (D1ϕ(e), . . . , Dsϕ(e)) .
Let Λ1 := Φ(Psp(X)) with the topology induced from Cs, Λ := Φ(suppµP) and µ̂ := Φ∗(µP ).
Theorem 4.11 (Ruffino,[46]). The map Φ : Psp(X)→ Λ is a topological isomorphism.
Remark 4.12. In [46] the statement is for the set of bounded spherical functions. But Psp(X) is a closed
subset of the set of bounded spherical functions, so the statement holds for Psp(X). Furthermore, we can
choose the generators Dj such that Dj = Dj , ie., Dj has real coefficients. If ϕ ∈ Psp(X), then ϕ ∈ Psp(X)
and it follows that Λ1 = Λ1. We will always assume that this is the case.
For λ ∈ Λ1 we let ϕλ := Φ−1(λ). We view the spherical Fourier transform of f ∈ L1(X)K ∩ L2(X)K as
a function on Λ given by f̂(λ) := f̂(ϕλ).
5. Spherical Functions and Representations
To extend Theorem 4.9 to all of L2(X) one needs to connect the theory of spherical functions to represen-
tation theory. In this section (G,K) will always denote a Gelfand pair. A unitary representation (π,H) of
G is called spherical if the space of K-fixed vectors
HK := {u ∈ H | (∀k ∈ K) π(k)u = u}
is nonzero. If (G,K) is a Gelfand pair then dimHK ≤ 1 for all irreducible unitary representations of G.
Lemma 5.1. Let f ∈ L1(X)K . Then π(f)H ⊆ HK.
SAMPLING ON COMMUTATIVE SPACES 13
Proof. We have for k ∈ K:
π(k)π(f)v =
∫
G
f(x)π(kx)v dx =
∫
G
f(k−1x)π(x)v dx =
∫
G
f(x)π(x)v dx = π(f)v . 
For the following statement, see for example Proposition 6.3.1 in [14].
Lemma 5.2. If H is an irreducible unitary representation of G then dimHK ≤ 1.
Corollary 5.3. Let (π,H) be a irreducible unitary representation of G such that HK 6= {0}. Then there
exists a ∗-homomorphism χπ : L1(X)K → C such that
π(f)u = χπ(f)u
for all u ∈ HK .
Proof. Let eπ ∈ HK be an unit vector. As dimHK = 1 it follows that HK = Ceπ. It follows from Lemma
1.5 that π(f)eπ = (π(f)eπ, eπ)eπ. The lemma follows now by defining χπ(f) := (π(f)eπ , eπ). 
Using the heat-kernel one can show that HK ⊂ Hω but the following is enough for us.
Theorem 5.4. HK ⊆ H∞.
Proof. It is enough to show that eπ ∈ H∞. For that let f ∈ C∞c (X) be so that (π(f)eπ , eπ) 6= 0. This is
possible by Lemma 1.5. Let
h(x) =
∫
K
f(kx) dµK(k) .
Then
χπ(f) = (π(h)eπ, eπ) = (π(f)eπ, eπ) 6= 0 .
Hence
eπ =
1
χπ(f)
π(h)eπ ∈ HK ∩H∞ . 
Theorem 5.5. Let (π,H) be an irreducible spherical representation of G and eπ ∈ HK a unit vector. Then
the function
ϕπ(x) := (eπ, ππ(x)eπ)
is a positive definite spherical function. If ϕ is a positive definite spherical function on G, then there exists
an irreducible unitary representation (π,H) of G such that dimHK = 1 and ϕ = ϕπ.
Proof. Here are the main ideas of the proof. First we note that∫
K
π(ky)eπ dµK(k) = (π(y)eπ , eπ)eπ .
Hence ∫
K
ϕπ(xky) dµK(k) = (π(x
−1)eπ,
∫
K
π(ky)eπ) dµK(k)
= (π(x−1)eπ, (π(y)eπ, eπ)eπ)
= (eπ, π(x)eπ)(eπ , π(y)eπ)
= ϕπ(x)ϕπ(y) .
Hence ϕπ is a spherical function. It is positive definite because
N∑
i,j=1
cicjϕπ(x
−1
i xj) = ‖
N∑
i=1
ciπ(xi)eπ‖2 ≥ 0 . 
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Theorem 5.6. Let ϕ : G→ C be a positive definite function. Then ϕ ∈ Psp(X) if and only if there exists
a irreducible spherical unitary representation (π,H) and eπ ∈ HK , ‖eπ‖ = 1 such that
ϕ(g) = (eπ, π(g)eπ) .
Proof. We have already seen one direction. The other direction follows by the classical Gelfand-Naimark-
Segal construction. Assume that ϕ is a positive definite function. Let H denote the space of functions
generated by linear combinations of ℓ(x)ϕ, x ∈ G. Define( N∑
j=0
cjℓ(xj)ϕ,
N∑
j=0
djℓ(yj)ϕ
)
0
:=
∑
i,j
cidjϕ(x
−1
i yj)
(By adding zeros we can always assume that the sum is taking over the same set of indices.) Then ( , )0
is a positive semidefinite Hermitian form on H0. Let N := {ψ ∈ H0 | ‖ψ‖0 = 0}. Then N is G-invariant
under left-translations and G acts on H0/N by left-translation. ( , )0 defines an inner product on H/N
by (f + N , g + N ) := (f, g). Let H be the completion of H0/N with respect with the metric given by
( , ). Then H is a Hilbert space and the left translation on H0 induces a unitary representation πϕ on
H. If e is the equivalence class of ϕ ∈ H, then as ϕ is K-invariant and ‖ϕ‖0 = 1, e ∈ HK \ {0} and
(e, πϕ(x)e) = ϕ(x). 
For λ ∈ Λ1 and ϕ = ϕλ we denote the corresponding representation by (πλ,Hλ). We fix once and for
all a unit vector eλ ∈ HKλ . Let prλ =
∫
K πλ(k) dk. Then prλ is the orthogonal projection Hλ → HKλ ,
prλ(u) = (u, eλ)eλ. Let f ∈ L1(X). Then, as f is right K-invariant, we get πλ(f) = πλ(f) ◦ prλ. It
therefore make sense to define a vector valued Fourier transform by
f˜(λ) := πλ(f)eλ
see [44]. We note that if f is K-invariant, then f̂(λ) = (f˜(λ), eλ).
If f ∈ L1(X) ∩ L2(X) then
ℓ˜(x)f = πλ(x)f˜ (λ) and Tr(πλ(f)) = (πλ(f)eλ, eλ) .
Let g =
∫
f∗ ∗ f(kx) dµK . Then g is K-binvariant and g˜(λ) = (πλ(f∗)πλ(f)eπ, eπ) = ‖f˜(λ)‖2 which is
integrable on Λ. Finally
‖f‖2 = f∗ ∗ f(e) = g(e) =
∫
Λ
ĝ(λ) dµ̂(λ) =
∫
Λ
‖f˜(λ)‖2 dµ̂(λ) .
Finally, if λ 7→ (f˜(λ), eλ) is integrable, then by the same argument as above
f(x) = ℓ(x−1)f(e) = (πλ(x
−1)f˜(λ), eλ) dµ̂(λ) =
∫
Λ
(f̂(λ), πλ(x)eλ) dµ̂(λ) .
Thus we have proved the following theorem:
Theorem 5.7. The vector valued Fourier transform defines a unitary G-isomorphism
L2(X) ≃
∫ ⊕
(πλ,Hλ) dµ̂ .
If f ∈ L2(X) is so that λ 7→ ‖f̂(λ)‖ is integrable, then
f(x) =
∫
Λ
(f̂(λ), πλ(x)eλ) dµ̂ .
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6. The Space of Bandlimited Functions
As before (G,K) denotes a Gelfand pair with G connected and X = G/K the corresponding commutative
space. In this section we introduce the space of bandlimited functions and prove a sampling theorem for
the spaces L2Ω(X) of Ω-bandlimited functions on X.
Definition 6.1. Suppose Ω ⊂ Λ be compact. We say that f ∈ L2(X) is Ω-bandlimited if suppf˜ ⊆ Ω. f is
bandlimited if there exists Ω ⊆ Λ compact such that f is Ω-bandlimited.
We denote by L2Ω(X) the space of Ω-bandlimited functions. As Ω will be fixed, we just say that f
is bandlimited if f ∈ L2Ω(X). Let φ = ϕΩ be such that ϕ˜(λ) = 1Ωeλ. As Ω is compact it follows that
φ ∈ L2Ω(X). However, 1Ω is in general not integrable as λ 7→ 1Ω(λ)eλ is not necessarily continuous.
Lemma 6.2. We have
φΩ(x) =
∫
Ω
ϕλ(x) dµ̂(λ)
is K-invariant and positive definite. In particular, φ∗Ω = φΩ.
Proof. The function λ 7→ (1Ω(λ)eλ, πλ(x)eλ)λ is bounded by |(eλ, πλ(x)eλ)λ|1Ω(λ) ≤ 1Ω(λ) and hence
integrable. Therefore Theorem 4.9 implies that
φΩ(x) =
∫
Ω
(eλ, πλ(x)eλ)λ dµ̂(λ) =
∫
Ω
ϕλ(x) dµ̂(λ) .
We have ∑
i,j
cicjφ(x
−1
i xj) =
∫
Ω
∑
i,j
cicjϕλ(x
−1
i xj) dµ̂(λ) ≥ 0
as the spherical functions ϕλ, λ ∈ Ω, are positive definite. 
Theorem 6.3. L2Ω(X) is a reproducing kernel Hilbert space with reproducing kernel K(x, y) = φΩ(y
−1x).
Furthermore, the orthogonal projection L2(G)→ L2Ω(X) is given by f 7→ f ∗ φΩ.
Proof. We have for f ∈ L1Ω(X)
|
∫
Λ
(f˜(λ), πλ(x)eλ)λ dµ̂(λ)| ≤
∫
Ω
‖f˜(λ)‖λ dµ̂(λ) ≤ |Ω|1/2‖f˜‖2
where |Ω| denotes the volume ∫
Ω
dµ̂ of Ω which is finite as Ω is compact. It follows that
f(x) =
∫
Ω
(f˜(λ), πλ(x)eλ)λ dµ̂(λ)
=
∫
Λ
(f˜(λ), πλ(x)1Ω(λ)eλ)λ dµ̂(λ)
=
∫
X
f(y)ℓ(x)φΩ(y) dy
=
∫
X
f(y)φΩ(y
−1x) dy
= f ∗ ϕΩ(x) .
Thus L2Ω(X) is a reproducing kernel Hilbert space with reproducing kernel K(x, y) = φΩ(y
−1x). The rest
follows now from Proposition 2.2. 
Let us point out the following consequence of Proposition 2.2:
Corollary 6.4. Let f ∈ L2(G). Then f ∈ L2Ω(X) if and only if f ∗ φΩ = f .
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7. The Bernstein Inequality and sampling of bandlimited functions
The definition of the topology on Λ inspired by [46] ensures that the eigenvalues cλ for the Laplacian on
pλ are bounded when λ is in a compact set Ω. This enables us to obtain
Lemma 7.1. For a compact set Ω ∈ Λ the functions in L2Ω are smooth and there is a constant c(Ω) such
that the following Bernstein inequality holds
‖∆kf‖L2 ≤ c(Ω)k‖f‖L2
Proof. As we have seen, each f ∈ L2Ω can be written
f(x) =
∫
Ω
(f̂(λ), πλ(x)eλ)λ dµ̂(λ)
For fixed λ the function
t 7→ (f˜(λ), πλ(xetXi)eλ)λ
is differentiable as eλ ∈ H∞λ . Thus, there exists a tλ between zero and t such that
(f˜(λ), πλ(xe
tXi)eλ)λ − (f˜(λ), πλ(x)eλ)λ
t
=
(
f˜(λ),
πλ(xe
tXi)eλ − πλ(x)eλ
t
)
λ
= (f˜(λ), πλ(xe
tλXi)πλ(Xi)eλ)λ .
Thus
f(xetXi)− f(x)
t
=
∫
Ω
(
f˜(λ),
πλ(xe
tXi )eλ − πλ(x)eλ
t
)
λ
dµ̂(λ)
=
∫
Ω
(f˜(λ), πλ(x)πλ(e
tλXi)πλ(Xi)eλ)λ dµ̂(λ)
≤
∫
Ω
‖f˜‖λ‖πλ(x)πλ(etλXi)πλ(Xi)eλ‖λ dµ̂(λ)
≤
∫
Ω
‖f˜‖λ‖πλ(Xi)eλ‖λ dµ̂(λ)
Here we have used that eλ is a smooth vector for πλ and the unitarity of πλ. Now
‖πλ(Xi)eλ‖2λ ≤ |(eλ,
∑
i
πλ(Xi)πλ(Xi)eλ)λ| = cλ‖eλ‖2λ.
Therefore the Lebesgue dominated convergence theorem ensures that
lim
t→0
f(xetXi)− f(x)
t
=
∫
Ω
(f˜(λ), πλ(x)πλ(Xi)eλ)λ dµ̂(λ)
which shows that f is differentiable. Repeat the argument to show that f is smooth and notice that
∆kf(x) =
∫
Ω
ckλ(f˜(λ), πλ(x)eλ)λ dµ̂(λ)
It then finally follows that
‖∆kf(x)‖2L2 =
∫
Ω
|cλ|2k‖f˜‖2w dµ(λ) ≤ c(Ω)2k
∫
Ω
‖f˜‖2λ dµ̂(λ)
We have thus proved the Bernstein inequality. 
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Corollary 7.2. Let Ω ⊆ Λ be a compact set and define the neighborhoods Uǫ by
Uǫ = {exp(t1X1) . . . exp(tnXn) | (t1, . . . , tn) ∈ [−ǫ, ǫ]n}.
It is possible to choose ǫ small enough that for any Uǫ-relatively separated family xi the functions ℓ(xi)φ
form a frame for L2Ω.
Corollary 7.3. Let Ω ⊆ Λ be a compact set and define the neighborhoods Uǫ by
Uǫ = {exp(t1X1) . . . exp(tnXn) | (t1, . . . , tn) ∈ [−ǫ, ǫ]n}.
It is possible to choose ǫ small enough that for any Uǫ-relatively separated family xi and any partition of
unity 0 ≤ ψi ≤ 1xiUǫ the operator
T1f =
∑
i
f(xi)ψi ∗ φ
is invertible on L2Ω. If the functions ℓ(xi)φ also form a frame for L
2
Ω, the functions T
−1
1 (ψi ∗ φ) provide a
dual frame.
8. Examples of Commutative Spaces
In this section we give some examples of the theory developed in the previous section. We do not discuss
the Riemannian symmetric spaces of the compact type as those can be found in [45].
8.1. The Space Rd. The simplest example of a Gelfand pairs is (Rd, {0}). The algebra of invariant
differential operators is D(Rd) = C[∂1, . . . , ∂d] the polynomials in the partial derivatives ∂j = ∂/∂xj.
The positive definite spherical functions are the exponentials ϕλ(x) = e
iλ·x, λ ∈ Rd. Using ∂1, . . . , ∂d as
generators for D(Rd) Theorem 4.11 identifies Λ with iRd via the map ϕλ 7→ i(λ1, . . . , λd). Note the slight
different from our previous notation for ϕλ.
We can also consider Rd as the commutative space corresponding to the connected Euclidean motion
group G = SO(d) ⋉ Rd with K = SO(d). The K-invariant functions are now the radial functions f(x) =
Ff (‖x‖), where Ff is a function of one variable. We have D(Rd) = C[−∆] and Theorem 4.11 now identifies
the spectrum Λ with R+. For λ ∈ R we denote by ϕλ the spherical function with −∆ϕλ = λ2ϕλ.
Denote by Jν the Bessel-function
Jν(r) =
(r/2)ν
Γ(1/2)Γ(ν + 1/2)
∫ 1
−1
cos(tr)(1 − t2)ν−1/2 dt
see [41], p. 144.
Lemma 8.1. ϕλ(x) =
2
d−2
2 Γ
(
d
2
)
(λ‖x‖) d−22
J(d−2)/2(λ‖x‖) =
Γ
(
d
2
)
√
πΓ
(
d−1
2
) ∫ 1
−1
cos(λ‖x‖t)(1 − t2) d−32 dt.
Proof. Denote for the moment the right hand side by ψλ. Then ψλ is analytic as cos is even. It is also an
radial eigenfunction of −∆ with eigenvalue λ2 and ψλ(0) = 1. Now Theorem 4.6 implies that ϕλ = ψλ. 
Remark 8.2. We note that we can write
ϕλ(x) =
∫
Sd−1
e−iλ(ω,x) dσ(ω)
where dσ is the normalized rotational invariant measure on the sphere.
It is easy to describe the representation (πλ,Hλ) associated to ϕλ. For λ ∈ R∗ set Hλ = L2(Sd−1, dσ) =
L2(Sd−1) and define
πλ((k, x))u(ω) := e
−iλ(ω,x)u(k−1(ω)) .
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We take the constant function ω 7→ 1 as normalized K-invariant vector eλ. Then
(eλ, πλ((k, x))eλ) =
∫
Sd−1
e−iλ(ω,x) dσ(ω) = ϕλ(x) .
We refer to [44] for more information.
8.2. The Sphere Sd. Let Sd = {x ∈ Rd+1 | ‖x‖ = 1} be the unit sphere in Rd+1. We refer to Chapter 9
of [16] and Chapter III in [51] for more detailed discussion on harmonic analysis and representation theory
related to the sphere. In particular, most of the proofs can be found there. Recall from Example 4.4 that
Sd = G/K where G = SO(d+ 1) and K = SO(d) and that Sd is a commutative space.
For d = 1 we have S1 = T = {z ∈ C | |z| = 1} is an abelian group and the spherical functions are just
the usual characters z 7→ zn (or, if we view T = R/2πZ, the functions θ 7→ einθ). We therefore assume that
d ≥ 2, but we would also like to point out another special case. SO(3) ≃ SU(2) and SOo(4) = SU(2)×SU(2).
The group K = SU(2) is embedded as the diagonal in SU(2)× SU(2). Then
S3 = SO(4)/SO(3) ≃ SU(2) ≃ {z ∈ H | |z| = 1}
and the K-invariant functions on S3 corresponds to the central functions on SU(2), i.e. f(kuk−1) = f(u).
Hence Λ, the set of spherical representations, is just ŜU(2), the set of equivalence classes of irreducible
representations of SU(2) and the spherical functions are
ϕπ =
1
d(π)
Trπ =
1
d(π)
χπ
where d(π) denotes the dimension of Vπ . We will come back to this example later.
Denote by g = so(d + 1) = {X ∈ Md+1(R) | XT = −X} the Lie algebra of G. We can take 〈X,Y 〉 =
−Tr(XY ) as a K-invariant inner product on g. Then
k =
{(
0 0
0 Y
) ∣∣∣∣ Y ∈ so(d)} ≃ so(d)
and s = k⊥ is given by
s =
{
X(v) =
(
0 −vT
v 0
) ∣∣∣∣ v ∈ Rd} ≃ Rd .
A simple matrix multiplication shows that kX(v)k−1 = X(k(v)) where we have identified k ∈ SO(d) with
its image in K. It follows that the only invariant polynomials on s are those of the form p(X(v)) = q(‖v‖2)
where q is a polynomial of one variable. It follows that D(Sd) = C[∆] where ∆ now denotes the Laplace
operator on Sd−1. Thus D(Sd) is abelian and hence Sd = SO(d+ 1)/SO(d) is a commutative space.
Recall that a polynomial p(x) on Rd+1 is homogeneous of degree n if p(λx) = λnp(x) for all λ ∈ R. p
is harmonic if ∆Rd+1p = 0. Denote by Hn the space of harmonic polynomials that are homogeneous of
degree n and set
Yn := Hn|Sd = {p|Sd | p ∈ Hn} . (9)
As the action of G on Rd+1 commutes with ∆Rd+1 it follows that each of the spaces Yn are G-invariant.
Denote the corresponding representation by πn. Thus πn(a)p(x) = p(a
−1x) for p ∈ Yn.
Theorem 8.3. The following holds:
(a) (πn,Yn) is an irreducible spherical representation of SOo(d+ 1).
(b) If (π, V ) is an irreducible spherical representation of G then there exists an n such that (π, V ) ≃
(πn,Yn).
(c) dimYn = (2n+ d− 1) (d+n−2)!(d−1)!n! =: d(n).
(d) −∆|Yn = n(d+ n− 1).
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(e) L2(Sd) ≃G
⊕∞
n=0 Yn. In particular, every f ∈ L2(Sd) can be approximated by harmonic polynomi-
als.
The last part of the above theorem implies that Λ = N = {0, 1, . . .}. We use this natural parametrization
of Λ rather than the one given in Section 5.
For Ω ∈ N the Paley-Wiener space for Ω is
L2Ω(S
d) = {p|Sd | p is a harmonic polynomial of degree ≤ Ω} .
It is noted that dimL2Ω(S
d) <∞ which is also the case in the more general case of compact Gelfand pairs.
The group SO(d) acts transitively on spheres in Rd. Hence every v ∈ Sd is K-conjugate to a vector of
the form (cos(θ), sin(θ), 0, . . . , 0)T and a function f is K-invariant if and only if there exists a function Ff
of one variable such that
f(v) = Ff (cos(θ)) = Ff ((v, e1)) = Ff (v1) .
In particular, this holds for the spherical function ϕn(x) corresponding to the representation πn as well as
the reproducing kernel φ of the space L2Ω(S
d). In fact, for d ≥ 2 the spherical functions are determined by
the Jacobi polynomials, or normalized Gegenbauer polynomials in the following manner: Fφn(t) = Φn(t)
or ϕn(x) = Φn((x, e1)) = Φn(cos(θ)), where
Φn(cos(θ)) = 2F1(n+ d− 1,−n, d
2
; sin2(θ/2))
= 2F1
(
n+ d− 1,−n, d
2
;
1− cos(θ)
2
)
=
n!(d− 2)!
(n+ d− 2)!C
(d−1)/2
n (cos(θ)).
As the polynomials ϕn(t) are real valued we can write the spherical Fourier transform as
f̂(n) =
∫
Sd
f(x)ϕn(x) dσ(x) =
Γ
(
d+1
2
)
√
πΓ
(
d
2
) ∫ 1
−1
Ff (t)Φn(t)(1 − t2) d2−1 dt
with inversion formula
f(x) =
∞∑
n=0
d(n)f̂(n)ϕn(x) =
∞∑
n=0
d(n)f̂ (n)Φn((x, e1)) .
In particular the sinc-type function is given by
φΩ(x) = FφΩ((x, e1)) =
Ω∑
n=0
d(n)Φn((x, e1)) . (10)
Note also that we can write the convolution kernel φΩ(a
−1b), a, b ∈ SO(d+1) as FφΩ((x, y)) if x = be1 and
y = ae1.
For d = 1 the sphere is the torus T = {z ∈ C | |z| = 1} and ϕn(z) = zn. Hence
φΩ(e
it) =
Ω∑
n=−Ω
enit =
sin((Ω + 1/2)t)
sin(t/2)
is the Dirichlet kernel DΩ. In the higher dimensional cases the kernel φΩ behaves very similar to the
Dirichlet kernel. Here are some of its properties:
Lemma 8.4. Let the notation be as above. Then the following holds:
(a) φΩ(e1) =
∑Ω
n=0 d(n) = dimL
2
Ω(S
d)ր∞ as Ω→∞.
(b)
∫
Sd φΩ(x) dσ(x) = 1.
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(c) ‖φΩ‖22 =
∑Ω
n=0 d(n)→∞ as Ω→∞.
(d) If f ∈ L2(Sd), then f ∗ φΩ =
∫
Sd−1
f(x)FφΩ((·, x)) dσ(x) −→
Ω→∞
f in L2(Sd).
Let N(Ω) = dimL2Ω(S
d) = 1 + d(1) + . . .+ d(Ω). Then every set of points {ωj ∈ Sd | j = 1, . . . , N(Ω)}
such that the functions FφΩ((·, ωj)) are linearly independent will give us a basis (and hence a frame) for
L2Ω(S
d). Further N(Ω) is the minimal number of points so that the sampling will determine a arbitrary
function f ∈ L2Ω(Sd). If n > N(Ω), then the functions {FφΩ((·, ωj))}nj=1 will form a frame if and only if
the set is generating.
Let us come back to the special case S3 ≃ SU(2). The set Λ ≃ ŜU(2) is isomorphic to N in such a way
that d(n) = d(πn) = n+ 1. Every element in SU(2) is conjugate to a matrix of the form
u(θ) =
(
eiθ 0
0 e−iθ
)
.
We have
ϕn(u(θ)) =
1
n+ 1
χπn(u(θ)) =
1
n+ 1
sin((n+ 1)θ)
sin(θ)
.
It follows that
φΩ(u(θ)) =
1
sin(θ)
Ω+1∑
n=1
sin(nθ)
=
1
2i sin(θ)
(
Ω+1∑
n=1
(
eiθ
)n − Ω+1∑
n=1
(
e−iθ
)n)
=
sin((Ω + 2)θ/2) sin((Ω + 1)θ/2)
sin(θ) sin(θ/2)
.
8.3. Symmetric Spaces of the Compact Type. We will not discuss the general case of symmetric
spaces X = G/K of the compact type to avoid introducing too much new notation, but the general case
follows very much the same line as the special case of the sphere. Recall that that “symmetric space of
the compact type” means that the group G is compact and there exists an involution τ : G→ G such that
with Gτ = {u ∈ G | τ(u) = u} we have
(Gτ )o ⊆ K ⊆ Gτ .
An example is the sphere Sd where as in the last subsection G = SOo(d+ 1) and the involution τ is given
by
u 7→
(−1 0
0 Id
)
u
(−1 0
0 Id
)
=
(
u11 −vt
−v k
)
as in Example 4.4. All of those spaces are commutative. The spectral set Λ is well understood, see [39],
Theorem 4.1, p. 535. In particular Λ is discrete. Each representation (πλ,Hλ) occur with multiplicity one
in L2(X). Denote the image by Yλ. Then if Ω is given, there exists a finite set Λ(Ω) ⊂ Λ such that
L2Ω(X) =
⊕
λ∈Λ(Ω)
Yλ
and N(Ω) = dimL2Ω(X) is finite. In particular, only finitely many points are needed to determine the
elements in L2Ω(X).
The spherical functions are well understood. They are given by the generalized hypergeometric functions
(and Jacobi polynomials) of Heckman and Opdam [35]. Again
φΩ =
∑
λ∈Λ(Ω)
d(πλ)ϕλ ∈ Cω(X)
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the Dirichlet kernel. Furthermore, Lemma 8.4 holds true in the general case.
8.4. Gelfand pairs for the Heisenberg group. For the details in the following discussion we refer to
[50] and [6]. We let Hn = C
n×R denote the 2n+1-dimensional Heisenberg group with group composition
(z, t)(z′, t′) = (z + z′, t+ t′ +
1
2
Im(zz′)).
Denoting z = x+ iy the Heisenberg group is equipped with the left and right Haar measure dx dy dt where
dx, dy, dt are Lebesgue meaures on Rn,Rn and R respectively. The group K = U(n) acts on Hn by group
homomorphism given by
k · (z, t) = (kz, t) .
Let G = K ⋉ Hn. It follows that L
p(G/K) ≃ Lp(Hn) and Lp(G/K)K ≃ Lp(Hn)K = Lp(Hn)rad. It is
known [5] that the algebra L1(Hn)
K of integrable radial functions on Hn is commutative and thus (G,K)
is a Gelfand pair. This is also the case for several other subgroups of U(n) as shown in [5].
8.4.1. Representation Theory for G. A collection of important representations for the Heisenberg group
are the Bargman representations for λ > 0 given by
πλ(z, t)f(w) = e
iλt−λIm(wz)/2−λ|z|2/4f(w + z)
is the Bargman representation of the Fock space Fλ of entire functions on Cn for which
‖F‖2λ =
( λ
2π
)n ∫
Cn
|F (z)|2e−λ|z|2/2 dz <∞.
For −λ < 0 define the representations
π−λ(z, t)f(w) = πλ(z, t)f(w)
on the anti-holomorphic functions Fλ. These representation are irreducible and the left regular represen-
tation of Hn on L
2(Hn) decomposes as ∫ ⊕
R∗
(πλ,Fλ) |λ|n dλ.
We should note that there are more irreducible representations than the πλ, but they are one-dimensional
and do not show up in the Plancherel formula (they are of Plancherel measure 0).
Let us now turn to the regular representation of G on L2(Hn) given by
ℓ(k, z, t)f(z′, t′) = f(k−1(z′ − z), t′ − t− 1
2
Im(z′z)).
Notice that U(n) acts only on the z-variable, and for fixed k ∈ U(n) the elementsGk = {(kz, t) | (z, t) ∈ Hn}
is a group isomorphic to Hn. Thus the left regular representation of Gk on L
2(Gk) can be decomposed
using the Bargman representations. We get
(ℓ, L2(Gk)) =
∫ ⊕
R∗
(πkλ,Fλ) |λ|n dλ
where πkλ(z, t) = πλ(kz, t). Note that with ν(k)f(w) = f(k
−1w) we have
πkλ(z, t) = ν(k)πλ(z, t)ν(k)
−1.
Denote by πλ,m the representation ν restricted to the homogeneous polynomials of degree m Vλ,m. Then
(ν,Fλ) decomposes into
∞⊕
m=0
(πλ,m, Vλ,m)
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Note that dim(Vλ,m) = 2m+ n, dim(V
K
λ,m) = 1. Let Hλ,m be the Hilbert space spanned by πλ(G)uλ with
uλ in V
K
λ,m. The representations of G on Hλ,m thus obtained are irreducible [50], and provide us with a
decomposition of the left regular representation of G on L2(Hn):
(ℓ, L2(Hn)) =
∞⊕
m=0
∫ ⊕
R∗
(πλ,m, Hλ,m) |λ|n dλ.
8.4.2. Spherical functions. The bounded U(n)-spherical functions in this case are
φλ,m(z, t) =
∫
U(n)
(πkλ(z, t)uλ, uλ)Fλ dk = e
iλtL(n−1)m
(
|λ||z|2/2
)
e−|λ||z|
2/4
for λ ∈ R \ {0} and m = 0, 1, 2, · · · . Here L(n−1)m is the Laguerre polonomial of degree m and order n− 1
L(n−1)m (x) =
(
m+ n− 1
m
)−1 m∑
k=0
(−1)k
(
m+ n− 1
m− k
)
xk
k!
In this fashion the spectrum for L1(Hn)
K can be identified with the Heisenberg fan [50]
Fn = {((2m+ n)|λ|, λ) | m ∈ N0, λ 6= 0} ∪ R+
with Plancherel measure supported on Λ = {((2m+ n)|λ|, λ) | m ∈ N0, λ 6= 0} and given explicitly as∫
Λ
F (φ) dµ(φ) =
∫
R∗
∑
m∈N0
(2m+ n)F (φλ,m)|λ|n dλ.
As shown by [7] and more generally in [46] the topologies on Fn and Λ is the topology inherited from R
2.
8.4.3. Sampling and oversampling of band-limited functions. Let L2Ω(Hn) be the space of functions in
L2(Hn) with Fourier transform supported in
Ω = ((2m+ n)|λ|, λ) | m = 0, · · · ,M ; 0 < |λ| ≤ R}.
In this case the sinc-type function is given by the integral
φ(z, t) =
M∑
m=1
∫ R
0
eiλtL(n−1)m
(
|λ||z|2/2
)
e−|λ||z|
2/4 dλ
+
∫ R
0
e−iλtL(n−1)m
(
|λ||z|2/2
)
e−|λ||z|
2/4 dλ
=
M∑
m=1
∫ R
0
2 cos(λt)L(n−1)m
(
|λ||z|2/2
)
e−|λ||z|
2/4 dλ.
Let xiU with xi ∈ G be a cover of the group G = Hn ⋉K, then xiKUK covers the Heisenberg group Hn.
Let ψi be a bounded partition of unity, which could for example characteristic functions for disjoint sets
Ui ∈ xiU . The operator T then has the form
Tf =
∑
i
f(xiK)ψi ∗ φ
where φ is given above. Choosing xi close enough we can invert T to obtain sampling results.
Another interesting application is related to oversampling. Let φ̂ be a compactly supported Schwartz
function on R2 such that its restriction to Ω is 1Ω. Let us say the support is in Ω1. According to [2] there is
a Schwartz function φ on Hn such that its Fourier transform is equal to φ̂ restricted to Ω1. The function φ
SAMPLING ON COMMUTATIVE SPACES 23
is therefore both integrable and band-limited. Let φ1 be the sinc function associated to Ω1, then choosing
xi close enough (closer than for the operator T to ensure that also T1 is invertible) the operator
T1f =
∑
i
f(xiK)ψi ∗ φ1
becomes invertible on L2Ω1(Hn). Therefore
f =
∑
i
f(xiK)T
−1
1 (ψi ∗ φ1)
with convergence in L2Ω1(Hn). For f ∈ L2Ω(Hn) we then also get, since f = f ∗ φ, that
f =
∑
i
f(xiK)T
−1
1 (ψi ∗ φ1) ∗ φ
and this time with convergence in L2Ω(Hn).
Remark 8.5. This oversampling situation is not possible for symmetric spaces of non-compact type. The
reason is that there are no integrable band-limited functions with Fourier transform constant on a set with
limit point.
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