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functional iteration methods for the computation of the minimal
nonnegative solution G of thematrix equation X = ∑∞i=0 XiAi , aris-
ing in the numerical solution of M/G/1 type Markov chains, is
given in Meini (1997) [2]. In this note we add somemore results. In
particular, we show that an upper bound of the mean asymptotic
convergence rate of the best functional iterationmethod is given in
terms of the second largest modulus eigenvalue of G.
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1. Introduction
Many queueing problems can be modeled by Markov chains ofM/G/1 type, that is, Markov chains
whose probability transition matrix has the structure
P =
⎡⎢⎢⎢⎣
B1 A0 0
B2 A1 A0
B3 A2 A1 A0
...
...
. . .
. . .
. . .
⎤⎥⎥⎥⎦ , (1)
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where Bi+1 and Ai (i 0) are k × k nonnegative matrices such that∑∞i=1 Bi and∑∞i=0 Ai are column
stochastic. One of themajor problems inMarkov chains is the computation of the probability invariant
vector , that is, the solution of the inﬁnite system  = P, ‖‖1 = 1. For the matrices of structure
(1), the computation of  can be reduced to the computation of the minimal nonnegative solution G
of the nonlinear matrix equation
X =
∞∑
i=0
XiAi, (2)
where X is a k × k matrix. In the case when the matrix P is irreducible and positive recurrent, Eq. (2)
has a unique nonnegative solution G, which is column stochastic. We will assume that 1 is a simple
eigenvalue and the only eigenvalue of G of modulus 1.
A thorough theoretical explanation of the numerical behaviour of functional iteration methods for
the computation of G is given in [2]. In Section 2 we summarize the results in [2]. In Section 3 we add
some more results. In particular, we show that an upper bound of the mean asymptotic convergence
rate of the best functional iterationmethod is given in terms of the second largest modulus eigenvalue
of G.
2. Results of Meini
In [2] were considered the following functional iteration methods. Let
Ki  0 and Hi  0 for i = 0, 1, . . . (3)
Assume
K0 = A0 and Ai = Ki + Hi−1 for i = 1, 2, . . . (4)
Then the matrix equation (2) can be written
X(I − H(X)) = K(X),
where
H(X) =
∞∑
i=0
XiHi and K(X) =
∞∑
i=0
XiKi. (5)
If I − H(X) is invertible, then we have
X = K(X)(I − H(X))−1.
So we can consider the functional iteration
Xn = F(Xn−1) (n 1), (6)
where
F(X) = K(X)(I − H(X))−1
with X0 = 0 or X0 = Q , where Q is a column stochastic matrix. The sequence generated by (6) con-
verges to the matrix G and if X0 is a column stochastic matrix then each Xn is a column stochastic
matrix. We call the function H deﬁned in (5) the generating function of the corresponding functional
iteration (6).
In [2] were deﬁned the following matrices
Ui =
∞∑
j=i+1
Gj−i−1Aj for i = 0, 1, . . . (7)
and
Y
(H)
0 = (I − H(G))−T (U0 − H(G))T (8)
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and
Y
(H)
i = (I − H(G))−T UTi for i = 1, 2, . . . (9)
and
Y (H) =
∞∑
i=0
Y
(H)
i . (10)
Here A−T denotes (A−1)T .
In [2] was also deﬁned the subspace V1 generated by the orthonormal vectors
v1 = 1√
k
(e1 ⊗ e), v2 = 1√
k
(e2 ⊗ e), . . . , vk = 1√
k
(ek ⊗ e),
where ei is the k-dimensional vector having the ith entry equal to 1 and the other entries equal to zero,
and e is the k-dimensional vector having all components 1. Here ⊗ denotes the Kronecker product.
Let V2 be the orthogonal complement of V1, that is, V2 = V⊥1 . If Si is the matrix whose columns are
an orthonormal basis of the subspaces Vi for i = 1, 2, then S = [S1 S2] is a k2 × k2 orthogonal matrix.
Then we have the following results in [2].
Theorem 2.1. Let
R(H) =
∞∑
i=0
Y
(H)
i ⊗ Gi.
Then the matrix STR(H)S has the structure
STR(H)S =
[
ST1R
(H)S1 S
T
1R
(H)S2
ST2R
(H)S1 S
T
2R
(H)S2
]
=
[
Y (H) 0
V (H) W(H)
]
,
where V (H) = ST2R(H)S1,W(H) = ST2R(H)S2, and Y (H) is deﬁned in (10). Furthermore
(a) If we carry out the functional iteration (6) generated by the generating function H deﬁned in (5)
with X0 = 0, then the mean asymptotic convergence rate of {Xn}∞n=0 to G is ρ(R(H)) and ρ(R(H)) =
ρ(Y (H)). Besides, we have
ρ
(
R(H∗)
)
 ρ
(
R(H)
)
for any generating function H deﬁned in (5). Here the generating function H∗ is corresponding to
Hi = Ai+1 for i = 0, 1, . . .
(b) If we carry out the functional iteration (6) generated by the generating function H deﬁned in (5)
with X0 = Q ,where Q is a column stochastic matrix, then the mean asymptotic convergence rate of
{Xn}∞n=0 to G is ρ(W(H)) and ρ(W(H)) ρ2(R(H)), where ρ2(R(H)) is the second largest modulus
eigenvalue of the matrix R(H).
The following result is implicitly available in [2] and appears in [1, p. 163].
Theorem 2.2. The spectrum of W(H) is given by
σ
(
W(H)
)
=
k⋃
i=2
σ
(
Z
(H)
i
)
,
where
Z
(H)
i =
∞∑
j=0
λ
j
iY
(H)
j for 2 i k. (11)
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Here λ1, λ2, . . . , λk are the eigenvalues of G arranged such that
1 = λ1 > |λ2| · · · |λk|. (12)
3. Further discussion
In this sectionwe extend the result in case (b) of Theorem 2.1. First of all, we state somewell known
deﬁnitions and theorems. We also prove some lemmas, which we will use in this section.
Deﬁnition 3.1. A real n × nmatrix A = (aij)with aij  0 for all i /= j is anM-matrix if A is nonsingular
and A−1  0.
Theorem 3.1 [4, p. 83]. If B = I − A is an n × n matrix with A 0, then B is an M-matrix if and only if
ρ(A) < 1.
Theorem 3.2 [3, p. 38]. Let A and B be n × n real matrices. If |A| B, then ρ(A) ρ(B). Here |A| denotes
the matrix of the absolute values.
Theorem 3.3 [2]. If the matrix P, deﬁned in (1), is irreducible and positive recurrent, then
ρ
⎛⎝∞∑
i=0
Ui
⎞⎠ < 1.
Deﬁnition 3.2. For an n × n real matrix A, we say that A = M − N is a regular splitting of the matrix
A ifM is nonsingular withM−1  0 and N  0.
Theorem 3.4 [4, p. 90]. Let A = M1 − N1 = M2 − N2 be two regular splittings of A, where A−1  0. If
N1 N2, then
ρ
(
M
−1
1 N1
)
 ρ
(
M
−1
2 N2
)
.
Lemma 3.1. We have 0H(G)U0 for any generating function H deﬁned in (5).
Proof. Since G 0, by using (5) and (3) we haveH(G) = ∑∞i=0 GiHi  0. For the other inequality, using
(5), (4), (3) and (7) when i = 0, we have
H(G) =
∞∑
i=0
GiHi =
∞∑
i=0
Gi(Ai+1 − Ki+1)
∞∑
i=0
GiAi+1 = U0. 
Lemma 3.2. The matrix I − H(G) is an M-matrix for any generating function H deﬁned in (5).
Proof. From Lemma 3.1 we have 0H(G)U0 
∑∞
i=0 Ui. Using Theorems 3.3 and 3.2 we see that
ρ(H(G)) < 1. Hence by Theorem 3.1 the matrix I − H(G) is anM-matrix for any generating function
H deﬁned in (5). 
Lemma 3.3. For any generating function H deﬁned in (5) we have Y
(H)
i
 0 for i = 0, 1, . . . , and Y (H)i is
deﬁned in (8) and (9).
Proof. Recall from (8) that Y
(H)
0 = (I − H(G))−T (U0 − H(G))T . By Lemmas 3.2 and 3.1 we see that
Y
(H)
0  0. Similarly, one can prove that each Y
(H)
i
 0 for i = 1, 2, . . . 
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Now we are ready to extend the result in case (b) of Theorem 2.1. Using (11) and Lemma 3.3 we
have
|Z(H)i | =
∣∣∣∣∣∣
∞∑
j=0
λ
j
iY
(H)
j
∣∣∣∣∣∣
∞∑
j=0
|λi|jY (H)j for 2 i k.
So by deﬁning
Ẑ
(H)
i =
∞∑
j=0
|λi|jY (H)j for 2 i k, (13)
we have from Theorem 3.2 that
ρ
(
Z
(H)
i
)
 ρ
(
Ẑ
(H)
i
)
for 2 i k.
Using (12) and Theorem 3.2 again we have
ρ
(
Ẑ
(H)
k
)
 ρ
(
Ẑ
(H)
k−1
)
 · · · ρ
(
Ẑ
(H)
2
)
.
Hence using Theorem 2.2
ρ
(
W(H)
)
= max
{
ρ
(
Z
(H)
2
)
, ρ
(
Z
(H)
3
)
, . . . , ρ
(
Z
(H)
k
)}
 ρ
(
Ẑ
(H)
2
)
.
So by deﬁning
L(H) =
[̂
Z
(H)
2
]T
, (14)
we have
ρ
(
W(H)
)
 ρ
(
Ẑ
(H)
2
)
= ρ
([̂
Z
(H)
2
]T) = ρ (L(H)) . (15)
We also have
ρ(L(H)) ρ(R(H)) (16)
because
ρ
(
L(H)
)
= ρ
([̂
Z
(H)
2
]T) = ρ (Ẑ(H)2 ) ρ (Y (H)) = ρ (R(H))
by using (13) with i = 2, (10), (12), Theorems 3.2 and 2.1.
Nowwe study about ρ(L(H)) by following the idea in [2]. Using (14), (13) with i = 2, (8) and (9) we
have
L(H) =
⎡⎣(U0 − H(G)) + ∞∑
j=1
|λ2|jUj
⎤⎦ (I − H(G))−1. (17)
By writing
M(H) = I − H(G) and N(H) =
⎡⎣(U0 − H(G)) + ∞∑
j=1
|λ2|jUj
⎤⎦ , (18)
we can write
L(H) = N(H)
(
M(H)
)−1
.
Note that if we deﬁne
A = M(H) − N(H),
then
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A = I −
∞∑
j=0
|λ2|jUj ,
which is a ﬁxedmatrix independent of the generating functionH. SinceM(H) is anM-matrix by Lemma
3.2 and N(H)  0 by Lemma 3.1,M(H) and N(H) form a regular splitting of the commonmatrix A for any
generating function H. Furthermore, using Theorems 3.2 and 3.3 we have
ρ
⎛⎝∞∑
j=0
|λ2|jUj
⎞⎠ ρ
⎛⎝∞∑
j=0
Uj
⎞⎠ < 1,
and hence A is anM-matrix by Theorem 3.1. So, if N(H1) N(H2), where H1 and H2 are two generating
functions, then by Theorem 3.4
ρ
([
M(H1)
]−1
N(H1)
)
 ρ
([
M(H2)
]−1
N(H2)
)
,
that is,
ρ
(
L(H1)
)
 ρ
(
L(H2)
)
because ρ(A−1B) = ρ(BA−1) for any square matrices A and Bwhere A is invertible. Recalling that the
generating function H∗ is corresponding to Hi = Ai+1 for i = 0, 1, . . ., from (5) and (7) we see that
H∗(G) = U0. (19)
So using Lemma 3.1 and (18) we see thatN(H∗) N(H) for any generating functionH. Thus by the above
discussion we see that
ρ
(
L(H∗)
)
 ρ
(
L(H)
)
(20)
for any generating function H. Now from Theorem 2.1(b), (15), (16) and (20) we have the following
result.
Theorem 3.5. If we carry out the functional iteration generated by the generating function H deﬁned in
(5) with X0 = Q , where Q is a column stochastic matrix, then the mean asymptotic convergence rate of
{Xn}∞n=0 to G is ρ(W(H)) and
ρ
(
W(H)
)
 ρ
(
L(H)
)
 ρ
(
R(H)
)
.
Furthermore,
ρ
(
L(H∗)
)
 ρ
(
L(H)
)
for any generating functionH deﬁned in (5).Here the generating functionH∗ is corresponding toHi = Ai+1
for i = 0, 1, . . .
Remark 3.1. Theorem 3.5 tells us in what sense the generating function H∗ gives rise to the optimal
iteration functionwhenweuseX0 = Q , whereQ is a column stochasticmatrix. Even thoughwe cannot
compare between ρ(W(H∗)) and ρ(W(H)) directly, their natural upper bounds ρ(L(H∗)) and ρ(L(H)),
respectively, satisfy ρ(L(H∗)) ρ(L(H)).
Finally, we present an interesting upper bound of ρ(W(H∗)). Using (19), (17), (9) and (10) we have
L(H∗) =
∞∑
j=1
|λ2|jUj(I − H∗(G))−1
= |λ2|
∞∑
j=1
|λ2|j−1Uj(I − H∗(G))−1
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 |λ2|
∞∑
j=1
Uj(I − H∗(G))−1
= |λ2|
∞∑
j=1
[
Y
(H∗)
j
]T = |λ2| ∞∑
j=0
[
Y
(H∗)
j
]T = |λ2| [Y (H∗)]T .
Here we used the fact that Y
(H∗)
0 = 0 due to (8) and (19). So using Theorem 2.1(a)
ρ
(
L(H∗)
)
 |λ2|ρ
([
Y (H∗)
]T) = |λ2|ρ (Y (H∗)) = |λ2|ρ (R(H∗)) .
Thus using (15) we have
ρ
(
W(H∗)
)
 |λ2|ρ
(
R(H∗)
)
. (21)
Using Theorem 2.1(b) and (21) we have the following result.
Theorem 3.6. If we carry out the functional iteration generated by H∗ with X0 = Q ,where Q is a column
stochastic matrix, then the mean asymptotic convergence rate of {Xn}∞n=0 to G is ρ(W(H∗)) and
ρ
(
W(H∗)
)
 |λ2|ρ
(
R(H∗)
)
.
Here the generating function H∗ is corresponding to Hi = Ai+1 for i = 0, 1, . . .
Remark 3.2. The corresponding result in [2] says
ρ
(
W(H∗)
)
 ρ2
(
R(H∗)
) (
 ρ
(
R(H∗)
))
,
which gives no idea about how small ρ(W(H∗)) is in comparison to ρ(R(H∗)). But Theorem 3.6 says
that
ρ
(
W(H∗)
)
ρ
(
R(H∗)
)  |λ2| < 1.
So in using the functional iteration generated by H∗, the optimal generating function, when the sec-
ond largest modulus eigenvalue of the matrix G is smaller, the more reduction occurs in the mean
asymptotic convergence rate, while we use X0 as a column stochastic matrix rather than the zero
matrix.
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