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Abstract
Following recent literature on dS instability in presence of interactions, we study the decay
of massive particles in general FRW models and the emission from naked singularities either
associated with 4D charged black holes or 2D shock waves, by means of the Hamilton–Jacobi
tunneling method. It is shown that the two-dimensional semi-classical tunneling amplitude from
a naked singularity computed in that way is the same as the one-loop result of quantum field
theory.
PACS numbers: 04.62.+v, 04.20.Dw, 04.70.Dy
1 Introduction
It is well known that de Sitter (dS) space has gained tremendous importance since the discovery
by Riess and Perlmutter [1, 2] that the Universe is – against any previous belief based on Einstein
gravity with vanishing cosmological constant – in a current accelerating state.
As far as this fundamental issue is concerned, two very interesting papers on de Sitter space
and the vacuum energy, one by A. Polyakov [3] and one by G. Volovik [4] have recently appeared.
We recall that from a classical point of view, it is generally believed that dS space is stable since:
(i) it has a big isometry group, namely SO(1, 4); (ii) linearized fluctuations of the metric do not
grow exponentially with time so that they are not able to change the background dS metric; (iii)
particles in dS space are excitations over a dS invariant vacuum state (cfr. [5]).
Many authors have argued [6, 7, 8, 9, 4] that these observations are not sufficient to prove the
classical stability of dS space-time. In fact, whenever an interacting field theory is present, dS
space is unstable because of the non-vanishing probability amplitude of massive particles radiating
other massive particles. It is worth stressing that the only force acting on the particles is due to
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the gravitational background induced by Λ. Even if such radiating process is small for small Λ (as
it is at present time), no eternal dS space seems physically meaningful. Indeed, it is expected that
the particle production will eventually stop at the point when back-reaction becomes significant.
Even if it seems hard to make precise predictions about what will occur at that point, Polyakov
[3] has suggested that back-reaction will finally cancel any trace of the Cosmological Constant and
of dS space-time as well. The extension of (some of) these results to general FRW models should
give hope that the deep analysis of Polyakov could be so extended.
The decay of composite particles in dS space-time has been investigated in [4] by means of semi-
classical methods applied to a single particle path. Very remarkably, the result obtained in this
way turns out to be in agreement with the asymptotic of an exact full QFT calculation given in
[9]. The advantage of using the WKB approximation in favour of exact QFT machinery is evident,
since the extremely complicated computations involved in [9].
In this paper, first we would like to show that Volovik’s result [4] can be extended to a general
FRW space-time, making use of the so-called Hamilton–Jacobi method [10, 11, 12], implemented
by using the Kodama–Hayward invariant formalism [13, 14], which can be applied to spherically
symmetric space-times no matter if static or dynamical.
Here the decay of the horizon corresponds to the existence of a simple pole in the radial derivative
of the action while the particle’s decay will correspond to a branch point singularity in the radial
particle’s momentum. Similar results will be obtained for static black holes possessing time-like, or
naked, singularities (a general reference for the study of these objects is in Harada et al [17] and
references therein). They might even be produced in colliders in certain brane world models [18].
Then we apply the null expansion method within the Hamilton–Jacobi equation to see whether
in a dynamical space-time region bounded by a naked singularity there is radiation which can be
interpreted as coming out from it. The decay of the singularity, that if charged is eventually due to a
screening by oppositely charged particles, or else its explosion [19], is again associated with a simple
pole whose residue depends on which null direction one is integrating the action’s differential. As we
will see, this corresponds to the different components of the radiation’s quantum stress tensor. The
fact that the Reissner-Nordstro¨m static singularity does not radiate (neutral particles) illustrates
how care has to be given when extrapolating two-dimensional results to four-dimensional ones.
The paper is organized in the following way: in §2 we briefly resume the Kodama–Hayward
approach to spherically symmetric space-times; in §3 we apply the Hamilton–Jacobi method of
tunneling to FRW space-times; §4 is devoted to the discussion of static spherically symmetric black-
holes endowed with time-like singularities; in §5 we analyze the radiation from the singularity itself
in a model of two-dimensional dilaton gravity. Some conclusions will follow.
2 The Kodama–Hayward formalism
We recall that in previous papers [15, 16] we considered the quantum instability of dynamical black
holes using a variant of the tunneling method introduced by Parikh and Wilczek in the static case
to uncover aspects of back-reaction effects [20]. These approaches are based on WKB relativistic
method (see, for example [21] and more recently [22]) and only the leading terms of the production
rate probability are taken into account, leaving untouched the pre-factor evaluation. Such evalua-
tion, and possible back-reaction effects, however, are not included in the present discussion which
is focused indeed, only on the leading WKB contribution to the production rate. With regard
to the pre-factor issue, we limit ourselves to mention Volovik’s arguments according to which the
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pre-factor is likely to vanish in the case of horizon tunneling in dS space-time [23].
In our generalization of Volovik’s calculation, the use of invariant quantities plays a crucial role
[15, 16]. In order to illustrate them, let us recall that any spherically symmetric metric can locally
be expressed in the form
ds2 = γij(x
i)dxidxj +R2(xi)dΩ2 , i, j ∈ {0, 1} , (2.1)
where the two-dimensional metric
dγ2 = γij(x
i)dxidxj (2.2)
is referred to as the normal metric, {xi} are associated coordinates and R(xi) is the areal radius,
considered as a scalar field in the two-dimensional normal space. We recall that to have a truly
dynamical solution, i.e. to avoid Birkhoff’s theorem, the space-time must be filled with matter
everywhere. Examples are the Vaidya solution, which contains a flux of radiation at infinity, and
FRW solutions which contain a perfect fluid.
A relevant scalar quantity in the reduced normal space is
χ(x) = γij(x)∂iR(x)∂jR(x) , (2.3)
since the dynamical trapping horizon, if it exists, is located in correspondence of
χ(x)
∣∣∣
H
= 0 , (2.4)
provided that ∂iχ|H 6= 0. The Misner–Sharp gravitational energy, in units G = 1, is defined by
EMS(x) =
1
2
R(x) [1− χ(x)] . (2.5)
This is an invariant quantity on the normal space. Note also that, on the horizon, EMS |H = 12RH .
Furthermore, one can introduce a dynamic surface gravity [15] associated with this dynamical
horizon, given by the normal-space scalar
κH =
1
2
✷γR
∣∣∣
H
. (2.6)
Recall that, in the spherical symmetric dynamical case, it is possible to introduce the Kodama
vector field K, with (KαGαβ)
;β = 0 that can be taken as its defining property. Given the metric
(2.1), the Kodama vector components are
Ki(x) =
1√−γ ε
ij∂jR , K
θ = 0 = Kϕ . (2.7)
The Kodama vector gives a preferred flow of time and in this sense it generalizes the flow of time
given by the Killing vector in the static case. As a consequence, we may introduce the invariant
energy associated with a particle of mass m by means of the scalar quantity on the normal space
ω = −Ki∂iI , (2.8)
where I is the particle action which we assume to satisfy the reduced Hamilton–Jacobi equation
γij∂iI∂jI +m
2 = 0 . (2.9)
We shall call (2.8) the Kodama, or generalized Killing energy. As we allow for non-minimal grav-
itational coupling, the substitution m2 → m2 + ξR is in order whenever ξ 6= 0, R being the Ricci
curvature scalar and ξ a dimensionless coupling constant.
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3 The FRW Space-time
As a first application of the formalism, let us consider a generic FRW space-time with constant
curvature spatial sections. Its line element can be written as
ds2 = −dt2 + a2(t) dr
2
1− kˆr2 + [a(t)r]
2dΩ2 . (3.1)
Here kˆ := kl2 , where l is such that a(t)l is the curvature radius of the constant curvature spatial
sections at time t and, as usual, k = 0,−1,+1 labels flat, open and closed three–geometries,
respectively. In this gauge, the normal reduced metric is diagonal and
χ(t, r) = 1− [a(t)r]2
[
H2(t) +
kˆ
a2(t)
]
. (3.2)
The dynamical horizon is implicitly given by χH = 0, namely
RH := a(t)rH =
1√
H2(t) + kˆ
a2(t)
, with H(t) =
a˙(t)
a(t)
, (3.3)
provided the space-time energy density ρ(t) is positive. The surfaceRH(t) coincides with the Hubble
radius as defined by astronomers for vanishing curvature, but we shall call it ’Hubble radius’ in any
case. The dynamical surface gravity is given by equation (2.6) and reads
κH = −
(
H2(t) +
1
2
H˙(t) +
kˆ
2a2(t)
)
RH(t) < 0 , (3.4)
and the minus sign refers to the fact the Hubble horizon is, in Hayward’s terminology, of the inner
type. According to (2.7), the Kodama vector is
K =
√
1− kˆr2(∂t − rH(t)∂r) (3.5)
so that the invariant Kodama energy of a particle is equal to
ω =
√
1− kˆr2(−∂tI + rH(t)∂rI) ≡
√
1− kˆr2 ω˜ (3.6)
Notice that K is space-like for ra > (H2 + kˆ/a2)−1/2, i.e. beyond the horizon. It follows that we
can only ask for particles to be emitted in the inner region, r < rH .
The next ingredient is the reduced Hamilton–Jacobi equation for a relativistic particle with mass
parameter m,
− (∂tI)2 + (1− kˆr
2)
a2(t)
(∂rI)
2 +m2 = 0 . (3.7)
Making use of (3.6), one can solve for ∂rI, namely
∂rI = −
aHω˜(ar)± a
√
ω2 −m2 +m2
(
H2 + kˆ
a2
)
(ar)2
1−
(
H2 + kˆa2
)
(ar)2
, (3.8)
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with the signs chosen according to which direction we think the particle is propagating. The
effective mass here defines two important and complementary energy scales: if one is interested in
the horizon tunneling then only the pole matters (since the denominator vanishes), and we may
neglect to all the extents the mass parameter setting m = 0 (since its coefficient vanishes on the
horizon).
On the opposite, in investigating other effects in the bulk away from the horizon, such as the decay
rate of composite particles, the role of the effective mass becomes relevant as the energy of the
particle can be smaller than the energy scale settled by m, and the square root can possibly acquire
a branch cut singularity.
3.1 Horizon tunneling
As an application of the last formula we may derive, following [16], the cosmic horizon tunneling
rate. To this aim, as we have anticipated, the energy scale is such that near the horizon, we may
neglect the particle’s mass, and note that radially moving massless particles follow a null direction.
Then, along a null radial direction from the horizon to the inner region, we have
δt = − a(t)√
1− kˆr2
δr. (3.9)
The outgoing particle action, that is the action for particles coming out of the horizon towards the
inner region, is then
I =
∫
dt ∂tI +
∫
dr ∂rI (3.10)
= 2
∫
dr∂rI (3.11)
upon solving the Hamilton–Jacobi equation (3.7) with zero mass and using (3.9). For ∂rI we use
now Eq. (3.8), which exhibits a pole at the vanishing of the function F (r, t) := 1 − (a2H2 + kˆ)r2,
defining the horizon position. Expanding F (r, t) again along a null direction, one gets
F (r, t) ≈ +4κHa(t)(r − rH) + . . . , (3.12)
where κH given in (3.4) represents the dynamical surface gravity associated with the horizon.
In order to deal with the simple pole in the integrand, we implement Feynman’s iǫ – prescription.
In the final result, beside a real (irrelevant) contribution, we obtain the following imaginary part
[16]
ℑ I = −πωH
κH
. (3.13)
This imaginary part is usually interpreted as arising because of a non-vanishing tunneling proba-
bility rate of (massless) particles across the cosmological horizon,
Γ ∼ exp (−2ℑ I) ∼ e−
2pi
(−κH )
·ωH . (3.14)
Notice that, since κH < 0 and ωH > 0 for physical particles, (3.13) is positive definite. As showed
in [16], this result is invariant since the quantities appearing in the imaginary part are manifestly
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invariant. As a consequence, we may interpret T = −κH/2π as the dynamical temperature as-
sociated with FRW space-times. In particular, this gives naturally a positive temperature for de
Sitter space-time, a long debated question years ago, usually resolved by changing the sign of the
horizon’s energy. It should be noted that in literature, the dynamical temperature is usually given
in the form T = H2π (exceptions are the papers [24]). Of course this is the expected result for dS
space in inflationary coordinates, but it ceases to be correct in any other coordinate system. In
this regard, the H˙ and kˆ terms are crucial in order to get an invariant temperature.
The horizon’s temperature and the ensuing heating of matter was foreseen several years ago in the
interesting paper [25].
3.2 Decay rate of unstable particles
We are now ready to present the generalization of the result presented in [4] for de Sitter space to
a generic FRW space-time. Let us consider the decay rate of composite particles in a regime where
the energy of the decay product is lower than their proper mass m. A crucial point is to identify
the energy of the particle before the decay with its Kodama energy. After the decay process, we
denote by m the effective mass parameter of one of the decay products (recall it may contain a
curvature term). The relevant contribution to the action comes from the radial momentum given
by equation (3.8). If we introduce the instantaneous radius r0 by
[a(t)r0]
2 = R20 :=
(
1− ω
2
m2
)
R2H , (3.15)
where RH is the horizon radius given by Eq. (3.3), then the classical forbidden region is 0 < r < r0.
Thus, from (3.8), we see that for the unstable particle, say with mass m0, sitting at rest at the
origin of the comoving coordinates, one has an imaginary part of the action as soon as the decay
product is tunneling into this region to escape beyond r0,
ℑ I = mRH
∫ R0
0
dR
√
R20 −R2
R2H −R2
. (3.16)
The integral can be computed exactly at fixed t, and is
ℑ I = π
2
RH (m− ω) > 0 , (3.17)
leading to a rate which, assuming a two-particle decay, takes the form
Γ = Γ0e
−2π RH (m−ω) , (3.18)
where Γ0 is an unknown pre-factor depending on the coupling constant of the interaction which
is causing the decay (for instance, for a λφ3 interaction one should have Γ0 ∼ λ2.) Of course,
each newly produced particle will itself decay, leading possibly to the instability mechanism first
discussed by Myhrvold [6] in dS space.
Since the tunneling process locally conserves energy one should put ω = m0/2, so that the tunnelled
particle will emerge in the classical region at r = r0 with vanishing momentum. Furthermore, the
result is again invariant against coordinate changes, since both ω and RH are invariantly defined
quantities.
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A particularly interesting case is the de Sitter space-time. The line element in the static patch
reads
ds2 = −(1−H20r2)dt2 +
dr2
(1−H20r2)
+ r2dΩ2 , (3.19)
in the inflationary flat patch is
ds2 = −dt2 + e2H0td−→x 2 , (3.20)
while in global coordinates
ds2 = −dt2 + cosh2(H0t)dΩ23 . (3.21)
The so-called “fluid” static form discussed by Volovik is instead
ds2 = −dt2 + (dR −H0Rdt)2 +R2dΩ2 . (3.22)
As already stated, a direct calculation leads always to κH = −H0 for the surface gravity and
ℑ I = π
2H0
(m− ω) (3.23)
for the imaginary part (3.18), independently by the coordinate system in use. In the “fluid” gauge
(3.22), putting ω = m02 , the above result has been obtained by Volovik [4], in agreement with the
exact result of [9].
4 Black hole’s singularities
One may investigate if the method can be extended to the case of static black holes. With regard
to this, we consider the exterior region of a spherically symmetric static black hole space-time and
repeat the same argument. Quite generally, we can write the line element as
ds2 = −e2ψ(r)C(r)dt2 + C−1(r)dr2 + r2dΩ2. (4.1)
The radial momentum turns out to be,∫
dr ∂rI =
∫
dr
√
ω2 −m2C(r)e2ψ(r)
C(r)eψ(r)
. (4.2)
The analysis of this integral is made easier by setting ω = 0, which should correspond to parti-
cle creation: in fact, according to the interpretation of the Kodama energy we gave before, this
approximation simulates the vacuum condition. Then∫
dr ∂rI = m
∫ r2
r1
dr
1√−C(r) , (4.3)
where the integration is performed in every interval (r1, r2) in which C(r) > 0. Equation (4.3)
shows that, under very general conditions, in static black hole space-times there could be a decay
rate whenever a region where C(r) is positive exists.
As a first example, let us analyze the Schwarzschild black hole. For the exterior (static) solution,
one has C(r) = 1 − 2M/r > 0 and ψ(r) = 0, thus the imaginary part diverges since the integral
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has an infinite range. We conclude that the space-like singularity does not emit particles. In
the interior, it is possible to show that the Kodama vector is space-like, thus no energy can be
introduced. A similar conclusion has been obtained also for the Big Bang cosmic singularity, the
only scale factor leading to particle emission being a(t) ∼ t−1. This is like a big rip in the past.
The situation is different when a naked singularity is present. Consider a neutral particle in
the Reissner–Nordstro¨m solution with mass M and charge Q > 0 (for definiteness) given by the
(spherically symmetric) line element
ds2 = −(r − r−)(r − r+)
r2
dt2 +
r2
(r − r−)(r − r+) dr
2 + r2dΩ2 . (4.4)
Here r± = M ±
√
M2 −Q2 are the horizon radii connected to the black hole mass and charge by
the relations
M =
r+ + r−
2
, Q =
√
r+r− . (4.5)
The Kodama energy coincides with the usual Killing energy and
C(r) =
(r − r−)(r − r+)
r2
, and ψ(r) = 0 . (4.6)
The metric function C(r) is negative in between the two horizons, so there the action is real. On
the other hand it is positive within the outer communication domain, r > r+, but also within the
region contained by the inner Cauchy horizon, that is 0 < r < r−. Thus, because of (4.3) and
assuming the particles come created in pairs, we obtain
ℑ I = −m
∫ r−
0
r√
(r− − r)(r+ − r)
dr = mQ− mM
2
ln
(
M +Q
M −Q
)
. (4.7)
Modulo the pre-factor over which we have nothing to say , there is a probability
Γ ∼ exp(−2ℑI) =
(
M −Q
M +Q
)mM
e−2Qm . (4.8)
Pleasantly, (4.8) vanishes in the extremal limit M = Q. Being computed for particles with zero
energy, we can interpret this as a particle creation effect by the strong gravitational field near
the singularity. Since the electric field is of order Q/r2 near r = 0, there should also be a strong
Schwinger’s effect. In that case one should write the Hamilton–Jacobi equation for charged particles.
It would be an interesting question whether this effect could lead to a screening of the singularity,
and ultimately to its disappearance.
Next we consider the hairy black hole solution in the Jordan frame, for Λ = 3
ℓ2
> 0. This is
a black hole solution in the Einstein theory with a self-interacting and conformally coupled scalar
field (see[26, 27]). One has
C(r) = −r
2
ℓ2
+
(r + r0)
2
r2
, and ψ(r) = 0 , (4.9)
while that scalar field is
φ(r) =
√
6
r0
r + r0
. (4.10)
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For our purposes, r0 = −M is the interesting case, since then one has four real roots of C(r) = 0,
the first positive is the inner horizon
r+ =
ℓ
2
(√
1 + ε− 1) , (4.11)
the second root represents the event horizon
rH =
ℓ
2
(
1−√1− ε) , (4.12)
the third root is associated with the cosmological horizon
rC =
ℓ
2
(
1 +
√
1− ε) , (4.13)
and the negative root is
r− = − ℓ
2
(√
1 + ε+ 1
)
, (4.14)
where ε = 4Mℓ . The quantity C(r) is positive in the two static regions 0 < r < r+ and rH < r < rC .
Thus, there is a naked singularity in the first region at r = 0 where – with specific choice of the
sign,
ℑ I = mℓ
∫ r+
0
r√
(r+ − r)(rH − r)(rC − r)(r − r−)
dr . (4.15)
The integral is the sum of two special functions, the confluent hypergeometric function and an
elliptic integral of the third kind. However if the quantity ε = 4Mℓ is small, a direct calculation
leads to
ℑ I ≃ mℓ
∫ b−a
0
r
(r − b)
√
ℓ2 − (r + b)2 dr , (4.16)
where b = ℓε4 = M and a =
ℓε2
16 =
M2
ℓ . This integral can be evaluated, and the corresponding
leading terms are
ℑ I ≃ mM
[
1 + ln
(
M
ℓ
)]
+O(ε2) . (4.17)
Again, modulo the pre-factor and assuming the particles are created in pairs, the leading term of
production rate is
Γ ∼ exp(−2ℑI) =
(
M
ℓ
)−2mM
e−2mM . (4.18)
It is worth to mention that, given Mℓ ≪ 1, still the order of magnitude of (4.18) strongly depends
on the reciprocal relation between the parameters m,M, ℓ.
All these results can be interpreted as particle creation effects by the bulk gravitational field. In
fact the probabilities given by Eq. s(4.8), (4.18), do not depend on the position of the creation
event, so actually the full amplitude associated to a space-time region must be proportional to the
four-volume of the region. Equivalently, the formulas give creation probability per unit volume per
unit time.
A complementary and potentially interesting effect is the emission from the naked singularity itself.
We investigate this problem in the following section for the case of 2D dilaton gravity, and return
to RN afterwards.
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5 Radiation from a naked singularity
Consider the following metric [28]
ds2 = σ−1dx+dx−, σ = λ2x+x− − a(x+ − x+0 )θ(x+ − x+0 ) (5.1)
where λ is related to the cosmological constant by Λ = −4λ2. This metric arises as a solution of 2D
dilaton gravity coupled to a bosonic field with stress tensor T++ = 2aδ(x
+−x+0 ), describing a shock
wave. A look at Fig. 1 reveals that σ = 0 is a naked singularity partly to the future of a flat space
region, usually named the linear dilaton vacuum. The heavy arrow represents the history of the
shock wave responsible for the existence of the time-like singularity. The Hamilton–Jacobi equation
implies either ∂+I = 0 or ∂−I = 0, I being the action. To find the ingoing flux we integrate along
x+ till we encounter the naked singularity, using ∂−I = 0, so that
I =
∫
dx+∂+I =
∫
ω
dx+
2σ
=
∫
ωdx+
2(λ2x− − a)(x+ + ax+0 /C − iǫ)
(5.2)
where C = C(x−) := (λ2x−−a) and ω = 2σ∂+I is the familiar Kodama’s energy; note the Feynman
iǫ–prescription. Thus the imaginary part immediately follows1, giving the absorption probability
as a function of retarded time
Γ(ω) = Γ0e
−2ℑI = Γ0e
−πω/C(x−) (5.3)
Γ0 being some pre-factor of order one.
Flat space
naked
singularity
null
infinity
shock wave
x
− +
x
Figure 1: The naked singularity formed by the shock wave.
1Using (x− iǫ)−1 = P 1
x
+ iπδ(x).
10
The flux is computed by integrating the probability over the coordinate frequency ω˜ = ω/σ,
with the density of states measure 12πdω˜, giving
T++ =
Γ0
2π
∫
Γ(σω˜)ω˜dω˜ = Γ0
(λ2x− − a)2
2π3σ2
. (5.4)
Similarly, in order to find the outgoing flux we integrate along x− starting from the naked singu-
larity, this time using ∂+I = 0. A similar calculation first gives
ℑI = πω
2λ2x+
. (5.5)
Then, integrating the probability over the coordinate frequency, the outgoing flux
T−− = Γ0
λ4(x+)2
2π3σ2
(5.6)
is obtained (strictly speaking the outgoing flux would be 2T++−2T−−). The conservation equations
σ∂+T−− + ∂−(σT+−) = 0 ,
σ∂−T++ + ∂+(σT+−) = 0 , (5.7)
will determine the components only up to arbitrary functions B(x−) and A(x+), respectively, corre-
sponding to the freedom of the choice of a vacuum. For instance, requiring the fluxes to vanish in the
linear dilaton vacuum fixes them uniquely. As regards T+−, it is well known that it is given by the
conformal anomaly: T = 4σT+− = R/24π (for one bosonic d.o.f.). Matching to the anomaly gives
the pre-factor Γ0 = π
2/24, of order one indeed. These results agree with the one-loop calculation to
be found in [28]. Note that the stress tensor diverges approaching the singularity, indicating that its
resolution will not be possible within classical gravity but requires instead quantum gravity [29, 19].
We return now to the RN solution. Could it be that the naked singularity emitted particles?
In the 4D case one easily sees that the action has no imaginary part along null trajectories either
ending or beginning at the singularity. Formally this is because the Kodama energy coincides with
the Killing energy in such a static manifold and there is no infinite redshift from the singularity to
infinity. Even considering the metric as a genuinely two-dimensional solution, this would lead to
an integral for I
I =
∫
ω(r − r+)(r − r−)
r2
dx+ (5.8)
where x± = t± r∗, with
r∗ = r +
r2+
r+ − r− ln[(r+ − r)/r+]−
r2+
r+ − r− ln[(r− − r)/r−] =
x+ − x−
2
. (5.9)
But close to the singularity
r2 = (3r+r−/2)
2/3(x+ − x−)2/3 + · · · (5.10)
not leading to a simple pole. It is fair to say that the RN naked singularity will not emit particle
in this approximation.
This seems to be coherent with QFT results. Fig. 2 depicts part of a Penrose’s diagram for the
11
uv=G(u)
Figure 2: Part of the Penrose diagram of the RN region close to the (left) time-like singularity.
region near the singularity of RN (the left one, say). With the customary u = x− and v = x+, the
map u→ v = G(u) gives that ingoing null geodesics which after reflection in the origin emerges as
the outgoing geodesic drawn. According to [30], the radiated s–wave power of a minimally coupled
scalar field is given in terms of the map G(u) and its derivatives, by the Schwarzian derivative
W =
1
24π

3
2
(
G
′′
G′
)2
− G
′′′
G′

 . (5.11)
The (u, v) section of the RN metric is conformally flat, hence the above map is trivial (or linear)
and W = 0.
6 Conclusions
In this paper, several applications of the tunneling method have been presented. In our opinion, the
most pleasant aspect of the semi-classical tunneling method in the analyzed context is its flexibility
and the wide range of situations to which it can be applied. Normally great efforts are needed to
analyze quantum effects in gravity, while the tunneling picture promptly gives strong indications
of what could happen. The obtained agreement between the particle decay rates from tunneling
methods with the asymptotic of the exact results, when they exist in particular backgrounds like
dS space, gives confidence of their validity in more general situations. Similarly, the coincidence of
the tunneling radiation from naked singularities with one-loop quantum field theory results gives
confidence that similar effects also exists for naked singularities in 4D backgrounds. In particular
we have shown that the same expression derived from the Hamilton–Jacobi equation can handle
several quantum effects: radiation from dynamical horizons, both cosmological and collapsing,
gravitational enhancement of particle decay which would otherwise be forbidden by conservation
laws, and radiation from naked singularities, at least in some 2D dilaton gravity models.
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