Abstract. As one of the least squares mean, we consider the Wasserstein mean of positive definite Hermitian matrices. We verify in this paper the inequalities of the Wasserstein mean related with a strictly positive and unital linear map, the identity of the Wasserstein mean for tensor product, and some inequalities of the Wasserstein mean for Hadamard product.
Introduction and preliminaries
It is a long-standing problem to define a barycenter (or a mean) of a finite number of points in a metric space. Given a probability vector ω = (w 1 , . . . , w n ), a natural and canonical barycenter is the least squares mean, which is a minimizer of the weighted sum of squares of distances to each point. In the open convex cone P m of positive definite matrices, which we will consider throughout the paper, there are several different and important barycenters depending on the given distances. For instance, the arithmetic mean is the least squares mean in the real vector space P m equipped with the Euclidean distance d E (A, B) = A − B 2 , and the Cartan mean is the least squares mean in the non-positive curvature space (CAT(0) space or Hadamard space) P m equipped with the Riemannian trace distance d R (A, B) = log A −1/2 BA −1/2 2 . On the other hand, it is difficult to see whether such a minimizer exists, and whether the minimizer is unique if it exists. Recently a new metric, called the Wasserstein metric, and the least squares mean on our setting P m have been introduced [2, 6] . In quantum information theory, the Wasserstein metric is known as the Bures distance of density matrices. The unique geodesic connecting from A to B is given by A ⋄ t B = (1 − t) 2 A + t 2 B + t(1 − t) (AB) 1/2 + (BA) 1/2 , t ∈ [0, 1].
As the least squares mean for the Wasserstein metric, the Wasserstein mean denoted by Ω(ω; A) for A = (A 1 , · · · , A n ) is defined by Ω(ω; A) = arg min and it coincides with the unique solution X ∈ P m of the matrix nonlinear equation
where 
(G2) A#B = B#A.
(G3) A#B ≤ C#D whenever A ≤ C and B ≤ D.
(G4) X(A#B)X * = (XAX * )#(XBX * ) for any nonsingular matrix X.
Many interesting properties of the Wasserstein mean including the log-majorization [5] , order inequalities and Lie-Trotter product formula [10] , and relationships with other matrix means [15] have been found. By using the strict concavity of the function log det :
we do not find only the determinantal inequality of the Wasserstein mean in Section 2, but also the equivalent condition that the determinantal equality holds.
The (strictly) positive linear map with its related properties is a very crucial tool to study operator algebra and quantum information theory. Differently from the usual matrix multiplication, tensor (Kronecker) product and Hadamard product are commonly used in matrix equation, image processing, and machine learning due to their algebraic characterizations.
The positive linear map also plays an important role to connect between the tensor product and Hadamard product. Applying bounds of the Wasserstein mean verified in [10] we find in Section 3 inequalities of the Wasserstein mean related with the strictly positive linear map. We finally see in Section 4 the identity and inequalities of the Wasserstein mean with the tensor product and Hadamard product.
Wasserstein mean
Let M m,k be the set of all m × k matrices with complex entries. We simply denote as Let P(R n ) be the set of all Borel probability measures on the n-dimensional Euclidean
R n x − y r dµ(x) < ∞ for any y ∈ R n Let P 0 (R n ) be a set of all uniformly distributed probability measures, and let P ∞ (R n ) be a set of all probability measures whose support is bounded.
Given µ, ν ∈ P 2 (R n ) the 2-Wasserstein distance is defined as
, where Π(µ, ν) denotes the set of all couplings on R n ×R n with marginals µ and ν. Especially, the 2-Wasserstein distance for two Gaussian probabilities µ = P (m 1 , A), ν = P (m 2 , B) with means m 1 , m 2 and covariance matrices A, B ∈ P m is given by
Here, we consider the 2-Wasserstein distance for two Gaussian probabilities with mean 0 such as
See [2] for more details.
The 2-Wasserstein distance (2.3) and the unique geodesic for this metric on the open convex cone P m of positive definite matrices have been recently introduced in [6] . This metric is the matrix version of the Hellinger distance
for two probability distributions − → p = (p 1 , . . . , p n ) and − → q = (q 1 , . . . , q n ). Moreover, it coincides with the Bures distance of density matrices in quantum information theory and the Wasserstein metric in statistics and the theory of optimal transport. The Bures-Wasserstein metric is a Riemannian metric induced by the inner product
. . , α m are positive eigenvalues of A ∈ P m . The unique geodesic connecting from A to B for the Bures-Wasserstein distance is given by
Let A = (A 1 , . . . , A n ) ∈ P n m , and let ω = (w 1 , . . . , w n ) ∈ ∆ n , the simplex of all positive probability vectors in R n . We consider the following minimization problem arg min
where d is the Bures-Wasserstein distance on P m . By using tools from non-smooth analysis, convex duality, and the optimal transport theory, it has been proved in Theorem 6.1, [1] that the above minimization problem has a unique solution in P m . On the other hand, it has been shown in [6] that the objective function f (X) = n j=1 w j d 2 (X, A j ) is strictly convex on P m , by applying the strict concavity of the map h : P m → R, h(X) = tr(X 1/2 ). Therefore, we define such a unique minimizer of (2.4) as the Wasserstein mean, denoted by Ω(ω; A).
That is,
To find the unique minimizer of objective function f : P m → R, we evaluate the derivative Df (X) and set it equal to zero. By using matrix differential calculus, we have the following.
of the nonlinear matrix equation 
which is the 1/2-power mean of
It is known from Theorem 7.6.6 in [9] that the map f : P m → R, f (A) = log det A is strictly concave: for any A, B ∈ P m and t ∈ [0, 1]
where equality holds if and only if A = B. By induction together with this, we have
where equality holds if and only if
The following shows the determinantal inequality of the Wasserstein mean.
where equality holds if and only if
Proof. Let X = Ω(ω; A). Then by Theorem 2.1 I = n j=1 w j (A j #X −1 ), and by Lemma 2.3
The last equality follows from the determinantal identity of two-variable geometric mean in (G6). It implies
Taking the exponential function on both sides and applying the fact that the exponential function from R to (0, ∞) is monotone increasing, we obtain the desired inequality.
Moreover, the equality of (2.6) holds if and only if A i #X −1 = A j #X −1 for all i and j.
By the definition of geometric mean it is equivalent to A i = A j for all i and j. where λ(A) stands for the m-tuple of eigenvalues of A ∈ P m . This is much stronger than our result in Theorem 2.4. We do not only provide a different proof, but also provide a sufficient and necessary condition for the determinantal equality by using the concavity of the map f : P m → R, f (A) = log det A.
Inequalities of the Wasserstein mean
In [6] the arithmetic-Wasserstein means inequality has been shown:
On the other hand, the Wasserstein-harmonic means inequality does not hold, but a new lower bound of the Wasserstein mean with respect to the Loewner order is found. 
Moreover,
Proof. By Theorem 3.1 and the positive unital linear map Φ,
So we obtain the first inequality.
To prove the second inequality, let X = Ω(ω; A). Then by Theorem 2.1 and the strict positive unital linear map Φ,
The first inequality follows from Lemma 3.2, and the second inequality follows from the arithmetic-geometric mean inequality in (G7). Solving the above for Φ(X −1 ) yields we obtain the desired inequality. 
Tensor product and Hadamard product
The tensor product A ⊗ B of A = [a ij ] ∈ M m,k and B = [b ij ] ∈ M s,t is the ms × kt matrix:
One can see easily that the tensor product is bilinear and associative, but not commutative.
In addition, the tensor product of two positive definite (positive semidefinite) matrices is positive definite (positive semidefinite, respectively). We enumerate a few properties of the tensor product that we will use in the following. (
(2) For positive definite matrices A, B and any real number t
We get the following identity of Wasserstein means related with the tensor product. . . . , B n ) ∈ P n m , and let ω = (w 1 , . . . , w n ), µ = (µ 1 , . . . , µ n ) ∈ ∆ n . Then
where ω ⊗ µ := (w 1 µ 1 , . . . , w 1 µ n , . . . , w n µ 1 , . . . , w n µ n ) ∈ ∆ n 2 .
Proof. Let X = Ω(ω; A) and Y = Ω(µ; B). Applying Theorem 2.1, the linearity of tensor product, and Lemma 4.1, we have
Note that ω ⊗ µ ∈ ∆ n 2 , and hence, we obtain by Theorem 2.1 that
By the arithmetic-Wasserstein mean inequality in Theorem 3.1, we easily obtain the following.
is the m × k matrix:
Simply one can see that the Hadamard product is the entry-wise product and gives us a binary operation on M m,k . Moreover, the Hadamard product is bilinear, commutative, and associative. Moreover, the Hadamard product preserves positivity; the Hadamard product of two positive definite (positive semidefinite) matrices is again positive definite (positive semidefinite, respectively). This is known as the Schur product theorem.
We show the inequality of Wasserstein means related with the Hadamard product. 
Proof. Since A and B commute, so do A 2 and B 2 . Moreover, C 2 and D 2 commute. By 
It reduces to
Since the left-hand side is equivalent to 2(AB + BA)
we obtain the desired inequality by simplification.
We show another inequality of Wasserstein means related with the Hadamard product.
where λ 1 and λ m are the largest and smallest eigenvalues of A ⊗ B, respectively.
Remark 4.8. For 0 < p ≤ q the value (p + q) 2 4pq is known as the Kantorovich constant. One can rewrite it as f (r) = (r + 1) 2 4r for r = q/p ≥ 1, and f is increasing on r ≥ 1. It has been widely used in the converse inequalities of the weighted arithmetic, geometric, and harmonic means [7, 11] .
, where α := min Proof. Let X = Ω(ω; A) and Y = Ω(µ; B).
by Theorem 2.1. So
The second equality follows from the linearity of Hadamard product, and the first inequality follows from Lemma 3.1 in [14] .
We verify more details for the second inequality. Indeed, [15] . Similarly, we have γI ≤ Y ≤ δI, and thus, αγI ≤ X ⊗ Y ≤ βδI. So by Lemma 4.7 together with Remark 4.8, the monotonicity of geometric mean in (G3), and the joint homogeneity of geometric mean in (G1), we have
Taking the congruence transformation by (X • Y ) 1/2 in the above, we obtain the desired inequality. .
By Jensen type inequalities in [8] we have that for every contraction X (X * AX)
Applying the above inequalities we obtain in [15] that for any invertible matrix X whose inverse X −1 is a contraction, 
Taking the congruence transformation by (X • Y ) −1/2 we get
which is equivalent to the desired inequality.
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