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ABSTRACT
The central topic of this work is the concept of acyclic spaces in topological K-theory
and their analogues in algebraic K-theory. We start by describing topological K-
theory and some basic results, such as representability by a spectrum. Next we discuss
algebraic K-theory and some of its properties, including Swan’s theorem, followed
by the topological tools required to construct higher algebraic K-theory by means of
Quillen’s plus-construction. Finally, we describe a class of rings whose algebraic K-
theory groups vanish in all dimensions. In fact each ring R admits a cone CR with
KipCRq “ 0 for all i and a suspension SR that is used to define negative K-theory
groups of R in analogy with the topological case.
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Introduction
The core of what is now known as K-theory originated with the works of Whitehead
and Grothendieck around 1950. The common denominator of both works is the study
of algebraic invariants in their respective areas. Whitehead was interested in creating
algebraic invariants that would allow to classify homotopy equivalences in topology, while
Grothendieck was interested in generalizing the Riemann-Roch theorem in algebraic ge-
ometry. The distillation of ideas of Whitehead and Grothendieck and their application in
the case of topological vector bundles resulted in topological K-theory, through the works
of Atiyah, Bott and Hirzebruch. In algebra, the application of these ideas to projective
modules and general linear groups led to the origins of algebraic K-theory around 1960.
Topological K-theory and algebraic K-theory are closely related, as we shall see. Our
initial goal was to search for examples of acyclic rings, that is, rings R whose algebraic
K-theory groups KipRq vanish for all i. A subsequent research objective would be to
compare the lattices of K˚-acyclics and K˚-acyclics both in topological K-theory and in
algebraic K-theory, starting from results proved by Hovey [10] in the topological setting.
This study probably requires background on motivic homotopy theory and goes beyond
the scope of the present essay.
This work is divided in two parts. In Part I we discuss topological K-theory. The first
chapter begins with basic definitions about vector bundles and we explain some of their
properties, the basic operations between them and ways to construct them. We define the
first topological K-theory group and show some of its properties. In the second chapter
we define the negative K-theory groups both for reduced and unreduced K-theory. We
also put into play the basic computational tools by means of long exact sequences of
groups. Then we show that K-theory is a generalized cohomology theory according to the
Eilenberg-Steenrod axioms. We also define the spectrum of complex K-theory and state
Bott’s periodicity theorem. Finally we compute the complex K-theory groups of some
topological spaces like the real projective plane or the complex projective plane.
Part II consists of two chapters. In the first one we give the definition and basic
properties of the Grothendieck and Bass-Whitehead groups for rings with unit; we provide
a characterization of Grothendieck groups by means of idempotents, and compute K0 for
commutative and local rings. We also give a proof of the Serre-Swan theorem, that relates
K0pXq and K0pCpXqq, where X is a compact Hausdorff space and CpXq is the ring of
continuous complex-valued functions on X. We finish this chapter by computing K1 of
fields. In the last chapter we give the construction of higher algebraic K-theory groups
by means of Quillen’s plus-construction, and compute the algebraic K-theory groups for
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finite fields. Next we define infinite sum rings and show that they are K-acyclic. In fact
every ring R can be embedded into a K-acyclic ring CR, called its cone. In analogy with
topological K-theory one can then define a ring SR, called suspension of R, which can be
used to define negative algebraic K-theory groups.
Part I
Topological K -theory

Chapter 1
Vector Bundles and First Notions
of K -theory
Vector bundles are the starting point for topological K-theory and they are generalizations
of vector spaces. We begin describing the notion of a family of vector spaces. In this
chapter we follow the expositions given in [3] and [7], but see also [9].
1.1 Definition and properties
Definition 1.1.1. Let X be a topological space. A family of (complex) vector spaces over
X is a topological space E, together with
(i) a continuous map p : E −→ X;
(ii) a (complex) vector space structure on each Ex :“ p´1pxq, compatible with the
topology on E.
Such a family is denoted by ξ “ pE, p,Xq. The map p is called the projection map, E is
called the total space, and Ex is called the fiber of ξ at the point x. Most of the time we
shall simply refer to the family E, letting the rest of the data be implicit.
Compatibility just means that multiplication by scalars C ˆ E −→ E and addition
EˆX E −→ E are continuous, where EˆX E :“ tpe1, e2q P EˆE : ppe1q “ ppe2qu. Notice
also that we can add elements only if they lie on the same fiber. The dimension of Ex is
called the rank of the family at x, and will be denoted by rankxpEq. The rank of E is
defined as
rankpEq :“ suptrankxpEq : x P Xu.
Example 1.1.2.
• Consider E “ X ˆ Cn together with the projection map X ˆ Cn −→ X. This is
the trivial family of rank n, and when the space X is understood, we will denote it
simply by n
• Consider X “ C and let e1, e2 be the standard basis for C2. Let
E “ tpx, ze1q |x P Q, t P Cu Y tpx, ze2q |x P XzQ, z P Cu Ď X ˆ C2.
By the preceding example, XˆC2 −→ X is a family of vector spaces, and E becomes
a sub-family of vector spaces under the same operations.
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A morphism of families is, roughly speaking, a map that preserves fibers. The next
definition states it precisely.
Definition 1.1.3. A morphism from one family p : E −→ X to another family p1 : E1 −→
X is a continuous map ϕ : E −→ E1 that satisfies
(i) p1 ˝ ϕ “ p;
E
p
  
ϕ
// E1
p1

X
(ii) for each x P X the induced maps ϕx : Ex −→ E1x are linear.
We say that ϕ is an isomorphism if it is bijective and ϕ´1 is continuous, and that E and
E1 are isomorphic if there exists an isomorphism ϕ between them.
If Y is a subspace of X, we write E|Y for the restriction p´1pY q. Clearly the restriction
p|Y : E|Y −→ Y is a family over Y . We shall denote it by E|Y and call it the restriction of
E to Y . This can be seen as a family induced by the inclusion i : Y −→ X and the next
definition generalizes this for any continuous map from Y to X.
Definition 1.1.4. Given a family pE, p,Xq and a continuous map f : Y −→ X, the
induced family pf˚E, f˚ppq, Y q is given by f˚E as the subspace of Y ˆ E consisting of
all points py, eq such that fpyq “ ppeq, with addition and multiplication given by py, eq `
py, e1q “ py, e` e1q and r ¨ py, eq “ py, req.
If the map f in the above definition is an inclusion map, then sending each e P E into
the corresponding pppeq, eq we have a map that is clearly an isomorphism E|Y – f˚pEq. If
f is not an inclusion map, given y P Y , there is a natural map of vector spaces pf˚Eqy −→
Efpyq which is an isomorphism.
Definition 1.1.5. A (complex) vector bundle over X is a family of vector spaces p : E −→
X such that every point x P X has a neighborhood U Ď X, an n P Zě0, and an isomor-
phism of families of vector spaces
p´1pUq
p
&&
– //U ˆ Cn
pr1

U
The isomorphism in the above diagram is called a local trivialization. Usually one simply
says that a vector bundle is a family of vector spaces that is locally trivial. A vector bundle
of constant rank n will be denoted by ξ : Cn // E p // X.
The n appearing in the previous definition depends on the point x. It is called the
rank of the vector bundle at x. The rank is constant on the connected components of X.
Vector bundles of rank 1 are often called line bundles.
We will assume throughout that our base spaces are connected. If X “ ŮαXα is dis-
joint union of path components, then a vector bundle E over X is by definition a collection
of vector bundles Eα over each Xα, and the rank of each Eα may be different. Assuming
that our base spaces are connected simplifies the discussions, and all the arguments can
be extended to the non-connected case in a straightforward way.
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Cn
X
x
Figure 1.1: Vector Bundle
Example 1.1.6. The most important example of a vector bundle is the tangent bundle
pi : TM −→M of a smooth manifold.
Definition 1.1.7. A morphism of vector bundles is just a morphism of the underlying
families of vector spaces. The induced family of a vector bundle is called the pullback
bundle. The category of vector bundles is denoted Vect, and the category of vector
bundles over a fixed base space X is denoted by VectX .
Proposition 1.1.8. Given a morphism ϕ of vector bundles
E
p
  
ϕ
// E1
p1

X
Then ϕ is an isomorphism if and only if it is a linear isomorphism on each fiber, i.e.
ϕ|Ex : Ex
– // E1x for all x P X
Proof. If ϕ has an inverse ϕ´1, it restricts to an isomorphism on each fiber. Conversely,
suppose that E “ XˆCn and E1 “ XˆCm are trivial vector bundles and that ϕ : E → E1
restricts to an isomorphism on each fiber. By the exponential law for spaces, we have
homemorphisms of spaces (with respect to the compact-open topology)
mappX ˆ Cn, X ˆ Cmq – mappX ˆ Cn,Cmq – mappX,mappCn,Cmqq
where the left-hand side denotes maps over X. When we restrict attention to morphisms
of vector bundles on the left-hand side, we get a homeomorphism
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1.2 Sections
Definition 1.2.1. Given a family of vector spaces p : E −→ X, a section of p is a map
s : X −→ E such that p ˝ s “ idX , the identity map of X. Hence, a section assigns
to each x P X a vector in the fiber p´1pxq. The set of sections is denoted ΓpEq, an it
becomes a vector space using pointwise addition and multiplication in the fibers of E. A
collection of sections s1, . . . , sk is linearly independent if the vectors s1pxq, . . . , skpxq are
linearly independent in Ex for every x P X.
Since vector bundles are locally trivial families of vector spaces, a section of a vector
bundle can be described locally by a vector valued function on the base space. Given a
family of vector spaces, it will be useful to have some criterion to decide when it is trivial
Proposition 1.2.2. Let p : E −→ X be a family of vector spaces of constant rank n.
Then the family is trivial if and only if there is a linearly independent collection of sections
s1, . . . , sn.
Proof. It is clear that XˆCn has such sections, and any vector bundle isomorphism takes
linearly independent sections to linearly independent sections. Conversely, if s1, . . . , sk are
linearly independent sections of p : E −→ X, then the map
ϕ : X ˆ Cn −→ E (1.1)
px, λ1, . . . , λnq 7−→
ÿ
λisipxq (1.2)
is an isomorphism on each fiber and hence an isomorphism of vector bundles.
Given a map ϕ : E −→ E1 of vector bundles over X, then neither Ker ϕ nor Coker ϕ
are necessarily vector bundles. For example, let X “ r´1, 1s and let E “ 1. Define
ϕ : E −→ E as multiplication by t on the fibers Et.
1.3 Operations on vector bundles
There are several canonical constructions that can be applied to vector spaces, and we
expect to extend almost all of them to vector bundles. As we shall see it is not hard to do
this, the only subtle part is how to define the topology that the resulting vector bundles
should carry. We will define these topologies locally, and check continuity also locally.
Direct Sum
Given two vector bundles ξ : Cn // E1
p1
// X and ξ1 : Cm // E2
p2
// X , we consider the
subspace
E1 ‘ E2 “ tpe1, e2q P E1 ˆ E2 : p1pe1q “ p2pe2qu
of E1 ˆ E2, together with the map p‘ : E1 ‘ E2 −→ X defined as p‘pe1, e2q “ p1pe1q. It
is easy to check that we have a vector bundle ξ ‘ ξ1 : Cn ‘ Cm // E1 ‘ E2 p‘ // X . Given
local trivializations φ1 : p
´1
1 pUq −→ UˆCn and φ2 : p´12 pV q −→ V ˆCm, the map p1ˆp2 :
E1ˆE2 −→ XˆX is a vector bundle because φ1ˆφ2 : p´11 pUqˆp´12 pV q −→ UˆV ˆXˆX
is a local trivialization for E1 ˆ E2, and hence p1 ˆ p2 is the pullback along the diagonal
map δ : X −→ X ˆ X. We will call this operation the direct sum or internal Whitney
sum of E1 and E2. The rules for vector addition and multiplication are the evident ones.
Notice also that the fiber of E1 ‘ E2 over a point x is simply pE1qx ‘ pE2qx.
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x
X
Cn
X
x
Cm
Figure 1.2: Direct sum
External Whitney sum
Given vector bundles ξ : Cn // E p // X and η : Cm // F q // Y , we consider E ‘ F :“
E ˆ F as a topological space with the product topology, and the map p ‘ q : E ‘
F −→ X ˆ Y given by pp ‘ qqpe, fq “ pppeq, qpfqq. In this way we have a vector
bundle ξ ‘ η : Cn ‘ Cm // E ‘ F p // X ˆ Y whose fiber over an element px, yq is Ex‘Fy.
Tensor product
Given two vector bundles ξ : Cn // E p // X and ξ1 : Cm // E1 p
1
// X , consider the set
E b E1 “ tpx, vq | x P X, v P Ex b E1xu
Is clear how to the define addition and scalar multiplication in the fibers, but it is not so
clear how to topologize EbE1. Given x P X and U a neighborhood of x over which both are
trivializable. We choose local trivializations φ : UˆCn −→ E|U and φ1 : UˆCm −→ E1|U .
We extend by linearity the map Φ : U ˆ pCn ˆ Cmq −→ pE ˆ E1q|U , given by sendingpu, v bwq 7→ pu, φpu, vq b φ1pu,wqq. This map is is bijective, since local trivializations are
isomorphisms, and gives linear isomorphisms when restricted to each fiber. Finally we
give pE ˆ E1q|U the topology induced by this map, with this topology the vector space
operations are continuous.
1.4 Transition functions
Definition 1.4.1. Given a vector bundle ξ : Cn // E p // X with local trivializations
p´1pUαq
p
&&
hα //Uα ˆ Cn
pr1

Uα
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that restrict to vector space isomorphisms hα|Ex : Ex
– // txu ˆ Cn . A transition function
is a map
fαβ : Uα X Uβ −→ GLpCnq
given by fβαpxq :“ hβ|Exphα|Exq
´1.
Remark 1.4.2. GLpCnq is a topological space with the topology inherited as a subspace
of HompCn,Cnq.
Given trivializing open sets Uα, Uβ and Uγ and the associated transition functions, on
the triple intersection they satisfy fγβ ˝ fβα “ fγβ, this is known as the cocycle condition,
to see this one just has to consider the following diagram
Cn h
´1
α // Ex
hβ
//// Cn
h´1β
// Ex
hγ
// Cn
Proposition 1.4.3. Given an open cover tUαu of a connected topological space X, assume
we are given maps
fβα : Uα X Uβ −→ GLpCnq
that satisfy the cocycle condition. Then there is a complex vector bundle ξ : Cn // E p // X
with transition functions fβα.
Proof. Define E “ pŮα Uα ˆCnq{ „, where for every x P Uα XUβ we have px, vq „ px,wq
if and only if w “ fβαpxqpvq. The cocycle condition implies that fβα “ f´1βα . Thus, ifpx, vq „ px,wq, v “ fαβpxqpwq, so „ is symmetric. Transitivity follows in a similar way
and thus „ is an equivalence relation. Define p : E −→ X by pprx, vsq “ x. Then the map
Uα ˆ Cn −→ Ůα Uα ˆ Cn −→ E can be factored as
Uα ˆ Cn
$$
// E

E|Uα
And p : E −→ X is vector bundle with transition functions fαβ.
1.5 Paracompact spaces
We will summarize some results about paracompact spaces that we will need in the next
section to classify vector bundles.
Definition 1.5.1. A Hausdorff space X is paracompact if for each open cover tUαu of X
there is a partition of unity tϕβu subordinated to it, i.e., there are maps ϕα : X −→ I
that satisfy the following:
(i) Each ϕα has its support contained in some Uβ
(ii) Each x P X has a neighborhood in which only finitely many ϕβ are nonzero
(iii)
ř
β ϕβ “ 1
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Compact Hausdorff spaces, CW-complexes and metric spaces are all examples of para-
compact spaces.
Definition 1.5.2. An open cover tUαu is locally finite if for any x P X there is an open
neighbourhood Vx such that each Vβ is a disjoint union of open sets, each contained in
some Uα
Theorem 1.5.3. A space X is paracompact if and only if it is a Hausdorff space and
every open cover has a locally finite open refinement.
Proof. See [9, p. 35].
Lemma 1.5.4. Let X be a paracompact space. If tUαu is an open cover, there is a
countable open cover tVβu such that each Vβ is a disjoint union of open sets and it is
contained in some tUαu.
Proof. See [9, p. 37].
1.6 Classification of vector bundles
Definition 1.6.1. The set of n-dimensional vector subspaces of Ck is called the Grasm-
manian, and we denote it by GrnpCkq. It is a topological space with the quotient topology
given by
Ck ˆ ¨ ¨ ¨ ˆ Ck −→
ž
0ďnďk
GrnpCkq
pv1, . . . , vnq 7−→ xv1, . . . , vny.
We also denote by BUpnq :“ GrnpC8q :“ Ťkěn GrnpCkq, and define
EUpnq :“ tpV, vq |V Ă Ck for some k, dimC V “ n, v P V u.
The notation EUpnq comes from the unitary group
Upnq “ tmatrices B PMpn,Cq |BB¯t “ Idu.
Upnq is a compact Lie group and the colimit along the inclusion maps A 7−→
ˆ
A 0
0 1
˙
,
denoted by U “ colimn Upnq “ Ťně1 Upnq, is an infinite-dimensional topological group.
We have a vector bundle γCn :
γCn : Cn −→ EUpnq p−−→ BUpnq “: GrnpC8q
pV, vq 7−→ V
The vector bundle γCn is called the tautological vector bundle or also universal bundle.
Every complex vector bundle of rank n is a pullback of γCn
BUpnq is called the classifying space of complex vector bundles of rank n.
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Proposition 1.6.2. Let p : E → X be a (complex) vector bundle of rank n, where X is
paracompact. There exists a map f : X → BUpnq and an isomorphism of vector bundles
over X so that E – f˚EUpnq
Proof. We can assume that p : E −→ X has trivializations ϕα : p´1pUαq –−−→ Uα ˆ V
with tUαu locally finite and countable. Let hα : X −→ r0, 1s be a partition of unity with
respect to tUαu and define gα : E −→ V by gα|p´1pUαq “ phα ˝ pq ¨ ppi2 ˝ ϕαq. , where
pi2 : Uα ˆ V −→ V is the projection map, and gα “ 0 else. The map gα is continuous
since h´1α p0, 1s Ď Uα. Choose an isomorphism ΣαV – C8 (I is countable) and define
g “ řα gα : E −→ ΣαV – C8. Then g is well defined since tUαu is locally finite. We
now claim that g maps each EUpxq isomorphically onto V . This is so since if hαpxq ‰ 0
then for any e P EUpxq, gpeq “ Σαgαpeq “ pΣαhαpxqq ¨ pi2ϕαpeq “ pi2pϕαpeqq P V . Define
f : B −→ BUpnq via fpbq “ gpEUpxqq. We consider the pullback
f˚pEUpnqq //

EUpnq

X // BUpnq
Then f˚pEUpnqq consists of triples px, V, vq such that g maps EUpxq isomorphically
onto V Ď C8. Thus, the map E −→ f˚pEUpnqq given by the isomorphism g : EUpxq –−−→
V on every fiber Ex is an isomorphism of vector bundles.
We need the following lemmas
Lemma 1.6.3. Let X be paracompact. A vector bundle p : E −→ XˆI whose restrictions
over X ˆ r0, ts and over X ˆ rt, 1s are trivial is trivial as well.
Proof. Let h0 : E0 :“ E|pXˆr0,tsq
–−−→ Xˆr0, tsˆV and h1 : E1 :“ E|pXˆrt,1sq
–−−→ Xˆrt, 1sˆ
V be isomorphism to trivial bundles. The maps h0 and h1 may not agree on E|pXˆttuq so
we cannot glue yet them. Define an isomorphism h01 : X ˆ rt, 1s ˆ V −→ X ˆ rt, 1s ˆ V
by duplicating the map h0h
´1
1 : X ˆ ttu ˆ V on each slice X ˆ tsu ˆ V for t ď s ď 1, and
set h1 :“ h01h1. Then h1 is an isomorphism of bundles and agrees with h0 on E|pXˆttuq.
We can now glue together h0 and h1 to get the desired.
Lemma 1.6.4. For every vector bundle p : E −→ X ˆ I there is an open cover tUαu such
that each restriction E|pUαˆIq −→ Uα ˆ I is trivial.
Proof. For each x P X, take open neighbourhoods Ux with 0 “ t0 ă t1 ă ¨ ¨ ¨ ă tk “ 1
such that E|Uxˆrti´1,tis −→ Ux ˆ rti´1, tis is trivial. This can be done since for each px, tq
we can find an open neighbourhood of the form Ux ˆ Jt, where Jt is an open interval,
over which E is trivial; if we then fix x then the collection tJtu covers I and we can take
a finite subcover J1, . . . , Jk`1 and choose ti P Ji X Ji`1; this way E remains trivial over
Ux ˆ rti´1, tis. Now, by Lemma 1.6.3, E is trivial over Ux ˆ I.
Theorem 1.6.5. Let X be paracompact and let p : E −→ X ˆ I be a vector bundle. Then
E|Xˆt0u – E|Xˆt1u.
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Proof. By Lemma 1.6.4, take an open cover tUαu of X such that E|pUαˆIq is trivial.
Assume first that X is compact. Then we can take a cover of the form tUiuni“1. Take a
partition of unity thi : X −→ Iuni“1 subordinated to tUiu. For i ě 0, set gi “ h1` ¨ ¨ ¨ ` hi
where g0 “ 0 and gn “ 1, let Xi “ Graphpgiq Ď XˆI be the graph of gi and let pi : Ei −→
Xi be the restriction of E to X. The map Xi −→ Xi´1 given by px, gipxqq 7−→ px, gi´1pxqq
is a homeomorphism, and since E|pUiˆIq is trivial,
E|XiXpUiˆIq

– // E|Xi´1XpUiˆIq

Xi X pUi X Iq – // Xi´1 X pUi ˆ Iq
the dashed arrow in the above diagram exists. Since outside Ui , hi equals zero and
E|XiXUci “ E|Xi´1XUci , we obtain an isomorphism of vector bundles over different basespaces
fi : E|Xi
–−−→ E|Xi .
The composition f “ f1 ˝ ¨ ¨ ¨ ˝ fn is then an isomorphism from E|Xn “ E|Xˆt1u to
E|X0 “ E|Xˆt0u. Assume now X is paracompact. Take a countable cover tViui such that
each Vi is a disjoint union of open sets, each of them contained in some Uα. This means
that E is trivial over each ViˆI. Let thi : X −→ Iu be a partition of unity subordinated to
tViu, and set as before gi “ h1`¨ ¨ ¨`hi and pi : Ei −→ Xi :“ Graphpgiq the restriction. As
before we obtain isomorphisms fi : Ei
–−→ Ei`1. The infinite composition f “ f1 ˝ f2 ˝ ¨ ¨ ¨
is well defined since for every point, almost all fi’s are the identity. As before f is an
isomorphism from E|Xˆt1u to E|Xˆt0u.
Corollary 1.6.6. A homotopy equivalence of paracompact spaces f : X −→ Y induces a
bijection f˚ : VectnC Y
–−−→ VectnCX
Proof. If g is a homotopy inverse of f , then f˚ ˝ g˚ “ id˚ “ id and g˚ ˝ f˚ “ id˚ “ id.
Theorem 1.6.7. Let X be paracompact. Then the pullback along γCn : EUpnq −→ BUpnq
induces a bijection
rX,BUpnqs –−−→ VectCn X
rf s 7−→ f˚EUpnq
Definition 1.6.8. The vector bundle γCn : Cn −→ EUpnq −→ BUpnq is called the univer-
sal vector bundle of rank n
The universal vector bundle admits an inner product, induced from an inner product
on C8. Since every vector bundle of rank n is obtained as a pullback along γCn , we deduce
that any vector bundle admits an inner product which is obtained by pulling back the one
on γCn .
Proposition 1.6.9. Let X be a paracompact space. Then any n-dimensional bundle can
be embedded in a trivial infinite dimensional bundle.
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Proof. See [9, p. 29]
Corollary 1.6.10. If X is compact Hausdorff, any n-dimensional vector bundle can be
embedded in a trivial (finite dimensional) vector bundle.
Proof. For k ą n,
GrnpCkq Ď GrnpCk`1q Ď ¨ ¨ ¨ Ď
ď
kąn
GrnpCkq “ BUpnq.
Since X is compact, the classifying map X −→ BUpnq factors as
X
f−−→ GrnpCdq i−−→ GrnpCdq “ BUpnq
and by Lemma 1.6.3 for pullbacks we get that f˚EUpnq – f 1˚EUpn, dq. We thus get
E
– //
##
f 1˚EUpnq f 1 //

EUpn, dq //

GrnpCdq ˆ Cd
X
f 1
// GrnpCdq
i.e, an embedding of E in a trivial bundle.
1.7 Group completion
From now on all our spaces are compact Hausdorff, this includes for example all finite CW -
complexes. Let X be a connected space. We denote by VectnCX the set of isomorphism
classes of n-dimensional vector bundles over X. We write VectC˚ “
À
ně0 VectnCX, where
by convention Vect0CX “ ˚. The direct sum of vector bundles induces an abelian monoid
structure on VectC˚X. We can further extend this by setting, for a non-connected space
X “ ŮαXα (a disjoint union of path components), VectX “ śα VectC˚Xα with the
ordinary abelian monoid structure.
Let A be an abelian monoid. A group completion of A is an abelian group KpAq
together with a map of abelian monoids α “ αA : A → KpAq such that for any abelian
group A1 and any map of abelian monoids ρ : A→ A1, there exists a unique map of abelian
groups ρ : KpAq→ A1 that makes commutative the following diagram
A
α //
ρ
""
KpAq
D!ρ

A1
(1.3)
If KpAq exists is unique up to isomorphism. We construct KpAq for an arbitrary abelian
monoid pA,‘q. Let F pAq be the free abelian group generated by the elements of A and
let EpAq Ď F pAq be the subgroup generated by elements of the form a`a1´a‘a1, where
` “ `F pAq. The quotient KpAq :“ F pAq{EpAq is an abelian group which together with
the obvious map α : A −→ KpAq and satisfies the universal property of (1.3). Alternatively
we can define KpAq as follows:
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Let 4 : A −→ A ˆ A be the diagonal map. The quotient KpAq “ pA ˆ Aq{4pAq
inherits an abelian monoid structure which has inverses since ra, as “ 0. We think of an
element ra, bs of KpAq as a formal difference a ´ b where ra, bs “ ra1, b1s if and only if
a‘ b1 “ a1‘ b. We set αA : A −→ KpAq by a 7−→ ra, 0s. Since KpAq is functorial in A, we
get for any map of abelian monoids ρ : A −→ B a commutative diagram
A
αA //
ρ

KpAq
Kpρq

ρ
}}
B
αB // KpBq
If B is an abelian group, αB is an isomorphism so that ρ :“ α´1B ˝Kpρq satisfy the universal
property.
Definition 1.7.1. The K-group of a connected space X is defined as
KpXq “ KUpXq “ KpVectC˚pXq,‘q
If X “ ŮαXα is a disjoint union of path components, we set
KpXq “ KpVectpXqq,
By the construction of the group completion, the elements of KpBq can be described
as formal differences rEs ´ rF s of isomorphism classes of vector bundles. The elements of
KpBq are called virtual vector bundles.
If E is a vector bundle over X, there is n P N and an embedding E → n . We can
take the orthogonal complement EK of E with respect to n. This is done like the other
operations on vector bundles, Strictly, p´qK is not a functor on finite dimensional vector
spaces but rather a topological functor on finite dimensional vector spaces, embedded in
some ambient vector space. The induced functor on suitable vector bundles is constructed
in the same way as before. It follows that for any E there is an n P N such that E‘EK – n.
Suppose that rEs ´ rF s P KpXq, and let G be a vector bundle such that F ‘ G is
trivial. Then
rEs ´ rF s “ rEs ` rGs ´ prGs ´ rF sq “ rE ‘Gs ´ rns
Thus every element in KpXq is of the form rHs ´ rns. Suppose rEs “ rF s in KpXq. Then
prEs, rF sq “ prGs, rGsq for some G so that E‘G – F‘G. Let G1 be such that G‘G1 – n.
Then E ‘ n – F ‘ n. We would like to view all trivial as one (trivial) element. We thus
make the following definition.
Definition 1.7.2. Two vector bundles E and F over X are said to be stably equivalent if
there are n,m P N such that E ‘ n – F ‘ m. We denote by –S the equivalence relation
of stably equivalent vector bundles, and let SVectC˚X “ VectC˚ { –S .
Suppose now X is pointed, i.e, equipped with a map ˚ −→ X. We obtain an augmen-
tation map  : KpXq −→ Kp˚q – Z.
Definition 1.7.3. The reduced K-theory of a pointed space pX, ˚q is defined as:
rKpXq “ kerp : KpXq −→ Kp˚qq.
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The map  : KpXq −→ Kp˚q is given by rEs 7−→ dimE. It follows that rKpXq consists
of elements of the form rEs ´ rF s, where dimE “ dimF .
Remark 1.7.4. The map X −→ ˚ gives a natural splitting KpXq – rKpXq ‘ Z.
Proposition 1.7.5. Let pX, ˚q be a pointed compact space. Then SVect˚X is an abelian
group, and there is an isomorphism
SVect˚X – rKpXq.
Proof. SVect˚X – rKpXq is an abelian monoid under direct sum and has inverses since
the isomorphism E ‘ EK – n implies rEs´1 – rEKs. The natural surjection
VectC˚X −→ SVect˚X
is a map into an abelian group. By the universal property of the group completion implies
there exists ρ in the following diagram which must be also surjective:
VectC˚X
α //
  
KpXq //
ρ

rKpXq
f

SVect˚X{ –S
In the above diagram, the map KpXq −→ rKpXq is given by rEs 7−→ rEs ´ rdimEs.
Recall that the elements in rKpXq are of the form rEs ´ rF s with dimE “ dimF . Since
ρpnq “ 0, we get a factorization of ρ through the map f : rKpXq −→ SVect˚X given by
rEs´rF s 7−→ rEsS´rF sS . The map f is surjective since ρ is. To prove injectivity of f , we
construct a left inverse. The map Vect˚X −→ KpXq −→ rKpXq given by rEs 7−→ rEs´rns
respects –S and hence induces a map j : SVect˚X −→ rKpXq. If rEs ´ rF s P rKpXq then
jpfprEs ´ rF sqq “ rEs ´ rns ´ prF s ´ rnsq since dimE “ dimF . We see that j ˝ f “ id,
so f is an isomorphism.
1.8 Relative K -groups
If X “ X 1ŮX2 P CHaus, we have Vect˚X “ Vect˚X 1 ‘ Vect˚X2. Since ‘ is the
coproduct in AbMon and AbGrp, and K is a left adjoint, KpXq “ KpX 1q ‘ KpX2q.
Let p´q˚ be the left adjoint to the forgetful functor CHaus˚ → CHaus from pointed
compact Hausdorff spaces (and pointed maps) to compact Hausdorff spaces. It is given
by X` “ X \ t˚u. We then haverKpX`q “ kerp : KpXq ‘Kp˚q→ Kp˚qq “ KpXq
For an inclusion i : X 1 → X in CHaus we make the following definition
Definition 1.8.1. The relative K-groups of a pair Y Ď X P CHaus are
KpX,Y q “ rKpX{Y q
where the base point is taken to be Y {Y
We have KpX,Hq “ rKpX`q “ KpXq, so our definition specializes to the old one in
the degenerate case. Our aim now is to establish an exact sequence of the form
KpX,Y q −→ KpXq −→ KpY q
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1.9 Construction of vector bundles over quotients
We assume Y Ď X P CHaus is a pair and denote by q : X → X{Y the quotient map.
Suppose that p : E → X is a vector bundle which is trivial over Y . Let α : E|Y
–−−→ Y ˆV
be a trivialization and let pi : Y ˆV → V be the projection. Define an equivalence relation
on E|Y by setting e „ e1 if and only if pipαpeqq “ pipαpe1qq, and extend this relation by the
identity to E. Let E{α “ E{ „ be the quotient space and set
p : E{α −→ X{Y
by ppresq “ qpppeqq. Note that p is well-defined since if e ‰ e1, e „ e1 only if ppeq, ppe1q P Y .
In fact e „ e1 only if they are in a different fiber, which means that we collapsed all the
fibers parametrized by Y into a single fiber. Thus p : E{α→ X{Y has a fiber isomorphic
to V over every point. We would like to show that p : E{α → X{Y is in fact a vector
bundle.
Lemma 1.9.1. If E −→ X is trivial over a closed subspace Y Ď X, then there exists an
open neighbourhood Y Ď U Ď X over which E is still trivial.
Take such an open Y Ď U and a trivialization pϕ1, ϕ2q : E|U
–−−→ U ˆ V . Then
this induces a trivialization ϕ : pE{αq|U “ pE|U q{α → pU{Y q ˆ V , given by ϕpresq “pqϕ1peq, ϕ2peqq. This is a local trivialization of E{α around Y {Y P X{Y . Around x P XzY
we have an open neighbourhood U Ď XzY so that we can use the same local trivializations
of E → X (restricted to U) to get a trivialization of E{α → X{Y . We deduce that
E{α→ X{Y is a vector bundle.
Lemma 1.9.2. If Y Ď X is a closed subspace, then any trivialization α : E|Y – n on Y of
a vector bundle p : E −→ X defines a vector bundle E{α −→ X{Y on the quotient X{Y .

Chapter 2
Higher K -theory Groups
We start by introducing some notation and topological constructions in order to define the
higher K-groups of a space and see some properties of them. We have defined KpXq as
the group completion of the abelian monoid of isomorphism classes of vector bundles over
X. KpXq is K0pXq in an infinite sequence of abelian groups KnpXq for n P Z. Our aim is
to see that this sequence defines a cohomology theory in the sense of Eilenberg-Steenrod.
2.1 Notation and basic constructions
Let Top denote the category of compact Hausdorff spaces and Top˚ the category of
pointed compact Hausdorff spaces. By Top2 we denote the category of compact pairs,
that is, the objects are pairs of spaces pX,Y q, where X is compact Hausdorff and Y Ď X.
There are functors
Top −→ Top2 Top2 −→ Top (2.1)
X 7−→ pX,Hq pX,Y q −→ X{Y (2.2)
where the basepoint in the quotient X{Y is Y {Y . If Y “ H, then X{H “ X` is the
space X with a disjoint basepoint.
For a space X in Top we denote by KpXq the group completion of VectCX and for a
pointed space X in Top, the reduced K-theory group rKpXq is
kerpi : KpXq→ Kpx0qq “ Z,
where i˚ is the map induced by the inclusion of the basepoint i : x0 → X. There is a short
exact sequence
0 −→ ker i˚ “ rKpXq −→ KpXq i˚−−→ Kpx0q −→ 0
which has a section c˚ induced by the unique map c : X −→ x0. It gives a natural splitting
KpXq – rKpXq ‘Kpx0q. We also have that KpXq “ rKpX`q for every X in Top. ThusrKpXq defines a contravariant functor from Top˚ to abelian groups. For a compact pair
pX,Y q, we define KpX,Y q “ rKpX{Y q. So Kp´,´q is a contravariant functor from Top2
to abelian groups.
Recall that the smash product of two pointed spaces is defined as the quotient X^Y “
X ˆY {X _Y , where X _Y “ X ˆtx0uY tx0uˆY is the wedge of X and Y , that is, the
disjoint union glued by the base points.
For a pointed space X in Top˚ the reduced suspension ΣX is S1^X. The n-th reduced
suspension of X is ΣnX “ Sn ^X.
19
20 CHAPTER 2. HIGHER K-THEORY GROUPS
2.2 Negative K -groups
We use the reduced suspension to define negative K-groups for spaces, pointed spaces and
pairs of spaces.
Definition 2.2.1. For n ě 0rK´npXq “ rKpΣnXq for X P Top˚ (2.3)rK´npX,Y q “ rKpX{Y q – rKpΣnpX{Y qq for pX,Y q P Top2 (2.4)rK´npXq “ rK´npX,Hq “ rKpΣnpX`qq for X P Top˚ (2.5)rK´np´q, K´np´,´q and K´np´q are contravariant functors for every n ě 0 from
Top˚,Top2 and Top respectively, to abelian groups.
Given X in Top. The cone on X is the quotient CX “ X ˆ I{X ˆt0u. The cone CX
has a natural basepoint given by X ˆ t0u, and that defines a functor C : Top −→ Top˚.
The space CX{X is called the unreduced suspension of X.
If X is a pointed space, we have an inclusion Cx0{x0 – I −→ CX{X and the quotient
space is obtained by collapsing I in CX{X is the reduced suspension ΣX. Since I is a
closed contractible subspace of CX{X, we have that VectCpCX{Xq – VectCppCX{Xq{Iq.
Hence KpCX{Xq – KpΣXq and KpCX,Xq “ rKpCX{Xq – rKpΣXq.
For a compact pair pX,Y q we define X Y CY to be the space obtained by identifying
Y Ď X with Y ˆ t1u in CY . There is a natural homeomorphism X Y CY {X – CY {Y .
Thus, if Y is a pointed space we have that
KpX Y CY,Xq “ rKpCY, Y q – rKpΣY q “ rK´1pY q
2.3 Exact sequences of K-groups
Now we relate the K-groups of a pair pX,Y q with the K-groups of X and Y .
Lemma 2.3.1. Let pX,Y q be a compact pair in Top2 and let i : Y −→ X and j : pX,Hq −→
pX,Y q be the canonical inclusions. There exists an exact sequence
K0pX,Y q j˚−−→ K0pXq i˚−−→ K0pY q
Proof. The composition pY,Hq i−−→ pX,Hq j−−→ pX,Y q factors through the zero group
pY, Y q. Applying K0 yields a commutative diagram
K0pX,Y q i˚˝ j˚ //
%%
K0pY q
K0pY, Y q “ rK0pY {Y q “ 0
::
So, i˚ ˝ j˚ “ 0 and hence im j˚ Ď ker i˚. Suppose now that ξ P ker i˚. We can represent
ξ as a difference rEs ´ rns, where E is a vector bundle over X. Since i˚pξq “ 0, i˚pξq “
rE|Y s ´ rns “ 0. So, rE|Y s “ rns in K0pY q. There is an m ě 0 such that then
α : pE ‘ mq|A – n‘ m.
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So, we have a vector bundle that is trivial in Y . By Lemma 1.9.2 we have a vector bundle
pE b m{α over X{Y . Now η “ rpE ‘ mq{αs ´ rn´ ms. Observe that η lies in rK0pX{Y q,
since the rank of pE ‘ mq{α in the component of the basepoint is n`m. So
j˚pηq “ rE ‘ ms ´ rn´ ms “ rEs ´ rns “ ξ,
Thus ker i˚ Ď im j˚.
Corollary 2.3.2. Let pX,Y q be a compact pair in Top2 and Y in Top˚. There is an
exact sequence
K0pX,Y q j˚−−→ rK0pXq i˚−−→ rK0pY q
Proof. We have natural isomorphisms K0pXq – rK0pXq ‘K0p˚q and K0pY q – rK0pY q ‘
K0p˚q, thus the following diagram commutes.
rK0pXq //

rK0pY q

K0pX,Y q //
77
rK0pXq ‘K0p˚q //

rK˚pY q ‘K0p˚q
uu
K0p˚q
The central row and the columns are exact. Now, any element in K0pX,Y q goes to zero
in K0p˚q so there is a map K0pX,Y q −→ rK0pXq that makes the diagram commutative.
It is immediate from Lemma 2.3.1 that the required sequence is exact.
Proposition 2.3.3. Let pX,Y q be a compact pair of spaces and Y in Top˚. Then there
is a natural exact sequence:
rK´1pXq i˚−−→ rK´1pY q δ−−→ K0pX,Y q j˚−−→ rK0pXq i˚−−→ rK0pY q
Proof. We need to check exactness of the three subsequences of three terms. Exactness
of K0pX,Y q −→ rK0pXq −→ rK0pY q is given by Corollary 2.3.2. To prove exactness atrK´1pY q −→ K0pX,Y q −→ rK0pXq we consider the pair of spaces pX YCY,Xq. Applying
Corollary 2.3.2 we get an exact sequence
K0pX Y CY,Xq m˚ //
θ –

rK0pX Y CY q k˚ // rK0pXq
rK´1pY q δ // rK0pX{Y q j˚
88
p˚ –
OO
(2.6)
Since CY is contractible, the quotient map p : X YCY −→ X{Y induces an isomorphism
on rK0 and moreover k˚ ˝ p˚ “ j˚, which follows directly from the commutativity of the
diagram
X
k //
j
((
X Y CY
p

X Y CY {CY – X{Y
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We define the connecting homomorphisms δ “ pp˚q´1˝m˚˝ θ´1. We denote the respective
cones C1Y and C2X to distinguish between them. Now we apply Corollary 2.3.2 to the
pair pX,C1Y Y C2X,X Y C1Y q. We get the exact sequence:
K0pX Y C1Y Y C2X,X Y C1Y q // rK0pX Y C1Y Y C2Xq //
–
rK0pX Y C1Y q
rK0ppX Y C1Y Y C2Xq{C2Xq
K0ppX Y C1Y q{Xq rK0pX{Y q
–p˚
OO
K0pX Y C1Y,Xq
– θ
m˚
BB
rK´1pY q δ
DD
Using the definition of δ given in the previous step, we can check that the composition in
the square on the right is indeed δ. For the left part of the diagram we have a square as
follows:
K0pX Y C1Y Y C2X,X Y C1Y q // rK0pX Y C1Y Y C2Xq
–rK0ppX Y C1Y Y C2Xq{C2Xq rK0pC1Y {Y q
–rK0pC2X{Xq
–
rK´1pY q
rK´1pXq
88
Now, we would like the dashed arrow that makes the diagram commutative to be i˚ to
conclude the proof. Consider the following diagram
X Y C1Y Y C2X //
vv
C1Y {Y // ΣY
T

C2X{X

C1Y Y C2Y //
OO
oo
66
C2Y {Y // ΣY
1^i
ppΣX
which induces the following commutative diagram,rK0pX Y C1Y Y C2Xq
–

rK0pC1Y {Y q–oo
–
uu
rK´1pY q–oo
rK0pC2X{Xq
55
// rK0pC1Y Y C2Y q rK0pC2Y {Y q–oo rK´1pY q
T˚
OO
–oo
rK´1pXq
–
OO
i˚
44
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Inserting this diagram into diagram (2.6), we can check that the latter commutes if the
dashed arrow is T ˚ ˝ i˚. So in the end, we get an exact sequence
rK´1pXq i˚−−→ rK´1pY q δ−−→ rK0pX,Y q.
Since ´i˚ and i˚ have both the same kernel and image, we can replace ´i˚ by i˚ and we
still have an exact sequence. This completes the proof.
Corollary 2.3.4. If pX,Y q is a compact pair and Y P Top˚, then there is a long exact
sequence
¨ ¨ ¨→ rK´2pXq i˚−−→ rK´2pY q δ−−→ K´1pX,Y q j˚−−→ rK´1pXq i˚−−→
i˚−−→ rK´1pY q δ−−→ K0pX,Y q j˚−−→ rK0pXq i˚−−→ rK0pY q
Proof. Replace in the exact sequence of Proposition 2.3.3 the compact pair pX,Y q by
pΣnX,ΣnY q for n “ 1, 2, . . .
Corollary 2.3.5. If pX,Y q is a compact pair, then there is a long exact sequence
¨ ¨ ¨ −→ K´2pXq i˚−−→ K´2pY q δ−−→ K´1pX,Y q j˚−−→ K´1pXq i˚−−→
i˚−−→ K´1pY q δ−−→ K0pX,Y q j˚−−→ K0pXq i˚−−→ K0pY q
Proof. Apply Corollary 2.3.4 to the pair pX`, Y`q. Recall that rK´npX`q “ K´npXq.
2.4 K -theory as a cohomology theory
In 1945 Eilenberg and Steenrod introduced an axiomatic approach to cohomology theory
by abstracting the fundamental properties that any cohomology theory should satisfy.
Definition 2.4.1. A cohomology theory h˚ on Top˚ (or any nice subcategory like compact
pairs, pairs of CW - complexes, etc.) is a collection of contravariant functors
hn : Top2 → Ab, n P Z
where Ab denotes the category of abelian groups, and natural transformations
δn : hn ˝R→ hn`1
where R : Top2 → Top2 is the functor that sends pX,Y q to pY,Hq and f to f |Y , satisfying
the following axioms
(i) Homotopy invariance. If f » g, then hnpfq “ hnpgq for every n P Z
(ii) Excision. For every pair pX,Y q and U Ď Y such that the closure U is contained in
the interior Y o, the inclusions pXzU, Y zUq→ pX,Y q induces an isomorphism
hnpXzU, Y zUq – hnpX,Y q, for every n P Z
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(iii) Exactness. For every pair pX,Y q in Top2 and Top˚ there is an exact sequence
rhnpX Y CY q j˚−−→ rhnpXq i˚−−→ rhnpY q for every n P Z
where i : Y −→ X and j : X −→ X Y CY denote the canonical inclusions.
We need the following theorem to show that K-theory is a generalized cohomology
theory.
Theorem 2.4.2 (Bott periodicity I). If X is a compact Hausdorff space, thenrKpXq – rKpΣ2Xq.
Proof. See [4] or [9, p. 51].
Recall that we have defined the negative K-groups in 2.2.1 byrK´npXq “ rKpΣnXq.
Thus, we have an isomorphism β : rK´npXq –−−→ rK´n´2pXq for all n ě 0. Since for
any space X P Top we have that K´npXq “ rK´npX`q, there is also an isomorphism
K´npXq – K´n´2pXq in the unreduced case. Thus, for a space X in Top˚ we can define:rK2npXq :“ rK0pXq, rK2n`1pXq :“ rK´1pXq, for every n P Z.
And similarly, for any pointed space X in Top˚, we define
K2npXq “ K0pXq, K2n`1pXq “ K´1pXq, for every n P Z.
The results about exact sequences that we have seen can be extended to all the integers.
In particular, we can extend the long exact sequence of Corollary 2.3.5 to an infinite long
exact sequence on the right. Exactness for K˚ is Corollary 2.3.5 and for rK˚ it follows
from Corollary 2.3.2. The excision axiom follows from KnpX,Y q “ rKpX{Y q.
Theorem 2.4.3. K-theory and reduced K-theory are a generalized cohomology theory and
a reduced cohomology theory respectively.
Corollary 2.4.4. Let X and Y in Top˚. Then rK´npX _ Y q – rK´npXq ‘ rK´npY q for
every n P Z.
Proof. We have pointed inclusions i1 : X −→ X_Y and i2 : Y −→ X_Y , and surjections
r1 : X_Y −→ X and r2 : Y −→ X_Y . They satisfy that r1 ˝ i1 “ idX and r2 ˝ i2 “ idY .
So taking rK´n we have maps
rK´npXq ‘ rK´npY q r˚1`r˚2−−−−→ rK´npX _ Y q pi˚1 ,i˚2 q−−−−→ rK´npXq ‘ rK´npY q
such that pi1˚ , i2˚q ˝ pr1˚ ` r2˚ q “ id, so pi1˚ , i2˚q is surjective. To see that it is also injective,
let ξ P kerpi1˚ , i2˚q. Then i1˚pξq “ 0 and i2˚pξq “ 0. Now, consider the pair pX _ Y,Xq and
apply Corollary 2.3.4. We get an exact sequence
K´npX _ Y,Xq “ rK´nppX _ Y q{Xq – rK´npY q r˚2−−→ rK´npX _ Y q i˚1−−→ rK´npXq.
Since ξ P ker i1˚ , there exists an element η P rK´npY q such that r2˚ pηq “ ξ. However,
η “ i2˚ ˝ r2˚ pηq “ i2˚pξq “ 0, and therefore η “ 0 and ξ “ 0 too.
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Corollary 2.4.5. Let pX,Y q in Top2 and Y in Top˚. If Y is contractible, thenrK´npX{Y q – rK´npXq for every n ě 0.
Proof. By Corollary 2.3.4, since Y is contractible, then ΣnY is also contractible, thusrK´npY q “ 0 for each n ě 0.
Corollary 2.4.6. Let X and Y in Top˚ and Y be a retract of X. ThenrK´npXq – K´npX,Y q ‘ rK´npY q
for every n ě 0.
Proof. Since Y is a retract of X, there exists a map r : X −→ Y such that r ˝ i “ idY ,
where i denotes the inclusion. Then, i˚ ˝ r˚ “ id and therefore i˚ is injective. The map δ
that appears in the long exact sequence in Corollary 2.3.2 factors through the zero map.
Since r˚ is a section, we have split short exact sequences.
0 −→ K´npX,Y q j˚−→ rK´npXq i˚−→ pY q −→ 0,
So rK´npXq – K´npX,Y q ‘K´npY q.
Corollary 2.4.7. Let X and Y in Top˚. Then the projection maps pr1 : X ˆ Y → X,
pr2 : X ˆ Y → Y and the quotient map q : X ˆ Y → X ˆ Y {X _ Y “ X ^ Y induce an
isomorphism rK´npX ˆ Y q – rK´npX ^ Y q ‘ rK´npXq ‘ rK´npY q.
for every n ě 0.
Proof. The map X −→ X ˆ Y that sends x to px, y0q and the projection pr1 we can see
that X is a retract of X ˆ Y . By Corollary 2.4.6 we have that
rK´npX ˆ Y q – rK´npX ˆ Y,Xq ‘ rK´npXq.
Now, K´npXˆY,Xq “ rKpXˆY {Xq. Since Y is a retract of XˆY {X, applying Corollary
2.4.6 again, we obtain
rK´npX ˆ Y {Xq – K´npX ˆ Y {X,Y q ‘ rK´npY q.
Since K´npX ˆ Y {X,Y q “ rK´npX _ Y q, we are done.
By Bott’s periodicity, all of the previous corollaries hold for Kn and rKn for n P Z.
2.5 The external product for reduced K -theory
Given two vector bundles ξ : Cn → E → X and ξ1 : Cm → E1 → X, their tensor product
ξ b ξ1 : Cn¨m → E2 → X is well defined and satisfies rankpξ b ξ1q “ rankpξq ¨ rankpξ1q,
since the product b is distributive over the sum ‘. With this operation, K0pXq becomes
a ring. We can define an external product
K0pXq bK0pY q µ−→ K0pX ˆ Y q
rξs b rηs 7−→ rpp1q˚ξ b pp2q˚ηs
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Let rξs P rK0pXq and rηs P rK0pY q. Then from the following commutative diagram
K0ptx0u ˆ Y q K0pX ˆ Y qoo K0pXqp
˚
1oo
ss
K0px0q
OO
it follows that pp1q˚pξq, that lies in K0pXˆY q, restricts to zero in K0ptx0uˆY q. Similarly
pp2q˚pηq restricts to zero in K0pX ˆ ty0uq. So p1˚pξq ¨ p2˚pηq restricts to zero in K0pX _ Y q
and hence, it lies in the kernel of K0pXˆY q→ K0p˚q, which is rK0pX_Y q. By Corollary
2.4.7 there is a split short exact sequence
0 −→ rK0pX ^ Y q −→ rK0pX ˆ Y q −→ rK0pXq ‘ rK0pY q – rK0pX _ Y q −→ 0
Since p1˚pξq ¨ p2˚pηq lies in rK0pX ˆ Y q and it is zero in rK0pX ˆ Y q, it lies in the kernel of
the third map in the above sequence, which is rK0pX ^ Y q. So we have defined a map
rK0pXq b rK0pY q→ rK0pX ^ Y q.
This map is in fact the restriction of the exterior product on K0 as we can see in the
following diagram;
K0pXq bK0pY q

– p rK0pXq b rK0pY qq

‘ rK0pXq ‘ rK0pY q ‘ Z
K0pX ˆ Y q – rK0pX ^ Y q ‘ rK0pXq ‘ rK0pY q ‘ Z (2.7)
The first isomorphism is obtained by using K0pXq – rK0pXq ‘ Z, and similarly for
Y , and the isomorphism on the second row is obtained by using Corollary 2.4.7. We can
replace X by ΣnX and Y by ΣmY in (2.7) to obtain a pairing
rK´npXq b rK´mpY q→ rK´n´mpX ^ Y q
If X and Y are in Top, we can replace X by X` and Y by Y` in the previous pairing to
obtain a pairing
K´npXq bK´mpY q→ Kn´mpX ^ Y q
in the unreduced case.
2.6 K -theory groups of the spheres
The sphere Sk can be decomposed as the union of the upper and lower hemisphere. Since
each hemisphere is contractible, every vector bundle on Sk restricts to a trivial bundle on
each of the hemispheres. A vector bundle on Sk can be determined by a map from the
intersection of the two hemispheres to GLpn,Cq.
Definition 2.6.1. A clutching function for Sk is a map f : Sk´1 −→ GLpn,Cq, where
GLpn,Cq is the group of nˆ n invertible matrices with complex coefficients.
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Every clutching function f : Sk´1 −→ GLpn,Cq gives rise to a vector bundle Ef over
Sk of rank n. We define
Ef “ pD´ ˆ Cnq YSk´1ˆCn pD` ˆ Cnq,
whereD´“tpx1, . . . , xk`1q P Sk |xk`1 ď 0u is the lower hemisphere, andD`“tpx1, . . . , xk`1q P
Sk |xk`1 ě 0u is the upper hemisphere. If x P Sk´1, then we identify px, vq in D´ ˆ Cn
with px, fpxqvq in D` ˆ Cn. If f is homotopic to g, then Ef – Eg.
Proposition 2.6.2. There is an isomorphism VectnCpSkq – rSk´1,GLpn,Cqs for every
n, k ě 1.
Proof. See [3, p. 24].
Lemma 2.6.3. The group GLpn,Cq is path-connected for every n ě 1.
Proof. For n “ 1 is trivial since GLp1,Cq “ Czt0u – R2zt0u. Let n ě 2 and let M P
GLpn,Cq. Let J be the Jordan canonical form of M
J “
¨˚
˝J1 ¨ ¨ ¨ 0... . . . ...
0 ¨ ¨ ¨ Jk
‹˛‚, where Ji “
¨˚
˝λi 1 1... . . . 1
0 ¨ ¨ ¨ λi
‹˛‚.
There exists an invertible matrix Q such that M “ QJQ´1. For each λi P C, let γi : I −→
C be a path from λi to 1 that does not pass through the origin. Let Jptq be a matrix
obtained from J by replacing λi by γi and multiplying by p1 ´ tq all elements above the
diagonal. Now define the path γ : I −→ GLpn,Cq by γptq “ QJptqQ´1. This path satisfies
that γp0q “ QJ´1Q “M and γp1q “ QQ´1 “ 1 P GLpn,Cq.
Corollary 2.6.4. Every complex vector bundle over S1 is trivial. In particular, K0pS1q –
Z.
Proof. By Proposition 2.6.2 , Vect1CpSkq – rSk´1,GLp1,Cqs – rSk´1, S1s, since GLp1,Cq –
Up1q “ S1. The sphere Sk´1 is simply connected for k ą 2, hence any map Sk´1 −→ S1
factors through the universal cover R −→ S1. Since R is contractible, any map is homo-
topic to a constant map, and any two constant maps on S1 are homotopic because S1 is
path-connected. Thus rSk´1, S1s has only one element.
2.7 The complex K -theory spectrum
Let rh˚ be a reduced cohomology theory. We restrict ourselves to cohomology theories
defined on pointed CW -complexes and we assume that they are additive,i.e, they satisfy
the wedge axiom: rhn˜ł
iPI
Xi
¸
–−→
ź
iPI
rhn pXiq
We will make use of the following theorem:
Theorem 2.7.1 (Brown representability). Every reduced cohomology theory on the cate-
gory of basepointed CW -complexes and base-point preserving maps has the form rhnpKq “
rX,Ens for some Ω-spectrum tEnu.
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Proof. See [1, p. 406]
For every n P Z the functor rhn satisfies the conditions of the Brown representability
theorem. There is a unique (up to homotopy) pointed connected CW -complex Ln and a
natural equivalence rhn –−→ rX,Lns˚
for every pointed connected CW -complex X. Let En “ ΩLn`1, recall that Ω is right
adjoint to the suspension functor Σ. For any X the suspension is connected, sorhn`1pΣXq – rΣX,Ln`1s˚.
Since rhnpXq is a reduced cohomology theory, rhn`1pΣXq – rhnpXq, sorh˚pXq – rhn`1pΣXq – rΣX,Ln`1s˚ – rX,ΩLn`1s “ rX,Ens˚
where the third isomorphism is given by the adjunction between Σ and Ω. Thus, we
can associate to rh˚ the family of pointed CW -complexes tEnunPZ which for any pointed
CW -complex X satisfies:
rX,Ens˚ – rhnpXqrhn`1pΣXq – rΣX,En`1s˚ – rX,En`1s˚.
This implies that there is a homotopy equivalence
En
»−→ ΩEn`1.
Definition 2.7.2. A spectrum, or an Ω-spectrum is a sequence of pointed CW -complexes
tEnunPZ together with homotopy equivalences
 : En −→ ΩEn`1
for every n P Z.
So we have proved the following:
Theorem 2.7.3. Every additive reduced cohomology theory rh˚ on pointed CW -complexes
determines an Ω-spectrum tEnunPZ such that rhnpXq “ rX,Ens˚ for every n P Z.
The converse is also true. Let tEnunPZ be an Ω-spectrum and definerEnpXq “ rX,Ens.
Then rE˚ is a reduced cohomology theory. It is homotopy invariant and the suspension
isomorphism is given by
rEn`1pΣXq “ rΣX,En`1s˚ – rX,ΩEn`1s˚ pnq´1˚−−−−→ .rX,Ens˚ “ rEnpXq
This also implies that rEnp´q takes values in abelian groups sincerEnpXq – rEn`2pΣ2Xq “ rΣ2X,En`2s˚
and rΣ2p´q,´s is always an abelian group . To prove exactness, consider a pair pX,Y q
and the sequence
Y
i−→ X j−→ X Y CY.
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This gives an exact sequence
rX Y CY,Zs˚ j
˚
−→ rX,Zs˚ i
˚−→ rY,Zs˚
for every Z. Taking Z “ En gives the required exact sequence
rEnpX Y CY q j˚−→ rEnpXq i˚−→ rEnpY q.
rE˚ is also additive since
rEn˜ł
iPI
Xi
¸
“ r
ł
iPI
Xi, Ens –
ź
iPI
rXi, Ens˚ “
ź
iPI
rEnpXq.
So we have proved the following:
Theorem 2.7.4. If tEnunPZ is an Ω-spectrum, then the functors rEn defined as rEn “rEnpXq “ rX,Ens˚ for every n P Z form an additive reduced cohomology theory on pointed
CW -complexes.
Example 2.7.5. Let G be an abelian group and let KpG,nq be the associated Eilenberg-
MacLane space. This space is characterized (up to homotopy) by the property that
pinpKpG,nqq – G if k “ n and zero if k ‰ n. There is a homotopy equivalence
KpG,nq –−→ ΩKpG,n` 1q.
The spaces KpG,nq define an Ω-spectrum HG called the Eilenberg-MacLane spectrum
associated to G. It is defined as pHGqn “ KpG,nq for n ě 0 and zero for n ă 0. The
cohomology theory that it describes
ĄHGnpXq “ rX,KpG,nqs˚ – rHnpX;Gq
for n ě 0 corresponds to singular cohomology with coefficients in G, see [8, p. 453].
2.8 The spectrum KU
Recall from 1.6.1 that the Grassmannian GrnpCkq consists of all n-dimensional vector sub-
spaces of Ck. The canonical inclusion Ck → Ck`1 that sends pv1, . . . , vnq to pv1, . . . , vn, 0q
induces maps
ik : GrnpCkq −→ GrnpCk`1q.
Theorem 2.8.1. Let X P Top. There is a natural bijection rX,BUpkqs – VectkCpXq that
sends f to the pullback f˚pEkpCnqq.
If we apply Theorem 2.8.1 with k ` 1 and X “ BUpkq, we obtain a bijection
rBUpkq, BUpk ` 1qs – Vectk`1C pBUpkqq.
So, taking on the right-hand side the vector bundle EkpC8q ‘ 1 over BUpkq gives a map
ik : BUpkq −→ BUpk ` 1q
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such that ik˚pEk`1pC8q – EkpC8q ‘ 1. We define BU “ colimktBUpkq, iku as the colimit
of the sequence given by the inclusion maps ik.
Let d : VectCpXq→ rX,Ns be the function that assigns to a vector bundle p : E → X
the function dE : X → N defined as dEpXq “ dim p´1pxq. The set rX,Ns has an abelian
monoid structure defined using the one on N such that d is a map of abelian monoids.
Consider the natural inclusion rX,Ns → rX,Zs, which is in fact the group completion of
rX,Ns. By the universal property of the group completion there is a map d : K0pXq →
rX,Zs and a commutative square
VectCpXq d //

rX,Ns

K0pXq d // rX,Zs
We will denote pKpXq “ ker d.
Proposition 2.8.2. There is a split short exact sequence
0→ pKpXq→ K0pXq→ rX,Zs→ 0.
In particular, K0pXq – pKpXq ‘ rX,Zs.
Proof. Let f : X −→ N. Since X is compact, fpXq is compact in N and hence finite. So
suppose that fpXq “ tn1, . . . , nru. Then X “ X1 \ ¨ ¨ ¨ \Xr, where each Xi “ f´1pniq.
We define a bundle over X by taking trivial bundles ni, at each Xi. This defines a map
ϕ : rX,Ns −→ VectCX that satisfies d ˝ φ “ id. Now, using the universal property of the
group completion, there exists a map ϕ : rX,Zs −→ K0pXq that satisfies d ˝ ϕ “ id. The
map ϕ a section of the map rX,Zs −→ 0, thus the sequence splits.
Corollary 2.8.3. If X P Top˚ is connected, then pKpXq – rK0pXq.
Proof. Consider the following commutative diagram of split short exact sequences
0 // pKpXq //

K0pXq d // rX,Zs //
i˚

0
0 // rK0pXq // K0pXq // r˚,Zs // 0
where i : ˚ −→ X is the inclusion of the basepoint. If X is connected, then i˚ is an
isomorphism and hence pKpXq – rK0pXq.
Consider the sets VectkCpXq and define for every k ě 0
tk : Vect
k
CX −→ Vectk`1C X (2.8)
rEs 7−→ rE ‘ 1s (2.9)
and denote by VectsX “ colimtVectkCX, tku the colimit of the sequence given by the maps
tk.
Proposition 2.8.4. For every X P Top we have that VectspXq – pKpXq
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Proof. For each k ě 0 consider the maps ϕk : VectkCX −→ pKpXq given by ϕkprEsq “
rEs´rks P pKpXq. Then ϕk`1 ˝ tkprEsq “ ϕkprEsq for every k, so by the universal property
of the colimit, there is a map ϕ : VectsX −→ pKpXq and a commutative triangle
VectkCX
//
ϕk

VectsX
ϕ
yypKpXq
Since for each vector bundle E there is a vector bundle E1 such that E ‘E1 – n for some
n, it follows that ϕ is bijective.
Proposition 2.8.5. For every X P Top there is an isomorphism pKpXq – rX,BU s.
Proof. By Theorem 2.8.1, VectkCX – rX,BUpkqs. The maps tk : VectkCX −→ Vectk`1C X
and ik : BUpkq −→ BUpk ` 1q are compatible with this isomorphism. We get an isomor-
phism after taking colimits
colimk Vect
k
CX – colimkrX,BUpkqs.
The left hand side is VectsX, which by Proposition 2.8.4 is isomorphic to pKpXq. Since
X is compact and the maps ik are embeddings, the right-hand side is isomorphic to
rX, colimk BUpkqs “ rX,BU s.
Corollary 2.8.6. If X P Top, then K0pXq – rX,BU ˆ Zs. If X P Top˚ and X is
connected, then rK0pXq – rX,BU s.
Proof. By Propositions 2.8.2 and 2.8.5 we have
K0pXq – pKpXq ‘ rX,Zs – rX,BU s ‘ rX,Zs – rX,BU ˆ Zs.
The second part follows from Corollary 2.8.3 and Proposition 2.8.5
Corollary 2.8.7. Let X P Top˚ such that the inclusion i : ˚ → X is a cofibration (e.g ,
if X is a CW -complex). Then rK0pXq – rX,BU ˆ Zs˚.
Proof. We need to show that rX,BU ˆ Zs˚ is the kernel of the map
K0pXq – rX,BU ˆ Zs˚ i
˚−→ r˚, BU ˆ Zs – K0pXq.
Let j : rX,BU ˆ Zs˚ −→ BU ˆ Zs be the natural inclusion. If f P rX,BU ˆ Zs˚, then
i˚pjpfqq is zero in r˚, BU ˆ Zs. So rX,BU ˆ Zs˚ Ď ker i˚. To prove the converse, let
g P rX,BU ˆ Zs and suppose that i˚pjpgqq is zero. Since BU is connected, there is a
homotopy between the basepoint of BU and g1px0q, where x0 denotes the basepoint of X.
So we can build a homotopy
α : tx0u ˆ I −→ BU ˆ Z
between pg1px0q, 0q and p˚, 0q, where ˚ is the basepoint of BU . Now consider the following
diagram
X ˆ t0u Y tx0u ˆ I

pg,αq
// BU ˆ Z
X ˆ I
H
66
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Since ˚ −→ X is a cofibration, there is a lifting H, giving a homotopy between gpxq “
Hpx, 0q and Hpx, 1q which is a pointed map, since Hpx0, 1q “ αpx0, 1q “ p˚, 0q.
The family of spaces E2n “ BU ˆ Z and KU2n`1 “ ΩBU for n P Z have the property
that
KU2n´1 “ ΩBU “ ΩpBU ˆ Zq “ ΩKU2n.
By Bott’s periodicity (Theorem 2.4.2), we know that rK0pXq – rK0pΣ2Xq, hence Corol-
lary 2.8.7 shows that
rX,BU ˆ Zs˚ – rK0pXq – rK0pΣ2Xq – rX,Ω2pBU ˆ Zqs˚ “ rX,Ω2BU s˚
for every pointed (CW -complex) X. So KU2n “ BU ˆ Z » Ω2BU “ ΩKU2n`1.
The sequence tKUnunPZ defines an Ω-spectrum called the complex K-theory spectrum,
and hence a reduced cohomology theory by Theorem 2.7.4. If X is a pointed finite CW -
complex, then ĄKU0pXq – rK0pXq.
The existence of a homotopy equivalence BU ˆ Z – Ω2BU is equivalent to Bott
periodicity.
Theorem 2.8.8 (Bott periodicity II). There is a homotopy equivalence BU ˆZ » Ω2BU
Proof. See [5].
2.9 Acyclic spaces in topological K -theory
An important consequence of the fact that rK˚ is a generalized cohomology theory is the
following:
Proposition 2.9.1. If j : X −→ Y is an inclusion of cell complexes such that the induced
morphism
j˚ : rKnpY q −→ rKnpXq
is an isomorphism for all n, then rKnpY {Xq “ 0 for all n, i.e, Y {X is K˚-acyclic.
Every continuous map between cell complexes is equivalent to an inclusion in the
following sense:
Given any inclusion X
f−→ Y , there exists a cell complex which we denote by Zf » Y
and an inclusion X
j−→ Zf such that the following diagram commutes
X
j   
f
// Y
Zf
h
»
>>
where h is a homotopy equivalence. The quotient Zf{X “: Cf is called the cone of f or
the cofiber of f. More generally, the following proposition holds.
Proposition 2.9.2. If f : X −→ Y is a continuous map between cell complexes such that
f˚ : rKnpY q −→ rKnpXq
is an isomorphism for all n, then rKpCfq “ 0 for all n.
There are examples of maps that induce isomorphisms in rK˚; see [15, p. 414] and [17,
p. 70].
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2.10 Computation of some K-groups
We compute the complex K-theory groups of RP 2 and CPn
Proposition 2.10.1. The complex K-theory groups of the real projective plane are;
K0pRP 2q – Z‘ Z{2, rK0pRP 2q – Z{2,
K1pRP 2q “ 0, rK1pRP 2q “ 0.
Proof. To compute the complex K-theory groups of RP 2 we start by computing the groups
K˚pS2q. Recall the formulas: rKnpXq – rKnpXq ‘Knp˚q (2.10)
# rK´npXq “ rK0pΣnXq,
K´npXq “ rK´npX`q. (2.11)
We obtain rK´1pS1q :“ rK0pS2q – Z,rK0pS1q – rS1, BU s “ pi1pBUq – pi0pUq “ 0,rK0pS1q – rS1, BU s – pi1pBUq – pi0pUq “ 0.rK0S2q – rS2, BU s “ pi2pBUq – pi1pBUq – pi1pUq – pi1pUp1qq – pi1pS1q – Z.
Where we recall that rS2, BU s “ rΣS1, BU s – rS1,ΩBU s,# rK0p˚q “ 0,rK1p˚q “ 0,
#
K0p˚q “ 0,
K1p˚q “ 0. (2.12)
# rK0pS1q “ 0,rK1pS1q “ Z,
#
K0pS1q “ Z “ K0p˚q,
K1pS1q “ Z. (2.13)
# rK0pS2q “ Z,rK1pS2q “ 0,
#
K0pS2q “ Z‘ Z “ rK0pS2q ‘K0p˚q,
K1pS2q “ 0. (2.14)
We apply the Mayer-Vietoris sequence to compute K˚pRP 2q. See Figure 2.1; denote by
U1 “ D » ˚ and by U2 “ RP 2ztpu » S1. Then U1 X U2 – S1 and U1 Y U2 “ RP 2.
We thus have inclusion maps i1 : U1 X U2 −→ U1 » ˚ and i2 : U1 X U2 −→ U2 » S1. The
inclusion S1
i2−→ S1 has degree 2, since we have an isomorphism K0pS1q –−→ K0pS1q and the
map rK0pS2q −→ rK0pS2q induced by the suspension S2 Σi2−−→ S2 has degree 2. The other
inclusion S1
i1−→ ˚ induces K0pU1q i
˚
1−→ K0pU1 X U2q, that is, K0p˚q –−→ K0pS1q, so it must
correspond to multiplication by 0. We can write down the corresponding Mayer-Vietoris
sequence;
K0pRP 2q // K0p˚q ‘K0pS1q // K0pS1q
4

K1pS1q
4
OO
K1p˚q ‘K1pS1qoo K1pRP 2q – K´1pRP 2qoo
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Figure 2.1: Real projective plane RP 2
and by the previous computations we obtain;
Z “ xe1´ e2y

Z‘ Z{2 “ K0pRP 2q
55
// Z‘ Z // Z //

0

Z{2
66
Z
OO
``
Z¨2oo K1pRP 2q “ 0
uu
oo
0
RR
Thus,
K0pRP 2q – Z‘ Z{2, rK0pRP 2q – Z{2,
K1pRP 2q “ 0, rK1pRP 2q “ 0.
Proposition 2.10.2. If X is a finite cell complex with n cells, then K˚pXq is a finitely
generated group with at most n generators. If all the cells of X have even dimension then
K1pXq “ 0 and K0pXq is free abelian with one basis element for each cell.
Proof. We show this by induction on the number of cells. The complex X is obtained
from a subcomplex by attaching a k-cell for some k. For the pair pX,Y q we have an exact
sequence rKpX{Y q −→ rKpXq −→ rK˚pY q. Since X{Y “ Sk, we have rKpX{Y q – Z, and
exactness implies that rK˚pXq requires at most one more generator than rK˚pY q. The first
term of the exact sequence K1pX{Y q −→ K1pXq −→ K1pY q is zero if all cells of X are of
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even dimension, so induction on the number of cells implies that K1pXq “ 0. Then there
is a short exact sequence
0 −→ rK0pX{Y q −→ rK0pXq −→ rK0pY q −→ 0
with rK0pX{Y q – Z. By induction rKpY q is free, so this sequence splits, hence
K0pXq – Z‘K0pY q.
Corollary 2.10.3. The complex K-theory groups of CPn are;
K0pCP 2q – Zn`1, (2.15)
K1pCPnq “ 0. (2.16)
Proof. Since the complex projective plane CPn has a cell structure with one cell in each
dimension 0, 2, 4, ¨ ¨ ¨ , 2n, by Proposition 2.10.2 we are done.

Part II
Algebraic K -theory

Chapter 3
K0 and K1 of a Ring
Finitely generated R-modules are vector spaces when R is a field, and these have well
defined notions of basis and dimension. In them, dimension is the only isomorphism
invariant, and therefore the monoid of isomorphism classes of finitely generated R-modules
is isomorphic to the additive monoid N. Taking the group completion of this monoid we
obtain the additive group Z as an algebraic invariant of such modules. For a ring R, not
necessarily a field, this procedure can be done similarly taking the group completion of
isomorphism classes of finitely generated projective R-modules. Projective modules are a
natural generalization of free modules and the starting point of algebraic K-theory. We
shall recall briefly some definitions and properties about them, following [14], but the
reader can also find complete and self contained treatments in the books [2] and [19].
3.1 Projective modules
In this section we assume R is a ring and all our modules are, unless we state the contrary,
left R-modules.
An R-module is called projective if it is a direct summand of a free R-module. If M is
projective, then any R-module isomorphic to M is also projective, and an R-module P is
projective if and only if there exists a free R-module F and R-linear maps
F
g
// P
h
oo
such that g ˝ h “ idP . Also, an R-module P is projective if and only if there exists an
R-module Q for which P ‘ Q is free. We have the following characterization of being
projective by means of maps between modules.
Proposition 3.1.1. The following conditions on a R-module P are equivalent:
(i) P is projective.
(ii) For each diagram of R-linear maps
P
j

M g
// N // 0
with exact row, there is an R-linear map h : P −→M with g ˝ h “ j.
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(iii) Every surjective R-linear map g : M −→ P has an R-linear right inverse.
(iv) Every short exact sequence or R-linear maps
0 // L
f
//M
g
// P // 0
splits.
Proof. This can be found in [14, p. 53]
If F is a free R-module with basis B, each m P F has a unique expression
m “
ÿ
bPB
cpb,mqb,
where cpb,mq P R and cpb,mq “ 0 for all but finitely many b P B. For each b P B, the map
b˚ : F −→ R
m 7−→ cpb,mq
is called projection to the b-coordinate and is R-linear. This provides a function
p q˚ : B −→ HomRpF,Rq
b 7−→ b˚
A projective basis of an R-module M is any function
p q˚ : S −→ HomRpM,Rq
s 7−→ s˚,
where S ĎM , and where, for each m PM
(i) s˚pmq “ 0 for all but finitely many s P S, and
(ii) m “ ř
sPS
s˚pmqs.
We say that such a set S is a generating set of M , and there is also the following charac-
terization of projectivity
Proposition 3.1.2. An R-module P is projective if and only if P has a projective basis.
If P is projective, then every generating set S of P is the domain of a projective basis.
And finally, for finitely generated projective R-modules we have this particularly simple
description:
Proposition 3.1.3. Let P be an R-module and n be a positive integer. The following
conditions are equivalent:
(i) P is projective and generated by n elements.
(ii) P is isomorphic to a direct summand of Rn.
(iii) P is isomorphic to the R-module generated by the rows of an idempotent matrix in
Mpn,Rq.
(iv) There exists an R-module Q with P ‘Q – Rn.
For a proof of Proposition 3.1.3 see [14, p. 55]. It will be used thoroughly.
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3.2 The Grothendieck group K0
We denote by Proj R the set of isomorphism classes of finitely generated projective R-
modules. Proj R is an abelian monoid with the direct sum ‘ operation and the 0-module
as the identity. Like we did in the topological setting with K0pXq, we take the group
completion of this monoid.
Definition 3.2.1. Let R be a ring with unit. The Grothendieck group of R is the group
completion of Proj R, and we denote it by K0pRq.
Recall that this group completion can be seen has the quotient F{R where F is the
free abelian group on Proj R and R is the subgroup generated by elements of the form
rP ‘Qs ´ rP s ´ rQs, P,Q P Proj R
If P and Q are finitely generated projective R-modules, we say that P is stably iso-
morphic to Q if for some n P N we have Rn ‘ P – Rn ‘Q. The following assertion is an
immediate consequence of the abstract properties of the group completion
Lemma 3.2.2. Let P and Q be finitely generated projective R-modules. Then rP s “ rQs
if and only if P is stably isomorphic to Q.
Example 3.2.3 (Division rings). Let R be a division ring. Every finitely generated R-
module is a finite-dimensional vector space, thus, for each generator rP s P K0pRq we have
that rP s “ rRns “ nrRs, where n is the dimension of P . From this we see that K0pRq
is generated by rRs. If there exists m P N that satisfies r0s “ mrRs “ rRms, by Lemma
3.2.2, there exists n P N for which
Rn ‘ 0 – Rn ‘Rm
and thus
n “ dimRpRn ‘ 0q “ dimRpRn ‘Rmq “ n`m
Therefore, m “ 0 and K0pRq – Z, since rRs does not have finite order in K0pRq “ xrRsy.
Given a ring R, the existence of a well defined rank function is crucial in order to have
non-trivial K0 groups, as we shall see in Proposition 3.4.2. By well defined rank function
we mean that Rm – Rn implies m “ n.
Example 3.2.4 (Grothendieck group of the integers). Any finitely generated Z-module
can be decomposed in a direct sum of its torsion and torsion-free part. The torsion-free
part consists of finitely many copies of Z, and its torsion part consists of finitely many
primary cyclic groups. Thus, every finitely generated projective Z-module is torsion-free,
since being projective implies being torsion-free, so K0pZq is cyclic and generated by rZs.
Since the rank of a Z-module is well defined, in fact we have that K0pZq – Z.
Letϕ : R → S be a ring homomorphism, we can view S as an pR,Sq-bimodule by
defining sr “ sϕprq for all r P R and s P S. The additive functor S bR l : RMod →
SMod, when restricted to finitely generated projective R-modules, maps them to finitely
generated projective S-modules, and then we can define K0pϕq : K0pRq → K0pSq by
rP s 7→ rS bR P s. In particular if P “ Rn is a finitely generated free R-module, we have
K0pϕqprRnsq “ rS bR Rns “ rSns, and thus, K0 is a functor from rings to abelian groups.
One might wonder why we restrict ourselves to finitely generated projective modules
in the construction of the Grothendieck group. The reason is that if we allow countable
generated modules, the Grothendieck group would always be trivial.
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Remark 3.2.5 (Eilenberg swindle). If P is a countably generated projective module over
a non-trivial ring R, and P ‘Q is free, then
F :“à
iě1
pP ‘Qq
is also free, and P ‘F – P ‘ppP ‘Qq‘pP ‘Qq‘ . . . q – P ‘ppQ‘P q‘pQ‘P q‘ . . . q –
pP‘Qq‘pP‘Qq‘¨ ¨ ¨ – F so we would thus have that P‘F – F and then rP s`rF s “ rF s,
leading to rP s “ r0s for any P .
3.3 K0 from idempotents
If R is a ring with unit, we denote by Mpn,Rq the n ˆ n matrix ring over R, and by
GLpn,Rq the group of n ˆ n invertible matrices over R. For any n P N, we can consider
the inclusions Mpn,Rq ĂMpn` 1, Rq and GLpn,Rq Ă GLpn` 1, Rq given respectively by
a 7−→
ˆ
a 0
0 0
˙
and
a 7−→
ˆ
a 0
0 1
˙
Notice that the first inclusion is a non-unital ring homomorphism. Taking the colimit
along these inclusions, we define MpRq “ Ť8n“1Mpn,Rq and GLpRq “ Ť8n“1 GLpn,Rq.
An idempotent is an element e P R that satisfies e2 “ e. If e P R is an idempotent, we
can consider the R-module P “ Re. This module can be decomposed as R “ Re‘Rp1´eq,
thus, it is projective. Conversely, given a decomposition R “ P ‘ Q, there are unique
elements e P P and f P Q, such that e ` f “ 1 P R. The elements e and f “ 1 ´ e
are idempotent, and ef “ fe “ 0. Thus, we have a bijective correspondence between
idempotent elements of R and decompositions R – P ‘Q.
If P is a finitely generated projective R-module, we have P ‘Q “ Rn for some n P N.
The composition e : Rn
α−→ P β−→ Rn is an idempotent endomorphism of the ring Rn,
where α is the projection onto P and β is the inclusion p 7→ pp, 0q. This idempotent can
be identified with a matrix in Mpn,Rq. The image epRnq of e is P ‘ t0u – P .
We denote the set of idempotent elements of Mpn,Rq by Idempn,Rq, and we have
IdempRq “
8ď
n“1
Idempn,Rq ĂMpRq
The block sum of matrices p and q is defined as the matrix
p‘ q “
ˆ
p 0
0 q
˙
set IdempRq is closed under the block sum operation, and if e is conjugate to p by u, an
f is conjugate to q by v, we have
e‘ f “ pu‘ vqpp‘ qqpu‘ vq´1
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For each class rP s P Proj R, we can associate an idempotent e P Idempn,Rq for some
n. Different idempotent matrices can give rise to to the same isomorphism classes of pro-
jective modules, and to compute K0pRq from idempotent matrices we need to describe the
equivalence relation between them that corresponds to isomorphism of the corresponding
modules.
Lemma 3.3.1. Let p P Idempn,Rq and q P Idempm,Rq. The corresponding finitely gen-
erated projective R-modules, Rnp and Rmq are isomorphic if and only if we can enlarge
the sizes of p and q (padding with zeroes in the right lower right-hand corner) so that they
have the same size N ˆN and are conjugate under the group GLpN,Rq
Proof. ð Adding zeroes if necessary, we can assume that p and q are of the same size,
so there exists a matrix u P GLpN,Rq such that upu´1 “ q. Now, right multiplication by
u induces an isomorphism from RNq to RNp, ñ Let p P Idempn,Rq and q P Idempm,Rq,
assume that α : Rnp → Rmq is an isomorphism. We can extend α to an R-module
homomorphism Rn → Rm taking α “ 0 on the complementary module Rnp1 ´ pq and
viewing the image Rmq as embedded in Rm. Similarly, α´1 extends to an R-module
homomorphism β : Rm → Rn that maps to 0 the elements in Rmp1 ´ qq. Under this
extensions, α is given by multiplication on the right by an nˆm matrix a, and β is given
by multiplication on the right by an mˆn matrix b. We have the relations ab “ p, ba “ q,
a “ pa “ aq and b “ qb “ bp. The matrix
ˆ
1´ p a
b 1´ q
˙
is invertible, as its square is
1n ‘ 1m, and it conjugates p‘ 0 to 0‘ q, sinceˆ
1´ p a
b 1´ q
˙ˆ
p 0
0 0
˙ˆ
1´ p a
b 1´ q
˙
“
ˆ
1´ p a
b 1´ q
˙ˆ
0 a
0 0
˙
“
ˆ
0 0
0 q
˙
and the matrix 0‘ q is conjugate to q ‘ 0 by a permutation matrix.
Lemma 3.3.1 allows us to give another description of the Grothendieck group.
Theorem 3.3.2. For any ring R, the monoid Proj R can be identified with the set of
conjugation orbits of GLpRq on IdempRq. The semigroup operation is induced by block
sum.
pp, qq 7−→
ˆ
p 0
0 q
˙
The Grothendieck group K0pRq is the group completion of this semigroup.
Proof. By Lemma 3.3.1, Proj R is isomorphic to the orbit space IdempRq{GLpRq, now
recall that the group completion is a functorial construction.
Theorem 3.3.3 (Morita invariance). Let R be a ring. For any positive integer n P N,
there is a natural isomorphism
K0pRq –−→ K0pMpn,Rqq
Proof. It follows from Theorem 3.3.2. By the usual identification of Mpm,Mpn,Rqq with
Mpm ¨ n,Rq, is clear that IdempMpn,Rqq “ IdempRq and GLpMpn,Rqq “ GLpRq.
The Grothendieck functor is continuous in the following sense
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Theorem 3.3.4. Let pRαqαPI , pθαβ;Rα −→ Rβqαăβ be a directed system of rings and let
R “ lim−→Rα be the direct limit of the system. Then
K0pRq – lim−→K0pRαq.
Proof. See [18, p. 9]
We are ready to give our first example of a ring whose Grothendieck group vanishes.
Example 3.3.5 (A ring with vanishing K0). We make use of Theorem 3.3.2 to construct
a ring R for which all projective modules are stably isomorphic to one another, and hence,
for which K0pRq “ 0. Let F be a field and let V be an infinite-dimensional vector space
over F. Consider the ring R “ EndFpV q. Let p, q P IdempRq, they are idempotents in
Mpn,Rq for some n P N. Consider p‘ 1‘ 0 and q ‘ 1‘ 0 in
Mpn`2, Rq – EndFpFn`2qbFR – EndFpFn`2qbFEndFpV q – EndFpV n`2q – EndFpV q – R,
Since V is infinite-dimensional, V n`2 and V have the same dimension over F. Now
0 ď rank p ď dimFpV nq “ n dimpV q “ dimpV q
Thus dimV ď rankpp‘ 1‘ 0q ď dimV ` dimV and rankppp‘ 1‘ 0q “ dimV . Similarly,
rankpq ‘ 1‘ 0qq “ dimV , and
rankpp1‘ 1‘ 1qpp‘ 1‘ 0qq “ rankpp1´ pq ‘ 0‘ 1q “ dimV,
rankpp1‘ 1‘ 1qpq ‘ 1‘ 0qq “ rankpp1´ qq ‘ 0‘ 1q “ dimV.
Since p‘ 1‘ 0 and q ‘ 1‘ 0 are idempotent endomorphisms of a vector space with same
rank and corank, they are conjugate. Hence, p‘ 1‘ 0 – q ‘ 1‘ 0 and hence rps “ rqs in
K0pRq.
As a result of the characterization by idempotents of K0 we can prove easily the
following assertion.
Proposition 3.3.6. Let R “ R1 ˆR2 be a cartesian product of rings. There is a natural
isomorphism K0pR1 ˆR2q – K0pR1q ‘K0pR2q
Proof. There is an isomorphismMpRq –MpR1qˆMpR2q given by prijq 7−→ pp1prijq, p2prijqq.
It sends GLpR1 ˆR2q to GLpR1q ˆGLpR2q and IdempR1 ˆR2q to IdempR1q ˆ IdempR2q,
so it induces an isomorphism K0pR1 ˆR2q – K0pR1q ˆK0pR2q.
3.4 K0 of commutative and local rings
The ring of integers Z is an initial object in the category of rings with unit. For any ring
with unit R , we denote by i : Z −→ R the unique ring homomorphism which sends 1 P Z
to the unit element of R. It induces a ring homomorphism i˚ : K0pZq −→ K0pRq. By the
properties of the group completion, i˚pK0pZqq is the subgroup of K0pRq generated by all
finitely free R-modules. If V is an infinite-dimensional vector space over a field F, the ring
R “ EndFpV q satisfies R – R ‘ R as R-modules, thus, in this case, i˚pK0pZqq “ t0u. In
fact we have seen in Example 3.3.5) that K0pRq “ t0u. The group i˚pK0pZqq measures in
some sense the non-trivial part of K0pRq.
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Definition 3.4.1. Let R be a ring with unit. The group
rK0pRq “ coker i˚pK0pZqq “ K0pRq{i˚pK0pZqq
is called the reduced Grothendieck group of R
Proposition 3.4.2. Let R be a ring with unit, all of whose finitely generated projective
R-modules are free and which has a rank function; that is Rm – Rn implies n “ m. Then
K0pRq – Z . In particular, K0pRq – Z if R is a division ring, a principal ideal domain,
a local ring, or Frx1, . . . , xns for any field F.
Proof. Consider the function r : Proj R → N induced by the rank, that is, rpRnq “ n.
This map is well-defined, and it is a semigroup map, since
rpV ‘W q “ rpV q ` rpW q
It is an insomorphism because we are assuming that two free modules P and Q are
isomorphic if and only if rpP q “ rpQq. Since group completion is a functor, r induces an
isomorphism r˚ : K0pRq → Z. Each of the rings mentioned satisfy the hypothesis. For
division rings we have seen it previously in Example 3.2.3, for principal ideal domains see
[20, p. 638], for local rings see [20, p. 887] and for polynomial rings in several variables over
a field, it follows from Quillen-Suslin Theorem, see [19, p. 209].
3.5 The Serre-Swan Theorem
Given a compact Hausdorff space X and a vector bundle over X, we prove that the set
of sections ΓpX,Eq is a finitely generated projective module over the ring of continuous
complex-valuated functions CpXq, and every finitely generated projective CpXq-module
arises, up to isomorphism, from this construction. This is known as the Serre-Swan theo-
rem. In fact, there is an equivalence between the category of finitely generated projective
modules over CpXq and the category of complex vector bundles on X (see [23, p. 267]).
The group K0 of a compact Hausdorff space, and the Grothendieck group of CpXq are
thus isomorphic. This is a nice result that relates topological and algebraic K-theory.
Proposition 3.5.1. The set of sections ΓpX,Eq of a (complex) vector bundle E p−→ X is
a finitely generated projective module over the ring of continuous complex-valued functions
when X is compact Hausdorff.
Proof. For every point x P X we have a neighborhood U Ď X and a local trivialization
p´1pUq – U ˆ Cn for some n P Zě0. We have functions constant functions ej : U → Cn
for 1 ď j ď n, determined by the standard basis of Cn. These functions generate the
sections of this vector bundle over the ring of complex-valued continuous functions. By
compactness, we have a finite open covering tUiu of X. If we choose a partition of unit tfiu
subordinated to the finite covering tUiu. Given a section ej corresponding to the open Ui,
we consider eijpxq “ ejpxqfipxq, this is a section supported in Ui, and can be extended to
all X just by defining it as identically zero on XzUi. By construction, these eij generate
ΓpX,Eq as a CpXq-module. Thus, ΓpX,Eq is finitely generated. Now, to see that ΓpX,Eq
is projective, we choose a set of generators of ΓpX,Eq as a CpXq-module. Let tsjukj“1 be
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this set of generators, we can construct a vector bundle morphism ϕ between the trivial
bundle X ˆ Ck pi1−→ X and E, by sending
px, v1, . . . , vkq 7−→
kÿ
j“1
vjsjpxq.
Since for each x P X, the sjpxq span p´1pxq, the morphism ϕ is surjective on each fiber.
The subbundle defined fiberwise by E1x “ kerϕx will be denoted E1. It is locally trivial,
since it is trivial over any open subset where E is trivial. Now, we must check that
ΓpX,Eq ‘ ΓpX,E1q – ΓpX,X ˆ Ckq – Ck
To see this, it suffices to show that E ‘ E1 – X ˆ Ck. Choose an hermitian metric on
E and consider also the induced hermitian metric on X ˆ Ck that comes from the usual
inner product of Ck. With respect to this metrics, the morphism ϕ has and adjoint ϕ˚
which satisfies the relation
xϕv,wy “ xv, ϕ˚wy
Since ϕ is surjective on each fiber, ϕ˚ will be injective on each fiber, and its image will
be the orthogonal complement of E “ kerϕ. Thus, ϕ˚ gives an isomorphism of vector
bundles from E to E1K, showing that E ‘ E1 – X ˆ Ck
Proposition 3.5.2. If X is a compact Hausdorff space and P is a finitely generated
projective module over R “ CpXq, then P – ΓpX,Eq for some vector bundle E p−→ X.
Proof. As usual, P ‘ Q – Rn for some n. Notice that CpXqn – CpX,Cnq, thus, the
elements of P are continuous functions from X to Cn. We consider the set
E “ tpx, v1, . . . , vnq P X ˆ Cn : Ds P P such that spxq “ pv1, . . . , vnqu
and the map E → X given by ppx, v1, . . . , vnq “ x. Is clear that ΓpX,Eq “ P , so we only
have to check that E
p−→ X is a vector bundle. First we check that it is locally trivial. Let
e1, . . . , er P P such that e1pxq, . . . , erpxq are a basis for each fiber Ex “ p´1pxq of Cn. This
elements are vector-valued functions, so we write ei “ pei1, . . . , einq. Since they are linearly
independent, we can choose indices 1 ď j1 ă ¨ ¨ ¨ ă jr ď n, so that
e “ det
¨˚
˝e
1
j1
e1j2 ¨ ¨ ¨ e1jr
...
...
erj1 e
r
j2
¨ ¨ ¨ erjr
‹˛‚
is distinct from 0 at zx. Similarly, we may choose elements f1, . . . , fn´r P Q such that
f1pxq, . . . , fn´rpxq form a basis for the image of Q in Cn at x. Notice that the dimen-
sions must be complementary, since P ‘ Q “ Rn – CpX,Cnq. Now we can consider a
determinant f that we build in a similar way as we did for e. Since the determinants are
continuous, in some neighborhood U of x, both are distinct from zero. At any point y of
this neighborhood e1pyq, . . . , erpyq are linearly independent, and generate a free submod-
ule of P rank r. Similarly, f1pyq, . . . , fn´rpyq are linearly independent and generate a free
submodule of Q rank n ´ r. Now the dimensions imply that these must exhaust P and
Q, so both P and Q are trivial over U .
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3.6 The Bass-Whitehead group K1
Given a ring with unit R, we want to construct another algebraic invariant associated
to this ring. Our invariant should be an abelian group, as is K0pRq. There is a group
that arises in a natural way from the ring R, which is the infinite general linear group
GLpRq, and is also strongly related with K0, as we have seen. This is highly non-abelian,
but we obtain an abelian group K1pRq, just by considering the quotient with respect to
the commutator subgroup. It turns out that this commutator subgroup has a very nice
property, it is generated by the infinite elementary matrices. Recall from 3.3 the definitions
of GLpRq and MpRq.
Definition 3.6.1. An invertible matrix M P GLpn,Rq is called an elementary matrix if
M has the form I`aeij , where I is the identity matrix, a P R, i ‰ j, and eij is the matrix
with 1 in the pi, jq-th position and 0 elsewhere. We denote by Epn,Rq the subgroup of
GLpn,Rq generated by all nˆn elementary matrices, and by EpRq the colimit of Epn,Rq
with respect to the inclusion GLpn,Rq ã→ GLpn` 1, Rq.
Lemma 3.6.2. The elementary matrices over a ring R satisfy the relations
piq eijpaq ¨ eijpbq “ eijpa` bq;
piiq eijpaq ¨ eklpbq “ eklpbq ¨ eijpaq, j ‰ k and i ‰ l;
piiq eijpaq ¨ ejkpbq ¨ eijpaq´1 ¨ ejkpbq´1 “ eikpabq, i, j, k distinct;
piiiq eijpaq ¨ ekipbq ¨ eijpaq´1 ¨ ekipbq´1 “ ekjp´baq, i, j, k distinct.
Furthermore, any upper-triangular or lower triangular matrix with 1’s on the diagonal
belongs to EpRq.
Proof. It is a matter of multiply and check. For the last assertion, it is known from
linear algebra that any upper or lower triangular matrix can be reduced by elementary
operations to the identity, and these operations correspond to multiplication by elementary
matrices.
Lemma 3.6.3. For any A P GLpn,Rq,ˆ
A 0
0 A´1
˙
P Ep2n,Rq
Proof. It follows from Lemma 3.6.2 and the identityˆ
A 0
0 A´1
˙
“
ˆ
1 A
0 1
˙ˆ
1 0
´A´1 1
˙ˆ
1 A
0 1
˙ˆ
0 ´1
1 0
˙
.
The first three factors of the right hand side lie in Ep2n,Rq, and the last factor on the
right lies also in Ep2n,Rq sinceˆ
0 ´1
1 0
˙
“
ˆ
1 ´1
1 0
˙ˆ
1 0
1 1
˙ˆ
1 ´1
0 1
˙
.
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Proposition 3.6.4 (Whitehead’s Lemma). If R is a ring with unit, then
EpRq “ rEpRq, EpRqs “ rGLpRq,GLpRqs
Proof. The first equality follows from piiiq of Lemma 3.6.2. To check the second one, we
compute ˆ
ABA´1B´1 0
0 1
˙
“
ˆ
AB 0
0 B´1A´1
˙ˆ
A 0
0 A´1
˙ˆ
B 0
0 B´1
˙
.
By Lemma 3.6.3 and the first equality, we have
rGLpRq,GLpRqs Ď EpRq “ rEpRq, EpRqs Ď rGLpRq,GLpRqs
Definition 3.6.5. Let R be a ring with unit. The Bass-Whitehead group of R, denoted
by K1pRq, is the group
GLpRqab “ GLpRq{EpRq
Any ring homomorphism ϕ : R → S induces, by entrywise application, a ring ho-
momorphism MpRq → MpSq, which restricts to a group homomorphism from GLpRq to
GLpSq, and hence from GLpRqab to GLpSqab. In this way, we have a functor from rings
to abelian groups, which is called the Bass-Whitehead functor.
The group operation in K1pRq can be described in two different ways. As a quotient
group, given two invertible matrices A,B P GLpn,Rq, the product of the corresponding
classes rAs and rBs in K1pRq is just rAs ¨ rBs “ rABs. On the other hand, we can consider
the block sum of A and B,
A‘B “
ˆ
A 0
0 B
˙
Since B ‘ B´1 P EpRq by Lemma 3.6.3, and the matrices AB and AB ‘ 1 are identified
in GLpRq, we have ˆ
A 0
0 B
˙
“
ˆ
AB 0
0 1
˙ˆ
B´1 0
0 B
˙
,
That is,
rA‘Bs “ rpAB ‘ 1qpB´1 ‘Bqs “ rAB ‘ 1s “ rABs.
One may also intepret K1pRq as the group of canonical forms for invertible matrices
over R under elementary row or column operations (in the usual sense of linear algebra).
For if A P Mpn,Rq, eijpaqA is the matrix obtained from A by adding a times the j-th
row to the i-th row (an elementary row operation), and Aeijpaq is the matrix obtained
from A by adding a times the i-th column to the j-th column (an elementary column
operation). Vanishing of K1pRq for instance, would mean that every matrix in GLpRq can
be row-reduced or column-reduced to the identity matrix
Proposition 3.6.6 (Morita invariance). Let R be a ring with unit. For any positive
integer n P N, there is a natural isomorphism
K1pRq –−→ K1pMpn,Rqq
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Proof. Recall that in Theorem 3.3.3 we have seen that GLpMpn,Rq – GLpRq. We must
check that this isomorphism also identifies EpMpn,Rqq with EpRq. Note that elementary
matrices in Mpn,Rq, when viewed as a matrices in R, are upper triangular, thus, by
Lemma 3.6.2, we have that EpMpn,Rqq Ď EpRq. Conversely, the image of the generators
of EpMpn,Rqq generate EpRq, since it contains all elementary matrices, except the ones
with an entry in some slot of an n ˆ n identity matrix on the diagonal. But if eijpaq is
such a matrix, then epi`nqjp1q and eipi`nqpaq are not, and we have the relation
eijpabq “ eikpaqekjpbqeikpaq´1ekjpbq´1.
Taking k “ i`n and b “ 1, we see that EpRq Ď EpMpn,Rqq. So we obtain an isomorphism
GLpMpn,Rqq{EpMpn,Rqq −→ GLpRq{EpRq
There are analogues of Theorems 3.3.4 and 3.3.6 for the Bass-Whitehead functor. We
prove below the analogue for the latter.
Proposition 3.6.7. Let R “ R1 ˆR2 be a cartesian product of rings. There is a natural
isomorphism K1pR1 ˆR2q – K1pR1q ˆK1pR2q
Proof. Since GLpR1 ˆ R2q – GLpR1q ˆ GLpR2q, this isomorphism maps EpR1 ˆ R2q to
EpR1q ˆ EpR2q.
Now we show an example of a ring whose Bass-Whitehead group is trivial.
Example 3.6.8 (A ring with vanishing K1). Let V be an infinite-dimensional vector space
over a field F, and let R “ EndFpV q. V is isomorphic to an infinite direct sum of copies
of itself. For any A P GLpRq, we can form the infinite block sum of A with itself, which
we denote by 8 ¨A.
8 ¨A “
¨˚
˚˝˚A 0 00 A 0
0 0 A
.. .
‹˛‹‹‚
It is an element of GLpRq. Now, by an Eilenberg Swindle argument, similar to the one we
have seen in Example 3.3.5, the matrices A ‘ p8 ¨ Aq and p8 ¨ Aq are conjugate. Hence,
the matrix A represents the identity in K1pRq.
3.7 K1 of commutative and local rings
Proposition 3.7.1. If R is a commutative ring and Rˆ “ GLp1, Rq is its group of units,
then the determinant det : GLpn,Rq −→ Rˆ extends to a split surjection GLpRq −→ Rˆ,
and thus it gives a surjection K1pRq −→ Rˆ.
Proof. Since detpA‘ 1q “ detpAq, the determinants on GLpn,Rq are compatible with the
usual embeddings of GLpn,Rq in GLpm,Rq for n ă m. We obtain an homomorphism
GLpRq −→ Rˆ, because detpABq “ detpAq detpBq. This homomorphism must factor
throught a map GLpRqab −→ Rˆ since the group of units is commutative. The splitting
is defined by the inclusion Rˆ “ GLp1, Rq ã→ GLpRq.
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Given a commutative ring R, we denote by SLpn,Rq Ď GLpn,Rq the matrices of
determinant 1 in GLpn,Rq. As in the definitions of GLpRq and EpRq, we denote by
SLpRq the colimit of SLpn,Rq with respect to the usual inclusion maps. It is called
the special linear group of R. Since elementary matrices have determinant 1, we have
EpRq Ď SLpRq. We denote by SK1pRq the quotient SLpRq{EpRq. For fields, we have the
following proposition.
Proposition 3.7.2. If F is a field, then SK1pFq is trivial, i.e, the determinant induces
an isomorphism det : K1pFq −→ Fˆ.
Proof. Given a matrix A P GLpn,Fq for some n P N. By performing elementary row
operations that only add a multiple of a row to another, we can reduce the matrix A
to a diagonal matrix D “ diagpd1, . . . , dnq “ E1A, where the matrix E1 P GLpn,Fq is
a product of elementary matrices of type eijpaq. Since detpDq “ detpE1Aq ‰ 0, all the
diagonal entries of D are non-zero. Now, consider the matrix
ˆ
dn 0
0 d´1n
˙
. By Lemma
3.6.3, it is in Ep2,Fq, and thus we see that the matrix Dn “ diagp1, . . . , 1, dn, d´1n q is in
Epn,Fq. In the same way
Dn´1 “ diagp1, . . . , 1, dn´1dn, d´1n´1d´1n , 1q P Epn,Fq
Iterating this process we obtain
E2 “ D1D2 . . . Dn P Epn,Fq
with E2E1A “ E2D “ diagpd, 1, . . . , 1q, where d “ d1d2 . . . dn “ detpDq “ detpAq. Thus,
if A P SLpn,Fq we have that A “ E´11 E´12 P Epn,Fq, so SLpn,Fq Ď Epn,Fq, giving
Epn,Fqq “ SLpn,Fq
Proposition 3.7.3. Let R be a commutative ring with unit. Then
K1pRq – Rˆ ‘ SKp1, Rq.
Proof. See [18, p. 64]
Corollary 3.7.4. If F is a field, then
K1pFq – Fˆ.
More generally, the following theorem holds.
Theorem 3.7.5. Let R be a local ring or an euclidean domain. Then
K1pRq – Rˆ.
Proof. See [18, p. 69-74]
Example 3.7.6 (K1 of the ring Z{nZ). Let n P N, n ‰ 1, and let pe11 ¨ ¨ ¨ pekk be the prime
factorization of n. By the Chinese remainder theorem, we have the following isomorphism
of rings.
Z{nZ – Z{pe11 Zˆ ¨ ¨ ¨ ˆ Z{pekk Z.
3.7. K1 OF COMMUTATIVE AND LOCAL RINGS 51
Now, by Theorem 3.6.7,
K1pZ{nZq – K1pZ{pe11 Zq ‘ ¨ ¨ ¨ ‘K1pZ{pekk Zq.
The rings Z{peii Z are local with maximal ideal piZ{peii Z for each i, and Theorem 3.7.5
gives
K1pZ{nZq – pZ{pe11 Zqˆ ‘ ¨ ¨ ¨ ‘ pZ{pekk Zqˆ (3.1)
See [12, p. 44] for a concrete description of the groups of units that appear in (3.1) above.

Chapter 4
Higher K-theory and K-acyclic
Rings
In Part I, we have seen that (complex) topological K-theory is a generalized cohomol-
ogy theory associated to the spectrum KU “ tBU,ΩBU,BU,ΩBU, . . . u. As topological
groups, we know that U – GLpCq. One might try to define higher algebraic K-groups for
a ring R using the classifying space of the group GLpRq. The classifying space of a topo-
logical group G is the quotient of a weakly contractible space by a free action of G (see [21,
p. 107] for more details). For a discrete group G, its classifying space is a path-connected
topological space whose fundamental groups are trivial, except the first one, pi1pBGq – G.
By results from homology theory of groups (see [6, p. 36]), this implies that the homology
of the group G and the singular homology groups of the space BG are isomorphic:
H˚pG;Aq – H˚pBG;Aq
for all coefficients A. Hence, the correspondence G −→ BG and X −→ pi1pXq satisfies
pi1pBGq – G, but in general, it is not true that the classifying space of the fundamental
group of a space X is homotopically equivalent to X. Since, in principle, GLpRq is a
discrete group, all the homotopy groups of BGLpRq are 1, except pi1pBGq – G.
Quillen proposed a construction that associates to a topological space X another space
X` whose fundamental group is that of X, but in which a certain subgroup of pi1pXq has
been “killed”. This construction is known as the plus-construction. It will allow us to
define algebraic K-functors for any i ě 1, and we will see that for i “ 1 coincides with the
Bass-Whitehead group.
4.1 Quillen’s plus-construction
Recall a group G is called perfect if Gab “ 0 or equivalently, if G “ rG,Gs. Any group
has a maximal perfect subgroup which is called the perfect radical and we denote it by
PG. Since commutators are sent to commutators by group homomorphisms, the perfect
radical is preserved by automorphisms, in particular by inner automorphisms, thus it is
a normal subgroup. Note that if G is an abelian group, then rG,Gs “ 1 and PG “ t1u,
since for any perfect subgroup S Ă G we have S “ rS, Ss “ t1u.
Theorem 4.1.1. Let X be a connected CW -complex with basepoint x0 chosen from the
0-skeleton. Suppose that Ppi1pXq “ pi1pXq, that is, pi1pXq is perfect. Then, there exists a
connected CW -complex X` and a pointed continuous map q : X −→ X` such that
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(i) pi1pX`q “ t1u;
(ii) q˚ : HipX;Zq –−→ HipX`;Zq for all i P N.
Proof. We can assume that Ppi1pXq ‰ t1u. Let tαiuiPI be a set of base-point preserving
maps that generate pi1pXq
αi : S
1 −→X
(1,0) 7−→x0
By means of this maps, we adjoin 2-cells to X for each i to obtain
X 1 “ X Ytαiu te2i u
This space is simply connected since, by the Seifert-van Kampen theorem, we have
pi1pX 1q “ pi1pXq
M
C αiBiPI “ t1u
Therefore, the Hurewicz map h : pi2pX 1q → H2pX 1q is an isomorphism. Consider the
following diagram associated to the inclusion q1 : X ã→ X 1
pi2pX 1q
h »

// pi2pX 1, Xq

// pi1pXq

H2pX 1q j // H2pX 1, Xq // H1pXq
The first homology group is H1pXq “ 0, since we are assuming that pi1pXq is perfect and
pi1pXqab “ H1pXq. By construction, H2pX 1, Xq is a free abelian group, generated by the
cells pe2i q. Since j is surjective and the Hurewicz map is an isomorphism, we can choose
maps βi : S
2 → X 1 such that j ˝ hrβis “ pe2i q. As before, we attach 3-cells e3i to X 1 to
obtain
X` “ X 1 Ytαiu te3i u
By the Seifert-van Kampen theorem, the fundamental group pi1pX`q is trivial. Now we
must see that the inclusion q : X ã→ X` is an isomorphism in homology. For this, it
suffices to prove that the relative homology H˚pX`, X;Zq is trivial. We have a chain
complex of the form
¨ ¨ ¨→ 0→ C3pX`, Xq d−→ C2pX`, Xq→ 0→ ¨ ¨ ¨
where the groups C3pX`, Xq and C2pX`, Xq are free abelian, generated by pe3i q and pe2i q
respectively. Thus, it suffices to show that dpe3i q “ pe2i q. By construction, the boundary
of pe3i q is the image of the map βi, so
j ˝ hrβis “ pe2i q P H2pX 1, Xq “ C2pX 1, Xq “ C2pX`, Xq.
Thus, the complex C˚pX`, Xq is acyclic.
Recall that the mapping cylinder Mf of a map f : X −→ Y is the quotient space of
the disjoint union pX ˆ Iq \ Y , obtained by identifying each px, 1q P X ˆ I with fpxq P Y
(see [8, p. 2])
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Theorem 4.1.2 (Quillen). Let X be a connected CW -complex, with basepoint x0, say,
chosen from the 0-skeleton. Let N be a perfect normal subgroup of pi1pXq. Then, there
exists a connected CW -complex X`, depending on N , and a pointed continuous map
q : X → X` such that
(i) q˚ : pi1pXq −→ pi1pX`q is the quotient map pi1pXq −→ pi1pXq{N
(ii) q˚ : HipX;Aq –−→ HipX`;Aq for any i and for any A, where A is a pi1pX`q-module
(iii) q is universal up to homotopy, i.e., for any f : X −→ Y that satisfies piq and piiq,
there is a unique map g such that
X
q
!!
f
// Y
X`
g
==
with g ˝ q » f .
Proof. We shall only prove part piq. For part piiq see [22, p. 18], and for part piiiq see [13,
p. 31].
Let p : rX → X be the covering space that corresponds to N . We can apply Theorem
4.1.1 with respect to rX to form rX`, since pi1p rXq “ N is perfect.
The space X` is defined as the disjoint union of rX` and the mapping cylinder Mp,
by identifying the copies of rX in these two spaces. We have a commutative diagram given
by the inclusion maps rX //

rX`

Mp “ X // X`
By the Seifert-van Kampen theorem, the induced map pi1pXq → pi1pX`q is surjective
and its kernel is the normal subgroup generated by N . Notice that, since X`{Mp is
homeomorphic to rX`{ rX, we have H˚pX`,Mpq “ H˚p rX`, rXq “ 0, so the map X → X`
induces an isomorphism on homology with coefficients in Z.
Example 4.1.3. Let X be a homology n-sphere, that is, a path-connected space whose
homology groups are
HipX;Zq “
$’&’%
Z for i “ 0
0 for i ‰ 0, n for n ą 1
Z for i “ n
Since H1pX;Zq “ pi1pXqab is trivial, the fundamental group pi1pXq is perfect. The space
X` is simply connected, and HipX`;Zq – HipX;Zq – HipSn;Zq for all i. Since X` is
simply connected, Hurewicz’s theorem (see [8, p. 366]) tells us that X` is in fact pn´ 1q-
connected and pinpX`q – HnpX`;Zq – Z. If f : Sn −→ X` represents a generator of
pinpX`q, then f induces isomorphisms in all homology groups since the homomorphism
f˚ : HnpSnq −→ HnpX`q sends the canonical class to the image of rf s under the Hurewicz
map, and therefore Whitehead’s theorem (see [8, p. 346]) implies that f is a homotopy
equivalence. Hence X` » Sn.
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4.2 Higher algebraic K-theory
Let R be a ring with unit and let BGLpRq be its classifying space. We know that EpRq is
the perfect radical of GLpRq, so we can take the plus-construction of BGLpRq and define
Definition 4.2.1. The algebraic K-groups of R are
KnpRq “ pinpBGLpRq`q, n ě 1
Any homomorphism of rings with unit f : R −→ S induces a homomorphism GLpfq :
GLpRq −→ GLpSq, and therefore, a continuous map BGLpRq −→ BGLpSq. We define
Knpfq “ piipBGLpfq`q. They are covariant functors from the category of rings with unit
to the category of abelian groups. By Theorem 4.1.2, the space BGLpRq` is connected
and
pi1pBGLpRq`q – pi1pBGLpRqq{EpRq – GLpRq{EpRq
Thus, K1pRq “ pi1pBGLpRq`q and the Bass-Whitehead group K1pRq given in 3.6.5 co-
incide. So far we have only defined the groups K0 and K1, but there are also groups
K2 due to Milnor, which coincide with the corresponding group as defined above, and
therefore suggest that Quillen’s construction is correct. However, for K0 the construction
“fails”, since BGLpRq` is path connected (for BGLpRq is), and the group pi0pBGLpRq`q
has just one element. However, this can be corrected replacing the space BGLpRq` by
K0pRq ˆBGLpRq`, where we view K0pRq as a topological group with the discrete topol-
ogy. Regardless, we will just consider Ki for i ě 1 and K0 independently. There is
another construction of higher algebraic K-functors for exact categories, known as the
Q-construction, which is also due to Quillen and does not have this drawback, see for
example [22, p. 38] or [25, p. 347].
4.3 K-theory of finite fields
The higher K-theory groups are hard to compute for certain rings, and one of the major
achievements of Quillen, which was also part of his motivation to define the higher K-
groups as we have seen, was his computation of all the K-groups for finite fields. We give
an outline of this computation, assuming the following theorem
Theorem 4.3.1 (Quillen). Let Fq be a finite field, q ě 2. There are maps
BGLpFqq` → BU ψ
q´id−−−−→ BU
that induce the following long exact sequence on homotopy groups
¨ ¨ ¨ // pinpBGLpFqq`q // pinpBUq pψ
q´idq˚
// pinpBUq
// pin´1pBGLpFqq`q // pin´1pBUq pψ
q´idq˚
// pin´1pBUq ¨ ¨ ¨
// pi1pBGLpFqq`q // pi1pBUq pψ
q´idq˚
// pi1pBUq
(4.1)
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Proof. See [16, p. 582].
The maps ψk : BU → BU , k ě 0, are called Adams operations, they induce
ϕk˚ : pi2ipBUq −→ pi2ipBUq
a 7−→ ki ¨ a
Proposition 4.3.2. BU
ψq´id−−−−→ BU induces pi2ipBUq q
i´1−−−→ pi2ipBUq.
Proof. Let f and g be two maps from BU to BU :
BU
f
++
g
33 BU
Consider their homotopy classes at rBU,BU s. By Bott’s periodicity, rBU,BU s –
rBU,ΩU s, so there is an homotopy equivalence between BU and ΩU , which we denote by
h. The loopspace ΩU is a group with the operation given by concatenation of loops. Now,
for any x P BU , we define ph ˝ f ` h ˝ gqpxq “ ph ˝ fqpxq ˚ ph ˝ fqpxq.
BU
f
++
g
33
h˝f`h˝g
>>BU
»
h
// ΩU
This operation is commutative, since in fact rBU,BU s – rBU,Ω2BU s is an abelian group.
Recall that for any spaces A,X, we have rΣA,Xs – rA,ΩXs, and also for any space
X, pinpΩXq “ rSn,ΩXs. This allows us to define the sum in pi˚pXq for any space X, since
pimpXq “ rSm, Xs – rSm,ΩXs – rSm´1,ΩXs – rSm´2,Ω2Xs, for n ě 2
So, given α, β P pinpΩXq, the sum α` β is defined also as concatenation of paths
pα` βqpxq “ αpxq ˚ βpxq @x P Sn
Now we want to check that pf ` gq˚ “ f˚ ` g˚. Given α P pinpBUq, then f˚pαq P pinpBUq
is represented by f ˝ α
BU
f
// BU
Sn
α
OO
f˝α
<<
We must check that for every α P pinpBUq, the induced maps pf ` gq˚pαq “ f˚pαq `
g˚pαq, and for this, it suffices to check that
h ˝ pf ` gq ˝ α “ ph ˝ f ˝ αq ` ph ˝ g ˝ αq
which is immediate since the sum on the right hand side corresponds to concatenation of
loops in ΩU . Now ,
pψqq˚paq “ qi ¨ a @a P pi2ipBUq
id˚paq “ a @a P pi2ipBUq
So finally, pψq ´ idq˚paq “ qia´ a “ pqi ´ 1qa
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Theorem 4.3.3 (Quillen). For every finite field Fq and n ě 1, we have
KnpFqq “ pinpBGLpFqq`q –
#
Z{pqi ´ 1q for n “ 2i´ 1,
0 for n even .
Proof. By the long exact sequence (4.1) from Theorem 4.3.1, to compute the first K-
groups of Fq, we just replace the maps that appear in the exact sequence (4.2). These are
given by multiplication by pqi ´ 1q, by Proposition 4.3.2. Recall that
piipBUq “
#
Z for i even,
0 for i odd.
We obtain the exact sequence
¨ ¨ ¨ // K4pFqq // pi4pBUq “ Z // pi4pBUq “ Z
// K3pFqq // pi3pBUq “ 0 // pi3pBUq “ 0
// K2pFqq // pi2pBUq “ Z // pi2pBUq “ Z
// K1pFqq // pi1pBUq “ 0 // pi1pBUq “ 0
(4.2)
Then,
K4pFqq “ kerp¨pq2 ´ 1q “ 0, K3pFqq “ cokerp¨pq2 ´ 1qq “ Z{pq2 ´ 1q,
K2pFqq “ kerp¨pq ´ 1qq “ 0, K1pFqq “ cokerp¨pq ´ 1qq “ Z{pq ´ 1q.
Now apply induction to finish the proof.
4.4 K-acyclic rings
In this section we provide examples of rings for which all K-groups vanish. They are
called infinite sum rings. Their definition is due to Wagoner; see [24]. These rings have
several properties in analogy with Examples 3.3.5 and 3.6.8, where conjugation played an
important role. Recall that a group G is called quasi-perfect if rG,Gs is perfect.
Definition 4.4.1. Let G be a quasi-perfect group, and let
‘ : GˆG→ G
be a group homomorphism, which we denote by pg, g1q 7→ g ‘ g1. We say that pG,‘q is a
direct sum group if it satisfies
(i) For any finite set g1, . . . , gn of elements of rG,Gs and any g P G there exist h P rG,Gs
such that ggig
´1 “ hgih´1 for 1 ď i ď n
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(ii) For any finite set g1, . . . , gn of elements of G there exist elements c and d of G such
that
cpgi ‘ 1qc´1 “ dp1‘ giqd´1, 1 ď i ď n
A map f : G → G1 is a morphism of direct sum groups if, in addition to being a
homomorphism, satisfies
fpg ‘ g1q “ fpgq ‘ fpg1q , @g, g1 P G
Lemma 4.4.2. Let f : G −→ G be an automorphism of a discrete group G, such that
for any finite set g1, . . . , gk P G there is an element h P G such that fpgiq “ hgih´1 for
1 ď i ď k. Then the induced map
f˚ : H˚pBGq −→ H˚pBGq
is the identity.
Proof. See [24, p. 352].
Definition 4.4.3. A direct sum group pG,‘q is called flabby if there exists a homomor-
phism τ : G → G, such that for any finite set g1, . . . , gn P G, there is an element c P G
such that
cpgi ‘ τpgiqqc´1 “ τpgiq, 1 ď i ď n. (4.3)
Proposition 4.4.4. If G be a flabby group, then HnpBG;Zq “ 0 for all n ą 0
Proof. The map ‘ : G ˆ G → G induces a ring structure on H˚pBG;Zq, where the
multiplication, denoted by ‘, is given by
H˚pBG;Zq bH˚pBG;Zq «−→ H˚pBpGˆGq;Zq ‘−→ H˚pBG;Zq.
We denote by 1 P H0pBG;Zq the generator determined by the map of the standard 0-
simplex to the basepoint. This generator is a unit for the multiplication, since for any
z P H˚pBG;Zq the correspondences
z 7→ z ‘ 1 (4.4)
z 7→ 1‘ z (4.5)
are induced respectively by the group homomorphisms
g 7→ g ‘ e (4.6)
g 7→ e‘ g (4.7)
The group homomorphisms (4.6) and (4.7) induce the identity on homology, since conju-
gation induces the identity on H˚pBG;Zq by [6, Proposition 6.2, p. 48]. Now consider the
maps induced by the algebraic diagonal map 4 and by τ given below.
4 : G→ GˆG (4.8)
4˚ : H˚pBG;Zq→ H˚pBG;Zq bH˚pBG;Zq (4.9)
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τ : G→ G (4.10)
τ˚ : H˚pBG,Zq→ H˚pBG;Zq (4.11)
Fix z P HnpBG;Zq, which we can assume is represented by a chain ři kipgi1, . . . , ginq. We
claim that
τ˚pzq “ ‘ ˝ pidˆ τ˚q ˝4˚pzq
The left hand side of this equation is represented by
ř
i kipτpgi1q, . . . , τpginqq and the right
hand side of this equation is represented by
ř
i kipgi1 ‘ τpgi1q, . . . , gin ‘ τpginqq. Since G is
flabby, these chains are conjugate and therefore, homologous. Now we prove by induction
that H˚pBG;Zq “ 0 for n ą 0.
Assume that HipBG;Zq “ 0 for 0 ă i ă n, and let z P HnpBG;Zq. Then
4˚pzq “ z b 1` 1b z `
ÿ
i
ui b vi
where 0 ă deg ui ă n and 0 ă deg vi ă n. By the inductive hypothesis, we know that
ui “ vi “ 0. Hence
τ˚pzq “ ‘pidˆ τ˚q4˚pzq “ z ‘ 1` 1‘ τ˚pzq “ z ` τ˚pzq
and therefore z “ 0.
Proposition 4.4.5. For any ring with unit, the group GLpRq is a direct sum group.
Proof. The group GLpRq is quasi-perfect, since the commutator subgroup rGLpRq,GLpRqs
is the group EpRq of elementary matrices, which is perfect by Proposition 3.6.4. The group
GLpn,Rq is also quasi-perfect for n ě 3
Let P denote the positive integers, we partition P into two disjoint subsets P “ P1YP2
and choose bijections α : P → P1 and β : P → P2. For any A “ paijq and B “ pbijq in
GLpRq, we define
A‘B “ `aαpiq,αpjq˘ ¨ `bβpiq,βpjq˘
To check condition piq in Definition 4.4.1, take g1, . . . , gn P rGLpRq,GLpRqs and let g P
GLpRq. Choose an integer k such that g, g1, . . . , gn P GLpk,Rq, now we take
h “
ˆ
g 0
0 g´1
˙
P Ep2k,Rq
Definition 4.4.6. A sum ring is a ring with unit R together elements α0, α1, β0, β1 P R
that satisfy the following identities:
α0β0 “ α1β1 “1
β0α0 ` β1α1 “1
Given a sum ring R, we can define a ring homomorphism ‘ : R ˆ R → R given by
a‘ b “ β0aα0 ` β1bα1, which is a unit-preserving homomorphism.
Proposition 4.4.7. If pR,‘q is a sum ring, then GLpRq is a direct sum group with
operation given by A‘B “ paijq‘ pbijq.
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Proof. We must check only condition piiq in definition 4.4.1. To see this it suffices to show
that for A,B P GLpn,Rq, there is an invertible matrix Q P GLp3n,Rq such that
Q´1
¨˝
A‘B 0 0
0 1 0
0 0 1
‚˛Q “
¨˝
A 0 0
0 B 0
0 0 1
‚˛P GLp3n,Rq.
We denote by Dnpxq the nˆ n diagonal matrix with x along the diagonal. Just take
Q “
¨˝
Dnpβ0q Dnpβ1q 0
0 0 Dnpα0q
0 0 Dnpα1q
‚˛,
where
Q´1 “
¨˝
Dnpα0q 0 0
Dnpα1q 0 0
0 Dnpβ0q Dnpβ1q
‚˛.
Definition 4.4.8. Let pR,‘q be a sum ring, we say that it is an infinite sum ring if there
exists an identity preserving ring homomorphism σ : R → R such that a ‘ σpaq “ σpaq
for any a P R.
Corollary 4.4.9. If pR,‘, σq is an infinite sum ring, then BGLpRq` is contractible
Proof. GLpRq is flabby, with
τ : GLpRq→ GLpRq (4.12)
A “ paijq 7→ τpAq “ pσpaijqq (4.13)
By Proposition 4.4.4, the space BGLpRq is acyclic. Thus, by Theorem 4.1.2 the space
BGLpRq` is also acyclic and therefore, contractible.
4.5 Cone and suspension of a ring
The notion of cone ring will allow us to provide examples of infinite sum rings.
Let R be a ring with unit. Any function f : NˆN→ R can be considered as a “NˆN-
matrix” Af with infinitely many rows and columns:
Af “
¨˚
˝a11 “ fp1, 1q a12 “ fp1, 2q ¨ ¨ ¨a21 “ fp2, 1q a22 “ fp2, 2q ¨ ¨ ¨
...
...
‹˛‚
Definition 4.5.1. The ring of infinite matrices with entries in R such that each row and
each column has at most finitely many non-zero entries is called the cone ring of R, and
we denote it by CR. The ideal of matrices with at most finitely many non-zero entries is
denoted by mR Ă CR. The ring SR “ CR{mR is called the suspension of the ring R.
We have the identities CR “ CZ bZ R, mR “ mZ bZ R and SR “ SZ bZ R for any
ring R with unit.
Let R be a ring (not necessarily with unit) that satisfies the following condition:
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For any finite set a1, . . . , an P R, there exists an idempotent r P R so that
rai “ air “ ai, 1 ď i ď n (4.14)
Any ring with unit satisfies the condition (4.14). If R satisfies (4.14), then mR, CR
and SR also satisfy (4.14).
Let E and F be free R-modules based on countable sets teαu and tfβu respectively. An
R-linear transformation h : E → F is called locally finite provided that for each fβ there
are at most finitely many eα such that fβ appears in hpeαq with a non-zero coefficient.
If hpeαq “ ř fβ ¨ rβα, then h is locally finite if and only if the matrix prβαq is locally
finite, in the sense that each row and each column or prβαq has at most finitely many
non-zero terms. The ring of all locally finite transformations of E to itself will be denoted
by EndlocpE,Rq. Note that EndlocpE,Rq and EndlocpF,Rq are isomorphic if there is a
bijection between the bases teαu and tfβu.
Proposition 4.5.2. For any ring with unit R, the cone ring CR is an infinite sum ring
Proof. We must construct an identity preserving ring homomorphism σ : CR→ CR such
that for any r P CR it satisfies r ‘ σprq “ σprq. Instead of working with CR, we identify
the cone with the ring EndlocpE,Rq of locally finite R-linear maps, where E is a free right
R-module with countable basis tekj u and 1 ď i, j ă 8. We partition the basis tekj u into two
disjoint infinite subsets, tekj u “ A0YA1. Let βi : tekj u→ Bi, i “ 0, 1, be any two bijections
and let βi P EndlocpE,Rq be the corresponding locally finite matrix, i.e, having in each
row and in each column at most finitely many non-zero entries. Define αi P EndlocpE,Rq
for i “ 0, 1 by
αipekj q “
#
β´1i pekj q if ekj P Ai,
0 otherwise.
This gives us a a sum structure on EndlocpE,Rq, and hence on the cone CR. The are
many sum structures, but we fix the following one: choose β0 to be a bijection of tekj u,
1 ď j ă 8, onto tek1u, and define β1 by β1pekj q “ ekj`1. Let α0 and α1 be as above. To
make EndlocpE,Rq into an infinite sum ring, recall that E “ ÀEj , where Ej is the free
submodule of E spanned by tekj u for 1 ď k ă 8. Define σ : EndlocpE,Rq→ EndlocpE,Rq
as follows. Let h P EndlocpE,Rq and ekj P E. Then
σphqpekj q :“ βj´11 β0hα0αj´11 pekj q.
For j “ 1 we have
β0hα0pek1q “ σphqpek1q, (4.15)
and for j ą 1
β1σphqα1pekj q “ β1σphqpekj´1 “
“ β1pβj´11 β0hα0αj´11 pekj´1qq “
“ βj1β0hα0αj1pekj q “ σphqpekj q. (4.16)
Therefore, h‘ σphq “ σphq for any h P EndlocpE,Rq.
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The suspension SR of a ring R is a sum ring because it is the homomorphic image of
CR, but in general it is not an infinite sum ring. The two categories of sum rings and
infinite sum rings are closed under the following operations:
(i) pullbacks of two morphisms;
(ii) forming the monoid ring RrM s where R is a ring and M is a monoid;
(iii) taking the cone and suspension of a ring.
To show that the algebraic K-groups of a cone ring vanish for all i ě 0 we need the
following theorem.
Theorem 4.5.3 (Fundamental theorem of algebraic K-theory). For every ring R there
is a natural sum decomposition:
K1pRrt, t´1sq – K1pRq ‘K0pRq ‘NK1pRq ‘NK1pRq,
where NK1pRq is the cokernel of the natural map K1pRq −→ K1pRrtsq.
Proof. See [25, p. 225].
Theorem 4.5.4. Let R be a ring with unit. The cone ring CR is K-acyclic, i.e.,
KipCRq “ 0 @i ě 0
Proof. The cone ring CR is an infinite sum ring by Proposition 4.5.2, and Corollary 4.4.9
implies that KipCRq “ 0 for all i ą 0. In particular, KipCRrt, t´1sq “ 0 for all i ą 0,
since forming the monoid ring of an infinite sum ring is again an infinite sum ring. Now
Theorem 4.5.3 implies that
0 “ K1pRrt, t´1sq Ą K1pCRq ‘K0pCRq ‘NK1pCRq ‘NK1pCRq
Thus K0pCRq “ 0 and CR is K-acyclic.
The suspension satisfies the following nice property.
Proposition 4.5.5. If R is a ring with unit, then
KipSRq “ Ki´1pRq for i ě 1
We will need the following theorem to prove Proposition 4.5.5
Theorem 4.5.6. Let
1 −→ G1 i−−→ G2 r−−→ G3 −→ 1
be an exact sequence of direct sum groups such that
(i) G3 is perfect
(ii) G3 acts trivially on the homology of G1
Then the sequence
BG`1
i`−−→ BG`2 r
`−−→ BG`3
is a homotopy fibration, where the plus-construction is taken with respect to the commu-
tator subgroup.
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Proof. See [11, p. 83]
Proof of Proposition 4.5.5. Recall that for every ring R we have defined SR “ CR{mR
where R is the ideal of CR that consists of the matrices that have at most a finite number
of coefficients. There is an exact sequence of rings
0 −→ mR −→ CR −→ SR −→ 0
Note that mR is an ideal and CR and SR are rings. The sequence induces a long exact
sequence of groups
0 // GLpmRq // GLpCRq ϕ // GLpSRq
0 // GLpmRq // EpCRq φ // EpSRq // 0
(4.17)
The map ϕ is not exhaustive but φ is, since K1pCRq “ 0 implies that GLpCRq “ EpCRq.
This long exact sequence of groups induces a fibration
BGLpmRq −→ BGLpCRq −→ B EpSRq
and the sequence
BGLpmRq` −→ BGLpCRq` −→ B EpSRq`
is again a fibration by Proposition 4.5.6. Now BGLpCRq` » ˚ since CR is K-acyclic.
Thus
Ω0B EpSRq` » BGLpmRq` »−−→ BGLR`.
where Ω0 denotes the connected component of the basepoint and the homotopy equivalence
BGLpmRq` » BGLR` follows from the fact mR – mpmRq.
Then for i ě 2:
Ki´1pRq “ pii´1BGLR` – pii´1ΩB EpSRq` – piiB EpSRq` “ KipSRq.
where piiB EpSRq` “ KipSRq follows from the fact that B EpSRq` is the universal cover
of BGLpSRq`, i.e, they have the same homotopy groups except pi1 ; see [24, p. 357]. Hence
piiB EpSRq` – piiBGLpSRq` for all ě 2.
For i “ 1,
K1pSRq “ pi1pBGLpSRq` “ GLpSRq{EpSRq “ K0pRq
because K0pRq ˆBGLR` » ΩBGLpSRq`. See [24, p. 357, Proposition 3.2].
This fact provides a definition of
Definition 4.5.7. Let R be a ring with unit. The negative K-groups are
K´ipRq “ K1pSi`1Rq for i ě 0,
where Si`1pRq “ SpSiRq.
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