Abstract. The belief non-revision method can achieve a consistent hypothesis extension by limiting the process of reasoning. In propositional logic, several valuable properties of the hypothesis extension have been proved. The hypothesis extension is an infinite set. It includes some clauses. For improving the efficiency of the non-revision method, this paper proposed an algorithm of hypothesis extension in propositional logic. Hypothesis extension is still a limited set of clauses according to this method. And it is logically equivalent with the existing hypothesis extension. The experimental results and theoretical results are consistent.
Introduction
Common sense reasoning is reasoning for the limited information. Non-monotonic logic [1] is an effective method to deal with the reasoning by default. Therefore, it is the most important logic tool in common sense reasoning.
At present, there are two main methods to deal with the problems of non-monotonic logic in common sense reasoning. One method is the default logic and the other method is the belief revision method. There are many important research results about the field of the common sense reasoning. For the first method, McCarthy proposed the restrictive reasoning method [2] [3] . In addition, Sandewall [4] proposed the method that it put the operator UNLESS in the first method. Later, the research about the monotonicity is becoming increasingly important in many fields. And it also achieved a lot of research results. For example, Reiter proposed the default logic [5] . McDermott and Doyle proposed the non-monotonic logic [6] and the related theory based on the modal logic [7] . A few years later, the equivalence relation between the default logic and the auto-epistemic logic [8] have been proved by Konolige. Until the mid of 1980s, Alchourron, Gardenfors and Makinsond proposed the famous theory of belief revision [9] , it can also be named as AGM [10] .
The belief revision method has been widely studied in common sense reasoning. However, some useful information may be lost or the result is unexpected during the process of revision. Therefore, the belief non-revision method [11] has been proposed. It can achieves the consistent set by limiting the process of reasoning. This method dose not change the original database. This paper proposed a hypothesis extension algorithm based on the belief non-revision method. It provides the definition of hypothesis extension in propositional logic. The method of primitive implication was adopted in the algorithm. We will show that each hypothesis has the only extension. The experimental results demonstrate the process of reasoning is correct.
The remainder of the paper is structured as follows. In section 2, the theoretical basis are reviewed. Section 3 introduces the extension of hypothesis in propositional logic in detail and the results of experiment. Section 4 concludes the paper with a short discussion of future work.
Theoretical basis

The definitions of the propositional logic
In this paper, the hypothesis is limited to the propositional logic. The hypothesis extension is defined with the general resolution principle.
Definition 1 Proposition is a statement. It can determine the relationship described by the statement is either true or false.
Proposition can be divided into the atomic proposition and the complex proposition.
The atomic proposition is indecomposable. And it does not contain the logical connector.
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The logical connector is shown as the follows:
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The complex proposition consist of some atomic propositions by connecting with the logical connector,
Definition 2 If A is a formula, then A must satisfies one of the following criteria:
(1)'0' and '1' are formulas.
(2) A atomic proposition is a formula.
are formulas.
(4)The symbol string could be any limited combination of (1), (2)and (3). It is still a formula. 
The resolution principle
The resolution principle is inference rule. It means that a clause can be derived by two clauses.
Definition 1 2 , l l and connect the remaining part with the logical connector. The resolution of 1 2 , S S is denoted by   
The primitive implication
In the 1950s, Quine [12] proposed a mechanized procedures. It can achieve the minimalist equivalent type of a formula. Actually, this is the original definition of the primitive implication. This problem is related to many fields of research. For example, the minimization of Boolean function [13] , the update problem of logical database [14] , finding the minimum support set in the truth maintenance system and so on.
Definition 6 Let C be a clause in propositional logic.
A set of all literals of C is denoted by . If a disjunctive form C is the primitive implication of a theory T , then it must satisfies the following properties:
(1) C is not a tautology. (1) 
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Hypothesis extension algorithm
PI Γ is empty according to the definition of the primitive implication. However, Γ may be inconsistent in this paper. Therefore, the process of hypothesis extension is divided into three steps. First, the attribute set
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Con Γ can be achieved by using the resolution principle. Second, the set of reconstruction   R Γ can be achieved by deleting the conflicts in   Con Γ . Finally, due to   R Γ is consistent, we can achieve the hypothesis extension
But in the process of the resolution, we found that some operations are redundant because the results of different resolutions may be the same.
Therefore, the method Tison [17] have been adopted. This method is initially used for structure the primitive implication . It can optimizes the process of the resolution. And it also can improves the efficiency of the resolution.
The method Tison can be understood through the following example:
The ordinary resolution:
The method Tision puts forwards a point. If the process of the resolution is executed according to the order of the literals, then the resolution can avoids redundancy (let the order be A, B, D ) .
The method Tison :
Obviously, the steps of the method Tison is less than the steps of the ordinary resolution.
Algorithm As the following step shows:
The set of beliefs is denoted by Γ . The literal set is denoted by
The attribute set is denoted by
The set of reconstruction   R Γ .
The hypothesis extension is denoted by   E  .
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else, then   
