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Class Attendance
and Students’
Evaluations of
Teaching: Do
No-Shows Bias
Course Ratings and
Rankings?
Tobias Wolbring1
Abstract
Background: Many university departments use students’ evaluations of
teaching (SET) to compare and rank courses. However, absenteeism from
class is often nonrandom and, therefore, SET for different courses might
not be comparable. Objective: The present study aims to answer two
questions. Are SET positively biased due to absenteeism? Do procedures,
which adjust for absenteeism, change course rankings? Research Design:
The author discusses the problem from a missing data perspective and
present empirical results from regression models to determine which fac-
tors are simultaneously associated with students’ class attendance and
course ratings. In order to determine the extent of these biases, the author
then corrects average ratings for students’ absenteeism and inspect changes
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in course rankings resulting from this adjustment. Subjects: The author
analyzes SET data on the individual level. One or more course ratings are
available for each student. Measures: Individual course ratings and absen-
teeism served as the key outcomes. Results: Absenteeism decreases with
rising teaching quality. Furthermore, both factors are systematically related
to student and course attributes. Weighting students’ ratings by actual
absenteeism leads to mostly small changes in ranks, which follow a power
law. Only a few, average courses are disproportionally influenced by the
adjustment. Weighting by predicted absenteeism leads to very small
changes in ranks. Again, average courses are more strongly affected than
courses of very high or low in quality. Conclusions: No-shows bias course
ratings and rankings. SET are more appropriate to identify high- and low-
quality courses than to determine the exact ranks of average courses.
Keywords
absenteeism, course rankings, missing data, sample selection bias, students’
evaluations of teaching
Introduction
Students’ evaluations of teaching (SET) are a widely used instrument to
assure and foster teaching quality at universities around the globe. More
specifically, many departments do not only report SET results to the faculty
but also use average course ratings to compare and rank courses. Mean-
while, even decisions about merit pay, tenure, payment-related budgeting,
and teaching awards (not only in the United States but also in Asia, Austra-
lia, and Europe) are based on these measures of teaching quality (He´nard
2010; Wilkesmann and Schmid 2011). Thus, SET are a central component
of a New Public Management in higher education (de Boer, Endres, and
Schimank 2007; Lane and Kivisto 2008; Sporn 2011), whereby the wide use
of SET is implicitly based on at least three empirical assumptions:
Assumption 1: SET are valid measures (of students’ perception)1 of
teaching quality.
Assumption 2: SET are fair measures (of students’ perception) of teach-
ing quality.
Assumption 3: The quality of different courses (as perceived by the stu-
dents) can be compared based on SET.
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In this article, we focus on the effects of students’ attendance on SET and
test all three assumptions:2 Assumption 1 would be challenged, if SET were
systematically biased by the absence of less interested and dissatisfied
students—a so-called sample selection bias (Becker and Walstad 1990;
Heckman 1979) or problem of nonignorable missing data (Little and Rubin
1987; Rubin 1976). The fundamental consequence of such a nonrandom
data loss is that the measure does not solely measure what it is intended
to measure, namely teaching quality.
Furthermore, if factors, which teachers can hardly control (e.g., students’
employment, their leisure activities, number of courses taken, weekday and
time of the course, weather), influence absenteeism and (mediated by this)
SET, then the fairness of the procedure (Assumption 2) is also questionable.
In this case, the mean rating of a course could be worse (than an SET of a
course similar in quality), simply because the evaluation takes place during
a sunny Friday morning, when especially interested or satisfied students are
absent.3
Finally, if absenteeism rates strongly vary between courses and are cor-
related with teaching quality, measurement biases could not only lead to
imprecise course ratings but also to incorrect course rankings. In that case,
Assumption 3 would be wrong and, therefore, one should not compare SET
of different courses—at least as long as SET are not adjusted for differential
absenteeism and dropout.4
We further develop our argument in four steps: First, we discuss the
problem from a missing data perspective and motivate our empirical anal-
yses. Having explained our research strategy and the SET data used, we
present empirical results from regression models to determine which factors
are simultaneously associated with students’ class attendance and SET. In
order to determine the extent of these biases, we then correct average ratings
for actual or predicted student absenteeism and inspect changes in course
rankings resulting from this adjustment. We will close with some general
conclusions from these results for SET and give specific recommendations
for the use of course rankings based on SET.
Students’ Absenteeism As a Case of Missing Data
The fact that some students are absent when the SET takes place can be
regarded as a problem of missing data. One does not know how those stu-
dents would have rated were they present. In their seminal book, Little and
Rubin (1987; see also Rubin 1976) distinguish three missing data mechan-
isms: missing completely at random (MCAR), missing at random (MAR),
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and not missing at random (NMAR). NMAR refers to a situation, where the
missing data mechanism is systematically related to variables of interest Y,
even after controlling for other variables X. In contrast to that, data are
MAR, if the probability of missing values is related to other variables X, but
not directly to the outcome Y. In other words, Y is conditionally independent
from the process of data loss. Finally, MCAR refers to the case of uncondi-
tional independence. In this case, missing values in the data set can be
regarded as the result of a simple random process. Obviously, this is the
most desirable type of missingness. However, in practice, the MCAR
assumption almost never holds, whereas cases of MAR and NMAR are far
more common. The same is true for students’ ratings of teaching quality.
In the case of SET, the MAR assumption would hold, if after controlling
for all factors, which simultaneously affect course attendance and SET rat-
ings, both variables were unrelated. Clearly, the plausibility of the MAR
assumption and the success of any adjustment critically depend on the cov-
ariate selection. Therefore, ideally one would take into account all relevant
information about both those students, who completed the SET, and those
who did not. However, we have no information on absent students in our
data. Therefore, we have to rely on the bold assumption that we have iden-
tified all (or at least the most important) variables, which simultaneously
influence attendance and SET ratings.
The tenability of this MAR assumption is at least worthy of discussion,
since, even after partialling out the effects of all selected covariates, one
might still suspect a nonignorable nonresponse leading to biased estimates.
First, one can never be sure to have identified all relevant variables. Second,
course attendance, performance, and SET ratings seem to be directly related
(Babad, Icekson, and Yelinek 2008; Berger and Schleußner 2003). And
third, students dropping class or withdrawing from studies are probably not
comparable to those, who miss a significant part of the course, but finish it.
Especially, it appears quite plausible that dropouts would evaluate the qual-
ity of a course worse than infrequent visitors do. We are not aware of any
study which explores this specific hypothesis. However, research shows
that dissatisfied and low performing students have a higher propensity to
drop class (Bosshardt 2004; Dobkin, Gill, and Marion 2007; Reed 1981)
and withdraw from studies (Thomas, Adams, and Birchenough 1996; Tinto
1993; Yorke 1999).
As becomes clear from this discussion, one cannot formally test whether
the data are MAR. However, one can perform calculations and analyses that
provide some insight. For example, one can check whether the data are
MCAR by determining whether missingness is related to variables that
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likely predict outcomes as well. Prior research suggests that these variables
might include course and instructor characteristics such as course size, man-
datory attendance rules, difficulty of course contents, weekday and time of
the course, and physical attractiveness of the instructor (e.g., Arulampalam,
Naylor, and Smith 2008; Becker and Powers 2001; Bosshardt 2004;
Devadoss and Foltz 1996; Hamermesh and Parker 2005; Wolbring 2010).
Moreover, students’ individual dispositions, prior interest in the course con-
tent, general study motivation, grades, courseload, and workload appear to
be important predictors of attendance and course ratings (Becker and
Powers 2001; Berger and Schleußner 2003; Devadoss and Foltz 1996; Esser
1997; Kirby and McElroy 2003; Reed 1981; Romer 1993; Wolbring 2010).
However, all studies cited only report determinants of either class atten-
dance or SET ratings, but not of both of them.
Therefore, in order to explore whether the attributes mentioned above
are simultaneously related to attendance and course ratings, we estimated
regression models with these variables as regressors and with class atten-
dance and SET ratings as dependent variables. If the data are MAR, then
the results should be corrected for bias. Since our results suggest such unde-
sirable influences, we adjust ratings by weighting the data by actual and
predicted class attendance.5 However, before presenting our empirical find-
ings, we describe data and statistical methods used.
Data and Methods
In this section, we give a description of the SET data used, motivate the
choice of regression models employed to determine influential factors on
class attendance and SET rating, and explain the weighting approach to
adjust for bias.
Data and Operationalizations
The following analyses are based on SET at the Faculty of Social Sciences
of the University of Munich. In total, approximately 18,000 observations for
over 680 courses with at least 10 participants are available for the years
2008–2010 (covering four terms). Besides specific items about a variety
of dimensions of teaching quality and instructor behavior, the Munich
SET questionnaire contains a global rating question about overall course
quality (‘‘All in all, how do you rate the overall quality of this course?’’
very good [1.0] – insufficient [5.0]). Moreover, for each course, the
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number of classes missed is also assessed in the SET form (‘‘Up to now,
how many classes of this course did you miss?’’).
Furthermore, the data set contains the following variables (for an
overview of their distribution see Table A1 in Appendix A):
 PERFORMANCE RECORD: ‘‘Do you need a performance record?’’ yes
(1); no (0).
 COURSE SIZE: Number of students who completed a SET form in the
course.
 DEPARTMENT: Communication sciences, political sciences, or
sociology.
 COURSE DAY and TIME: Weekday and starting time of the course.
 SUMMER TERM: Equals 1 if the course is held during a summer term
(on average about 12 classes). Otherwise winter term (on average about
14 classes).
 COURSE PACE: ‘‘I could not follow the pace of the course.’’ totally
agree (1)–totally disagree (5).
 COURSE DIFFICULTY: ‘‘The course was too difficult’’ totally agree
(1)–totally disagree (5).
 PRIOR INTEREST: ‘‘I chose the course, because I was interested in its
content’’ totally agree (1)–totally disagree (5).
 INSTRUCTOR KNOWN: ‘‘I chose the course, because I already knew
the instructor’’ totally agree (1)–totally disagree (5).
 INSTRUCTOR’S PHYSICAL ATTRACTIVENESS: Only available for a
subset of lecturers. 11 male and 9 female students from the University of
Bern and 31 male and 34 female students from the University of Bern,
who didn’t know the instructors, rated instructors’ portrait photos (taken
from the internet) on an 11-point-attractiveness-scale (0 [very unattrac-
tive]–10 [very attractive]). For analyses we use each instructor’s aver-
age rating as a measure for her physical attractiveness.6
 PREPARATION FOR THE COURSE: ‘‘On average, how many minutes
per week did you prepare for the course?’’
 COURSELOAD: ‘‘How many hours per week do you take for credit in
this semester?’’
 WORKLOAD: ‘‘How many hours per week do you work for payment in
this semester?’’
 SEMESTER: Student’s subject-related semester of study.
Based on prior findings on determinants of SET ratings and attendance, we
included these variables as regressors in our models.
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Regression Models
Perceived course quality and absenteeism are the dependent variables in our
regression models. In a first step, we estimated simple linear regressions.7
To take into account the fact that students usually complete more than one
SET questionnaire, we clustered standard errors around students.8 We can
do this, since—compared to regular SET data for other universities and
besides the rich information on student and course attributes—our data set
has another major advantage: the Munich SET questionnaire contains a self-
generating panel identifier (e.g., Kearney et al. 1984; Yurek, Vasey, and
Havens 2008).9
Moreover, the availability of a panel identifier allows us to control for
unobserved interindividual heterogeneity, which often biases results from
cross-sectional analyses. In the case of SET, individual differences in gen-
eral abilities, socioeconomic background, and intrinsic motivation could
influence class attendance and ratings. For that reason and in addition to
simple linear regression models, we estimated models with individual fixed
effects for each subject (Allison 2009; Angrist and Pischke 2009;
Wooldridge 2002) to test for the robustness of our results.10
Having identified factors, which simultaneously influence both class
attendance and SET ratings, by this means, we then correct for bias due
to influential covariates. We do this by weighting observations by actual
and predicted absenteeism in the following way.
Weighting Approach
Assume that the number of previous classes of a course a student, who com-
pleted the SET questionnaire for this course, has missed reveals information
about other students, who are absent during the SET of this course. If this
assumption holds, based on the number of classes cj of a course j previous
to the SET and the number of classes mij a student i missed, we can cal-
culate individual probabilities pij to be present during the SET of this
course:
pij ¼ cj  mij
cj
:
Thereby, a natural starting point is to use the actual number of classes
missed (as self-disclosed in the questionnaire) as a proxy for mij. However,
one might be worried that this measure has a significant random component
(e.g., illness, problems with public transportation) and/or is biased (e.g., due
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to social desirability and fear of negative consequences). Therefore, besides
a weighting approach using the self-assessed frequency of absenteeism, we
also weight by the systematic part of absenteeism, namely, the predicted
values we derived from the simple linear regression model in Table 1.
Furthermore, we always set cj ¼ 11 for the winter term and cj ¼ 9 for the
summer term, because the summer term is usually 2 weeks shorter than the
winter term.
We then weight individual SET quality ratings by pij. More specifically,
we use the inverse probability of being present 1/pij to weight up students,
who miss class more often. This form of weighting reflects the fact that stu-
dents with a lower pij are underrepresented in our SET data. Thus, in order
to receive a less biased measure of teaching quality more weight has to be
given to absent students.11
As common in many departments, the next step is to rank courses (with
at least 10 observations) separately for each term using average course rat-
ings (unadjusted and weighted by 1/pij). Finally, we compute absolute mean
deviations between the ranked orderings, which are based on these two
measures.
Results
Having explained our empirical strategy, we now first present findings on
determinants of students’ absenteeism and course ratings. By determining
whether class attendance is related to variables that likely predict course rat-
ings as well one can check whether the data are MCAR. Since our findings
suggest that our SET data are probably MAR, but definitely not MCAR, we
then adjust course rankings for absenteeism and explore changes in ranks
resulting from this bias correction.
Determinants of Students’ Absenteeism
First, we estimated simple linear regression models for students’ absentee-
ism. As can be seen in Table 1, most effects are in accordance with theore-
tical expectations: Most importantly, course quality is significantly
correlated with absenteeism from class. If a student rates a course with the
German grade 1.0 (þ; very good) instead of the German grade 5.0 (; insuf-
ficient), he misses .4 less classes, on average. Given that the average student
misses 1.1 classes, this effect is surely not irrelevant in practice. If we do not
control for other covariates, which also influence the SET ratings, we get a
highly significant correlation between quality and attendance of .7. Using
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Table 1. Regression Results (Dependent Variable: Frequency of Absenteeism)
Simple linear
regression
Fixed-effects
regression 1
Fixed-effects
regression 2
Variable Coef. SE Coef. SE Coef. SE
Performance
record (1 ¼
required)
0.204*** (0.041) 0.342*** (0.056) 0.379*** (0.069)
Course size 0.002*** (0.0001) 0.002*** (0.0002) 0.002*** (0.0002)
Course day (ref ¼ Monday)
Tuesday 0.036 (0.027) 0.122*** (0.029) 0.165*** (0.049)
Wednesday 0.059* (0.029) 0.038 (0.032) 0.02 (0.047)
Thursday 0.001 (0.030) 0.033 (0.033) 0.037 (0.051)
Friday 0.127* (0.057) 0.138* (0.063) 0.260* (0.102)
Course time (ref ¼ 8/9 a.m.)
10 a.m. 0.157*** (0.037) 0.181*** (0.037) 0.174*** (0.050)
12/1 p.m. 0.135*** (0.040) 0.188*** (0.041) 0.114þ (0.059)
2/3 p.m. 0.246*** (0.040) 0.303*** (0.043) 0.310*** (0.062)
4 p.m. 0.124** (0.042) 0.168*** (0.043) 0.203** (0.066)
6/7/8 p.m. 0.198*** (0.051) 0.259*** (0.054) 0.407*** (0.079)
Course pace 0.019 (0.012) 0.020 (0.014) 0.012 (0.020)
Course difficulty 0.010 (0.014) 0.033* (0.016) 0.008 (0.023)
Prior interest 0.057*** (0.010) 0.057*** (0.011) 0.085*** (0.016)
Instructor
known
0.013 (0.008) 0.006 (0.011) 0.033* (0.015)
Preparation for
the course
0.002*** (0.0002) 0.002*** (0.0002) 0.003*** (0.0004)
Courseload 0.006* (0.002) 0.007 (0.004) 0.008 (0.005)
Workload 0.015*** (0.001) 0.006þ (0.003) 0.005 (0.004)
Semesters 0.050*** (0.005) 0.155*** (0.016) 0.181*** (0.019)
Course quality 0.104*** (0.019) 0.123*** (0.021) 0.132*** (0.028)
Instructors’
attractiveness
0.040* (0.017)
Constant 0.869*** (0.106) 0.943*** (0.155) 1.008*** (0.215)
R2 .096 .107 .116
Adjusted R2 .094 .105 .114
Observations 14,104 14,028 9,967
Individuals — 6,724 5,331
Note. Regression models with dependent variable ‘‘frequency of absenteeism from classes’’.
Nonstandardized coefficients (for negative binomial model: incidence-rate ratios), standard
errors in parentheses.
þp <.1. *p < .05. **p < .01. ***p < .001. Controlled for department (communication sciences,
political sciences, and sociology), summer term. Negative binomial and simple linear regression
model with robust standard errors clustered around students. Fixed-effects models with
robust standard errors.
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similar global rating questions (such as ‘‘I learned more than in other
classes’’ or ‘‘I could explain the central concepts of the course to others’’)
instead we even find slightly stronger effect.
Moreover, needing a performance record significantly reduces absentee-
ism. The effect of social control is similar in size: if course size rises, it
becomes more difficult for instructors to keep track of individual absentee-
ism. In result, an increase of course size by 100 students is associated with
an increase in average absenteeism by 0.2. Further analyses (not reported)
show that course size is only a predictor of absenteeism if students need a
performance record—a finding which further strengthens the interpretation
of the negative class size effect as the result of decreasing social control.
Furthermore, weekday and starting time of the course significantly affect
class attendance. Classes on Monday, Wednesday, and Friday, as well as
early in the morning (8/9 a.m.) are attended less regularly. However, in con-
trast to our theoretical expectations and previous findings, course pace and
course difficulty have no significant effect.12 However, if we test for their
effects on absenteeism without including further controls in the model, both
are significantly related to course attendance. According to these results,
absenteeism is higher, if the course pace is too fast and courses are too
difficult.
As well in accordance with theoretical expectations and previous find-
ings, students, who were more interested in the content of the course, who
knew the instructor when choosing the course, who better prepared for the
course, and who spent less hours working for payment, attended class more
frequently. Furthermore, dropout increases with higher semester and lower
number of courses attended. However, this last result could only reflect the
fact that students self-select into courses and that more interested and moti-
vated students elect more courses.
For that reason, we next estimated a model with individual fixed effects
to control for unobserved heterogeneity and test for the robustness of our
results.13 All our main results remain remarkably stable; most correlations
between independent variables (e.g., course quality, performance record,
and course time) and students’ absenteeism even become closer in the
fixed-effects context.
In a last step, we analyzed a subsample of our data, for which measures
of instructors’ physical attractiveness are available. Interestingly, students
obviously value physical attractiveness, because they more regularly attend
classes of more physically attractive instructors. Thus, to complement
recent studies, which show that more attractive instructors are significantly
rated better in SET (Hamermesh and Parker 2005; Wolbring 2010), students
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seem to have a preference for more physically attractive instructors and
derive utility from attending their classes and interacting with them.
To sum up our results, course quality is clearly associated with absentee-
ism. Moreover, we found that various individual and structural factors,
which are not under the control of the instructor, affect class attendance.
In a next step, we ask whether absenteeism is simultaneously determined
with course ratings. If this is the case, the Munich SET data are not MCAR
and should be corrected for bias.
Determinants of Course Ratings
Simple linear regression models and fixed-effects models in Table 2
actually show that some of the structural and individual factors, which
influence attendance, are also significantly related to students’ ratings
of course quality: Needing a performance record for the course not only
increases the frequency of attendance but is also associated with slightly
worse ratings. However, the effect is only significant in the fixed-effects
model and rather small. In contrast to that, course size and student’s
semester of study go hand in hand with more absenteeism and better
ratings. Finally, some factors have both positive effects on class atten-
dance and course ratings. This is true for students’ prior interest in
course contents, the amount of time they spend to prepare for class, and
physical attractiveness of the instructor. Finally, looking at standardized
coefficients (not reported), one can see that course size, semester of
study, and weekly preparation for the course are most closely correlated
with SET.
Thus, our analyses show that the SET data are not MCAR. Because of
this, one has to question the validity and fairness of SET as a measure of
teaching quality (Assumptions 1 and 2). As well, it suggests itself to use
information about students’ class attendance to at least correct SET rat-
ings for known influences. If data were MAR, this correction would even
remove all bias induced by missing students. However, before drawing
such a practical conclusion for SET, we have to prove first that the bias
induced by absenteeism on SET is reasonably strong, that is, that a
correction would really make a difference for the ranking of courses.
Furthermore, it is not clear how those different biases add up, since some
variables have a positive (negative) influence on attendance and a nega-
tive (positive) influence on the ratings, whereas others have a positive
effect on both outcomes.
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Table 2. Regression Results (Dependent Variable: Course Quality)
Simple linear
regression
Fixed-effects
regressions 1
Fixed-effects
regressions 2
Variable Coef. SE Coef. SE Coef. SE
Performance
record (1 ¼
required)
0.026 (0.016) 0.078** (0.027) 0.080* (0.036)
Course size 0.001*** (0.0001) 0.001*** (0.0001) 0.001*** (0.0001)
Course day (ref ¼ Monday)
Tuesday 0.074*** (0.015) 0.103*** (0.019) 0.086*** (0.026)
Wednesday 0.015 (0.015) 0.001 (0.018) 0.04 (0.025)
Thursday 0.027þ (0.015) 0.045* (0.019) 0.083** (0.026)
Friday 0.060* (0.030) 0.097* (0.039) 0.107* (0.053)
Course time (ref ¼ 8/9 a.m.)
10 a.m. 0.019 (0.018) 0.029 (0.022) 0.064* (0.026)
12/1 p.m. 0.039* (0.020) 0.008 (0.025) 0.019 (0.031)
2/3 p.m. 0.099*** (0.020) 0.070** (0.025) 0.001 (0.032)
4 p.m. 0.106*** (0.022) 0.102*** (0.027) 0.097** (0.034)
6/7/8 p.m. 0.202*** (0.030) 0.244*** (0.038) 0.228*** (0.041)
Course pace 0.066*** (0.006) 0.070*** (0.009) 0.076*** (0.010)
Course difficulty 0.086*** (0.008) 0.091*** (0.011) 0.082*** (0.012)
Prior interest 0.128*** (0.005) 0.145*** (0.007) 0.148*** (0.008)
Instructor
known
0.137*** (0.004) 0.165*** (0.007) 0.170*** (0.007)
Preparation for
the course
0.001*** (0.0001) 0.001*** (0.0001) 0.001*** (0.0002)
Courseload 0.002 (0.001) 0.002 (0.002) 0.002 (0.003)
Workload 0.0002 (0.001) 0.0004 (0.002) 0 (0.002)
Semester 0.0003 (0.002) 0.051*** (0.008) 0.054*** (0.010)
Instructors’
attractiveness
0.032*** (0.009)
Constant 1.893*** (0.051) 2.016*** (0.083) 2.200*** (0.107)
R2 .262 .283 .304
Adjusted R2 .261 .282 .302
Observations 14,159 14,159 10,013
Individuals — 6,771 5,351
Note: Regression models with dependent variable ‘‘course quality’’ ranging from 1.0 (very good)
to 5.0 (insufficient). Nonstandardized coefficients, standard errors in parentheses.
þp <.1. *p < .05. **p < .01; ***p < .001. Controlled for department (communication sciences,
political sciences, sociology), summer term.
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Adjusting Course Rankings for Absenteeism
As described in the data and methods section, we weight observations by
actual and predicted absenteeism, rank all courses with at least 10 partici-
pants on the basis of unadjusted and adjusted mean course ratings, and com-
pare resulting rankings.
Mean and median differences in ranks are presented in Table 3. The
absolute average deviation of the adjusted ranking (based on actual and not
predicted absenteeism) from a ranking generated with the commonly used
procedure is rather small and ranges from 4.0 to 7.1 ranks. This is equal to
an average change in ranks between 3.7% and 6.5% relative to the maxi-
mum of possible rank changes. The position of one quarter of all courses
only changes by a maximum of 1–3 ranks, the position of 75% of all courses
changes by a maximum of 5–8 ranks. Furthermore, the median is always
below the mean, which (in addition to the high standard deviation) indicates
that the distribution in ranks is positively skewed. In other words, there are a
few courses, which are assigned to significantly different ranks with the
two procedures: 25% (5%) of all courses are faced with differences of at
least 5–8 (13–22) ranks. For some courses, even more extreme variation can
be observed (up to 22–59 differences in ranks).
Figure 1 further illustrates this aspect. The distribution of differences in
ranks obviously deviates from a normal distribution, since it has a longer
tail and is positively skewed. Additional analyses show that the distribution
follows a power law function (e.g., Mitzenmacher 2003; Newman 2005).
An equation of the form log Y ¼ C^  b^ logX with C^ ¼ 1:94 and
b^ ¼ 1:80 adequately describes the relationship between differences in ranks
X and the relative frequency of differences in ranks Y ðR2 ¼ :91Þ.14 This
implies an extremely unequal distribution of rank differences and,
therefore, that the rank of a small number of courses is disproportionally
influenced by the used ranking procedure.
One might ask what course type is disproportionally affected by a change
in the ranking mechanism. Our answer is courses with average teaching
quality. We find that the positions of courses with a mean grade between
1.5 and 2.0 (2.0 and 2.5) on average change by 7.2 (4.6) ranks, whereas the
positions of courses at the upper (lower) tail of the distribution only vary by
2.3 (1.8) ranks. Because ratings at the center of the distribution are closer to
each other than more extreme ratings, weighting has stronger effects on the
rank of average courses. Thus, the usual ranking procedure is more reliable
for the identification of very good and very poor courses than for average
courses.
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Table 3. Absolute Differences in Ranks Using Unadjusted and Adjusted Mean
Ratings
Term Absenteeism N M SD min 5% 25% Median 75% 95% max
Winter
08/09
Actual 128 4.03 3.99 0 0 1 3 5 13 22
Predicted 123 .44 .76 0 0 0 0 1 2 4
Summer
09
Actual 146 7.14 6.69 0 1 3 5 8 22 51
Predicted 139 .56 .79 0 0 0 0 1 2 4
Winter
09/10
Actual 179 4.98 6.00 0 0 2 3 6 20 38
Predicted 166 .78 .90 0 0 0 1 1 2 4
Summer
10
Actual 181 6.19 8.43 0 0 1 3 8 18 59
Predicted 172 .68 .94 0 0 0 0 1 2 7
Total
(per
term)
Actual 634 5.63 6.71 0 0 2 4 7 18 59
Predicted 600 .64 .87 0 0 0 0 1 2 7
Note. Differences in ranks between league tables based on unadjusted mean ratings and with
mean ratings adjusted for actual and predicted absenteeism. Predicted absenteeism based on
simple linear regression in Table 1. Columns min to max refer to relative frequency of changes
in ranks. For example, looking at column ‘‘75%’’ and the row ‘‘total’’ one can see that for 75% of
all courses the position changed by a maximum of 7 ranks if we weigh by actual absenteeism.
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Figure 1. Distribution of differences in ranks.
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In general, we find similar patterns if we weight by predicted frequencies
of attendance: average courses are affected more strongly than courses with
a mean rating at the tails of the distribution. However, with a maximum
difference of 7 ranks and an average difference of 0.4–0.8 ranks, the size
of the changes becomes extremely small (again see Table 3).
The main reason for this is the much smaller variation of predicted
values of absenteeism compared to the actual frequency of absenteeism.
Technically speaking, the second weighting approach only used the—
according to our models—systematic component of absenteeism. Since the
explanatory value of those models is rather low (R2  .1), much unex-
plained variance remains in the data. This residual variation is presumably
at least partly systematic. So, we propose that the different weighting
approaches are based on the assumption of two rather extreme constella-
tions, namely that absenteeism is either completely or only to a very low
degree systematic. We think the truth lies in between both extremes, since
attendance behavior has a significant random component but is presumably
also more systematic than our explanatory model suggests. Therefore, we
argue that both weighting schemes are informative as measures of
uncertainty in making comparisons based on incomplete data.
Conclusions
In this article, we investigated whether SET are biased by students being
absent and whether procedures which adjust for varying frequency of
attendance between courses produce different rankings than the widely used
procedure which is based on students’ raw mean ratings.
To begin with, we discussed the problem from a missing data perspec-
tive. Based on SET data for the Faculty of Social Sciences at the University
of Munich, we then tested whether class attendance and quality ratings are
determined by the same factors. This is the case for the need of a perfor-
mance record, course size, course time, prior interest, preparation for the
course, semester of study, and physical attractiveness of the instructor.
Furthermore, attendance is also directly related to the quality of teaching.
Thus, it suggests itself that data are not MCAR and SET are biased.
Therefore, Assumption 1 (SET are valid measures of teaching quality) does
not hold. As well, Assumption 2 (SET are fair measures of teaching quality)
is questionable, since some of these factors are not fully under the instruc-
tor’s control. So, for example, more interested students rate courses better
and also attend them more frequently. Similarly, courses with more partici-
pants are rated worse and are attended less regularly.
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However, as long as course rankings do not change significantly if we
adjust for absenteeism, validity, and fairness issues concerning students’
ratings are not problematic from a pragmatic point of view. Therefore,
we then switched from the micro to the macro level and asked whether
course rankings based on a global measure of teaching quality change if
we adjust for actual and predicted absenteeism (instead of using the raw
mean). In other words, we tested Assumption 3, which posits that the qual-
ity of different courses can be compared based on SET. Weighting by actual
frequency of absenteeism, we found that, on average, changes in ranks are
low but follow a power law. The rank of a small number of mostly average
courses is disproportionally influenced by the choice of the ranking proce-
dure. This finding leads us to the conclusion that SET are appropriate to
identify high- and low-quality courses, but not to determine the exact ranks
of average courses. Using only the systematic part of absenteeism, which is
associated with other covariates, we find similar patterns. However, result-
ing changes in ranks are so small, that weighting does not seem to be nec-
essary at all. We posit that the truth lies in between those two rather extreme
estimates.
However, we acknowledge that our data have weaknesses and, therefore,
are not optimal for our endeavor. First, we had to rely on self-assessed infor-
mation on students’ absenteeism. This gives a lower bound of true absentee-
ism, since (although anonymity is fully guaranteed) some students fear
negative consequences if admitting higher frequency of absenteeism.
Furthermore, it is not always the case that past attendance predicts current
attendance in the expected way. For example, if students need a perfor-
mance record and course attendance is compulsory, past absenteeism can
even positively influence the probability of current attendance. However,
based on the assumption that class attendance is mainly the result of a
cost–benefit analysis, we would expect that past attendance reveals infor-
mation on the utility, which students derive from the course and other alter-
natives. Therefore, we think that in this case, past behavior is predictive for
current attendance.
Second, in our empirical models, we could not control for all factors,
which might be relevant for students’ attendance and ratings. For example,
we could not map peer group effects, although they are relevant for both
class attendance decisions and students’ well-being in class. Given a resi-
dual variance of about 90%, it seems to be natural to think about further
omitted variables.
Finally, and most importantly, our weighting approach is worth discuss-
ing. On one hand, one could argue that students who miss more classes
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should be given less and not more weight, since they are less equipped to
evaluate the quality of teaching. The decision depends on whether the effect
of perceived quality on attendance or of attendance on perceived quality is
stronger. Although we have no proof for this, we assumed the former being
stronger. On the other hand, even if one accepts giving absent students more
weight the approach per se is probably problematic, because we had to draw
inferences on students absent during the SET. More specifically, since no
information on those students was available, we assumed that ratings by stu-
dents present during the SET can be informative about the rating behavior
of absent students. In other words, we assumed that students are MAR.
However, one could argue that nonresponse is nonignorable, since students,
who drop class or withdraw from studies, are also among those persons,
who did not participate at the SET. Obviously, the decision of drooping out
of university may not at all be driven by concerns about teaching quality of
a specific course. However, if this is the case, these no-shows are unproble-
matic for ratings and ranking. In contrast to that, cancelling a course should
be influenced more strongly by quality concerns. This nonignorable nonre-
sponse is more problematic for ratings and rankings. However, we expect
that changes in ranks would become more extreme if we controlled for this
type of missingness. Thus, it suggests itself that our results give a lower
bound of actual bias if part of the data is NMAR.
A more direct approach would have been to evaluate early and late in the
course. As Kohlan (1973) showed SET ‘‘stabilize very early in the course’’.
Similarly, Costin (1968) reports medium to strong correlations between
midsemester and end of course ratings. Thus, on one hand, given a design
with two measurements in time one can compare the ratings of students,
who completed both questionnaires, with those who only completed the
first questionnaire. Based on such data, more reliable results on the exact
size of the bias induced by absenteeism can be produced, since these esti-
mates would rest on less bold assumptions than our analysis does. On the
other hand, one can also utilize this additional information on absent stu-
dents for the first measurement in time and can try to answer the counter-
factual question how the evaluation of those students who are absent
during the second SET would have looked (if they were present). Thus, it
goes without saying that we plan further research with such a design with
two measurements in time.
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Table A1. Descriptive Statistics
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6/7/8 p.m. 0.07 0.25 0 1 17,891
Summer term 0.48 0.50 0 1 19,137
Course speed 3.91 1.05 1 5 19,021
Course difficulty 4.13 0.93 1 5 19,009
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Preparation for the course 62.43 66.78 0 998 17,977
Courseload 16.58 5.79 0 55 17,886
Workload 8.46 8.45 0 60 18,005
Semester 3.77 2.60 1 18 17,919
Course quality 1.98 0.69 1 5 18,095
Absenteeism 1.14 1.22 0 10 18,215
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Notes
1. Considering SET as measures of teaching quality in students’ perception
appears to be more appropriate, since this definition highlights that objective
teaching quality and its subjective perception need not be identical. Further-
more, this formulation emphasizes the interplay between students, instructor,
and environmental conditions in the learning process (Biggs 1985; Ramsden
1979, 1991; Rindermann and Schofield 2001).
2. Thereby, the range of these assumptions is, of course, much wider than the test
we suggest. This might be one reason why by now a vast amount of research on
SET and, especially, on their validity exists (e.g., Kulik 2001; Marsh 1987;
Merritt 2008). We cannot deal with all the details of this research branch.
Nonetheless, if one is able to show, that a single factor (such as students’ class
attendance) biases SET, this is already sufficient to call the common practice of
ranking into question.
3. This would also imply problems with the reliability of the measurement,
because in this case SET then differ markedly at two different points in time.
4. As one of the reviewers pointed out, there are further arguments against respec-
tive comparisons (see also Footnote 2). For example, it is a matter of fact that
each of the student ratings refers to an individual context of teaching and learn-
ing and is performed by different groups of students.
5. We are aware of the fact that other ranking procedures than a simple weighting
have been suggested in the literature. Goldstein and Spiegelhalter (1996) argue
for random effects models to take ‘‘account of model-based uncertainty in
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making comparisons’’ (for a discussion of this and alternative statistical meth-
odologies, see Deely and Smith 1998; Draper and Gittoes 2004). In order to par-
tial out biases, McPherson and Jewell (2007) propose to adjust SET for factors
that are beyond the control of the instructor (e.g., instructor race) or can be
gamed by them (e.g., grades).
6. Rating portrait photos by a group of raters is a common way to measure physical
attractiveness and is called the ‘‘truth of consensus method’’ (e.g., Henss 1992;
Patzer 1985, 2007). Further analyses show that raters highly agree in their rat-
ings (Cronbach’s a ¼ .95). We conclude from this fact that our measurements
are reliable. However, one has to acknowledge that the attractiveness of a face is
only one aspect of the broader theoretical construct ‘‘physical attractiveness.’’
This also includes further dimensions such as height, weight, body composition,
and gesture. Because only photos of the face are available, we concentrate on
this dimension of attractiveness, which seems to be the most important dimen-
sion of overall physical attractiveness (e.g., Hamermesh 2011).
7. Since the number of classes missed is a typical case of count data with overdis-
persion (Cameron and Trivedi 1998; Long 1997), we ran negative binomial and
zero-inflated negative binomial models as sensitivity analyses. The results are
very similar and predicted values from both count data models are highly
correlated with those from the simple linear regression model (r ¼ .977 and
r ¼ .942). Because of this and since the use of a nonlinear link function does
raise additional estimation issues (involving distributional assumptions) that are
generally underappreciated, we only report findings from ordinary regressions.
Results from analyses using nonlinear regression models are available on
request from the author.
8. Following the suggestion of one of the reviewers, we also estimated a mixed
model with random effects on course and individual level to take into account
the fact that students are also nested into classes. Our findings remain the same
if we control for both forms of clustering, although standard errors are higher
than in simple linear regression models. However, standard errors are even
more conservative in the fixed-effects models we report.
9. By asking students in the SET for a series of time constant, easily retrievable
characteristics (gender, year of birth, degree of studies, the first two digits of
their mother’s birthday, the first two initials of their parents’ first name, and the
number of older brothers and sisters), we can link SET to individual students
and are able to observe their rating and attendance behavior for different courses
over time.
10. By adding a subject-specific intercept ai for each individual i, the fixed-effects
approach allows to take into account the unobserved heterogeneity ascribable to
the presence of repeated observations on the same student (repeated over time t
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and repeated over more courses j). Formally, fixed-effects models can be writ-
ten as yijt ¼ bX þ ai þ eijt, where β is a vector of parameters, X is a matrix of
covariates and eijt are independent and normally distributed errors. Since fixed-
effects models relate changes in X for individual i to changes in y for the very
same individual, but not differences in X to differences in y between individu-
als, interindividual differences are averaged out and do not bias fixed-effects
estimates. Thus, the main motivation for estimating fixed-effects models is usu-
ally not to determine the between-unit variability in the outcome exactly, but to
work with the within-unit variability only to produce more reliable estimates.
11. On the other hand, one could argue that students who miss more classes are less
equipped to evaluate the quality of teaching. Moreover, a lecturer could be not
very good in the perception of those students since they missed previous classes
and as a result lack basic knowledge to continue to attend the course. From this
perspective students who miss more classes should be given less weight, not
more. However, the decision to weigh absent students up or down depends
on whether the effect of perceived quality on attendance or of attendance on
perceived quality is stronger. We do not deny that the latter could be present,
but we think the former dominates the latter and, thus, decided to give absent
students more weight.
12. However, it is possible that students drop out of too difficult courses. Unfortu-
nately, we cannot control for this process with our data.
13. It is worth mentioning that the average number of observations per individual is
rather small. In the fixed-effects context, this could lead to inconsistent esti-
mates (Cameron and Trivedi 2005). For that reason, we reestimated all fixed-
effects models for a subsample of person, for which 10 or more observations
were available. Our main results are qualitatively very similar to those in Tables
1 and 2.
14. To determine the exact functional form in our data, we estimated simple linear
regression models. We used a procedure suggested by Clauset, Shalizi, and
Newman (2009) to determine the cutoff point, which lies around a difference
in ranks of 5. We also followed their example when testing whether a maximum
likelihood approach yields better estimates (for a similar, but more comprehen-
sive application of power law analyses in the field of books, see Keuschnigg
2012).
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