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Abstract
Dyson’s Brownian motion model with the parameter β = 2, which we simply
call the Dyson model in the present paper, is realized as an h-transform of the
absorbing Brownian motion in a Weyl chamber of type A. Depending on initial
configuration with a finite number of particles, we define a set of entire functions
and introduce a martingale for a system of independent complex Brownian motions
(CBMs), which is expressed by a determinant of a matrix with elements given by
the conformal transformations of CBMs by the entire functions. We prove that the
Dyson model can be represented by the system of independent CBMs weighted by
this determinantal martingale. From this CBM representation, the Eynard-Mehta-
type correlation kernel is derived and the Dyson model is shown to be determinantal.
The CBM representation is a useful extension of h-transform, since it works also
in infinite particle systems. Using this representation, we prove the tightness of a
series of processes, which converges to the Dyson model with an infinite number of
particles, and the noncolliding property of the limit process.
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1
1 Introduction and Results
Dyson’s Brownian motion model is a one-parameter family of the systems of one-dimensional
Brownian motions with long-ranged repulsive interactions, whose strength is represented
by a parameter β > 0. The system solves the following stochastic differential equations
(SDEs),
dXi(t) = dBi(t) +
β
2
∑
1≤j≤n:
j 6=i
dt
Xi(t)−Xj(t) , 1 ≤ i ≤ n, t ∈ [0,∞), (1.1)
where Bi(t)’s are independent one-dimensional standard Brownian motions [3, 19]. In the
present paper we consider the case with β = 2, since in this special case the system is
realized by the following three processes [8, 9],
(i) the process of eigenvalues of Hermitian matrix-valued diffusion process in the Gaus-
sian unitary ensemble (GUE) [3, 16, 5],
(ii) the system of one-dimensional Brownian motions conditioned never to collide with
each other [6],
(iii) the harmonic transform of the absorbing Brownian motion in a Weyl chamber of
type An−1 [6],
W
A
n = {x ∈ Rn : x1 < x2 < · · · < xn},
with a harmonic function given by the Vandermonde determinant
h(x) =
∏
1≤i<j≤n
(xj − xi) = det
1≤i,j≤n
[
xi−1j
]
. (1.2)
In the family of particle systems (1.1), the case with β = 2 plays the role which is similar
to that of the three-dimensional (ν = 1/2) Bessel process in the family of Bessel processes
with parameter ν > −1 [13]. We call the case with β = 2 of Dyson’s Brownian motion
model simply the Dyson model in this paper.
Let M be the space of nonnegative integer-valued Radon measures on R, which is
a Polish space with the vague topology. Any element ξ of M can be represented as
ξ(·) =∑i∈I δxi(·) with a countable index set I and a sequence of points in R, x = (xi)i∈I
satisfying ξ(K) = ♯{xi : xi ∈ K} <∞ for any compact subset K ⊂ R. In this paper the
cardinality of a finite set S is denoted by ♯S. We call an element ξ of M an unlabeled
configuration, and a sequence x a labeled configuration. We write the restriction of
configuration in A ⊂ R as (ξ∩A)(·) =∑i∈I:xi∈A δxi(·), a shift of configuration by u ∈ R as
τuξ(·) =
∑
i∈I δxi+u(·), and a square of configuration as ξ〈2〉(·) =
∑
i∈I δx2i (·), respectively.
The set ofM-valued continuous functions defined on [0,∞) is denoted by C([0,∞)→M),
which has the topology of uniform convergence on any compact sets. For ξ ∈ M with
2
ξ(R) ∈ N ≡ {1, 2, . . .}, we introduce a one-parameter family of entire functions of z ∈ C
[15] parameterized by u ∈ C, {Φuξ (z) : u ∈ C}, in which
Φuξ (z) =
∏
r∈supp ξ∩{u}c
(
1− z − u
r − u
)ξ({r})
(1.3)
with supp ξ = {r ∈ R : ξ({r}) > 0}. The zero set of the function (1.3) is supp ξ ∩ {u}c.
With the SDEs (1.1), we consider the diffusion process Ξ(t) =
∑
i∈I δXi(t) in M and
the process under the initial configuration ξ =
∑
i∈I δxi ∈M is denoted by (Ξ(t),Pξ). We
write the expectation with respect to Pξ as Eξ. We introduce a filtration {F(t)}t∈[0,∞) on
the space C([0,∞) → M) defined by F(t) = σ(Ξ(s), s ∈ [0, t]). Let C0(R) be the set of
all continuous real-valued functions with compact supports. For any integer M ∈ N, a
sequence of times t = (t1, t2, . . . , tM) with 0 < t1 < · · · < tM ≤ T <∞, and a sequence of
functions f = (ft1 , ft2 , . . . , ftM ) ∈ C0(R)M , the moment generating function of multitime
distribution of (Ξ(t),Pξ) is defined by
Ψtξ [f ] ≡ Eξ
[
exp
{
M∑
m=1
∫
R
ftm(x)Ξ(tm, dx)
}]
. (1.4)
We put M0 = {ξ ∈ M : ξ({x}) ≤ 1 for any x ∈ R}. Since any element ξ of M0 is
determined uniquely by its support, it is identified with a countable subset {xi}i∈I of R.
When ξ =
∑
i∈I δui ∈M0, (1.3) gives
Φuiξ (uj) = δij , i, j ∈ I. (1.5)
For a finite index set I and u = (ui)i∈I, ui ∈ R, let Zi(t), t ≥ 0, i ∈ I be a sequence
of independent complex Brownian motions (CBMs) on a probability space (Ω,F ,Pu)
with Zi(0) = ui. We write the expectation with respect to Pu as Eu. The real part
and the imaginary part of Zi(t) are denoted by Vi(t) = ReZi(t) and Wi(t) = ImZi(t),
respectively, i ∈ I, which are independent one-dimensional standard Brownian motions.
For any sequences (ui)i∈I and x ∈ R, if we set ξ =
∑
i∈I δui ,
Φxξ (Zi(·)), i ∈ I are independent conformal local martingales, (1.6)
since Φxξ is an entire function. Each of them is a time change of a CBM [18]. When
ξ =
∑
i∈I δui ∈M0, combination of (1.5) and (1.6) gives, for 0 < t ≤ T <∞,
Eu[Φ
ui
ξ (Zj(t))] = Eu[Φ
ui
ξ (Zj(0))] = Φ
ui
ξ (uj) = δij , i, j ∈ I. (1.7)
A key observation for the present study is that the equality
det
1≤i,j≤ξ(R)
[
Φuiξ (zj)
]
=
h(z)
h(u)
(1.8)
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holds for any ξ =
∑ξ(R)
i=1 δui with ξ(R) ∈ N, u = (u1, . . . , uξ(R)) ∈ WAξ(R) and z =
(z1, . . . , zξ(R)) ∈ Cξ(R). This is proved as follows. Let ξ(R) = n and
H(u, z) = det
1≤i,j≤n
[ ∏
1≤k≤n:k 6=i
(uk − zj)
]
, u, z ∈ Cn.
Since H is a polynomial function with degree n(n − 1) satisfying the conditions that
H(u,u) = (−1)n(n−1)/2h(u)2, and H(u, z) = 0, if ui = uj or zi = zj for some i, j
with 1 ≤ i < j ≤ n, we find H(u, z) = (−1)n(n−1)/2h(u)h(z). (It is a special case
of the determinantal identity given as Lemma 2.2 in [14].) Since the LHS of (1.8) is
equal to (−1)n(n−1)/2H(u, z)/h(u)2 by definition (1.3) for ξ ∈ M0, we obtain (1.8). This
equality implies that from a harmonic function h(·) given by (1.2), we have a martingale
for a system of independent CBMs {Zi(·) : 1 ≤ i ≤ ξ(R)} in the determinantal form,
det1≤i,j≤ξ(R)[Φ
ui
ξ (Zj(·))].
Let 1(ω) be the indicator function of a condition ω; 1(ω) = 1 if ω is satisfied and
1(ω) = 0 otherwise, and Ip = {1, 2, . . . , p} for p ∈ N. The main theorem of the present
paper is the following.
Theorem 1.1 Suppose that ξ =
∑ξ(R)
i=1 δui ∈ M0 with ξ(R) ∈ N. Let 0 < t ≤ T < ∞.
For any F(t)-measurable bounded function F we have
Eξ
[
F
(
Ξ(·))] = Eu
F
ξ(R)∑
i=1
δVi(·)
 det
1≤i,j≤ξ(R)
[
Φuiξ (Zj(T ))
] . (1.9)
In particular, the moment generating function (1.4) is given by
Ψtξ [f ] =
ξ(R)∑
p=0
∑
(Jm)Mm=1
∫
WAp
ξ⊗p(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Vjm(tm)) det
i,j∈Ip
[
Φviξ (Zj(T ))
]]
,
(1.10)
where χtm(·) = eftm(·) − 1, 1 ≤ m ≤M , and the second summation in the right hand side
of the above equation runs over all J1, J2, . . . , JM ⊂ Ip with
M⋃
m=1
Jm = Ip.
We call the above results the complex Brownian motion (CBM) representations of the
Dyson model. In order to show the simplest application of this representation, we consider
the density function at a single time for (Ξ(t),Pξ) denoted by ρξ(t, x). It is defined as a
continuous function of x ∈ R for 0 < t ≤ T <∞ such that for any χ ∈ C0(R)
Eξ
[∫
R
χ(x)Ξ(t, dx)
]
=
∫
R
dxχ(x)ρξ(t, x). (1.11)
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By (1.7), the equality (1.9) gives the following expression for (1.11)∫
R
ξ(dv)Ev
[
χ(V (t))Φvξ(Z(t))
]
=
∫
R
ξ(dv)
∫
R
dx p0,t(v, x)
∫
R
dw p0,t(0, w)χ(x)Φ
v
ξ(x+
√−1w),
where ps,t(x, y) =
e−(y−x)
2/2(t−s)√
2π(t− s) , 0 ≤ s < t, x, y ∈ R, since V (0) = ReZ(0) = v ∈ supp ξ
and W (0) = ImZ(0) = 0. Then, if we define the function
Gs,t(x, y) =
∫
R
ξ(dv)p0,s(v, x)
∫
R
dw p0,t(0, w)Φ
v
ξ(y +
√−1w) (1.12)
for (x, y) ∈ R2, (s, t) ∈ (0, T ]2, we obtain the expression for the density function
ρξ(t, x) = Gt,t(x, x), x ∈ R, 0 < t ≤ T <∞
for any initial configuration ξ ∈ M0. The above calculation will be fully generalized and
the following formula can be derived from our CBM representations.
Corollary 1.2 Suppose that ξ ∈M0 with ξ(R) ∈ N. Let
Kξ(s, x; t, y) = Gs,t(x, y)− 1(s > t)pt,s(y, x). (1.13)
Then the moment generating function (1.10) for the multitime distribution is given by a
Fredholm determinant
Ψtξ [f ] = Det
(s,t)∈{t1,t2,...,tM}
2,
(x,y)∈R2
[
δstδx(y) +Kξ(s, x; t, y)χt(y)
]
. (1.14)
By definition of Fredholm determinant (see, for example, [5]) the moment generating
function (1.14) can be expanded with respect to χtm(·), 1 ≤ m ≤M , as
Ψtξ [f ] =
∑
Nm≥0,
1≤m≤M
∫
∏M
m=1 W
A
Nm
M∏
m=1
{
dx
(m)
Nm
Nm∏
i=1
χtm
(
x
(m)
i
)}
ρξ
(
t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
, (1.15)
with
ρξ
(
t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
= det
1≤i≤Nm,1≤j≤Nn,
1≤m,n≤M
[
Kξ(tm, x
(m)
i ; tn, x
(n)
j )
]
, (1.16)
where x
(m)
Nm
denotes (x
(m)
1 , . . . , x
(m)
Nm
) and dx
(m)
Nm
=
∏Nm
i=1 dx
(m)
i , 1 ≤ m ≤ M . The functions
ρξ’s are multitime correlation functions, and Ψ
t
ξ [f ] can be regarded as a generating func-
tion of them. The function Kξ given by (1.13) with (1.12) is thus called the correlation
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kernel [11]. In general, when the moment generating function for the multitime distribu-
tion is given by a Fredholm determinant, the process is said to be determinantal [9, 11].
The results by Eynard and Mehta reported in [4] for a multi-layer matrix model can be
regarded as the theorem that the Dyson model is determinantal for the special initial
configuration ξ = ξ(R)δ0, i.e., all particles are put at the origin, for any ξ(R) ∈ N. The
correlation kernel is expressed by using the Hermite orthogonal polynomials [17]. The
present authors proved that, for any fixed initial configuration ξ ∈ M with ξ(R) ∈ N, the
Dyson model (Ξ(t),Pξ) is determinantal, in which the correlation kernel is given by
Kξ(s, x; t, y) =
1
2π
√−1
∮
Γ(ξ)
dz p0,s(z, x)
∫
R
dw p0,t(w,−
√−1y)
× 1√−1w − z
∏
r∈supp ξ
(
1−
√−1w − z
r − z
)
− 1(s > t)pt,s(y, x), (1.17)
where Γ(ξ) is a closed contour on the complex plane C encircling the points in supp ξ
on the real line R once in the positive direction (Proposition 2.1 in [11]). In order to
derive (1.17), we used the integral representations of multiple Hermite polynomials given
by Bleher and Kuijlaars [2].
In the present paper, we assume ξ ∈ M0 preventing the initial configuration from
having any multiple points. This restriction is only for simplicity of calculation. (Note
that, if ξ ∈ M0, the Cauchy integrals in (1.17) can be readily performed and the ex-
pression (1.13) with (1.12) is obtained.) The fact that we would like to report here is
that, although the theory of (multiple-)orthogonal functions are very useful to analyze
determinantal processes [11, 10, 12], it is not necessary to deriving the Eynard-Mehta-type
determinantal expressions for multitime correlation functions. The essential point may be
the extension of h-transform to the conformal martingale of CBMs in the determinantal
form det1≤i,j≤ξ(R)[Φ
ui
ξ (Zj(·))], which we have named the CBM representation. In other
words, the proof of Corollary 1.2 will provide a probability-theoretical derivation of the
Eynard-Mehta-type correlation kernel.
We gave useful sufficient conditions of ξ in [11] so that the Dyson model is well defined
as a determinantal process even if ξ(R) =∞. For L > 0, α > 0 and ξ ∈M we put
M(ξ, L) =
∫
[−L,L]\{0}
ξ(dx)
x
, Mα(ξ, L) =
(∫
[−L,L]\{0}
ξ(dx)
|x|α
)1/α
,
and M(ξ) = lim
L→∞
M(ξ, L), Mα(ξ) = lim
L→∞
Mα(ξ, L), if the limits finitely exist. Then
(C.1) there exists C0 > 0 such that |M(ξ, L)| < C0, L > 0,
(C.2) (i) there exist α ∈ (1, 2) and C1 > 0 such that Mα(ξ) ≤ C1,
(ii) there exist β > 0 and C2 > 0 such that
M1(τ−a2ξ
〈2〉) ≤ C2(max{|a|, 1})−β ∀a ∈ supp ξ.
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It was shown that, if ξ ∈M0 satisfies the conditions (C.1) and (C.2), then for a ∈ R and
z ∈ C, Φaξ(z) ≡ lim
L→∞
Φaξ∩[a−L,a+L](z) finitely exists, and
|Φaξ(z)| ≤ C exp
{
c(|a|θ + |z|θ)
} ∣∣∣z
a
∣∣∣ξ({0}) ∣∣∣∣ aa− z
∣∣∣∣ , a ∈ supp ξ, z ∈ C, (1.18)
for some c, C > 0 and θ ∈ (max{α, (2 − β)}, 2), which are determined by the constants
C0, C1, C2 and the indices α, β in the conditions (Lemma 4.4 in [11]). We have noted
that in the case that ξ ∈ M0 satisfies the conditions (C.1) and (C.2) with constants
C0, C1, C2 and indices α and β, then ξ ∩ [−L, L], ∀L > 0 does as well. Hence we can
obtain the convergence of moment generating functions Ψtξ∩[−L,L][f ]→ Ψtξ [f ] as L→∞,
which implies the convergence of the probability measures Pξ∩[−L,L] → Pξ in L → ∞ in
the sense of finite dimensional distributions. Moreover, even if ξ(R) = ∞, Kξ given by
(1.13) with (1.12) is well-defined as a correlation kernel and dynamics of the Dyson model
with an infinite number of particles (Ξ(t),Pξ) exists as a determinantal process [11].
The CBM representation is indeed a non-trivial extension of h-transforms, since it
works also in infinite particle systems.
Corollary 1.3 Suppose that the initial configuration ξ ∈ M0 satisfies the conditions
(C.1) and (C.2). Then the expression (1.9) is valid also in the case with ξ(R) = ∞,
if F is represented as
F (Ξ(·)) = G
(∫
R
φ1(x)Ξ(t1, dx),
∫
R
φ2(x)Ξ(t2, dx), . . . ,
∫
R
φk(x)Ξ(tk, dx)
)
with φi ∈ C0(R), 1 ≤ i ≤ k and a polynomial function G on Rk, k ∈ N.
In order to demonstrate the usefulness of the CBM representations to characterize
infinite particle systems, we show that the following estimate is readily obtained from the
expression (1.9). Let C∞0 (R) be the set of all infinitely differentiable real functions with
compact supports.
Proposition 1.4 Suppose that the initial configuration ξ ∈ M0 satisfies the conditions
(C.1) and (C.2) with constants C0, C1, C2 and indices α, β. Then for any T > 0 and ϕ ∈
C∞0 (R) there exists a positive constant C = C(C0, C1, C2, α, β, T, ϕ), which is independent
of s, t, such that
Eξ
[ ∣∣∣∣∫
R
ϕ(x)Ξ(t, dx)−
∫
R
ϕ(x)Ξ(s, dx)
∣∣∣∣4
]
≤ C|t− s|2, ∀s, t ∈ [0, T ]. (1.19)
By a criterion of Kolmogorov (see, for example, [7, 1]), Proposition 1.4 implies that
the sequence of the process (Ξ(t),Pξ∩[−L,L]), L ∈ N is tight in C([0,∞) → M). Then we
can conclude the following.
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Theorem 1.5 Suppose that ξ ∈ M0 satisfies the conditions (C.1) and (C.2). Then the
process (Ξ(t),Pξ∩[−L,L]) converges to the process (Ξ(t),Pξ) weakly on C([0,∞) → M) as
L → ∞. In particular, the process (Ξ(t),Pξ) has a modification which is almost-surely
continuous on [0,∞) with Ξ(0) = ξ.
Finally in the present paper, we show that the noncolliding property of the Dyson
model with an infinite number of particles is obtained by using the CBM representations.
Proposition 1.6 Suppose that the initial configuration ξ ∈ M0 satisfies the conditions
(C.1) and (C.2). Then Pξ
[
Ξ(t) ∈M0, t > 0
]
= 1.
In the following five sections, we give the proofs of Theorem 1.1, Corollary 1.2, Corol-
lary 1.3, Proposition 1.4, and Proposition 1.6, respectively.
2 Proof of Theorem 1.1
For the proof of Theorem 1.1, it is sufficient to consider the case that F is given as
F (Ξ(·)) = ∏Mi=1 gi(X(ti)) for M ∈ N, 0 < t1 < · · · < tM ≤ T < ∞, with symmetric
bounded measurable functions gi on R
ξ(R), 1 ≤ i ≤ M . We give the proof for the case
with M = 2, i.e., for ξ =
∑ξ(R)
i=1 δui,u = (u1, . . . , uξ(R)) ∈WAξ(R)
Eξ [g1(X(t1))g2(X(t2))] = Eu
[
g1(V (t1))g2(V (t2)) det
1≤i,j≤ξ(R)
[
Φuiξ (Zj(T ))
]]
. (2.1)
The generalization for M > 2 is straightforward.
We use the fact that the Dyson model is obtained as an h-transform of the absorbing
Brownian motion in the Weyl chamber WAξ(R) [6]. Put τ = inf{t > 0 : V (t) /∈ WAξ(R)},
then the LHS of (2.1) is given by
Eu
[
1(τ > t2)g1(V (t1))g2(V (t2))
h(V (t2))
h(u)
]
. (2.2)
For a finite set S, we write the collection of all permutations of elements in S as S(S). In
particular, we express S(Ip) simply by Sp, p ∈ N. We put σ(u) = (uσ(1), . . . , uσ(ξ(R))) for
each permutation σ ∈ Sξ(R). We introduce the stopping times
τij = inf{t > 0 : Vi(t) = Vj(t)}, 1 ≤ i < j ≤ ξ(R). (2.3)
Let σij ∈ Sξ(R) be the permutation of (i, j). Note that if σij(u) = u, the processes V (t)
and σij(V (t)) are identical in distribution under the probability measure Pu. Then by
the strong Markov property of the process V (t) and by the fact that h is anti-symmetric
and g1, g2 are symmetric,
Eu
[
1(τ = τij ≤ t2)g1(V (t1))g2(V (t2))h(V (t2))
h(u)
]
= 0.
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Since Pu(τij = τi′j′) = 0 if (i, j) 6= (i′, j′), and τ = min
1≤i<j≤ξ(R)
τij ,
Eu
[
1(τ ≤ t2)g1(V (t1))g2(V (t2))h(V (t2))
h(u)
]
= 0.
Hence, (2.2) equals
Eu
[
g1(V (t1))g2(V (t2))
h(V (t2))
h(u)
]
. (2.4)
Then we use the equality (1.8) in (2.4). Note that Vi(t), 1 ≤ i ≤ ξ(R) and Wi(t), 1 ≤
i ≤ ξ(R) are independent. We can regard the probability space (Ω,F ,Pv) as a product
of two probability spaces (Ω1,F1,P1) and (Ω2,F2,P2), and Vi(t), 1 ≤ i ≤ ξ(R) are F1-
measurable and Wi(t), 1 ≤ i ≤ ξ(R) are F2-measurable. We write Eα for the expectation
with respect to Pα, α = 1, 2. We see
E2
[
h(Z(t))
]
= E2
[
det
1≤i,j≤ξ(R)
[
Zj(t)
i−1
]]
= det
1≤i,j≤ξ(R)
[
E2
[
Zj(t)
i−1
]]
,
where the independence of Zj(t), 1 ≤ j ≤ ξ(R), is used in the last equality. By bino-
mial expansion, E2[Zj(t)
i−1] = G(Vj(t)) with G(x) =
∑i−1
p=0
(
i−1
p
)
E2
[
(
√−1Wj(t))i−1−p
]
xp.
Since G(x) is a monic polynomial with degree i − 1, E2
[
h(Z(t))
]
= h(V (t)). Combining
the above results and the fact (1.6), we have (2.1).
For the proof of (1.10) with M = 2, we first prove that for any N1, N2 ∈ N∑
J1, J2⊂Iξ(R):
♯J1=N1,♯J2=N2
Eξ
[
2∏
m=1
∏
jm∈Jm
χtm(Xjm(tm))
]
=
N1+N2∑
p=1
∑
J1, J2⊂Ip:
♯J1=N1,♯J2=N2
J1∪J2=Ip
∫
WAp
ξ⊗p(dv)Ev
[
2∏
m=1
∏
jm∈Jm
χtm(Vjm(tm)) det
i,j∈Ip
[
Φviξ (Zj(T ))
]]
.
(2.5)
Applying (2.1) with gm(x) =
∑
Jm⊂Iξ(R):♯Jm=Nm
∏
jm∈Jm
χtm(xjm), m = 1, 2, we see that the LHS
of (2.5) equals
∑
J1,J2⊂Iξ(R):
♯J1=N1,♯J2=N2
Eu
[
2∏
m=1
∏
jm∈Jm
χtm(Vjm(tm)) det
i,j∈Iξ(R)
[
Φuiξ (Zj(T ))
]]
=
N1+N2∑
p=1
∑
J1, J2⊂Iξ(R):
♯(J1∪J2)=p,
♯J1=N1,♯J2=N2
Eu
[
2∏
m=1
∏
jm∈Jm
χtm(Vjm(tm)) det
i,j∈J1∪J2
[
Φuiξ (Zj(T ))
]]
,
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where we have used (1.7). We see the RHS of the last equation coincides with the RHS
of (2.5). By using relation
exp

2∑
m=1
ξ(R)∑
jm=1
ftm(xjm)
 =
2∏
m=1
ξ(R)∏
jm=1
{
χtm(xjm) + 1
}
=
∑
J1, J2⊂Iξ(R)
2∏
m=1
∏
jm∈Jm
χtm(xjm),
the equality (1.10) with M = 2 is readily derived form (2.5). By the similar argument,
(1.10) is concluded from (1.9) for any M > 2. ✷
3 Proof of Corollary 1.2
Since the Fredholm determinant (1.14) is explicitly given by (1.15) with (1.16), (1.10)
in Theorem 1.1 implies that, for proof of Corollary 1.2, it is enough to show that the
following equality is established for any M ∈ N, (N1, . . . , NM) ∈ NM∫
∏M
m=1 W
A
Nm
M∏
m=1
{
dx
(m)
Nm
Nm∏
i=1
χtm
(
x
(m)
i
)}
det
1≤i≤Nm,1≤j≤Nn,
1≤m,n≤M
[
Kξ(tm, x
(m)
i ; tn, x
(n)
j )
]
=
N∑
p=1
∑
♯Jm=Nm,
1≤m≤M :⋃M
m=1 Jm=Ip
∫
WAp
ξ⊗p(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Vjm(tm)) det
i,j∈Ip
[
Φviξ (Zj(T ))
]]
.
(3.1)
If we take the summation of (3.1) over all 0 ≤ Nm ≤ ξ(R), 1 ≤ m ≤ M , the LHS gives
(1.15) with (1.16) and the RHS does (1.10). In this section we will prove (3.1). So in the
following, we fix M ∈ N, (N1, . . . , NM) ∈ NM .
Let I(1) = IN1 and I
(m) = I∑m
k=1Nk
\ I∑m−1
k=1 Nk
, 2 ≤ m ≤ M . Put N = ∑Mm=1Nm and
τi =
∑M
m=1 tm1(i ∈ I(m)), 1 ≤ i ≤ N . Then the integrand in the LHS of (3.1) is simply
written as
N∏
i=1
χτi(xi) det
1≤i,j≤N
[Kξ(τi, xi; τj , xj)], and the integral
∫
∏M
m=1 W
A
Nm
∏M
m=1 dx
(m)
Nm
(·)
can be replaced by {∏Mm=1Nm!}−1 ∫RN dx (·). The determinant is defined using the notion
of permutations and we note that any permutation σ ∈ SN can be decomposed into a
product of cycles. Let the number of cycles in the decomposition be ℓ(σ) and express σ by
σ = c1c2 · · · cℓ(σ), where cλ denotes a cyclic permutation cλ = (cλ(1)cλ(2) · · · cλ(qλ)), 1 ≤
qλ ≤ N, 1 ≤ λ ≤ ℓ(σ). For each 1 ≤ λ ≤ ℓ(σ), we write the set of entries {cλ(i)}qλi=1
of cλ simply as {cλ}, in which the periodicity cλ(i + qλ) = cλ(i), 1 ≤ i ≤ qλ is assumed.
By definition, for each 1 ≤ λ ≤ ℓ(σ), cλ(i), 1 ≤ i ≤ qλ are distinct indices chosen from
IN , {cλ} ∩ {cλ′} = ∅ for 1 ≤ λ 6= λ′ ≤ ℓ(σ), and
∑ℓ(σ)
λ=1 qλ = N . The determinant
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det
1≤i,j≤N
[Kξ(τi, xi; τj , xj)] is written as
∑
σ∈SN
(−1)N−ℓ(σ)
ℓ(σ)∏
λ=1
qλ∏
i=1
Kξ(τcλ(i), xcλ(i); τcλ(i+1), xcλ(i+1))
=
∑
σ∈SN
(−1)N−ℓ(σ)
ℓ(σ)∏
λ=1
qλ∏
i=1
{
Gτcλ(i),τcλ(i+1)(xcλ(i), xcλ(i+1))
−1(τcλ(i) > τcλ(i+1))pτcλ(i+1),τcλ(i)(xcλ(i+1), xcλ(i))
}
, (3.2)
where the definition (1.13) of the correlation kernelKξ is used. In order to express binomial
expansions for (3.2), we introduce the following notations: For each cyclic permutation
cλ, we consider a subset of {cλ}, C(cλ) =
{
cλ(i) ∈ {cλ} : τcλ(i) > τcλ(i+1)
}
. Choose Mλ
such that {cλ} \ C(cλ) ⊂Mλ ⊂ {cλ}, and define Mcλ = {cλ} \Mλ. Therefore if we put
G(cλ,Mλ) =
∫
R{cλ}
qλ∏
i=1
{
dxcλ(i) χτcλ(i)(xcλ(i))pτcλ(i+1),τcλ(i)(xcλ(i+1), xcλ(i))
1(cλ(i)∈M
c
λ)
×Gτcλ(i),τcλ(i+1)(xcλ(i), xcλ(i+1))
1(cλ(i)∈Mλ)
}
, (3.3)
the LHS of (3.1) is expanded as
1∏M
m=1Nm!
∑
σ∈SN
(−1)N−ℓ(σ)
ℓ(σ)∏
λ=1
∑
Mλ:
{cλ}\C(cλ)⊂Mλ⊂{cλ}
(−1)♯McλG(cλ,Mλ). (3.4)
From now on, we will explain how to rewrite G(cλ,Mλ) until (3.8). We note that if we
set
F ({xcλ(j) : cλ(j) ∈Mcλ})
=
∫
RMλ
∏
i:cλ(i)∈Mλ
{
dxcλ(i) χτcλ(i)(xcλ(i))Gτcλ(i),τcλ(i+1)(xcλ(i), xcλ(i+1))
}
×
∏
j:cλ(j)∈M
c
λ
pτcλ(j+1),τcλ(j)(xcλ(j+1), xcλ(j)), (3.5)
which is the integral over RMλ , then (3.3) is obtained by performing the integral of it over
RM
c
λ = R{cλ} \ RMλ ,
G(cλ,Mλ) =
∫
R
Mc
λ
∏
j:cλ(j)∈M
c
λ
{
dxcλ(j)χτcλ(j)(xcλ(j))
}
F ({xcλ(j) : cλ(j) ∈Mcλ}). (3.6)
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In (3.5), use the integral representation (1.12) for Gτcλ(i),τcλ(i+1)(xcλ(i), xcλ(i+1)) by putting
the integral variables to be v = vcλ(i) and w = wcλ(i+1). We obtain
F ({xcλ(j) : cλ(j) ∈Mcλ})
=
∫
RMλ
∏
i:cλ(i)∈Mλ
ξ(dvcλ(i))
∫
RMλ
∏
i:cλ(i)∈Mλ
{
dxcλ(i)p0,τcλ(i)(vcλ(i), xcλ(i))χτcλ(i)(xcλ(i))
}
×
∫
RMλ
∏
i:cλ(i)∈Mλ
{
dwcλ(i+1)p0,τcλ(i+1)(0, wcλ(i+1))Φ
vcλ(i)
ξ (xcλ(i+1) +
√−1wcλ(i+1))
}
×
∏
j:cλ(j)∈M
c
λ
pτcλ(j+1),τcλ(j)(xcλ(j+1), xcλ(j)).
=
∫
RMλ
∏
i:cλ(i)∈Mλ
ξ(dvcλ(i))Ev
[ ∏
i:cλ(i)∈Mλ
{
χτcλ(i)(Vcλ(i)(τcλ(i)))
×Φvcλ(i)ξ (Zcλ(i+1)(τcλ(i+1)))1(cλ(i+1)∈Mλ)
×Φvcλ(i)ξ (xcλ(i+1) +
√−1Wcλ(i+1)(τcλ(i+1)))1(cλ(i+1)∈M
c
λ)
}
×
∏
j:cλ(j)∈M
c
λ
{
pτcλ(j+1),τcλ(j)(Vcλ(j+1)(τcλ(j+1)), xcλ(j))
1(cλ(j+1)∈Mλ)
×pτcλ(j+1),τcλ(j)(xcλ(j+1), xcλ(j))
1(cλ(j+1)∈M
c
λ)
}]
.
Using Fubini’s theorem, (3.6) is given by∫
RMλ
∏
i:cλ(i)∈Mλ
ξ(dvcλ(i))Ev
[ ∏
i:cλ(i)∈Mλ
χτcλ(i)(Vcλ(i)(τcλ(i)))
×
∏
i:cλ(i),cλ(i+1)∈Mλ
Φ
vcλ(i)
ξ (Zcλ(i+1)(τcλ(i+1)))
×
∫
R
Mc
λ
∏
j:cλ(j)∈M
c
λ
{
dxcλ(j)χτcλ(j)(xcλ(j))
}
×
∏
j:cλ(j)∈M
c
λ,cλ(j+1)∈Mλ
pτcλ(j+1),τcλ(j)(Vcλ(j+1)(τcλ(j+1)), xcλ(j))
×
∏
j:cλ(j),cλ(j+1)∈M
c
λ
pτcλ(j+1),τcλ(j)(xcλ(j+1), xcλ(j))
×
∏
i:cλ(i)∈Mλ,cλ(i+1)∈M
c
λ
Φ
vcλ(i)
ξ (xcλ(i+1) +
√−1Wcλ(i+1)(τcλ(i+1)))
]
. (3.7)
For each 1 ≤ i ≤ qλ with cλ(i) ∈ Mλ, we define i = min{j > i : cλ(j) ∈ Mλ} and
i = max{j < i : cλ(j) ∈ Mλ}. Then we perform integration over xcλ(j)’s for cλ(j) ∈ Mcλ
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before taking the expectation Ev. That is, integrals over xcλ(j)’s with indices in intervals
i < j < i for all i, s.t. cλ(i) ∈Mλ are done. For each i, s.t. cλ(i) ∈Mλ, if i < i− 1,
χτcλ(i)(Vcλ(i)(τcλ(i)))
i−1∏
j=i+1
∫
R
dxcλ(j)χτcλ(j)(xcλ(j))pτcλ(i),τcλ(i−1)(Vcλ(i)(τcλ(i)), xcλ(i−1))
×
i−1∏
k=i+2
pτcλ(k),τcλ(k−1)(xcλ(k), xcλ(k−1))Φ
vcλ( i )
ξ (xcλ(i+1) +
√−1Wcλ(i+1)(τcλ(i+1)))
coincides with the conditional expectation of
i∏
j=i+1
χτcλ(j)(Vcλ(i)(τcλ(j)))Φ
vcλ( i )
ξ (Vcλ(i)(τcλ(i+1)) +
√−1Wcλ(i+1)(τcλ(i+1))).
with respect to Ev[·|Vcλ(i),Wcλ(i+1)]. Since Wi(·), i ∈ {cλ} are i.i.d. random variables
which are independent of Vi(·), i ∈ {cλ}, Vcλ(i)(τcλ(i+1)) +
√−1Wcλ(i+1) (τcλ(i+1)) has the
same distribution as Vcλ(i)(τcλ(i+1)) +
√−1Wcλ(i)(τcλ(i+1)) = Zcλ(i)(τcλ(i+1)).
Since
∏
i:cλ(i)∈Mλ
Φ
vcλ( i )
ξ (Zcλ(i)(τcλ(i+1))) =
∏
i:cλ(i)∈Mλ
Φ
vcλ(i)
ξ (Zcλ( i )(τcλ(i+1))), (3.7) is equal
to∫
RMλ
∏
i:cλ(i)∈Mλ
ξ(dvcλ(i))Ev
 ∏
i:cλ(i)∈Mλ
i∏
j=i+1
χτcλ(j)(Vcλ(i)(τcλ(j)))Φ
vcλ(i)
ξ (Zcλ( i )(τcλ(i+1)))
 .
Using only the entries ofMλ, we can define a subcycle ĉλ of cλ uniquely as follows: Since cλ
is a cyclic permutation, q̂λ ≡ ♯Mλ ≥ 1. Let i1 = min{1 ≤ i ≤ qλ : cλ(i) ∈Mλ}. If q̂λ ≥ 2,
define ij+1 = ij , 1 ≤ j ≤ q̂λ−1. Then ĉλ = (ĉλ(1)ĉλ(2) · · · ĉλ(q̂λ)) ≡ (cλ(i1)cλ(i2) · · · c(iq̂λ)).
Moreover, we decompose the set Mλ into M subsets, Mλ =
⋃M
m=1 J
λ
m, by letting
Jλm = J
λ
m(cλ,Mλ) =
{
cλ(i) ∈Mλ : i <∃ j ≤ i, s.t. cλ(j) ∈ I(m)
}
, 1 ≤ m ≤M.
Note that by definition Jλm∩Jλm′ 6= ∅, m 6= m′ in general, and Jλ1 = IN1 ∩Mλ = IN1 ∩{cλ},
Jλm ⊂ I∑mk=1Nk for 2 ≤ m ≤ M , Jλm ∩ I(k) ⊂ Jλk for 1 ≤ k < m ≤ M . Finally we arrive at
the following expression of G(cλ,Mλ),∫
RMλ
∏
i:cλ(i)∈Mλ
ξ(dvcλ(i)) Ev
 M∏
m=1
∏
jm∈Jλm
χtm(Vjm(tm))
q̂λ∏
i=1
Φ
vĉλ(i)
ξ (Zĉλ(i+1)(T ))
 , (3.8)
where the martingale property (1.6) is used. Let M ≡ ⋃ℓ(σ)λ=1Mλ. Since N −∑ℓ(σ)λ=1 ♯Mcλ =
♯M, the LHS of (3.1), which is written as (3.4), becomes now
1∏M
m=1Nm!
∑
σ∈SN
∑
M:
IN\
⋃ℓ(σ)
λ=1 C(cλ)⊂M⊂IN
(−1)♯M−ℓ(σ)
∫
RM
ℓ(σ)∏
λ=1
∏
i:cλ(i)∈Mλ
ξ(dvcλ(i))
×Ev
ℓ(σ)∏
λ=1

M∏
m=1
∏
jm∈Jλm
χtm(Vjm(tm))
q̂λ∏
i=1
Φ
vĉλ(i)
ξ (Zĉλ(i+1)(T ))

 . (3.9)
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We define σ̂ ≡ ĉ1ĉ2 · · · ĉℓ(σ) and Jm ≡
⋃ℓ(σ)
λ=1 J
λ
m, 1 ≤ m ≤ M . Note that ℓ(σ̂) = ℓ(σ).
The obtained (Jm)
M
m=1’s form a collection of series of index sets satisfying the following
conditions, which we write as J ({Nm}Mm=1):
(C.J) J1 = IN1, Jm ⊂ I∑mk=1Nk for 2 ≤ m ≤ M , Jm ∩ I(k) ⊂ Jk for 1 ≤ k < m ≤ M ,
and
♯Jm = Nm for 1 ≤ m ≤ M .
For each (Jm)
M
m=1 ∈ J ({Nm}Mm=1), we put A1 = 0 and Am = ♯(Jm∩I∑m−1
k=1 Nk
) = ♯(Jm∩⋃m−1
k=1 Jk), 2 ≤ m ≤ M . Then, if we put M =
⋃M
m=1 Jm, ♯M =
∑M
m=1(Nm − Am), which
means that from the original index set IN =
⋃M
m=1 I
(m) with ♯I(m) = Nm, 1 ≤ m ≤ M ,
we obtain a subset M by eliminating Am elements at each level 1 ≤ m ≤ M . By this
reduction, we obtain σ̂ ∈ S(M) from σ ∈ SN . It implies that, for all σ̂ ∈ S(M), the
number of σ’s in SN which give the same σ̂ and (Jm)Mm=1 by this reduction is given by∏M
m=1Am!, where 0! ≡ 1. Then (3.9) is equal to∑
M:
maxm{Nm}≤♯M≤N
∑
(Jm)Mm=1⊂J ({Nm}
M
m=1):⋃M
m=1 Jm=M
∏M
m=1Am!∏M
m=1Nm!
∑
σ̂∈S(M)
(−1)♯M−ℓ(σ̂)
×♯M!
∫
WA
♯M
ξ⊗M(dv)Ev
 M∏
m=1
∏
jm∈Jm
χtm(Vjm(tm))
ℓ(σ̂)∏
λ=1
q̂λ∏
i=1
Φ
vĉλ(i)
ξ (Zĉλ(i+1)(T ))

=
∑
M:
maxm{Nm}≤♯M≤N
∑
(Jm)Mm=1⊂J ({Nm}
M
m=1):⋃M
m=1 Jm=M
♯M!
M∏
m=1
Am!
Nm!
×
∫
WA
♯M
ξ⊗M(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Vjm(tm)) det
i,j∈M
[
Φviξ (Zj(T ))
]]
. (3.10)
Assume maxm{Nm} ≤ p ≤ N , 0 ≤ Am ≤ Nm, 2 ≤ m ≤M and set A1 = 0. Consider
Λ1 =
{
(Jm)
M
m=1 ⊂ J ({Nm}Mm=1) : ♯(
M⋃
m=1
Jm) = p,
♯(Jm ∩
m−1⋃
k=1
Jk) = Am, 2 ≤ m ≤M
}
,
Λ2 =
{
(Jm)
M
m=1 : ♯Jm = Nm, 1 ≤ m ≤M,
M⋃
m=1
Jm = Ip,
♯(Jm ∩
m−1⋃
k=1
Jk) = Am, 2 ≤ m ≤M
}
.
Since the CBMs are i.i.d. in Pv , the integral in (3.10) has the same value for all (Jm)
M
m=1 ∈
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Λ1 with
⋃M
m=1 Jm = M and it is also equal to∫
WAp
ξ⊗p(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Vjm(tm)) det
i,j∈Ip
[
Φviξ (Zj(T ))
]]
for all (Jm)
M
m=1 ∈ Λ2. In Λ1, for each 2 ≤ m ≤ M , Am elements in Jm are chosen from⋃m−1
k=1 Jk, in which ♯(
⋃m−1
k=1 Jk) =
∑m−1
k=1 (Nk −Ak), and the remaining Nm −Am elements
in Jm are from I
(m) with ♯I(m) = Nm. Then
♯Λ1 =
M∏
m=2
(∑m−1
k=1 (Nk − Ak)
Am
)(
Nm
Nm − Am
)
.
In Λ2, on the other hand, N1 elements in J1 is chosen from Ip, and then for each 2 ≤
m ≤M , Am elements in Jm are chosen from
⋃m−1
k=1 Jk with ♯(
⋃m−1
k=1 Jk) =
∑m−1
k=1 (Nk−Ak)
and the remaining Nm−Am elements in Jm are from Ip \
⋃m−1
k=1 Jk with ♯(Ip \
⋃m−1
k=1 Jk) =
p−∑m−1k=1 (Nk − Ak). Then
♯Λ2 =
(
p
N1
) M∏
m=2
(∑m−1
k=1 (Nk − Ak)
Am
)(
p−∑m−1k=1 (Nk −Ak)
Nm −Am
)
.
Since
∑M
m=1(Nm−Am) = p, we see ♯Λ2/♯Λ1 = p!
∏M
m=1Am!/Nm!. Then (3.10) is equal to
the RHS of (3.1) and the proof is completed. ✷
4 Proof of Corollary 1.3
We consider the case that k = 1 and G(x) = xq, q ∈ N. (The argument will be easily
extended to general polynomials of order q.) We introduce a map π form
⊕∞
n=1R
n to⊕∞
p=1W
A
p such that
π(w1, w2, . . . , wn) = (v1, v2, . . . , vp), where {wi}ni=1 = {vi}pi=1.
We also introduce the functions p(w) = ♯{wi}ni=1, and ai(w) = ♯{j : wj = (πw)i}, i ∈
Ip(w). Then in case ξ(R) <∞ the CBM representation (1.9) gives
Eξ
[
F
(
Ξ(·))] = Eu
ξ(R)∑
i=1
φ1(Vi(t1))
q det
1≤i,j≤ξ(R)
[
Φuiξ (Zj(T ))
]
=
∫
Rq
ξ⊗q(dw)Eπw
p(w)∏
i=1
φ1(Vi(t1))
ai(w) det
i,j∈Ip(w)
[
Φ
(πw)i
ξ (Zj(T ))
]
=
q∑
p=1
∑
ai∈N,i∈Ip:∑p
i=1 ai=q
(
q
a1, a2, . . . , ap
)∫
WAp
ξ⊗p(dv)Ev
[
p∏
i=1
φ1(Vi(t1))
ai det
i,j∈Ip
[
Φviξ (Zj(T ))
]]
.
(4.1)
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Here we used the fact that for v ∈WAp , ai ∈ N, 1 ≤ i ≤ p,
∑p
i=1 ai = q,
♯
{
w ∈ Rq : πw = v, ai(w) = ai, 1 ≤ i ≤ p
}
=
q!
a1!a2! · · · ap! ≡
(
q
a1, a2, . . . , ap
)
,
and the equality in the measure ξ⊗p(dv)
Ev
[
p∏
i=1
φ1(Vi(t1))
ai det
1≤i,j≤ξ(R)
[
Φviξ (Zj(T ))
]]
= Ev
[
p∏
i=1
φ1(Vi(t1))
ai det
i,j∈Ip
[
Φviξ (Zj(T ))
]]
, (4.2)
which holds for any p ≤ ξ(R) by (1.7). Note that the equality (4.2) is valid also in the
case that ξ(R) =∞ under the conditions (C.1) and (C.2).
By the bound (1.18) obtained from the conditions (C.1) and (C.2), we can prove the
uniform integrability of the functions
p∏
i=1
φ1(Vi(t1))
ai1(|vi| ≤ L) det
i,j∈Ip
[
Φviξ (Zj(T ))
]
, L ∈ N,
with respect to the measure ξ⊗p(dv)Pv . Then from (4.1) we conclude that
lim
L→∞
Eξ∩[−L,L]
[
F
(
Ξ(·))] = q∑
p=1
∑
ai∈N,i∈Ip:∑p
i=1 ai=q
(
q
a1, a2, . . . , ap
)
×
∫
WAp
ξ⊗p(dv)Ev
[
p∏
i=1
φ1(Vi(t1))
ai det
i,j∈Ip
[
Φviξ (Zj(T ))
]]
. (4.3)
This is a realization of the RHS of (1.9), when F (
∑ξ(R)
i=1 δVi(·)) = (
∑ξ(R)
i=1 φ1(Vi(t1)))
q. If q
is finite, q ∈ N, the sizes of matrices for the determinants in (1.9) can be reduced from
ξ(R) to p with 1 ≤ p ≤ q as in (4.3). Then, even if ξ(R) = ∞, we needn’t deal with
infinite-dimensional determinants. Generalization for k ≥ 2 is straightforward. ✷
5 Proof of Proposition 1.4
Suppose that the initial configuration ξ ∈ M0 satisfies the conditions (C.1) and (C.2)
with constants C0, C1, C2 and indices α, β. From the proof of Corollary 1.3 given in the
previous section, we see that the LHS of (1.19) is given by
4∑
p=1
∫
WAp
ξ⊗p(dv)Ev
[
Fp
((
ϕ(Vi(t))− ϕ(Vi(s))
)
i∈Ip
)
det
1≤i,j≤p
[
Φviξ (Zj(T ))
]]
with F1(x1) = x
4
1, F2(x2) = 6x
2
1x
2
2 +4x1x2(x
2
1 + x
2
2), F3(x3) = 12x1x2x3(x1 + x2+ x3) and
F4(x4) = 24x1x2x3x4. Then Proposition 1.4 is concluded from the following estimate.
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Lemma 5.1 Let {ai}pi=1 be a sequence of positive integers with length p ∈ N. Then for
any T > 0 and ϕ ∈ C∞0 (R) there exists a positive constant C = C(C0, C1, C2, α, β, T, ϕ),
which is independent of s, t, such that∫
WAp
ξ⊗p(dv)Ev
[
p∏
i=1
(
ϕ(Vi(t))− ϕ(Vi(s))
)ai
det
1≤i,j≤p
[
Φviξ (Zj(T ))
]]
≤ C|t− s|
∑p
i=1 ai/2, ∀s, t ∈ [0, T ]. (5.1)
Proof. Choose L ∈ N so that supp ϕ ⊂ [−L, L], and put 1L(x, y) = 0, if |x| > L and
|y| > L, and 1L(x, y)=1, otherwise. By the Schwartz inequality the LHS of (5.1) is
bounded from the above by∫
WAp
ξ⊗p(dv)Ev
[
p∏
i=1
(
ϕ(Vi(t))− ϕ(Vi(s))
)2ai]1/2
Ev
[
p∏
i=1
1L(Vi(s), Vi(t))
]1/4
×Ev
[(
det
1≤i,j≤p
[
Φviξ (Zj(T ))
])4]1/4
.
Since Vi(t), i ∈ N are independent Brownian motions, Ev[
∏p
i=1(ϕ(Vi(t))−ϕ(Vi(s)))2ai ] ≤
c1|t− s|
∑p
i=1 ai and Ev [
∏p
i=1 1L(Vi(s), Vi(t))] ≤ c2e−c
′
2
∑p
i=1 |vi|
2
, ∀s, t ∈ [0, T ], with positive
constants c1, c2, c
′
2, which are independent of s, t. And from the estimate (1.18) we have
Ev
[(
det
1≤i,j≤p
[
Φviξ (Zj(T ))
])4]1/4
≤ c3 exp
{
c′3
p∑
i=1
|vi|θ
}
with positive constants c3, c
′
3 and θ ∈ (max{α, (2−β)}, 2). Combining the above estimates
with the fact that, for any c, c′ > 0,
∫
R
ξ(dv)ec|v|
θ−c′|v|2 < ∞, which is derived from the
condition (C.2) (i) and the fact θ < 2, we obtain the lemma. ✷
6 Proof of Proposition 1.6
Let τ = inf{t > 0 : Ξ(t) /∈M0} and τij be defined by (2.3). From the CBM representation
(1.9), for any ξ ∈M0 with ξ(R) ∈ N,
Pξ
[
τ ≤ T
]
≤ Eu
 ∑
1≤i<j≤ξ(R)
1(τij ≤ T ) det
1≤i,j≤ξ(R)
[
Φuiξ (Zj(T ))
]
=
∫
WA2
ξ⊗2(dv) Ev
[
1(τ12 ≤ T ) det
1≤i,j≤2
[
Φviξ (Zj(T ))
]]
. (6.1)
Since θ in (1.18) is strictly less than 2, and the constants and the indices in the conditions
for the configurations ξ ∩ [−L, L] can be taken to be independent of L > 0,
lim
L→∞
Φaξ∩[−L,L](Z1(t)) = Φ
a
ξ (Z1(t)) in L
k(Ω,Pv)
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holds for any k ∈ N. Hence, the inequality (6.1) holds for ξ ∈ M0 under the conditions
(C.1) and (C.2). By the strong Markov property of CBM started at v ∈WA2
Ev
[
1(τ12 ≤ T ) det
1≤i,j≤2
[
Φviξ (Zj(T ))
]]
= Ev
[
1(τ12 ≤ T )EZ(τ12)
[
det
1≤i,j≤2
[
Φviξ (Zj(T − τ12))
]]]
.
By the martingale property of Φviξ (Zj(T )) we can apply the optional stopping theorem
and show that the RHS of the above equation coincides with
Ev
[
1(τ12 ≤ T ) det
1≤i,j≤2
[
Φviξ (Zj(τ12))
]]
= E1
[
1(τ12 ≤ T )E2
[
det
1≤i,j≤2
[
Φviξ (Zj(τ12))
]]]
=
√−1
v1 − v2
∏
r∈supp ξ\{v1,v2}
1
(r − v1)(r − v2)
×E1
[
1(τ12 ≤ T )E2
[(
W1(τ12)−W2(τ12)
) ∏
k=1,2
G
(
Vk(τ12),Wk(τ12)
)]]
,
where G(v, w) =
∏
r∈supp ξ\{v1,v2}
(r − v − √−1w), and the fact that V1(τ12) = V2(τ12)
almost surely was used in the last equality. Since Wk(τ12), k = 1, 2 are i.i.d. under P2, we
have E2
[(
W1(τ12)−W2(τ12)
)∏
k=1,2G
(
Vk(τ12),Wk(τ12)
)]
= 0. This completes the proof.
✷
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