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Micron-sized particles moving through solution in re-
sponse to self-generated chemical gradients serve as model
systems for studying active matter. Their far-reaching
potential applications will require the particles to sense
and respond to their local environment in a robust man-
ner. The self-generated hydrodynamic and chemical fields,
which induce particle motion, probe and are modified
by that very environment, including confining bound-
aries. Focusing on a catalytically active Janus particle as a
paradigmatic example, we predict that near a hard planar
wall such a particle exhibits several scenarios of motion:
reflection from the wall, motion at a steady-state orienta-
tion and height above the wall, or motionless, steady “hov-
ering.” Concerning the steady states, the height and the
orientation are determined both by the proportion of cat-
alyst coverage and the interactions of the solutes with the
different “faces” of the particle. Accordingly, we propose
that a desired behavior can be selected by tuning these
parameters via a judicious design of the particle surface
chemistry.
Autonomous microscopic agents moving through confined,
liquid-filled spaces are envisioned as a key component of fu-
ture lab-on-a-chip and drug delivery systems.1 Chemically ac-
tive Janus particles offer a realization of such agents. A Janus
“micromotor” works by catalytically activating, over a frac-
tion of its surface, chemical reactions in the surrounding so-
lution. The resulting chemical gradients can drive directed
motion through a variety of mechanisms: self-electrophoresis,
in which ionic currents drive the motion, of bi-metallic
particles;‡ 2,3 bubble propulsion, in particular for active tubes
covered on the inside by a catalyst;6 and self-diffusiophoresis,
in which the reaction product is electrically neutral, such as for
silica or polystyrene spheres covered by platinum.7–10 Recent
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reviews catalog and detail these and other propulsion mech-
anisms.11–13 Janus micromotors have been harnessed for ap-
plications such as transportation of inert cargo10 and environ-
mental remediation.14
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Fig. 1 (a) Schematic diagram of the model system. A sphere of
radius R has a surface which is partially catalytic (black) and
partially inert (grey). The extent of the catalytic cap is parametrized
by χ0 ≡ − cos(ψ). Green discs indicate a diffusing chemical
product. The system is bounded by an inert wall. The height h and
the orientation angle θ specify the configuration of the sphere. (b)
Phase plane for half coverage by catalyst (χ0 = 0) of the Janus
particle, where the color encodes Uy/U0. (c) A typical trajectory of
such a Janus particle. The initial configuration is h0/R = 5 and
θ0 = 120
◦, which is indicated in (b) with the symbol .
Recently, several studies have sought to isolate and under-
stand the role of confinement in determining the particle mo-
tion. The behavior upon collisions with the confining bound-
aries was explored in experiments using particles moving in
microchannels. Significant motion of Janus particles along
the microchannel walls was observed, with subsequent detach-
ment attributed to reorientation of the particle due to thermal
noise.15,16 Bi-metallic swimming rods have been observed to
orbit around stationary spherical colloids. This behavior has
been semi-quantitatively captured via lubrication analysis.17
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In two dimensions, the scenarios of a particle hitting or es-
caping from a wall are captured by the “Janus active disc”
model analyzed in Ref. 18. For certain geometrical config-
urations and model Janus particles, such as a spherical parti-
cle in the center of a spherical cavity19 or a dimer translat-
ing along the axis of a square tube in a Poiseuille flow,20 the
dependence of the particle velocity on the characteristic size
of the confinement was obtained via analytical or numerical
calculations. For the case of “mechanical swimmers,” mod-
eling micro-organisms which move via shape changes, it was
shown theoretically that when motion occurs near a bound-
ary, hydrodynamic interactions can induce a rich dynamical
behavior similar to that observed for bacteria21–24 and robotic
swimmers.25
Here, we investigate self-diffusiophoresis of a catalytically
active spherical Janus particle near a planar boundary. The
particle “senses” and responds to the presence of the boundary
via the chemical and hydrodynamic fields it creates. Chemi-
cally, the particle effectively releases a solute from a catalytic
region of its surface. The resulting anisotropic distribution of
solute drives a surface flow in a thin layer surrounding the
particle, leading to directed motion.7,8,12,26,27 The wall is im-
penetrable to the solute, modifying the solute number density
at the particle surface. Hydrodynamically, the particle creates
disturbance flows in the fluid, and these flows are reflected
by the no-slip boundary, coupling back to the particle. The
issue is to understand how this relation between sensing and
response depends on the surface chemistry of the particle.
Here, we demonstrate that qualitatively distinct dynamics
can be evoked by varying certain particle design parameters:
(i) the proportion of catalyst coverage, (ii) the repulsive or at-
tractive character of the solute-particle interactions, and (iii)
the relative strength of the interactions of the solute with the
catalytic and inert particle faces. In particular, for high catalyst
coverage and identical repulsive interactions a particle attains
a stable state in which it slides along the wall at a fixed height
and orientation. Similar dynamics may be obtained for moder-
ate catalyst coverage, but stronger repulsion of the solute from
the catalytic than from the inert face. For very high catalyst
coverage and repulsive interactions, a particle attains a stable
hovering state in which it acts as a stationary micropump. We
develop simple quantitative models which shed light on the
physical mechanisms sustaining these steady states. We antic-
ipate that these findings can be used in microfluidic devices to
create robust and predictable motion of active particles either
away from or near walls.
As shown in Fig. 1(a), we consider a spherical particle of
radius R. The particle is covered by a catalyst over a spherical
cap region parametrized by χ0 = − cos(ψ) (black segment
in Fig. 1). The sphere is suspended in a Newtonian liquid so-
lution bounded by a chemically inert planar wall located at
z = 0. The catalytic cap releases a solute which diffuses in
the solution. The wall is impenetrable to the solute and there
are no other solute-wall interactions. There are effective inter-
actions between the solute and the particle surface. Due to the
symmetry of the system and in the absence of thermal fluctua-
tions, the particle moves only in the plane containing the wall
normal and the particle’s symmetry axis. Therefore, the cap
orientation θ and the height h of the particle’s center above
the wall completely specify the particle configuration. The
translational and angular velocities are denoted by U and Ω,
respectively. We consider the motion of the sphere to be suf-
ficiently slow and the diffusion of the solute to be sufficiently
fast such that at each instantaneous (h, θ) a quasi-steady state
of the solute number density c(r) and of the hydrodynamic
flow u(r) is established.
We calculate the self-propulsion velocities U and Ω by em-
ploying the classical theory of diffusiophoresis,26,28 which is
briefly discussed in the Supplemental Information (SI) along
with the associated numerical approach. U and Ω are calcu-
lated over a grid of θ and h, which is limited to h/R ≥ 1.1
for the sake of numerical accuracy and for ensuring the valid-
ity of the quasi-steady state approximations discussed above.
In order to obtain a full particle trajectory for a certain initial
condition (h0, θ0), we perform numerical integration by inter-
polating h˙ = Uz , y˙ = Uy , and θ˙ = −Ωx from the grid. In the
following, the solute number density will be expressed in units
of c0 ≡ |κR/D| and the velocity in units of U0 ≡ |bκ/D|. D
is the diffusion coefficient of the solute and κ is the rate of so-
lute production per area at the cap; b is a “surface mobility”;
its magnitude and sign reflect the strength and the attractive or
repulsive character of the interaction between the solute and
the particle surface.26
We first consider a half-covered sphere (χ0 = 0), and as-
sume uniform repulsion (b < 0) of the solute from the parti-
cle surface. Our results are summarized in the phase plane
of Fig. 1(b). Trajectories starting from initial orientations
θ0 ≤ pi/2 move away from the wall without a significant
change of θ. For θ0 > pi/2 the particle exhibits a richer dy-
namics. A representative trajectory, with the initial condition
given by the symbol in the phase plane [Fig. 1(b)], is shown
in Fig. 1(c). The particle moves towards the wall, approxi-
mately maintaining its initial orientation of θ0 = 120◦ until
its scaled height is less than h/R ' 1.5. In close vicinity of
the wall, the particle rotates its catalytic cap towards the wall,
e.g. to approximately 100◦ at y/R = 10, and further towards
& 90◦ at y/R = 17. It escapes from the wall with an asymp-
totic orientation θ . 90◦, which is independent of the initial
condition. This behavior – reflection from the wall – is similar
to the results derived in Ref. 18 for the motion of a half emit-
ting, half absorbing disc, as well as to the results in Ref. 23 for
a spherical “squirmer” near a wall. Note that for larger θ0 the
turning point is located closer to the wall; thus, many of the
trajectories in this region of the phase space appear to “crash”
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Fig. 2 (a) Phase plane for χ0 = 0.4. Colors indicate Uy/U0. There is a dynamical attractor at heq/R = 1.42 and θeq = 119.9◦ (solid red
circle). The dashed curve shows the analytically estimated “slow manifold” Uz = 0 (see main text) with a numerically fitted prefactor. (b)
Flow field in the laboratory frame (white streamlines) and the solute number density c/c0 (colors) associated with the sliding state. (c) A
typical trajectory with the initial configuration h0/R = 6 and θ0 = 3pi/4 in the basin of attraction for sliding ( in (a)). (d) A trajectory with
h0/R = 1.2 and θ0 = 107.5◦ (~ in (a)). (e) Variation of the locations of the attractor (•) and of the saddle point (◦) with χ0.
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Fig. 3 (a) Phase plane for χ0 = 0.9. Colors indicate Uy/U0. There is an attractor at heq/R = 1.78 and θeq = 180◦ (solid red circle). This is
a “hovering” state in which the particle remains fixed in space. The dashed curve shows the fitted slow manifold. (b) Flow field (white
streamlines) and solute number density c/c0 (colors) for the hovering state. These fields are rotationally symmetric about the axis x = 0,
y = 0. (c) An exemplary trajectory with initial configuration h0/R = 6 and θ0 = 3pi/4  in (a)). (d) The trajectory for h0/R = 1.2 and
θ0 = 130
◦ (~ in (a)). (e) Variation of the height heq/R of the hovering state with catalyst coverage χ0.
into the wall (Fig. 1(b)). This is, however, just a numerical ar-
tifact meaning that the turning point of the trajectory is below
the minimum allowed height.
The mechanism behind the turning point must be driven by
the wall through two possible effects: either via the wall in-
duced changes in the solute gradients, affecting the phoretic
slip, or via the confinement of the hydrodynamic flow. Smolu-
chowksi found that solute gradients cannot drive rotation of a
particle with uniform b,26 hence we anticipate that rotation is
dominated by hydrodynamic interaction. The hydrodynamic
and chemical effects can be identified and isolated by perform-
ing the numerical calculations with properly chosen boundary
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conditions (see SI). By using this approach, we have been able
to confirm that chemical contributions to the rotation of the
particle are negligible, except potentially very close to the wall
(see SI).
In all cases the rotation of the particle is such as to favor
subsequent motion away from the wall, i.e., θ˙ < 0 for all
angles 0 < θ < pi. Thus the question arises if states with
θ˙ > 0, i.e., turning towards the wall, or states with θ˙ = 0
and Uz = 0, which would represent a dynamical fixed point
do exist. To address this question, we note that the distur-
bance flows created by the particle can be described via a su-
perposition of “hydrodynamic singularities,” which are terms
in a multipole expansion, centered on the particle, for the flow
field surrounding it. The strengths of these singularities de-
termine if and where a curve in the phase plane with θ˙ = 0
exists.23 The singularity strengths can be tuned by varying the
coverage of the particle by catalyst. For coverages in the range
−1 < χ0 < 0.35, the phase planes and trajectories resemble
those obtained for half coverage (see Fig. 1(b)). However, at
χ0 = 0.35 a bifurcation occurs: a saddle point and a dynami-
cal attractor emerge. These are illustrated in Fig. 2(a), which
shows a phase plane for χ0 = 0.4. Notably, many trajecto-
ries converge, without overlap, to a single curve indicated by
the dashed line, which includes both the attractor ((heq, θeq),
solid red circle) and the saddle point (open blue circle). The
attractor represents a “sliding” state: the particle maintains a
fixed height and orientation as it moves along the wall. The
structure of u(r) and c(r) corresponding to the sliding state is
shown in Fig. 2(b).
The curve containing the saddle point and the attractor is
a so-called “slow manifold”, characteristic of two-timescale
dynamics.29 In the present case, there is a separation of
timescales between hydrodynamic interaction driven slow ro-
tation, and rapid self-phoretic vertical motion. The fast
variable h quasi-instantaneously adjusts to the slow variable
θ, resulting in the convergence of trajectories to a quasi-
equilibrium curve Uz = 0 whose functional form can be es-
timated by a simple argument. We take the manifold to oc-
cur where the vertical component of the f ree space velocity
Ufs cos(θ) is balanced by additional contributions to Uz due
to the wall. At leading order, the effect of the wall on c(r) can
be modeled as an image point source with a spatial gradient
∝ 1/h2 (see SI). The leading order hydrodynamic contribu-
tion to Uz also decays as 1/h2.23 Thus, we obtain the quasi-
equilibrium height hqe(θ) ∼ (θ − pi/2)−1/2 near θ = pi/2.
With a fitted prefactor, the predicted slow manifold is in a very
good agreement with the results of the numerical calculations
(see the dashed line in Fig. 2(a) for χ0 = 0.4).
Upon increasing χ0 further, we find that θeq increases and
heq decreases (see Fig. 2(e)). For χ0 > 0.6, the dynamical
attractor migrates below h/R = 1.1. However, at χ0 = 0.85,
an attractor emerges at θ = pi. For this attractor, Uy = 0:
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Fig. 4 (a) Phase plane for half coverage (χ0 = 0) and unequal
surface mobilities: β = binert/bcap = 0.9. There is an attractor at
heq/R = 1.85 and θeq = 98.2◦ (•). Colors indicate Uy/U0, where
U0 ≡ |bcapκ/D|. (b) Variation of the attractor location with β for
half coverage. (c) Trajectory with initial configuration h0/R = 1.2
and θ0 = pi/2 (~ in (a)). (d) Trajectory with h0/R = 6 and
θ0 = 125
◦ ( in (a)). This is the same initial configuration as in
Fig. 1(c).
the particle “hovers” in space and acts as a stationary microp-
ump (see Fig. 3(b)). As shown in Fig. 3(a), the basin of at-
traction for “hovering” at χ0 = 0.9 encompasses nearly half
of the phase space. The mechanism of the hovering state is
understood by balancing the free space velocity with the wall-
induced contributions to Uz , dominated by the leading order
solute number density term (the image point source), which
gives heq/R = [3(1 − χ0)]−1/2 (see SI for details). This ex-
pression, for most values of χ0, is in good agreement with the
numerical results (see Fig. 3(e)).
So far only the case of uniform surface mobility b < 0
was considered. Here we briefly outline the main effects in-
duced by allowing the ratio β ≡ binert/bcap of the surface
mobilities across the inert and catalytic regions to take val-
ues different than one. Since β 6= 1 introduces an additional
mechanism for rotating the particle (see SI), we expect that by
adjusting β sliding states can be induced also at the experi-
mentally relevant case of half coverage χ0 = 0. For β > 1
we obtain the reflection only with no dynamical attractor. For
values β < 1, however, sliding states occur with heq, θeq de-
pending on β (see Fig. 4). Physically, this occurs because of
the stronger product repulsion from the cap than from the in-
ert side. Therefore it becomes possible for the wall-induced
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chemical gradient to drive a rotation of the cap away from the
wall.
Briefly, we consider the effect of thermal noise, which so far
has been neglected. Numerically, we can estimate the “stiff-
ness” of a steady state by computing the eigenvalues of the
Jacobian at the fixed point (h∗, θ∗). For the sliding state with
χ0 = 0.4, we obtain eigenvalues λ1R/U0 = −0.011 and
λ2R/U0 = −0.145, reflecting the separation of timescales
discussed previously. For the hovering state with χ0 = 0.9,
we obtain eigenvalues λ1R/U0 = −0.014 and λ2R/U0 =
−0.059. Considering a typical catalytic Janus colloid of R =
2.5 µm, half covered by catalyst, and moving, if unconfined,
with speed Ufs = 5 µm/s, one has U0 = 20 µm/s (for half
coverage, Ufs = U0/4).27 Therefore, for both steady states
we obtain τ1 ≈ 10 s as the longest timescale for self-trapping
via near-surface swimming. In comparison, for the same col-
loid the timescale τr for reorienting via rotational diffusion
is τr = D−1r = 8piµR
3/kBT . In water at room tempera-
ture this renders as τr ≈ 95 s. Similarly, the characteristic
timescale for translational diffusion (i.e., a perturbation along
vertical direction) is τt = R2/D = 6piµR3/kBT , leading to
τt ≈ 70 s. Therefore, for a typical catalytic Janus particle we
expect the sliding and hovering states to be robust against ther-
mal noise. For particles with half coverage, we anticipate that
both deterministic swimming and rotational diffusion promote
the experimentally observed scenario of transient near-surface
swimming followed by escape.15,16 A study including both ef-
fects would be a natural extension of this work.
Finally, we comment on the case of attractive (b > 0)
solute-particle interactions. It is easy to see that in this case
the sole change in the equations describing the self-propulsion
is that the phoretic slip changes sign. Therefore, the phase
planes, trajectories, and flow structures can be inferred from
the ones corresponding to b < 0 by simply reversing the di-
rections of the arrows. In this case the sliding and hovering
attractors will turn into repellers, saddle points stay the same,
and a particle always either “crashes” into the wall or moves
away from it, in contrast to the complex behavior observed in
the case of repulsive interactions.
To conclude, a catalytically active Janus particle moving
near a wall reveals a very rich behavior, including reflection,
steady sliding, and hovering. Although we have focused on
self-diffusiophoresis, we expect, following the line of reason-
ing and argumentation presented in Ref. 8, that our results
could be relevant for more complex mechanisms of propul-
sion, like self-thermophoresis30,31 or self-electrophoresis.3,17
The sliding states could provide a starting point to establish a
stable and predictable motion of swimmers in microdevices.
The sliding mechanism outlined here could account for the
experimental observations reported in Ref. 4, namely an ac-
cumulation of catalytically active particles near both the upper
and the lower surfaces in capillaries. Hovering particles create
recirculating regions of flow, and could be used to mix fluid or
to trap other particles. Our findings highlight the significant
role played by the wall-induced chemical gradients: due to
coupling back to the particle motion via changing the phoretic
slip on the particle surface (neglected in previous studies of
active particles near interfaces), they induce distinct types of
motion of the particle. Finally, we have shown how qualitative
and quantitative changes in the behavior can be achieved in a
controlled way by adequately tuning experimentally accessi-
ble design parameters of Janus particles, such as the extent of
catalytic coverage χ0 and the spatial variation of the surface
mobility b. A detailed study, which considers more general
boundary conditions at the wall (such as phoretic slip, or a
“porous” wall), as well as general values of the parameters β
and χ0, is currently in progess.
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I. CALCULATION OF THE TRANSLATIONAL AND THE ROTATIONAL VELOCITIES OF
SELF-PROPELLED PARTICLES
Due to effective solute-particle interactions acting within a thin boundary layer surrounding the particle with a
thickness δ << R, h, which is comparable with the range of the interactions, the non-uniform distribution of solute
around the colloid drives a surface flow of the solution consisting of solvent and solute. Perpendicular to the particle
surface, this flow field characteristically varies over the small length δ. Therefore, it can be modeled as an effective
phoretic s lip velocity vs = −b(r)∇||c(r), where ∇|| = (1− nn) · ∇ is the projection of the gradient onto the particle
surface [1, 2], with n denoting the surface normal oriented towards the fluid. The quantity b(r) is a so-called “surface
mobility” determined by the effective interaction between the product and the particle surface [1, 2]. Except where
indicated, we take b(r) to be uniform over the surface: b(r) = b. The sign of b tells whether the product is effectively
repelled or attracted by the particle. Here we analyze in detail the case of repulsive interactions, i.e., b < 0 and briefly
summarize the changes occurring in the case of attractive interactions.
Under the assumption that a quasi-steady state establishes fast, and for sufficiently small self-propulsion velocities
U and Ω (see below), the number density c(r) is governed by the Laplace equation D∇2c = 0, with the boundary
conditions ∂c/∂n = 0 on the planar wall, ∂c/∂n = 0 on the inert surface of the colloid, and −D(∂c/∂n) = κ on
the catalytic cap. D is the diffusion coefficient of the product molecules, i.e., solute, and the constant κ is the flux
of product molecules per area emanating from the cap. The last boundary condition corresponds to the so-called
“constant flux” condition for which the turnover rate of the catalytic reaction is independent of the local concentration
of the reactant (as it is, e.g., the case for a Michaelis-Menten reaction mechanism at high reactant concentration or
the case if the reaction rate is the limiting step.) The velocity field u(r) of the solution is governed by the Stokes
equation −∇P + η∇2u = 0, where η is the viscosity of the solution and P (r) is the pressure field, along with the
incompressibility condition ∇ · u = 0. For the velocity field, there is a no-slip boundary condition u(r) = 0 at the
planar wall. At the surface of the colloid, the boundary condition for u is u(r) = U+Ω× (r− r0) + vs, where r0 is
the position of the center of the sphere and r is the position of a point on the surface of the particle, while far from
the colloid the fluid is at rest. Finally, we require that the colloid, which moves by diffusiophoresis, is force and torque
free [1–3], which fixes U and Ω.
This formulation of the problem implicitly assumes several approximations. The first one is that we neglect any
rotational diffusion effects, i.e., we assume that the rotational diffusion time is much larger than the timescales over
which we study the motion. In using the Laplace equation for the number density, we have neglected convection and
we have taken the number density to be quasi-static. This approximation is valid if the Peclet number Pe ≡ U0R/D
is small, where U0 is a characteristic particle velocity. In using the Stokes equation, we have neglected inertia of the
solution, which is valid for small Reynolds number Re ≡ ρU0R/η, where ρ is the mass density of the solution. These
characteristic numbers have been estimated as Re ≈ 10−5 and Pe ≈ 10−2 for a 10 µm particle moving at 1 µm/s
and catalyzing the decomposition of H2O2 into H2O and O2 [3]. We also neglect any phoretic slip induced at the wall
by the product. Finally, we assumed that the interfacial length scale δ is small compared with the particle-surface
gap distance; however, we note that for ionic interactions in aqueous solution the range of interaction can be up to
hundreds of nm and therefore in this latter case the region of the phase plane where the assumptions of our model are
expected to hold would be somewhat smaller, i.e., h/R ≃ 1.4 rather than the value 1.1 considered in the main text.
We express all lengths in units of the particle radius R; the reaction product number density c(r) in units of
c0 = κR/D; the translational velocity in units of U0 = |b|κ/D; and the angular velocity in units of Ω0 = U0R.
In order to calculate numerically U and Ω for a colloid configuration (i.e., position h and orientation θ), we take
advantage of the fact that the number density of the solute and the velocity field u(r) of the solution are coupled
2solely through the phoretic slip boundary condition for u at the surface of the colloid. Accordingly, we employ the
following steps.
(i) First, the number density c(r) is calculated by solving numerically the diffusion equation, subject to the corre-
sponding boundary conditions, using the boundary element method (BEM) implemented with the BEMLIB library [4].
(ii) Using the calculated c(r), the phoretic slip vs = −b∇||c(r) is determined by numerical differentiation of c(r).
(iii) U and Ω enter into the boundary conditions. Thus they can be fixed, by requiring that the particle is force- and
torque-free, only after the solution of the Stokes equations has been determined. Therefore it is difficult to calculate
them numerically by directly solving the initial problem. We shall circumvent this difficulty and determine them by
employing the Lorentz reciprocal theorem, which relates the solutions of two distinct Stokes flow problems (called
“primed” and “unprimed”) which share the same geometry but have different boundary conditions [5]. We proceed
as follows:
(iii)(a) According to the Lorentz reciprocal theorem, the fluid stresses (σ,σ′) and the velocity fields (u,u′) of the
two problems are related by a surface integral over the fluid domain boundaries:
∫
u · σ′ · n dS =
∫
u′ · σ · n dS . (1)
The “unprimed” problem is the self-propelled particle under study, for which the boundary conditions are: u = 0
on the planar wall, u = U +Ω× (r − r0) + vs on the particle surface, and u = 0 at infinity. Note that vs has been
determined in step (ii), and thus it is a known quantity.
Since there are six unknowns (the six components of the vectors U and Ω), six dual (“primed”) problems are
needed. The choice of these problems is made such that, for the given geometry of the boundaries, they obey
boundary conditions for which either the solution is known or can be computed numerically in a straightforward
manner.
(iii)(b) The six primed problems (indexed by j = 1, . . . , 6) which we consider are the translation with velocity U0 or
the rotation with angular velocity Ω0 = U0R of a spherical particle of radius R through the fluid along each of the
three directions xˆ, yˆ, and zˆ at height h above the planar wall. Choosing j = 1, 2, 3 to denote the cases of translation
along the directions xˆ, yˆ, and zˆ, respectively, and j = 4, 5, 6 the corresponding cases of rotations along xˆ, yˆ, and zˆ
for a sphere moving through the fluid at constant height h above a planar wall, the problem j thus correspond to
translational and rotational velocities (U′j ,Ω
′
j) as follows:
(U′j=1,Ω
′
j=1) = (U0ex, 0),
(U′j=2,Ω
′
j=2) = (U0ey, 0),
(U′j=3,Ω
′
j=3) = (U0ez, 0), (2)
(U′j=4,Ω
′
j=4) = (0,Ω0ex),
(U′j=5,Ω
′
j=5) = (0,Ω0ey),
(U′j=6,Ω
′
j=6) = (0,Ω0ez),
where ex,y,z denote the unit vectors of the x, y, and z directions, respectively. For each of the cases j = 1, . . . , 6
we impose that the motion is subject to no-slip boundary conditions at the planar wall, i.e., u′j = 0 at the planar
wall, and at the surface of the particle, i.e., u′j = U
′
j + Ω
′
j × (r − r0) at the particle surface, and that the fluid is
quiescent far away from the particle, i.e., u′j = 0 at infinity. Each of the problems j = 1, . . . , 6 as defined above can be
straightforwardly solved numerically using the BEM [4] and therefore the corresponding fluid stresses σ′j and velocity
fields u′j , are known quantities.
(iii)(c)We apply the Lorentz theorem (Eq. (1)) to each of the six pairs obtained by combining the unprimed problem
with the problem j. Far away from the particle and at the planar wall both u and u′j vanish so that concerning the
integral over the whole boundary of the fluid domain only the part over the surface of the particle contributes. This
leads to the following set of equations:
∫
|r|=R
u · σ′j · n dS =
∫
|r|=R
u′j · σ · n dS, j = 1, . . . , 6 . (3)
3Upon inserting the boundary conditions u′j into Eq. (3), on its rhs one obtains
∫
|r|=R
[U′j +Ω
′
j × (r− r0)] · σ · n dS.
We consider the two terms on the rhs in turn. For the translational term, we have
∫
|r|=R
U′j · σ · n dS = U′j ·
∫
|r|=R
σ · n dS = U′j · F , (4)
where F =
∫
|r|=R
σ ·n dS is, by definition [5], the force exerted by the fluid on the self-propelled particle (plus its thin
boundary layer of thickness δ). Since this is the only force acting on the particle, and since the self-propelled particle
is force-free (F = 0), this term thus vanishes. For the rotational term, we have
∫
|r|=R
Ω′j × (r− r0) · σ · n dS = Ω′j ·
∫
|r|=R
(r− r0)× σ · n dS = Ω′j · τ . (5)
Using the vector identity (a×b) ·c = a · (b×c) we have rearranged the integrand and identified the last integral with
the torque exerted by the fluid on the self-propelled particle (plus its thin boundary layer of thickness δ) [5]. Since
the self-propelled particle is torque-free (τ = 0), the rotational term thus vanishes, too. Therefore, the entire right
hand side of Eq. (3) is zero. Upon inserting the boundary conditions for u into the lhs of Eq. (3), we obtain
∫
|r|=R
U · σ′j · n dS +
∫
|r|=R
Ω× (r− r0) · σ′j · n dS = −
∫
|r|=R
vs · σ′j · n dS. (6)
Due to manipulations similar to the above ones, we obtain
U · F′j +Ω · τ ′j = −
∫
|r|=R
vs · σ′j · n dS , j = 1, . . . , 6 , (7)
with F′j =
∫
|r|=R
σ′j ·n dS and τ ′j =
∫
|r|=R
(r− r0)×σ′j · n dS. F′j and τ ′j are the force and torque, respectively, exerted
by the quiescent fluid on the particle in steady-state translation (or rotation) with a no-slip boundary condition on
its surface. This state is possible only if the particle is driven; therefore F′j 6= 0, τ ′j 6= 0.
Since vs (see (ii)) and the fluid stresses σ
′
j are known (from the numerical solution of each dual problem, see
(iii)(b)), Eq. (7) provides a system of six linear equations for the six unknown translational (U) and rotational
(Ω) velocity components. This completes the calculation which in the end amounts to solving a system of six linear
equations.
4II. CONTRIBUTION OF SOLUTE GRADIENTS TO PARTICLE ROTATION
Briefly, we show that for a particle with uniform surface mobility, gradients in solute density cannot directly
contribute to the angular velocity of a spherical, self-diffusiophoretic particle. We use the reciprocal theorem for a
particle in unconfined fluid. Without loss of generality, we take our dual (“primed”) problem to be a sphere rotating
around the zˆ axis with angular velocity Ω′z in quiescent fluid. We wish to find the component of angular velocity
Ωz of an unconfined particle in an arbitrary solute number density field c(r). The torque on the rotating sphere is
τ ′z = −8piηR3Ω′z:
−8piηR3Ω′zΩz = −
∫
|r|=R
vs · σ′ · n dS. (8)
We introduce a spherical coordinate system centered on the particle center. Of the tangential components of the
stress tensor, σ′θr = 0, leaving only σφr = −3ηΩ′z sin(θ) [6]. Invoking vs = −b(r)∇||c(r), we have:
8piηR3Ω′zΩz =
∫
|r|=R
b(r)
(
1
R sin(θ)
∂c
∂φ
)
(3ηΩ′z sin(θ))R
2 sin(θ) dθdφ, (9)
Ωz =
3
8piR
∫
|r|=R
b(r)
(
∂c
∂φ
)
sin(θ) dθdφ. (10)
If the surface mobility b(r) is uniform, b(r) = b, then Ωz = 0, because c(r) is a single-valued function. Since the choice
of rotation axis in the dual problem was arbitary, we have Ω = 0.
These results are not surprising. Smoluchowksi demonstrated that, for an (inert) spherical particle with uniform
surface mobility in an unbounded fluid, a linearly varying solute density externally maintained cannot drive phoretic
rotation of the particle [1]. This result was extended by Keh and Anderson for an arbitrarily varying external solute
density [1].
In order to extend this rigorous analysis to the case of a planar wall detailed, careful consideration of Eq. (7) would
be required because in the vicinity of a wall translation and rotation of a particle are hydrodynamically coupled.
Nevertheless, one can acquire insight about the strength of the wall effects by examining the influence of the wall on
the terms in Eq. (8), only.
We have shown that, in free space, the integral in Eq. (10) is zero for any distribution of solute, provided that
the surface mobility of the particle is uniform. Hence, for a particle to rotate in the vicinity of a wall, the wall must
modify the stress tensor σ′. For a rotating sphere, the leading order, wall-induced contributions to σ′ stem from an
image rotlet (point torque) and image stresslet [7]. The stress from these singularities decays as 1/r3. Hence, we
anticipate that in the vicinity of a wall a contribution of the order 1/h3 to the angular velocity of the particle may
occur. This is consistent with the well-known fact that for a self-propelled sphere near a wall the sphere can rotate
with an angular velocity proportional to 1/h3 via the hydrodynamic interaction with the wall, i.e., the confinement
of the disturbance flow created by the particle [8]. The reciprocal theorem (Eq. (7)) thus inherently captures the
hydrodynamic interaction with the wall.
In order to determine whether wall-induced chemical gradients can rotate a particle, we must also consider the effect
of the wall on vs through c(r). At the simplest level, the effect of a wall on the solute density field can be modeled
as an image point source of solute. Gradients from a point source decay as 1/r2, thus the image source changes the
slip velocity by a term of the order 1/h2. Therefore, combining these two estimates, we anticipate that wall-induced
chemical gradients could contribute to a rotation of the particle at order 1/h5, but only through a coupling with the
reflected flows.
For h/R ≥ 2, one has (R/h)5 ≤ 0.032, which can be regarded as negligible. Thus such contributions of the order
(R/h)5 would be relevant only in the region very near the wall. Since we consider particle-wall separations as small
as h/R = 1.1, for which (R/h)5 ≈ 0.62, further analysis is needed. Accordingly, in the next section, we consider a
numerical decomposition of chemical and hydrodynamic contributions to the rotation of the particle.
5III. NUMERICAL IDENTIFICATION OF THE WALL CONTRIBUTIONS TO THE PARTICLE
MOTION
Equation (7) includes the effects of the wall in two distinct ways. The stress tensors σ′j and the associated forces F
′
j
and torques τ ′j include the hydrodynamic effect of the wall (i.e., the consequences of imposing the no-slip boundary
condition u = 0 at the wall), while the slip velocity vs at the particle surface includes the chemical effect of the
wall (i.e., the consequences of imposing the no-flux condition ∂c/∂n = 0 at the wall). Via substitution of suitable
alternatives (see below) for these quantities, we can identify the roles of the two effects in determining the particle
motion. In order to identify the chemical effect of the wall, we can use as the dual problem a particle translating or
rotating in free space, and substitute the f ree space stress tensor σ′j
fs
and the associated forces and torques into Eq.
(7). In order to identify the hydrodynamic effect of the wall, one can calculate the slip velocity vfss for the active
particle in free space, and substitute this quantity into the rhs of Eq. (7).
Now we consider the wall-induced chemical and hydrodynamic contributions to θ˙ = −Ωx for half coverage (χ0 = 0)
(note that the minus sign is due to the definition of θ, see Fig. 1(a) in the main text). Strikingly, the chemical
contribution of the wall to rotation is orders of magnitude smaller than the hydrodynamic contribution (Fig. 1). This
is expected from the theoretical arguments advanced in the previous section. Therefore the rotation appearing in
the trajectories in Figs. (1)-(3) in the main text are solely due to the hydrodynamic interaction of the particle with
the planar wall. In fact, because we expect the chemical contribution to be identically zero, Fig. 1(c) indicates the
accuracy of our numerical scheme. For h/R close to the lower bound h/R = 1.1, the accuracy of the numerically
predicted quantity θ˙/Ω0 is of the order of 10
−5. For h/R = 1.5, the accuracy increases to 10−7.
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FIG. 1: (a) θ˙ (in units of Ω0) as function of the particle configuration (h/R,θ) for half coverage (χ0 = 0) (see the color code
and the white lines of constant θ˙). This plot includes both the chemical and hydrodynamic effects of the wall: since the wall is
impenetrable to the product, it creates a gradient in number density; and since there is a no-slip condition at the wall, it reflects
the disturbance flows created by the particle. (b) Plot of θ˙/Ω0 which is obtained by using the free space slip velocity v
fs
s in
the context of the reciprocal theorem, i.e., neglecting the wall-induced effect on the product number density, but including the
effect of the wall on the hydrodynamics. The plot, which is symmetric around θ/pi = 1/2, is virtually indistinguishable from
(a). (c) θ˙/Ω0 obtained by using the free space stress tensor σ
′
j
fs
in the reciprocal theorem, i.e., by neglecting the hydrodynamic
effect of the wall, but including its effect on the number density. The angular velocity θ˙/Ω0 is orders of magnitude lower than
in (a) and (b). Thus we conclude that wall-induced number density gradients do not drive the rotation of the particle.
Furthermore, we note that Fig. 1(a) and Fig. 1(b) are symmetric around θ = pi/2. Nevertheless, the phase plane
trajectories in Fig. 1(b) in the main text are clearly asymmetric. This asymmetry is due to the chemical effect of the
wall on Uz. In Fig. 2, we show the phase plane for half coverage calculated with v
fs
s , i.e., with the effect of the wall
on the number density of solute neglected. These trajectories more closely resemble those obtained from theoretical
models in which the surface slip is specified a priori [8, 9]. In particular, a particle initially facing the wall with an
orientation θ0 = pi/2 + ∆θ at a height h0 approaches the wall, reaches a turning point, and leaves the wall such that
it has the orientation θ = pi/2 −∆θ when it reaches the height h0 again. In comparison with Fig. 1(b) in the main
text, the trajectories still fall into three classes of behavior: direct escape, initial approach to the wall and subsequent
reflection, and “crashing”. However, the reflected trajectories do not evolve into a unique asymptotic orientation as
t→∞, unlike those in the region pi/2 < θ < 0.7pi in Fig. 1(b) in the main text, which end up with θ ≃ pi/2.
However, it should be noted that our method to decompose the angular velocity function θ˙(h, θ) into hydrodynamic
and chemical contributions is not exact. That is, for any particle surface chemistry, adding plots like those in Figs.
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FIG. 2: Phase plane obtained for half coverage (χ0 = 0) and using the free space slip velocity v
fs
s in the reciprocal theorem,
i.e., by neglecting the effect of the wall on the product number density. The trajectories of the particle are symmetric about
θ = pi/2; there is no specific orientation the scattered particle evolves to asymptotically, unlike θ ≃ pi/2 in Fig. 1(b) in the
main text. Color indicates Uy/U0.
1(b) and (c) do not exactly reproduce a plot such as Fig. 1(a), even in the absence of numerical errors. One reason
is that the wall-induced chemical gradient modifies the surface slip velocity, leading to a coupling of hydrodynamic
and chemical effects at higher orders in 1/h. We can estimate how the error associated with simply adding (b) and
(c) scales with the particle height as follows.
As discussed in the previous section, the presence of a boundary which is impenetrable to the solute modifies the
surface slip velocity with a contribution which decays as 1/h2. The surface slip distribution determines the strength of
the hydrodynamic singularities which characterize how an active particle disturbs the surrounding fluid. For a force-
and torque-free particle, the leading order hydrodynamic singularity is a force dipole. If the force dipole strength α for
an unconfined (f ree space) particle is αfs, then the strength in the presence of a impenetrable wall carries a correction
∼ 1/h2: α ≈ αfs + α2/h2. In the presence of a no-slip boundary at the wall, the reflection of the disturbance flow
created by a force dipole contributes to the vertical (wall normal) component of the particle velocity with an effect
which decays as 1/h2 [8]. Therefore, the contribution of the correction α2/h
2 to the vertical velocity is expected to
decay as 1/h4. On the other hand, the correction to the angular velocity is expected to decay as 1/h5 as discussed in
the previous section.
Accordingly, it is legitimate to ask how to recognize and assess the significance of higher order effects. They can be
quantified by finding the difference between the complete angular velocity, (Fig. 1(a)), and the sum of the isolated
contributions (Fig. 1(b) and Fig. 1(c)). However, since the chemical contribution is negligibly small, as shown in
Fig. 1(c), we can directly compare Fig. 1(a) and Fig. 1(b). Except for being very close to the wall and near θ = 90◦,
the two functions are virtually identical. We conclude that rotation is driven largely by hydrodynamic interactions.
A detailed study of higher order effects will be presented elsewhere.
7IV. ANALYTICAL ESTIMATE OF HOVERING HEIGHT
We seek to obtain an expression for the equilibrium height heq of the hovering state as a function of the catalyst
coverage χ0. Since for this state the particle catalyst coverage is very high, we expect the chemical effect of the wall
to dominate the hydrodynamic interaction between the particle and the wall, which we therefore neglect.
The number density of solute created by the particle can be expressed in terms of a multipole expansion. The
monopole term in this expansion captures the total flux of product emanating from the particle. Higher order terms
are caused by the anisotropic distribution of catalyst on the surface of the particle. In order to impose the no-flux
boundary condition at the wall, each term in the multipole expansion is associated with an image singularity located
below the wall at z = −h, using the coordinate system of Fig. 1(a) in the main text.
We switch to a coordinate system in which the particle center is located at the origin, so that the image singularities
are located at z = −2h. In the present context we restrict our attention to the image monopole. The contribution of
this singularity to the full number density is
c∗m(r) =
m˙
4piD|r+ 2hzˆ| , (11)
where m˙ is the total flux of product from the particle surface, zˆ is the normal of the planar wall, and the asterisk
indicates that this is an image singularity. The total flux m˙ is related to the coverage parameter by m˙ = 2piR2κ(1+χ0),
so that
c∗m(r) =
κR2(1 + χ0)
2D|r+ 2hzˆ| . (12)
Now we seek the surface gradient ∇||c∗m(r). Invoking the rotational symmetry around the zˆ axis (i.e., c∗m does not
depend on the azimuthal angle φ), the surface gradient is ∇||c∗m(r) = [∇c∗m(r) ·eϑ]eϑ, where ϑ denotes the polar angle
in spherical coordinates and eϑ is the unit vector corresponding to the ϑ direction. We obtain
∇||c∗m(r) =
(−κR2(1 + χ0)(r + 2hzˆ) · eϑ
2D|r+ 2hzˆ|3
)
eϑ =
hκR2(1 + χ0)
D|r+ 2hzˆ|3 (sin ϑ) eϑ , (13)
where the second equality follows from the fact that r and eϑ are orthogonal and zˆ · eϑ = − sinϑ.
In order to evaluate the velocity of the particle along the zˆ direction we apply the reciprocal theorem (Eq. (7)).
For analytical tractability, in the dual problem we use the stress tensor σ′ for a particle moving with velocity U ′z in
the zˆ direction in free space. This is an approximation which we expect to be valid far from the wall. In this case, on
the lhs of Eq. (7) there is no torque exerted by the fluid on the particle, i.e., τ ′ = 0, while the force F′ exerted by the
fluid on the particle is simply given by the Stokes formula for a sphere, F′ = −6piηRU ′z zˆ [5]. One therefore obtains
−6piηRU ′zU∗,mz = −
∫
|r|=R
vs · σ′ · n dS, (14)
where U∗,mz is the velocity component we wish to obtain (the superscript (∗,m) being a reminder that the velocity Uz
is calculated by using an approximation of the wall effect on the number density which accounts only for the image
monopole). The slip velocity induced by the image monopole is v∗s,m = −b∇||c∗m(r) (for a uniform phoretic mobility
b(r) = b). Since according to Eq. (13) the slip velocity has only a component in the direction of eϑ while the normal
to the surface of the sphere is along the radial direction, nˆ = rˆ = r/r, only the component σ′rϑ of the stress tensor
σ′, evaluated at the surface of the sphere, is relevant for the integral on the rhs of Eq. (14). For a sphere translating
8with velocity U ′z through an unbounded fluid σ
′
rϑ(R, ϑ) = 3ηU
′
z sinϑ/(2R) [5, 10], and thus we obtain
6piηRU ′zU
∗,m
z = −
∫ pi
0
dϑ
[
bhκR2(1 + χ0)
D|Rrˆ+ 2hzˆ|3 sinϑ
](
3ηU ′z
2R
sinϑ
)
2piR2 sinϑ , (15)
which implies
U∗,mz = −
pi∫
0
dϑ
bhκR2(1 + χ0)
2D|Rrˆ+ 2hzˆ|3 (sinϑ)
3
= −bκR
2(1 + χ0)
2Dh2
pi∫
0
dϑ
(sinϑ)3
[4 + 4(R/h) cosϑ+ (R/h)2]3/2
(R/h≤1)
= −bκR
2(1 + χ0)
12Dh2
= −R
2(1 + χ0)
12h2
U0 sgn(b) . (16)
At the equilibrium height heq this contribution balances the free space velocity Ufs = [(1−χ20)/4]U0 sgn(b), so that
heq/R = [3(1− χ0)]−1/2. (17)
9V. NONUNIFORM SURFACE MOBILITIES
In this section we concisely discuss how small to moderate deviations from the case of uniform mobilities, i.e.,
β := binert/bcap 6= 1 but close to 1, affect the steady states determined at β = 1. A detailed study of the phenomenology
for β 6= 1, including the case β < 0, will be presented elsewhere.
A. Effect on sliding and hovering states
We consider whether the sliding and hovering states previously obtained for β = 1 persist for β deviating from
β = 1. Varying β for χ0 = 0.4, χ0 = 0.5, and χ0 = 0.6 we find that, for each degree of coverage, there is a nonzero
interval of β ≃ 1 within which sliding does occur (see Fig. 3). The size and and the location of this interval varies
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FIG. 3: (a) Variation of the sliding height heq/R as function of β = binert/bcap for three catalyst coverages χ0. For each χ0,
there is an interval of β with upper and lower bounds for sliding to occur. Slightly beyond the farmost right data points there
are no sliding states. It is unclear whether there is a genuine maximum size of this interval, because heq/R approaches the
phase space cutoff h/R = 1.1 as β decreases. In any case there is a nonvanishing interval of β, containing β = 1, within which
the sliding states do occur. (b) Variation of the sliding orientation θeq as function of β for the same three catalyst coverages as
in (a).
with coverage. For instance, for χ0 = 0.4, β = 1.01 is the largest value of β for which sliding occurs. (There is no
sliding attractor for β = 1.02; thus the exact value of the upper bound of the interval lies between β = 1.01 and
β = 1.02.) On the other hand, for χ0 = 0.6 sliding occurs for β as large as β = 1.15. As expected, the height heq and
the angle θeq for sliding vary as a function of β. As β decreases, heq decreases. Eventually, heq/R reaches h/R = 1.1,
which is the cutoff of the region of phase space we consider. It is therefore uncertain whether there is a genuine lower
bound on β for sliding.
Concerning the hovering states, we have considered χ0 = 0.85, χ0 = 0.9, and χ0 = 0.95, with β ∈ [0, 1.5]. We have
not found any genuine bounds for hovering within this interval of β. However, as for sliding, heq for hovering depends
on β such that it decreases upon increasing β and finally reaches the cutoff h/R = 1.1.
B. Identification of chemical and hydrodynamic wall effects
In Section III we outlined how to separate the hydrodynamic and chemical contributions to the angular velocity
θ˙ of a self-propelled particle. The method consists of employing in the calculation of the translational and angular
velocitiesU and Ω either (i) a prescribed distribution of slip velocities around the particle given by that corresponding
to the self-phoresis of the same particle with the same orientation θ in free space [10], i.e., vs(r) = vs
fs(r), or (ii) a
prescribed hydrodynamic stress tensor given by that corresponding to a sphere moving through an unbounded fluid
[5]. Here we have repeated this analysis for half coverage (χ0 = 0) and unequal cap and inert surface mobilities, i.e.,
β 6= 1. Figure 4 shows such results for β = 0.9.
It is interesting to directly compare Figs. 1 and 4 which correspond to β = 1 and β = 0.9, respectively. For these
two cases, the hydrodynamic contributions to θ˙, shown in Figs. 1(b) and 4(b), are similar and negative everywhere in
the region 0 < θ < pi. However, for β = 0.9 the chemical contributions to rotation are no longer negligible (which is
10
(a) (b) (c)
θ/pi
h/
R
 
 
 0 1/2  1 
2
3
4
5
6
7
0
0.2
0.4
0.6
0.8
1
10-4
5 x 10-4
5 x 10-4
10-3
θ/pi
h/
R
 
 
 0 1/2  1 
2
3
4
5
6
7
−6
−5
−4
−3
−2
−1
0
-10-3
-10-4-10
-5
 
 
 0 1/2  1 
2
3
4
5
6
7
−4
−3
−2
−1
0
h/
R
10-4
5 x 10-4
0
-10-4
-10-3
θ/pi
x 10−2x 10−2x 10−2
FIG. 4: (a) Angular velocity θ˙/Ω0 as a function of height h/R and orientation θ for half coverage (χ0 = 0) and unequal surface
mobilities: β = binert/bcap = 0.9. Throughout, white curves correspond to constant values of θ˙. In contrast to the case χ0 = 0
and β = 1 [Fig. 1(a)], here there exists a curve (shown in cyan color) along which θ˙ = 0. (b) Angular velocities θ˙/Ω0 obtained
by using in the reciprocal theorem the free space phoretic slip vfss around the particle, i.e., neglecting the influence of the wall
on the number density of solute but including the influence of the wall on the hydrodynamic flow. (c) θ˙/Ω0 obtained by using
the corresponding free space hydrodynamics stress tensor of a translating or rotating sphere in each of the j = 1 . . . 6 dual
problems employed in the reciprocal theorem, i.e., neglecting the effect of the wall on the hydrodynamics but including the
chemical effect. In strong contrast to the results shown in Fig. 1(c), here due to β 6= 1 chemical gradients created by the wall
significantly drive the rotation of the particle.
in line with the fact that for β 6= 1 Smoluchowski’s result for b(r) = const [1] does not apply), and they are positive
everywhere for 0 < θ < pi [Fig. 4(c)]. On the cyan curve in Fig. 4(a), the two contributions to rotation are in balance,
i.e., θ˙ = 0.
As previously discussed, we do not expect Fig. 4(b) and Fig. 4(c) to exactly sum to Fig. 4(a), owing to coupling
between chemical and hydrodynamic effects at O(h−4). Since the chemical contribution is no longer negligible for
β 6= 1, we can inspect the accuracy of our approach of decomposing the hydrodynamic and chemical effects by
comparing the sum of Fig. 4(b) and Fig. 4(c) with Fig. 4(a). The sum of the two individually isolated contributions
is shown in Fig. 5. The resulting reconstructed angular velocity function strongly resembles Fig. 4(a), which includes
coupling between chemical and hydrodynamic effects, and was used to integrate the trajectories in Fig. 4 of the
main text. We stress that all trajectories and phase plots in the main text include coupling between chemical and
hydrodynamic effects.
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FIG. 5: The sum of Fig. 4(b) and Fig. 4(c), the individually isolated hydrodynamic and chemical contributions to rotation of
a particle with β = 0.9 and χ0 = 0. The resulting angular velocity function is very similar to Fig. 4(a), the angular velocity
function obtained when the two contributions are not separated, i.e. via the numerical method used to obtain the figures in
the main text.
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