The Steiner problem in a λ-plane is the problem of constructing a minimum length network interconnecting a given set of nodes (called terminals), with the constraint that all line segments in the network have slopes chosen from λ uniform orientations in the plane. This network is referred to as a minimum λ-tree. The problem is a generalisation of the classical Euclidean and rectilinear Steiner tree problems, with important applications to VLSI wiring design.
Suppose pq is an edge in a λ-tree T . If the vector − → pq is in a legal direction, then pq is a straight line in the Euclidean plane, referred to as a straight edge, otherwise pq is a non-straight edge, which can be any shortest zigzag line with segments all in legal directions. In particular, pq can be represented by a bent edge prq, where r is a corner point on the edge and ∠prq = 180
• − ω [1] .
In [1] we have proved that the degree of a Steiner point s in a locally minimal λ-tree T is either 3 or 4. Moreover, if s is a degree 4 vertex, then λ = 2 or 4, or λ = 3 or 6. In the former two cases, the 4 edges of s are all straight edges, 90
• apart and incident with terminals. Such a degree 4 Steiner point with its incident edges is a full component in T . Because of the simplicity of its structure, such a full component (subtree) can be treated separately. In the latter two cases, the 4 edges of s can be transformed into 5 edges incident to two degree 3 Steiner points such that the total length does not change. Hence we assume that the Steiner points in the λ-trees studied in this paper are all of degree 3. A tree topology is called a Steiner topology if all Steiner points are of degree 3. Therefore, by the assumption, all λ-trees discussed below have Steiner topologies, and will be referred to as Steiner trees. If the given point set N has no more than 3 points, then there is at most one Steiner point and its structure is simple. Hence, throughout this paper we assume N has at least 4 points. (1)
Then a perturbation V achieving δT is called a minimum perturbation of T . In particular, suppose s is a Steiner point in T and the three edges of s are ps, qs and rs. Then the tree composed by the three edges is simply denoted by T s , and referred as a tree with a single Steiner point. Define s to be locally minimal if δT s ≥ 0 for any perturbation of s. Clearly, when λ = ∞, a λ-tree is a classical Euclidean Steiner tree. Suppose T E is a Euclidean Steiner tree. Then the following facts are well known [4] : The aim of this paper is to establish results for general λ-trees, corresponding to the facts for Euclidean Steiner trees mentioned above. We begin by stating the main theorems (Theorems 1.5 -1.8 below) of this paper, the last three of which will be proved in later sections.
Theorem 1.5 If α = ∠psq is an angle in a locally minimal λ-tree that is formed by two straight edges with a Steiner point s, then
Remark 1.1 This angle condition has been proved in [1] . Note that ω = 0 when λ = ∞. Hence, Fact 1.1 is a special case of Theorem 1.5. Because the sum of the three angles at a Steiner point is 360
• , Inequality (2) is not only necessary but also sufficient for locally minimal Euclidean Steiner trees. However, it has been shown in [1, Theorem 3.5] that the angle condition Inequality (2) is necessary but not sufficient for local minimality in general λ-trees as different from the Euclidean case, not all λ-trees are minimal under the simultaneous perturbation of two or more Steiner points. In order to find an equivalent characterization of locally minimal λ-trees, we need to consider Steiner paths (defined below) rather than Steiner points.
An edge is called a terminal edge if it has a terminal as its endpoint, otherwise an internal edge. A Steiner tree is called linear if all Steiner points lie on a path. Conversely, suppose P = ps 1 s 2 · · · s k q (k ≥ 1) is a path such that all vertices s i are Steiner points and all edges are straight edges. We refer to such a path as a Steiner path. In this paper all paths discussed are assumed to be Steiner paths, and are regarded as directed from p to q. The edge incident to s i but not an edge of P is referred to as the third edge of s i . The tree composed of all edges incident to Steiner points in P is referred to as the induced linear tree of P and denoted by T (P ). Obviously, T (P ) is linear, and consists of P itself and all the third edges of the Steiner points in P . Because all Steiner points in the induced linear tree T (P ) lie on P , a perturbation of T (P ) is a perturbation of P . Therefore, for simplicity we will not distinguish P and its induced linear tree T (P ), and instead of L(T (P )), just use L(P ) to denote the length of the induced linear tree T (P ). A perturbation of P is a parallel move if all internal edges are moved in parallel. The directional derivative of L(P ) under a parallel move V is denoted by δ P (V). A parallel move of P is defined to be a shift if every s i moves along the third edge (or its extension) of s i . This implies that the new path does not cross the original path P and lies on one side of P . The directional derivative of L(P ) under a shift V of the path P is denoted by δ s P (V).
Remark 1.2
Note that this definition of path shift is similar to the definition given in [1] , but different from the definition given in [2] . Actually the shift defined in [2] would be a parallel move as defined in this paper. 1, 2 , ...) be the sequence of the angles in T (P ) lying on the left and right side of P respectively. Note that the sum of three angles at a Steiner point is 360
• . The following lemma is obviously true.
By this lemma there is always a side of P , say the left side, on which i (120
This side is referred to as the positive side of P . A path P is an elementary path if no proper subpath P * in T (P ) satisfies δP * < 0. The following theorem extends the main result in [2] . 
Obviously, if a λ-tree T is locally minimal, then by Theorem 1.6 δT ≥ 0 implies δ s P ≥ 0 for each path P , particularly for each elementary Steiner path P . Furthermore, it implies | i (120 
Fundamentals of Perturbations
A λ-tree having only straight edges is referred to as a straight tree. In this section we assume T is a full straight λ-tree. First as a corollary of Theorem 1.5 we have the following lemma on the angles and their distributions in locally minimal λ-trees. Lemma 2.1 Let φ min , φ max be the minimum and maximum angles at the Steiner points in a locally minimal λ-tree for any fixed λ. Then,
2) φ min = 2mω, φ max = (2m + 1)ω for λ = 3m + 1, and (3) φ min = (2m + 1)ω, φ max = (2m + 2)ω for λ = 3m + 2. Moreover, the sets of the three angles at a Steiner point are (1) (φ min , 120 • , 120
Because all angles at Steiner points are in the form of (2m+d) [1] .
Special Case 1:
Exactly one of v i , v i+1 , say the former, is 0 ( Fig. 1(a) ). Then, with respect to v i+1 , the directional derivative of L(e) under this perturbation, denoted by δe
where p i+1 is the point on s i s i+1 such that ∠s i+1 p i+1 s i+1 = ω. 
Define the Euclidean distance h from s i s i+1 to s i s i+1 to be the perturbation distance of e in the parallel move. Then h can also be taken as the active variable in computing δe(V). It is also easily seen that 
we have the following decomposition by Special Case 1: 
and we have the following decomposition by Special Cases 1 and 2:
Now the basic properties of perturbations for internal edges can be summarized as follows: 
3 Decomposition of Perturbations and Parallel Moves
In this section Theorem 1.6 is proved: A λ-tree T is locally minimal if and only if each Steiner path P in T is locally minimal under path shifts. Obviously, what we need to prove is that if T is not locally minimal, then there is a path whose length can be reduced by a path shift. We will show that Theorem 1.6 is a corollary of a series of decomposition theorems that will be proved in the following subsections: decomposition of perturbations of full straight λ-trees (Subsection 3.1), decomposition of parallel moves of full straight λ-trees (Subsection 3.2) and decomposition of perturbations of full non-straight λ-trees (Subsection 3.3).
Decomposition of perturbations of full straight λ-trees

Theorem 3.1 Suppose T is a full straight λ-tree that is length-reducible under a perturbation V. Then the directional derivative of T under V can be decomposed into a sum of directional derivatives of subtrees so that if a subtree contains more than one Steiner point then its perturbation is a parallel move.
Proof. If T does not contain internal edges, then T is locally minimal by Lemma 2.2(2), contradicting the assumption. Hence we assume T contains at least one internal edge. Similarly to edge perturbations, there are two cases to consider. 
Then, similar to Equation (4) we have Repeat this decomposition until T is decomposed into subtrees T i for which the perturbations strictly occur only on one side of an edge. Now we can turn to Case 2.
Case 2: For each internal edge e in T , both perturbation vectors of the endpoints of e lie strictly on the same side of the line through e. First we show that there is a Steiner point in T whose perturbation induces a parallel move of T such that, in some sense, the parallel move is smaller than the original perturbation ( Fig. 2(a) Without loss of generality, let s 0 be such a Steiner point in T whose perturbation is smaller than all other Steiner points. Let the adjacent points of s 0 be s 1 , s i and s j . The Steiner point s 0 partitions T into three subtrees T 1 , T 2 , T 3 ( Fig. 2(a) Figure 1(d) , the perturbation of T can be regarded as a 2-step perturbation: first T moves to T and then T moves to T . Let
Because parallel moves do not change the angles, similar to Equation (5) we have
Now repeatedly applying Equations (6) and (7) to decompose V, we have
where T i are full subtrees of T each of which contains at least one internal edge, V i are subsets of V acting on the Steiner points in T i respectively, and for each l, T s l is a subtree with a single Steiner point s i . Hence, the theorem is proved. 
Decomposition of parallel moves of full straight λ-trees
If T 2 ∪ T 3 is a not path, then δ (T 2 ∪ T 3 ) can be decomposed again, and such is for T 1 ∪ T 2 . Repeating such decompositions, at last δ T (V) becomes a sum of the derivatives of path shifts plus some derivatives of subtrees with single Steiner points:
where each P i is a Steiner path in T and V i is the shift of P i , and for each l, T s l is a subtree with a single Steiner point s i . Hence, the theorem is proved.2
Decomposition of perturbations of non-straight λ-trees
Now we suppose T is a full λ-tree T that is not straight. Suppose, under a perturbation V, T moves to T and each Steiner point s i (i = 1, 2, ...) in T moves to s i . If all non-straight edges in T are terminal edges, then T is referred to as a pseudo-straight λ-tree. (Fig. 3) . length
Lemma 3.3 If a full λ-tree T has non-straight internal edges and V is a perturbation of T . Then the directional derivative of T under V can be decomposed into a sum of directional derivatives of pseudo-straight subtrees T i and
Hence the lemma holds by repeatedly applying this decomposition to all nonstraight internal edges. Proof. As argued in Theorem 3.1 we assume T contains at least one internal edge. By the above lemma and Theorems 3.1 and 3.2 we need only consider the perturbation of pseudo-straight λ-trees. Suppose T is such a tree with a non-straight terminal edge as 0 . There are two possible cases.
Case 1: The perturbation vector v 0 = s 0 s 0 lies outside the parallelogram ars 0r , including the case that v 0 coincide with s 0 r or s 0r , as shown in Figure 4 (a). In this case the non-straight edge as 0 can be represented as a bent edge ars 0 so that v 0 is nearer to s 0 r than to s 0r . It follows that r is fixed as a terminal when s 0 is perturbed to s 0 . Therefore, we can directly apply Theorem 3.1 so that δT (V) can be decomposed into a sum of derivatives of subtrees of T under parallel moves plus some derivatives of subtrees with single Steiner points. 
where T i are full subtrees of T , V i are subsets of V acting on the Steiner points in T i respectively, and for each l, T s l is a subtree with a single Steiner point s i . Let T k be the subtree that contains s 0 . Then V acts only on the Steiner points in T k , and again by Case 1 and Theorem 3.1, we have
where T kj are full subtrees of T k , V kj are subsets of V acting on the Steiner points in T kj respectively, and for each l, T s l is a subtree with a single Steiner point s i . Combining Equations (11) and (12) we have
Finally, either in Case 1 or in Case 2, all parallel moves can be further decomposed into path shifts by Theorem 3.2 plus some derivatives of subtrees with single Steiner points. The theorem is proved. 2
Proof of Theorem 1.6.
Clearly, a λ-tree T is locally minimal if and only if all full components of T are locally minimal. Hence, if V is a length-reducible perturbation of T , then by Lemma 3.3 and Theorem 3.4 we have
where T (i,j) are pseudo-straight subtrees of T i , P ( 
Spiral paths
is an Steiner path. Define k, the number of Steiner points in P , to be the length of P . Let the third edge of s i be s i b i , and the induced linear tree of P be T = T (P ). As stated in Section 1, P is regarded as directed from p to q. When we walk on the left side of P , the sequence of encountered angles α j and third edges b i s i , represented by symbol 'b' regardless of the subscript i, is defined to be the left pattern of P , and is where all angles are represented by their indices. When all b's are removed from the right (or left) path pattern of P , the remainder is referred to as the right (or left) angle sequence of P , and is denoted by A r (P ) (or A l (P ) respectively). As a convention, in the angle sequences of P , we will omit the superscript 'l' and 'r' if it is not necessary to specify the side. Moreover, the angle sequence of P will simply be represented as A if it is not necessary to specify P .
A path pattern is spiral if it does not contain the symbol 'b', that is, its angle sequence is the same as its pattern. A path P is spiral if its right or left path pattern is spiral. Note this definition corresponds to the intuitive concept of a spiral curve. It is easy to check that for a spiral path P , its positive side is the concave side, which is defined to be the default side of P . Figure 6 such that P is a spiral path with the same angle sequence and such that for any parallel move V of P there is a parallel move V of P satisfying
Lemma 4.1 Suppose a path P is not spiral. Then its induced linear tree T (P ) can be transformed to a linear tree T (P ) as shown in
Moreover, if V is a shift of P , then V is a shift of P . and s 1 be the extensions of s 1 s 1 , and s 1 s 1 . Note that P has the same angle sequence as P but the first symbol 'b' in W(P ) is removed. It is obvious that the length difference between the dashed lines and the solid lines is the same before and after the transformation. Hence δ P (V)) = δ P (V). The second case is 1 < i < k. We have a similar transformation as shown in Figures 6(d)-6 (f). The proof is complete.
2
As shown in Figure 6( 
Equivalent variations
By Lemma 4.1, from now on we assume P is a spiral path whose length is k. For a spiral path P , the angle sequence A(P ) of P is the same as the path pattern. Hence, for simplicity P will be directly presented by its angle sequence 
, and P is also partitioned by these cutting lines. Correspondingly, V is partitioned into 3 subsets
We refer to P 1 , P 3 as end sections and P 2 as the middle section. By Theorem 2.3(2), any perturbation distance
, particularly h j = |c j c j |, can be taken as the active variable for V. Then the sectional derivatives of P t (t = 1, 2, 3) with respect to h j are
where
Now we delete P 2 from P and join P 1 , P 3 to construct a new pathP = P 1 ∪P 
is a parallel move ofP corresponding to V for P . Define P 2 as having zerovariation under parallel move V if δ P (V) = δ P (Ṽ ). The following theorem is the key to proving Theorem 1.8.
Proof. Note that the derivative does not depend on the magnitude of the variable. Therefore,
Because the derivative is independent of the choice of active variables, we have
Corollary 4.5 If h i = h j and δ P 2 (V 2 ) = 0, then P 2 has zero-variation under V 12 .
Lemma 4.6 Suppose P = P 1 P 2 P 3 where P 1 , P 3 are both not empty, and
101 or 110 if λ = 3m + 1,
Then there is a parallel move V of P such that P 2 has zero variation under V.
Proof. Let V 2 in V be such as shown in Figure 7 . We prove P 2 has zero variation under V.
First look at the case of λ = 3m + 1, where i = j − 3 ( Fig. 7(a)-(c) ).
Clearly, h i = h j , and the length difference between P 2 and P 2 is zero, either for P 2 = 101 (Fig. 7(b) ) or for P 2 = 110 (Fig. 7(c) ). This implies δ P 2 (V 2 ) = 0. In both cases the claim holds by is similar for λ = (3m + 2) (Fig. 7(d) ), and the proof is even simpler for λ = 3m since mω = 60
• ( Fig. 7(e) ). and omit the originals.
The subtree consisting of the three edges that are incident to a Steiner point
is called a unit of P , and is denoted by T i . Let T i be the subtree obtained from T i by perturbation v i . Then we can consider the unit derivative of T i . In this case, v i is a natural choice of the active variable and we have
Lemma 4.7 Suppose λ = 3m and P = P 1 P 2 P 3 where P 3 is not empty. If P 1 = (−1 ), P 2 = 0 , then there is a parallel move V such that P 2 has zero variation under V.
Proof. If v 2 in V is such as shown in Figure 8 (a), then ∠c 1 s 2 s 2 = ∠s 2 s 2 c 2 = 60
• . Hence, by Corollary 4.5 P 2 has zero variation under V. 2
Let c 0 = s 1 and c 0 be the point on ps 1 such that c 0 c 0 ⊥ ps 1 . Then, the above technique can also apply to P 1 = pc 0 even where P 1 does not contain a Steiner point. In that case, after removing c 0
Lemma 4.8 Suppose λ = 3m and P = P 1 P 2 P 3 where P 3 is not empty. If
then there is a parallel move V such that P 2 has zero variation under V.
Proof. In Case (1), if v 1 in V is such as shown in Figure 9 (a), then ∠c 0 s 1 s 1 = ∠s 1 s 1 c 1 = 60
• . Hence, by Corollary 4.5 P 2 has zero variation under V. In Case (2), we can also show by calculation that P 2 has zero variation under V as shown in Figure 10 
Proof of theorem 1.8
Now we prove Theorem 1.8. By Lemma 4.1 and Corollary 4.3 we assume P is an elementary spiral path with k Steiner points. By Lemma 1.7 we need only consider the default positive side of P . Let n (−1 ) (P ) (or simply n (−1 ) ) be the number of (−1 )s in the angle sequence of P . Similarly define n 0 , n 1 , n 2 . Define the characteristic number of P to be
Define i (120
• − α i ) to be the angle deviation of P . The following lemma is easily derived. Lemma 4.9 i (120
Clearly, by this lemma, Theorem 1.8 is a corollary of the following three theorems since these theorems cover all cases of F (P ) and δ s P respectively. The theorem is proved by induction on the length k of P . Note that (Index Number Inequality) if F (P ) > 3 then where i is a non-negative integer. The angle sequences (0 ), (101 ), (121 ) in the definition are referred to as recurring sections in P . Note that for a canonical path P a shift V of P exists such that the derivative of a recurring section is zero by Lemma 4.6. It follows by induction that if P is canonical then δ s P < 0. Therefore, the recursion clause is proved if F (P ) > 3 implies that P is canonical. First, by the Index Number Inequality and by induction (Begin-End Condition) P has the following form:
Moreover, suppose P is partitioned into P = P 1 P 2 P 3 such that both P 1 , P 3 are not empty. Then, again by Index Number inequality and by induction (Exclusion Condition) P does not contain such a middle section P 2 of the following type:
00
or 111 if λ = 3m + 1, and
We show that the two conditions hold by considering λ = 3m + 1 case as an example.
, and by induction δ s (α 2 · · · α k q) < 0, contradicting that P is elementary. Therefore, P must starts and ends with 0 . Moreover, if P 2 is 111, then it is easy to see that either F (P 1 ) > 3 or F (P 3 ) > 3, contradicting P being elementary by induction. If P 2 is 00 , then it is also easy to see that either F (P 1 P 2 ) > 3 or F (P 2 P 3 ) > 3, again contradicting P being elementary by induction. Now we can show that P is canonical. The theorem is proved by induction on the length k of P . As in the proof of Theorem 4.10, the key is to prove that there is a middle section P 2 in P that has zero variation under a minimum parallel move.
Remark 4.2
If V is a shift to the positive side of P , then the direction in which s i moves is determined by the third edge of s i , which lies on the negative side of P . Therefore, even when the angles α i on the positive side are fixed, a number of parallel moves have to be considered, corresponding to different possible positions of the third edges on the negative side. Therefore, the proof of this theorem differs from the proof of the above theorem in that, in order to find δ s P = min V δ s P (V) = 0, we need consider all possible shifts satisfying the angle condition (Lemma 2.1).
Note F (P ) = 3 implies that
for λ = 3m + 1, and
(1) λ = 3m + 1.
For the base clause we have k = 3, P = 010 . Because of the angle condition (Lemma 2.1),
Hence, up to symmetry there is only one possible shift V as shown in Figure  11 . Define Now we prove the recursion clause in which n 0 ≥ 3. By the angle condition P cannot start with 0 . By the Exclusion Condition P contain neither 00 nor 111 . It follows that α 1 α 2 α 3 α 4 = 0101 or 0110 . and U 1 is a minimum shift of P 12 since
Hence, the shift V achieving δ s P should be such that V = {U 1 , V 3 }, where V 3 is a shift of section P 3 . Note that for U 1 = {V 1 , V 2 }, we have h 1 = h 4 , and V 2 = {v 2 , v 3 , v 4 } are such as shown in Figure 7 (b). Therefore, P 2 has zerovariation by Lemma 4.6. LetP = P 1 ∪ P 3 ,Ṽ = {V 1 , V 3 }, then by Theorem 4.4 and by induction
Now suppose P 12 = 0110 . Similarly, there are 4 possible shifts of P 12 and the minimum shift of P 12 is such as shown in Figure 7 (c). Therefore, P 2 has zerovariation by Lemma 4.6, and δ s (P ) = 0 as argued in the case of P 12 = 0101 .
(2) λ = 3m + 2.
The proof is similar to the proof for λ = 3m + 1. Similarly, we can compute that δ s (0 (−1 )) = 0 for other 3 possible shifts shown in Figures 13(b)-(d) . Another base case is that k = 3 and P = (−1 )1 (−1 ). Up to symmetry there are also four possible shifts, and similarly it can be proved that in each subcase we have δ s ((−1 )1 (−1 )) = 0. Now we prove the recursion clause. First, if P = 0 α 2 · · · α k q, then let P be partitioned by cutting lines c i c i , c j c j into 3 parts P 1 , P 2 , P 3 such that i = 0, j = 1. There are 3 possible shifts U i (1 ≤ i ≤ 3) of unit subtree P 1 whose simplified figures are such as shown in Figures 9(a)-(a) . It is not hard to show that δ s P 12 (U 1 ) for the shift in Figure 9 (a) is smaller than the other two shifts. However, for this minimum shift we have δ By angle condition P cannot starts with 1 . Hence P starts with (−1 ). Similarly to Theorem 4.10, P contains neither (−1 )(−1 ) nor 11 . Hence, either P = (−1 )0 α 3 · · · α k q or P = (−1 )1 α 3 · · · α k q. In the first case the parallel moves shown in Figure 8 are the only possible shifts because P is elementary. By comparing the variations caused by the shifts shown in Figure 8 we find that the minimum shift is the one that is shown in Figure 8 Proof of Theorem 4.12.
We prove the equivalent statement: If δ s P ≤ 0 when P shifts to its positive side, then F (P ) ≥ 3. We only prove the case of λ = 3m + 1 since the proofs for λ = 3m + 2 and λ = 3m are similar.
Suppose the left side is the positive side of P and suppose V is a minimum shift of P to its left side. Note that δ s P ≤ 0 implies that P starts with 0 . Otherwise, if ∠ps 1 s 2 = (2m + 1)ω, then ∠p s 1 s 2 = (2m + 2)ω, contradicting the angle condition given in Corollary 2.1. Similarly, P ends with 0 , and hence P = 0 α 2 · · · α k−1 0 . LetP = p s 1 · · · s k q . ClearlyP = 1 α 2 · · · α k−1 1 (see Figure 5 ) since, as a shift, V preserves all angles at the Steiner points s i (1 < i < k). Clearly, δ sP ≥ 0 ifP shifts to its left side because ∠p s 1 s 2 and ∠s k−1 s k q cannot increase anymore. On the other hand, since the reverse shift movesP back to P , this reverse shift has derivative δ sP ≥ 0 since δ s P ≤ 0. It follows that δ sP ≥ 0 on both sides ofP . By Lemma 1.7 and Theorems 4.10,4.11, we have |F (P )| = |2n 0 (P ) − n 1 (P )| ≤ 3. As we have seen, n 0 (P ) = n 0 (P ) − 2, n 1 (P ) = n 1 (P ) + 2.
This results in |2n 0 (P )−n 1 (P )−6| ≤ 3. This inequality implies that |2n 0 (P )− n 1 (P )| ≥ 3. In particular, for the positive side this implies F (P ) ≥ 3. 2 5 Concluding remarks 1. Theorem 1.6 proves a conjecture raised in [2] : a necessary and sufficient condition for a λ-tree T not to be locally minimal is that T contains a path P that is not locally minimal.
2. Given a set N of n terminals, at most n − 2 Steiner points can be inserted in a λ-tree T on N . Hence, there are O(n 2 ) paths in T and each path has at most n points. By Theorem 1.6 the local minimality of T can be examined in O(n 3 ) time.
3. Theorem 1.8 improves the result on forbidden paths published in [2] , making the previous result more precise. The existence of length-preserving path shifts provides an evidence that the λ-metric is not strictly concave.
