Abstract. In this paper we prove global well-posedness and scattering for the defocusing, one dimensional mass-critical nonlinear Schrödinger equation. We make use of a long-time Strichartz estimate and a frequency localized Morawetz estimate. This continues work begun in earlier papers by the author for dimensions d ≥ 3 and d = 2.
1.
Introduction. This paper discusses the defocusing, quintic, one dimensional initial value problem iu t + Δu = F (u) = |u| 4 t X is also a Banach space. An initial value problem is said to be globally well-posed if I = R. Due to the conserved quantities (1.8) and (1.9), a great deal of research has focused on the mass or L 2 -critical initial value problem (p = . See [53, 70, 69] for global well-posedness and scattering results when a solution to (1.4) has an assumed bound on theḢ s c norm, 0 < s c < 1. The author is unaware of any large data scattering results in the absence of a conserved quantity that controls the criticalḢ s c norm or an assumed bound on theḢ s c bound.
For (1.1) we take
The local theory for (1.4) has been worked out in [12, 13, 14, 15, 16, 89] . To simplify the exposition only the L 2 -critical results will be presented here. Proof. See [14, 16] . Remark. The argument outlined in Theorems 1.4 and 1.5 is called the concentration compactness method, a method that has proved to be quite useful in many types of partial differential equations. It has been used since at least the 1980's (see [4, 11] ) in elliptic and parabolic partial differential equations. The use of the concentration compactness method to establish global well-posedness and scattering for critical dispersive equations, in the exact form as it is used in this paper, was first introduced and developed in [51] for the focusing, radial, energy-critical Schrödinger equation and in [52] for the focusing, energy-critical wave equation. Historically, progress in dispersive partial differential equations using this method has gone energy-critical focusing NLS, energy-critical focusing wave equation, mass-critical NLS, mass-critical gKdV.
The analysis of defocusing, semilinear, energy-critical wave equation was completed by [2, 36, 42, 43, 47, 74, 75, 76, 81, 86] . These works were followed by [44] , which proved that the defocusing, energy-critical Schrödinger problem with three dimensional radial data was globally well-posed. These results were obtained by ruling out energy concentration through the use of Morawetz and dilation identities.
Around the same time [10] utilized an induction on energy argument, proving global well-posedness and scattering for the defocusing, radial, energy-critical nonlinear Schrödinger equation in dimensions d = 3, 4. [10] is widely considered to be the seminal result in the study of Schrödinger problems in connection with the induction on energy method. [84] extended this work to higher dimensions.
In a major breakthrough, [24] extended the result of [10] to the nonradial setting in R 3 , via the induction on energy method and introducing the interaction Morawetz estimates of [23] to this setting. This work was extended to four dimensions in [73] and to dimensions greater than five in [98] . Global well-posedness and scattering for the energy-critical defocusing nonradial Schrödinger equation [24, 59, 73, 97, 98, 99] and for the energy-critical focusing problem [33, 51, 58, 83] is now complete except for the focusing problem when d = 3 with nonradial data.
Proof of Theorem 1.4 . A version of Theorem 1.4 is implicit in [55] for dimensions d = 1, 2. [3, 66, 92] extended this result to dimensions d ≥ 1. The argument of [92] will be sketched in Section 2.
The proof of Theorem 1.5 will then occupy the remainder of the paper. We prove this by considering two separate cases. Notice that Theorem 1.4 implies that there exists a solution to (1.1) on a maximal interval I ⊂ R, along with N (t) :
We argue as in [28, 57, 61] , but especially [31] . As in [28, 31] it suffices to consider N (0) = 1, N (t) ≤ 1 on [0, ∞) (see [57] for a proof of this fact). We then consider two scenarios, the rapid frequency cascade scenario,
and the quasisoliton,
As in [28, 31] [31] will be recalled in section three. In section four we will make an induction on frequency argument to prove estimates on our long time Strichartz spaces. In fact, the argument in one dimension is substantially simpler than the argument in two dimensions. Then in section five we will prove that there is no nonzero rapid frequency cascade solution. In section six we will prove that there is no nonzero quasisoliton solution.
The exclusion of a quasisoliton solution relies on the frequency localized interaction Morawetz estimates. Morawetz estimates have long proven useful to proving scattering results for dispersive equations (see [8, 39, 64, 67, 71] ). The interaction Morawetz estimate has proved to be very useful for nonradial data. 
Proof. See [23] when d = 3, [91] when d ≥ 4, and [21, 72] when d = 1, 2. [72] proves a Galilean invariant version of (1.14) for d ≥ 1.
As in [28, 31] , we do not have an a priori bound on u(t) Ḣ1/2 (R) , so we truncate to low frequencies. The idea of using frequency truncated interaction Morawetz estimates was introduced in [24] for the energy-critical problem. In that case solutions were truncated in high frequencies since u(t) Ḣ1 was uniformly bounded, but there was no a priori bound on u(t) L 2 .
Here, as in [28, 31] , the errors produced by truncating to low frequencies are successfully estimated using the long time Strichartz estimates. The frequency truncated Morawetz estimates are very closely related to the almost Morawetz estimates of the I-method. See [20, 25, 27] for the almost Morawetz estimates in two dimensions, [26, 29] in one dimension, and [22] for the I-method itself.
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for all admissible pairs (p, q) and (p,q).p denotes the Lebesgue dual ofp.
Proof. See [80] for p = q = 6, [19, 40, 50, 85, 102] for the general result.
This result also holds in the more general case in which the supports ofv 0 (ξ) and u 0 (ξ) are separated by a distance |ξ| ∼ N .
Proof. The proof in one dimension is much simpler than the higher dimensional results of [7, 82] . In fact [60] demonstrates that this result implies the result of [7] for any dimension d ≥ 1.
is the spatial Fourier transform of g, andg(τ, ξ) the space-time Fourier transform. Then by Parseval's theorem
Proof. By propositions 2.1, 2.2, and Sobolev embedding,
(2.9) Propositions 2.1 and 2.2 also hold under convolutions with L 1 kernels. This will prove to be extremely important since by Galilean invariance a nonsymmetric solution to (1.1) will be localized in frequency around some ξ(t) ∈ R 2 , ξ(t) need not be zero. Suppose g(t, x − y) and h(t, x − z) are convolution kernels with uniform bounds Sketch of the proof of Theorem 1.4. Although we only need Theorem 1.4 when d = 1, we will go ahead and discuss [92] 's proof of Theorem 1.4 in any dimension. The argument in [55] is almost identical when d = 1. It follows from Theorem 1.3 that to prove (1.1) is globally well-posed and scattering it suffices to prove that if u is a solution to the defocusing, mass-critical problem (1.4) 
During the sketch of the proof we understand that any reference to (1.4) refers to (1.4) with p = 
The stability lemma from [91] implies that A(m) is a continuous function of m, which implies that {m : A(m) = ∞} is a closed set. Therefore if global wellposedness and scattering does not hold in the defocusing case for all
Next, [92] 
and u(t) lying in a compact set modulo the Galilean, translation, and scaling symmetries for all t ∈ I. It is certainly necessary to take the quotient with respect to this group of symmetries since solutions to (1.1) are invariant under translation. Scaling symmetry has also been discussed in (1.2). Finally, direct calculation verifies that (1.1) is invariant under the Galilean transformation.
THEOREM 2.4. (Galilean transformation) Suppose u(t, x) solves
(2.15) and (2.16) are proved by profile decomposition. Shortly after [10] , [54] proved a profile decomposition for the energy critical Schrödinger problem in R 3 in the same vein as the profile decomposition that [34] proved for the Sobolev embedding and [1] proved for the wave equation.
For the mass-critical problem in two dimensions [66] utilized a result of [68] to prove weak convergence modulo symmetries for a sequence of functions with Strichartz norms uniformly bounded below and mass uniformly bounded above. [55] then proved a profile decomposition for the mass-critical problem in dimensions d = 1, 2.
[3] extended this to higher dimensions using the bilinear result of [82] .
[92] then argued that a minimal mass blowup solution to (1.4) must exist entirely on one profile, otherwise if a minimal mass blowup solution were decoupled on two profiles, each with mass below the minimal mass of blowup, one could obtain scattering for each piece separately and then "paste" the two results together to obtain a scattering solution. This completed the proof of Theorem 1.4 for d ≥ 1.
Returning to d = 1 only, the Arzela-Ascoli theorem implies that u(t) almost periodic is equivalent to the existence of ξ(t) :
such that for all t ∈ I, where I is the maximal interval of existence, and η > 0,
By the uncertainty principle this is as much as one could possibly hope for. Now let u be an almost periodic solution to (1.1). If u is symmetric about 0 then x(t) = ξ(t) = 0. In the nonradial case x(t) and ξ(t) are free to move around. In this paper we will track ξ(t) and N (t) to gain additional information on an almost periodic solution. As in [28, 31] we will not need to track x(t) since we will use the interaction Morawetz estimates.
Proof. See lemma 5.18 of [60] .
Next, since for all t ∈ I, u(t) lies in a compact subset of L 2 (R) modulo scaling, translation, and Galilean symmetries,
Proof. Again see lemma 5.18 of [60] .
If J is an interval with u L 6 t,x (J×R) = 1 then let
By Lemmas 2.5 and 2.6,
Combining Lemmas 2.5 and 2.6, we can choose ξ(t), N (t) such that 
Proof. This was proved in [90, 92] , so the argument will merely be sketched here. Theorem 1.3, (2.24), and (2.27) imply that an almost periodic solution with
where > 0 is the small data threshold. Since u(t) lies in a compact set in L 2 (R) modulo symmetries, combined with the fact that N (t) is continuous and time reversal symmetry, we can take a limit of u(t n ), t n ∈ I under the various symmetries, and obtain N (t) ≤ 1 for t ≥ 0, N (0) = 1. By the perturbation theory of [91] the limit of u(t n ) modulo symmetries will be the initial data of an almost periodic u with x(0) = ξ(0) = 0. Finally by (2.27) the theorem holds.
At this point, it remains to show that such a solution cannot occur, which will occupy the remainder of the paper. We will now take a solution satisfying Theorem 2.7, and for the rest of the paper any expression of the form A u B (A ≤ C(u)B) will be abbreviated A B.
A long time Strichartz space.
This gives a partition of unity
For any integer j ≥ 0
where K j is an L 1 kernel. Let P j f = 0 when j is an integer less than zero and let
We also define the frequency truncation
The Littlewood-Paley decomposition respects L p norms, 1 < p < ∞.
Proof. See [78, 79, 94] or [96] .
Because ξ(t) is free to move around in the nonradial case it is also convenient to define a Littlewood-Paley projection centered around ξ 0 ∈ R when ξ 0 = 0.
Notice that
which also has an L 1 kernel, so if j is fixed in time, we can use (2.11) and (2.12).
Now to construct a function space adapted to the long time Strichartz estimates we utilize a class of function spaces introduced in [93] to study wave maps. [62, 63] applied these spaces to nonlinear Schrödinger problems. See [46] for a general description of these spaces. These spaces are quite useful to critical problems since the X s,b spaces of [5, 6] (see also [35] ) are scale invariant when b = 1 2 , which has the same difficulty as the failure of the embeddingḢ 1/2 (R) ⊂ L ∞ (R). This section is very similar to section three of [31] so many proofs will be omitted or abridged.
Δ be an atomic space whose atoms are piecewise solutions to the linear equation,
Δ functions are continuous except at countably many points and right continuous everywhere.
The supremum is taken over increasing sequences t k . 
Let DU p Δ be the space of functions
Finally, there is the duality relation
These spaces are also closed under truncation in time.
Proof. See [46] .
, (3.19) and for j = 1, 2,
Proof. This follows from the definition of the U Δ spaces. See [31] for a proof. 
Proof. See [31] .
The U 2 Δ spaces respect linear and bilinear Strichartz estimates. Indeed, checking individual atoms shows that if p, q is an admissible pair then
LEMMA 3.5. Suppose that under some condition on the supports ofû 0 (ξ) and
Proof. By (3.12) it suffices to check individual atoms. Suppose u is an atom. Then there exists an increasing sequence
If v is also an atom then v = l 1 [t l ,t l+1 ) (t)e itΔ v l for an increasing sequence {t l }, and
Now we can recall theX k 0 norm from [31] . Fix three constants,
Notice that (3.30) is invariant under (1.2) while (3.31) is not. Therefore, given an interval that satisfies (3.30) it is always possible to rescale so that (3.31) is also satisfied. Choose 1 , 2 , 3 such that 
t,x (J l ×R 2 ) = 1. We will call the intervals J l the small intervals. Also let N (J l ) = sup t∈J l N (t).
Remark. Proposition 2.1 combined with conservation of mass implies that for any admissible pair
, (3.42) and for
, k * ≤ j is defined in a similar manner. By (3.22), (3.39) and (3.40), for i < j, (p, q) an admissible pair,
. 
Remark. Throughout this section the implicit constant depends only on u and not on k 0 , or 1 , 2 , 3 .
Proof. It is necessary to prove that for any 0
Then by (3.36), (3.39), and (3.40),
(4.6)
For i ≥ j simply take t i α = t 0 , where t 0 is a fixed element of G j k , say the left endpoint. Then
There are at most two small intervals, call them J 1 and
1. Therefore,
1. (4.11) (4.11) combined with l 1 ⊂ l 2 implies
The last inequality follows from (2.25) and (3.36). Now suppose
(4.14)
It only remains to estimate
1 on each small interval J l , so by Definition 3.8,
Moreover it is clear from Definition 3.8 that for any 0 ≤ k * < k 0 ,
Therefore it suffices to prove:
Indeed, suppose
Then by (4.9)-(4.14) and (4.18), 
Proof of Theorem 4.2.
Start with a bilinear estimate. By the Sobolev embedding theorem, Proposition 2.2, (2.11), (2.12), (3.38) , and Definition 3.8, for l 0 > i − 5, 
, (4.33) and i≥j l≥i−10
This proves Theorem 4.3.
To estimate (4.26) we sharpen (4.22). For a given G i α there are at most two small intervals J 1 , J 2 that overlap G i α but are not contained in
. By (3.32)-(3.34) and the Sobolev embedding theorem, 
In the last estimate we used u U 2
, and the bilinear estimate
which implies
Therefore,
, by (3.32)-(3.34), the fact that J 1 is a small interval, the Sobolev embedding theorem, and a bilinear Strichartz estimate,
Since the same estimate holds for J 2 ,
β L 2 (R) . Then by Proposition 2.2 and Definition 3.8,
in (4.38) with (4.47) implies
This takes care of the first term in (3.21). Now for each G
Δ , interpolating Proposition 2.2 and Corollary 2.3, (3.46), and the Sobolev embedding theorem, 
This completes the proof of the theorem.
Plugging this into (4.30)-(4.36), it only remains to prove,
(4.54)
However this follows from (3.32)-(3.34), (3.46) , and (3.47). The proof of Theorem 4.2 is now complete.
5.
Rapid frequency cascade. Now consider the scenario described in Theorem 2.7 with 
so by Theorem 4.1, Remark. N (0) = 1 so we only need to be concerned about K ≥ 1. Following (3.5), 
Since the U 2 Δ and L 2 norms are scale invariant, (5.6) implies that for
.
(5.7)
By Theorem 4.1, lim sup 
Therefore, by conservation of mass, (5.8), induction on N , and which by conservation of energy proves that E(u(t)) = 0, which implies that u ≡ 0.
6. The quasi-soliton. Now we exclude the we exclude the scenario described in Theorem 2.7 with ∞ 0 N (t) 3 dt = ∞. To do this we modify the proof in [72] of
For this particular almost periodic solution we will not prove any additional regularity of the minimal mass blowup solution. Instead, as in [28, 31] we will truncate to low frequencies and use Theorem 4.1 to estimate the errors. This estimate will imply u ≡ 0. (6.5) where M I (t) is a modification of the Morawetz action in [72] (see (6.7)).
THEOREM 6.1. Suppose u(t, x) is the minimal mass blowup solution of Theorem 2.7, for some
k 0 ∈ Z + T 0 |u(t, x)| 6 dx dt = 2 k 0 , (6.2) and T 0 N (t) 3 dt = 3 K. (6.3)
Make the frequency truncation
Iu(t, ξ) = φ( ξ K )û(t, ξ), (6.4) φ ∈ C ∞ 0 (R), φ is symmetric, φ ≡ 1 for |x| ≤ 1, φ ≡ 0 for |x| > 2. Then ∂ x |Iu(t, x)| 2 2 L 2 t,x ([0,T ]×R) sup [0,T ] M I (t) + o(K),
Proof. Let
Define the Morawetz action
Integrating by parts, [72] proved
Now take the frequency truncated action
If we simply had
then we could copy the arguments in [72] and prove (6.13) where E is the error arising from the Fourier truncation of u,
To prove this we use a fact well exploited by [72] , namely that a(x − y) odd implies that E is Galilean invariant.
The fact that a(x − y) is odd implies that (6.18) + (6.20) + (6.22) = 0. We will prove that (6.17), (6.19), (6.21) ≤ o(K) for a very general a(x − y).
THEOREM 6.2. Suppose a(t, x)
is an odd function of x such that for for each t there is some C such that (6.23) and
If u is an almost periodic solution to (1.1), and F (u) = ±|u| 4 u, then (6.17), (6.19) , and (6.21) ≤ Co(K).
Remark. If a(x) =
x |x| then ∂ x a is not an L 1 function but simply a finite measure. However, since we approximate u 0 with a sequence of Schwartz functions, we can make the same computation as we would if ∂ x a(x) were an L 1 function. See [72] for more information. One can also adopt the method of [21] and approximate a(x) by a smoothed out version that approaches a(x) in the limit.
Remark. The interaction Morawetz estimates of [21] , [72] are not positive definite when F (u) = −|u| 4 u, which prevents us from obtaining an estimate of the form (6.13) for the focusing case. Theorem 6.2 implies that if we did have an interaction Morawetz estimate for the focusing problem and a(t, x) satisfied (6.23) and (6.24), then its Fourier truncation error would be bounded by Co(K). This estimate will prove useful in [30] , where an appropriate interaction Morawetz estimate is defined.
Remark. Since E is clearly linear in a, without loss of generality take C = 1. Now let λ = 2 k 0 K and rescale, letting I λ be the Fourier multiplier φ(
The last inequality follows from (2.20), (3.46) , and Theorem 4.1. Now let
By the fundamental theorem of calculus, if |ξ 1 
(6.29)
The last inequality follows from (4.23) .
By (2.20) and (6.25) 
Then taking η(K) 0 as K → ∞, possibly very slowly,
Therefore, (6.35) combined with (6.29) implies Interpolating (6.25), conservation of mass, along with (6.36) and (6.37), (6.21) o
(K).
Finally we turn to (6.17) . 
1. for all x, y ∈ R d . This is equivalent to
a(x − y)Iu(t, x)Iu(t, y)(∂ x − iξ(t))(Iu(t, x)Iu(t, y))dx dy C Iu
−sk f Ċs (R d ) (6.57) for all k ∈ Z. By Hölder's inequality, (2.19) , and the definition of Hölder continuity, 
