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Abstract
In this paper we consider the degree of a typical vertex in two models of random intersection graphs introduced in [E. Godehardt,
J. Jaworski, Two models of random intersection graphs for classiﬁcation, in: M. Schwaiger, O. Opitz (Eds.), Exploratory Data
Analysis in Empirical Research, Proceedings of the 25th Annual Conference of the Gesellschaft für Klassiﬁkation e.V., University
of Munich, March 14–16, 2001, Springer, Berlin, Heidelberg, New York, 2002, pp. 67–81], the active and passive models. The
active models are those for which vertices are assigned a random subset of a list of objects and two vertices are made adjacent
when their subsets intersect. We prove sufﬁcient conditions for vertex degree to be asymptotically Poisson as well as closely related
necessary conditions. We also consider the passive model of intersection graphs, in which objects are vertices and two objects are
made adjacent if there is at least one vertex in the corresponding active model “containing” both objects. We prove a necessary
condition for vertex degree to be asymptotically Poisson for passive intersection graphs.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Random intersection graphs are random graph models with dependent edges, as opposed to the model with in-
dependent edges introduced by Erdo˝s and Rényi. The ﬁrst model of random intersection graphs was introduced in
[3,4] and generalized random intersection graph models were introduced in [2]. In this paper we look at the degree
of a typical vertex of the graphs described in [2]. Our results generalize some of the results in [5] on the binomial
model [3,4].
In deﬁning the model of [2], it is helpful to ﬁrst deﬁne a related model of bipartite graphs, which we denote by
BGn,m(n,P(m)), where n and m are positive integers andP(m) = (P0, P1, . . . , Pm) with∑mj=0 Pj = 1 is a probability
distribution on the set of integers [m] := {0, 1, 2, . . . , m}. The independent sets ofBGn,m(n,P(m)) are denoted byV
andW and the cardinalities ofV andW are given by |V| = n and |W| = m, respectively.
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In the model BGn,m(n,P(m)) a random graph is chosen according to the following procedure:
(1) The vertex degrees of the elements in the independent set V are determined by i.i.d. random variables X(v),
v ∈V, with common probability distribution P(m) = (P0, P1, . . . , Pm).
(2) Given the values of X(v), the set of neighbors (v) ⊆W of v is determined by choosing a subset (v) in such
way that
P((v) =S|X(v) = k) =
(m
k
)−1
for allS ⊆ [m] of cardinality k = X(v). The subsets are chosen independently of one another.
Thus, givenS ⊆ [m],
P((v) =S) = P|S|(
m
|S|
)
and (v) are mutually independent random elements. This procedure determines BGn,m(n,P(m)) uniquely and, in
particular, the neighbors of vertices in W are given by (w) = {v ∈ V : w ∈ (v)}. By construction, we have
X(v) = |(v)|. Moreover, we let Y (w) denote Y (w) = |(w)|.
Two models of random intersection graphs, called active and passive, are deﬁned in [2]. The active graphs have
vertex set V and v1, v2 ∈ V are adjacent if and only if (v1) ∩ (v2) = ∅. The active random intersection graph
model is denoted by IGan(P(m)). The passive graphs have vertex setW and w1, w2 ∈ W are adjacent if and only if
(w1) ∩ (w2) = ∅. The passive random intersection graph model is denoted by IGpn(P(m)). The parameter m will
be set to m = n for some real number 0. We will characteristically ignore the integer part notation and write
m = n. Note that the probabilities Pj implicitly depend on n.
Active graphs may be more interesting with respect to applications than the passive graphsIGpn(P(m)), as [2] shows
that they may be interpreted as models of classiﬁcation.
The intersection graph model proposed in [3,4] can be treated as the active model withP(m) taken as Binomial(m, p).
We will denote this model by G(n,m, p) and call it the binomial model. On the other hand, it was shown in [2] that for
any n andm, and any distributionP(m) the random variable Y (w),w ∈W (the degree of a vertexw inBGn,m(n,P(m)))
is Binomial(n, /m) distributed for any w ∈W, where = EX(v), v ∈V. Moreover Y (w1), Y (w2), . . . , Y (wm) are
mutually independent if and only if
BGn,m(n,P(m)) =BGn,m(n,Binomial(m, p)) = Gn,m,p.
Therefore, whenP(k) is taken as Binomial(k, p),IGan(P(m)) is the same asIG
p
m(P(n)) and bothmodels are equivalent
to G(n,m, p).
Properties such as the emergence of small subgraphs and contiguity with the classical random graph model G(n, p)
of Erdo˝s and Rényi, for which there are n vertices and edges are present independently and with probability p, were
studied forG(n,m, p) in [1,3] while the degree of a typical vertex was examined and limiting distributions were derived
in [5].
2. The active graphs
In this section we are interested in the vertex degree of a typical vertex of a random intersection graphIGan(P(m)).
We let m and P(m) depend on n and examine convergence in distribution of vertex degree as n → ∞. For positive
integers a, b we let (a)b denote the falling factorial (a)b := a(a−1) · · · (a−b+1) and let (a)0 =1, (0)0 =1, (0)b =0.
A simple example of active random intersection graphs which may be analyzed without difﬁculty is the degenerate
case where Pd = 1 for some d = d(m). This example was considered in [2]. The degree of a ﬁxed vertex in the active
model is then Binomial(n − 1, 1 − (m − d)d/(m)d) distributed. Hence, if for some constant c
M = (n − 1)
(
1 − (m − d)d
(m)d
)
→ c (1)
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as n → ∞, then the distribution of a typical vertex will be asymptotically Poisson(c). Given sequences an, bn, we
use the notation an ∼ bn to denote an/bn → 1 as n → ∞. If d√m inﬁnitely often for some constant > 0, then
(m − d)d/(m)de−2 and (1) is impossible. Therefore, we may assume that d = o(
√
m), in which case (1) holds if
nd2/m → c or
d ∼ √cm(1−1/)/2.
If =1, then with d=√c the limiting distribution is Poisson(c). This contrasts withG(n,m, p), which has a compound
Poisson limiting distribution when = 1 and p=√c/n; see [5]. The question thus arises as to what distributionsP(m)
give a limiting Poisson distribution for vertex degree as n → ∞. A partial answer to this question is given by
Theorem 1.
Theorem 1. Let X be a random variable with the probability distribution P(m) and denote by  and  its expected
value and standard deviation, respectively. Denote by  the degree of a vertex in an active intersection random graph
IGan(P(m)), where m = n, > 0. Then
(i) if < 1 and Ec, where c is a nonnegative constant, then almost all vertices of IGan(P(m)) are isolated;
(ii) if 1, E → c, and = o(), then  converges weakly to the Poisson(c) distribution;
(iii) if 1, E → c,  = o(√m),  ∼ d for a constant d > 0, and 3 = EX3 = O(3), then  does not have a
limiting Poisson distribution.
Proof. The proof of the theorem is given in a sequence of lemmas. Part (i) is proved in Lemma 2. The proofs of parts
(ii) and (iii) are given in Lemmas 5 and 6, respectively, using Lemmas 1, 3, and 4. 
Consider IGan(P(m)) and ﬁx a vertex v ∈V. We deﬁne ai to be
ai = P(v has degree i in IGan(P(m))),
i = 0, 1, . . . , n− 1. Our ﬁrst lemma gives an exact formula for the probability generating function F(x)=∑n−1i=0 aixi
of vertex degree in IGan(P(m)).
Lemma 1. For the model IGan(P(m)), where P(m) = (P0, P1, . . . , Pm), the probability generating function F(x) of
vertex degree is given by
F(x) =
m∑
k=0
Pk
⎡
⎣ m∑
j=0
Pj
(m − k)j
(m)j
+
⎛
⎝1 − m∑
j=0
Pj
(m − k)j
(m)j
⎞
⎠ x
⎤
⎦
n−1
. (2)
Moreover, the expected vertex degree is
M :=
n−1∑
j=0
jaj = F ′(1) = (n − 1)
⎛
⎝1 − m∑
k=0
m∑
j=0
PkPj
(m − k)j
(m)j
⎞
⎠ (3)
and the variance of the vertex degree is
S2 :=
n−1∑
j=0
j (j − 1)aj + M − M2 = F ′′(1) + M − M2
= (n − 1)(n − 2)
m∑
k=0
Pk
⎛
⎝1 − m∑
j=0
Pj
(m − k)j
(m)j
⎞
⎠
2
+ M − M2. (4)
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Proof. The degree distribution of an arbitrary vertex v in the active model is given by [2]
P{v has degree i in IGan(P(m))}
=
(
n − 1
i
) m∑
k=0
Pk
(
1 − Ek(m − X)
(m)k
)i(Ek(m − X)
(m)k
)n−1−i
,
i = 0, 1, . . . , n − 1, where we deﬁne 00 = 1 and where Ek denotes the k-factorial moment operator. The probability
generating function F(x) of  is given by
F(x) =
m∑
k=0
Pk
[(
1 − Ek(m − X)
(m)k
)
x + Ek(m − X)
(m)k
]n−1
,
M = E= F ′(1) = (n − 1)
m∑
k=0
Pk
(
1 − Ek(m − X)
(m)k
)
,
and
E2= E(− 1) = F ′′(1) = (n − 1)(n − 2)
m∑
k=0
Pk
(
1 − Ek(m − X)
(m)k
)2
.
Since
(m − j)k
(m)k
= (m − k)j
(m)j
,
the formulae for F(x), M, and S2 given in the lemma follow immediately. 
We use a variant of the degenerate case to help show that most vertices in IGan(P(m)) are isolated almost surely if
< 1 and M is bounded above.
Lemma 2. Suppose that < 1 and M is bounded above. Then P0 → 1 as n → ∞ and the number of isolated vertices
I has expectation EInP 0 ∼ n.
Proof. Let  = 1 − P0. The random variable  is stochastically larger than the vertex degree of a ﬁxed vertex of the
degenerate active graph with P(m) given by P0 = 1 − , P1 = . Fix v ∈ V. The number Z of non-isolated vertices
inV\{v} inBGn,m(n,P(m)) for the degenerate graph is Binomial(n − 1, ). The degenerate graph has vertex degree
distribution ˜ given by
P(˜= k) =
{
1 − + P(W = 0) if k = 0,
P(W = k) if k > 0,
where, conditional on the value of Z,W is Binomial(Z, 1/m) distributed. Thus, we have the lower boundM=EE˜=
EW = 2(n − 1)/m. Since n/m → ∞ and M is bounded,  → 0. 
Our next result shows that = o(√m) is necessary for M → c when = o().
Lemma 3. Suppose that = o() and M → c for a constant c. Then = o(√m).
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Proof. If it is not true that = o(√m), then for some constant > 0 it holds that √m for inﬁnitely many m. For
such m, we lower bound the formula for M at (3) by
M = (n − 1)
⎛
⎝1 − ∑
k,j√m/2
PkPj
(m − k)j
(m)j
−
m∑
j=0
∑
k<
√
m/2
PkPj
(m − k)j
(m)j
−
∑
j<
√
m/2
m∑
k=0
PkPj
(m − k)j
(m)j
+
∑
k,j<
√
m/2
PkPj
(m − k)j
(m)j
⎞
⎠
(n − 1)
⎛
⎝1 − ∑
k,j√m/2
PkPj e
−kj/m − 2
m∑
j=0
∑
k<
√
m/2
PkPj
⎞
⎠
(n − 1)(1 − e−2/4P(X√m/2)2 − 2P(X< √m/2)),
where X is a random variable with distribution given by P(m). Chebyshev’s inequality gives
P(X< 
√
m/2) 
2
(− √m/2)2 = o(1),
hence M(n − 1)(1 − e−2/4 + o(1)) for m satisfying √m. 
Next we will show that under the assumptions = O() and = o(√m), there is a natural asymptotic relationship
between m, n, , and c. The previous lemma shows that when  = o() the assumption  = o(√m) is unnecessary.
Suppose that v1, v2 ∈ V. Conditional on the event that v1 has degree k and v2 has degree j in BGn,m(n,P(m)),
the number of vertices inW to which v1, v2 are mutually adjacent is hypergeometrically distributed with probability
distribution function
(
k
x
) (
m−k
j−x
)/(
m
j
)
, where x represents the number of mutually adjacent vertices, and mean kj/m.
The expected number of mutually adjacent vertices is ∑k∑j PkPj kj/m = 2/m. It is reasonable to suppose that if
2/m is small, then it will be close to the probability that v1, v2 are mutually adjacent to a positive number of vertices
inW. Hence, 2/m should approximately be the edge density inIGan(P(m)). It is therefore reasonable to suppose that
2/m should be close to c/n.
We will use the asymptotic result of Lemma 4 frequently in succeeding proofs, often in the form = O(√m/n).
Lemma 4. Suppose that > 0, = o(√m), and = O(). Under these assumptions M → c if and only if
2
m
∼ c
n
.
Proof. First suppose that M → c. We will ﬁnd upper and lower bounds on 2/m of the form c/n+ o(n−1). Let 2 be
the second moment
2 :=
m∑
j=0
j2Pj .
Because
(m − k)j
(m)j
e−jk/m1 − jk
m
+
( jk
m
)2
, (5)
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(3) implies
1 − M
n − 1 =
m∑
k=0
m∑
j=0
PkPj
(m − k)j
(m)j

m∑
k=0
m∑
j=0
PkPj
(
1 − jk
m
+
( jk
m
)2)
= 1 − 
2
m
+ 
2
2
m2
,
from which
2
m
 M
n − 1 +
22
m2
.
Since = O() we have 2 = O(2), and now = o(
√
m) and M = c + o(1) give
2
m
 c
n
+ o(n−1). (6)
For the lower bound on 2/m we use the following inequality which holds as long as j + k <m:
(m − k)j
(m)j

(
1 − k
m − j
)j
 exp
(
− jk
(m − j)(1 − k/(m − j))
)
= exp
(
− jk
m − j − k
)
1 − jk/m
1 − (j + k)/m . (7)
Fix any  satisfying 0< <min(, 1)/2. We ﬁnd that
1 − M
n − 1
∑
j,kmn−
PkPj
(m − k)j
(m)j

∑
j,kmn−
PkPj
(
1 − jk/m
1 − (j + k)/m
)

⎛
⎝ ∑
jmn−
Pj
⎞
⎠
2
−
⎛
⎝ ∑
jmn−
jPj
⎞
⎠
2
1
m(1 − 2n−)
P(Xmn−)2 − 
2
m(1 − 2n−) .
The upper bound (6) implies  = O(√m/n), which, together with < 12 , produces the estimate  = o(mn−). As a
result, Chebyshev’s inequality, (6), and the assumption = O() and < /2 imply
P(X>mn−) = O(2/(m2n−2)) = O(2/(m2n−2)) = O(n2−1/m) = o(n−1). (8)
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Now, using M = c + o(1), we infer that
2
m
c/n + o(n−1). (9)
Combining (6) and (9) results in 2/m ∼ c/n.
Supposing now that 2/m ∼ c/n, we will prove that M = c+o(1). In light of (5) and the assumptions of the lemma,
m∑
k=0
m∑
j=0
PkPj
(m − k)j
(m)j
1 − 2/m + 22/m2
= 1 − c/n + o(n−1),
which, when substituted in (3), implies
lim inf
n→∞ Mc. (10)
Similarly, using (7) and again choosing  satisfying 0< <min(, 1)/2, we have
m∑
k=0
m∑
j=0
PkPj
(m − k)j
(m)j

∑
k,jmn−
PkPj
(m − k)j
(m)j

⎛
⎝ ∑
jmn−
Pj
⎞
⎠
2
− 2/m(1 + O(n−))
= P(Xmn−)2 − c/n + o(n−1).
Using (8) and (3), we conclude as a result that
lim sup
n→∞
Mc. (11)
The asymptotics (10) and (11) imply M = c + o(1). 
There are choices ofP(m) for whichM → c but 2/m ∼ c/n fails to hold. Consider the active graphswithP0=1−,
Pm = , and = √c/(n − 1) and let W be a Binomial(n − 1, ) distributed random variable. The degree distribution
 of a typical vertex has distribution
P(= k) =
{
1 − + P(W = 0) if k = 0,
P(W = k) if k > 0.
Despite the fact that M = 2(n − 1) = c, we have = m, so 2/m2 ∼ c/n.
In the next lemma we give sufﬁcient conditions for  to have a limiting Poisson distribution.
Lemma 5. Suppose that > 0, =o(), and M → c. Under these assumptions the distribution of  converges weakly
to the Poisson(c) distribution.
Proof. We will demonstrate that
lim
n→∞F(x) = e
−c+cx (12)
when x ∈ [0, 1], where F(x) was given by (2). It then follows that the Laplace transform of  converges to the Laplace
transform of a Poisson distributed variable and that the distribution of  is asymptotically Poisson.
First note that the expression in square brackets in (2) is bounded by 1 whenever x ∈ [0, 1]. If we deﬁne 	 to be
	 := min(√/, log n), (13)
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then it follows that we have
F(x) =
∑
|k−|	
Pk
⎡
⎣ m∑
j=0
Pj
(m − k)j
(m)j
+
⎛
⎝1 − m∑
j=0
Pj
(m − k)j
(m)j
⎞
⎠ x
⎤
⎦
n−1
+ 
, (14)
where Chebyshev’s inequality implies

 :=
∑
|k−|>	
Pk
⎡
⎣ m∑
j=0
Pj
(m − k)j
(m)j
+
⎛
⎝1 − m∑
j=0
Pj
(m − k)j
(m)j
⎞
⎠ x
⎤
⎦
n−1
P(|X − |>	)
= O(	−2)
= o(1). (15)
The last equality is a consequence of our assumption = o() and deﬁnition (13).
We will show that for all k in {k ∈ [0,m] : |k − |	}
m∑
j=0
Pj
(m − k)j
(m)j
= 1 − c
n
+ o(n−1), (16)
with the o(n−1) term bounded uniformly. The asymptotic (12) will then follow from (14)–(16).
The analysis showing (16) is similar to the argument proving Lemma 4. Using (5), we have
m∑
j=0
Pj
(m − k)j
(m)j

m∑
j=0
Pj
(
1 − jk
m
+
( jk
m
)2)
= 1 − k
m
+ 2k
2
m2
.
For all k such that |k − |	, we have
m∑
j=0
Pj
(m − k)j
(m)j
1 − (− 	)
m
+ 2(+ 	)
2
m2
1 − 
2
m
+ 	
m
+ 2(+  log n)
2
m2
. (17)
By deﬁnition (13), 	√/, from which
	
m
= o
(
2
m
)
. (18)
The last term in (17) is bounded by = o() and 2 = O(2), giving
2(+  log n)2
m2
= O
(
4 log2 n
m2
)
,
Lemmas 3 and 4 imply 2/m ∼ c/n, hence
m∑
j=0
Pj
(m − k)j
(m)j
1 − c
n
+ o(n−1).
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In a similar way, choosing  in the range 0< <min(, 1)/2, for all k such that |k−|	 (observing that k=O(),
Lemma 4 and the choice of  imply k/m = O((mn)−1/2) = o(n−)), for large enough n (7) gives us
m∑
j=0
Pj
(m − k)j
(m)j

∑
jmn−
Pj
[
1 − jk
m(1 − 2n−)
]
P(Xmn−) − k
m(1 − 2n−)
1 − P(X>mn−) − (+ 	)
m(1 − 2n−) .
Our assumptions imply (8) and Lemma 4, which, together with (18), give us
m∑
j=0
Pj
(m − k)j
(m)j
1 − 
2
m
+ o(n−1) = 1 − c
n
+ o(n−1). 
Although < 1 is not ofﬁcially excluded in Lemma 5, when < 1 Lemma 5 cannot apply because of Lemma 2.
For a illustrative example, ﬁx < 1 and consider P0 = 1 − , P1 =  with  =  ∼ √cm/n = o(1), in which case
=√− 2?.
The next lemma shows that when  is of the same order as  and assumptions are made on the third moment of
P(m) we never get Poisson convergence. The mean M and variance S2 of the vertex degree were given in Lemma 4.
The third moment of P(m) is deﬁned to be
3 :=
m∑
k=0
k3Pk .
Lemma 6. Suppose that 1, M → c, = o(√m), and  ∼ d for a constant d > 0, and that 3 = O(3). Then
S2 → c + c2d2
when > 1 and
c + c2d2 lim inf
n→∞ S
2 lim sup
n→∞
S2 = O(1)
when = 1. For 1, it follows that  does not have limiting Poisson distribution.
Proof. The formula for F ′′(1) obtained from differentiating (2) twice is
F ′′(1) = (n − 1)(n − 2)
m∑
k=0
Pk
⎛
⎝1 − m∑
j=0
Pj
(m − k)j
(m)j
⎞
⎠
2
.
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If we prove for all 1 that
lim inf
n→∞ F
′′(1)d2c2 + c2, (19)
then it will follow that
lim inf
n→∞ S
2 = lim inf
n→∞ (F
′′(1) + M − M2)
= lim inf
n→∞ F
′′(1) + c − c2
c + c2d2,
resulting in the lower bounds in the statement of the theorem. In the proof of Lemma 4 it was convenient to use mn−
as a dividing point to use different analyses. In this proof it seems better to use m/( log n) for the estimates in (25)
below. We begin with
F ′′(1)(n − 1)(n − 2)
∑
0km/( log n)
Pk
⎛
⎝1 − m∑
j=0
Pj
(m − k)j
(m)j
⎞
⎠
2
.
Note that
m∑
j=0
Pj
(m − k)j
(m)j

m∑
j=0
Pj 1.
For all k in the range 0km/( log n) we may use the bound 2 = O(2) to conclude that there is a constant C > 0
such that for all n
k2
m
 C
log n
. (20)
Thus, we have
m∑
j=0
Pj
[
1 − jk
m
+
( jk
m
)2]
= 1 − k
m
+ 2k
2
m2
= 1 − k
m
(
1 − 2k
m
)
1 − k
m
(
1 − C
log n
)
. (21)
We conclude from (5) and (21) that for n large enough, uniformly for all 0km/( log n) it holds that
m∑
j=0
Pj
(m − k)j
(m)j

m∑
j=0
Pj
[
1 − jk
m
+
( jk
m
)2]
1,
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and so for large enough n
F ′′(1)(n − 1)(n − 2)
∑
0km/( log n)
Pk
⎛
⎝1 − m∑
j=0
Pj
[
1 − jk
m
+
( jk
m
)2]⎞⎠
2
= (n − 1)(n − 2)
∑
0km/( log n)
Pk
(
k
m
− 2k
2
m2
)2
= (n − 1)(n − 2)
2
m2
∑
0km/( log n)
Pkk
2
(
1 − k2
m
)2

(
1 − C
log n
)2
(n − 1)(n − 2)2
m2
∑
0km/( log n)
Pkk
2 (22)
=
(
1 − C
log n
)2
(n − 1)(n − 2)2
m2
⎛
⎝2 − ∑
m/( log n)<km
Pkk
2
⎞
⎠ , (23)
where we have used (20) at (22). Observe that Lemma 4 implies
(n − 1)(n − 2)22
m2
∼ n
22(2 + 2)
m2
∼ (d2 + 1)n
24
m2
∼ (d2 + 1)c2. (24)
Moreover, Markov’s inequality applied to the probability distribution given by k2Pk/2, which has expectation 3/2=
O(3/2) = O(), gives us
∑
m/( log n)<km
Pkk
22
3/2
m/( log n)
= O
(
2
2 log n
m
)
= O
(
2 log n
n
)
= o(2). (25)
Now, (19) results from (23)–(25).
We now complete the proof of the lemma when > 1 by deriving the upper bound
lim sup
n→∞
F ′′(1)d2c2 + c2
to match (19). Fix  such that
0< <min(− 1, 1)/2. (26)
For all 0kmn−, from (7) we have
∑
0 jmn−
Pj
[
1 − jk/m
1 − (j + k)/m
]

m∑
j=0
Pj
(m − k)j
(m)j
1.
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It follows that
F ′′(1)n2
∑
0kmn−
Pk
⎛
⎝1 − ∑
0 jmn−
Pj
[
1 − jk/m
1 − (j + k)/m
]⎞⎠
2
+ n2
∑
mn−<km
Pk
= n2
∑
0kmn−
Pk
⎛
⎝ ∑
0 jmn−
Pj
jk/m
1 − (j + k)/m +
∑
mn−<jm
Pj
⎞
⎠
2
+ n2
∑
mn−<km
Pk
n2
∑
0kmn−
Pk
⎛
⎝ k/m
1 − 2n− +
∑
mn−<jm
Pj
⎞
⎠
2
+ n2
∑
mn−<km
Pk . (27)
Deﬁne n to be
n :=
∑
mn−<km
Pk .
Because = o(mn−), by Chebyshev’s inequality and Lemma 4 we have
n = O
(
2
m2n−2
)
= O
(
2n2
m2
)
= O
(
n2−1
m
)
and therefore
n2n = o(1)
by the choice of  at (26). We now have
F ′′(1)n2
∑
0kmn−
Pk
(
2k2/m2
(1 − 2n−)2 +
2nk/m
1 − 2n− + 
2
n
)
+ n2n
 n
2222/m
2
(1 − 2n−)2 +
2n2n2/m
1 − 2n− + n
22n + n2n
= n
2222
m2
+ o(1)
= (d2 + 1)c2 + o(1), (28)
where (28) was shown at (24).
When = 1 we use an argument similar to the one for > 1, but replacing the function mn− by n, where < 12 is
a positive constant. Note that m = n. We also have = O(1) because of Lemma 4, hence∑n<kn Pk = O(n−2) by
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Chebyshev’s inequality. As a result, (27) becomes
F ′′(1)n2
∑
0kn
Pk
⎛
⎝ ∑
0 jn
Pj
jk/n
1 − (j + k)/n +
∑
n<jn
Pj
⎞
⎠
2
+ n2
∑
n<kn
Pk
O(1) n2
∑
0kn
Pk
⎡
⎣ ∑
0 jn
Pj
jk
n
+ O
(
1
n2
)⎤⎦
2
+ O (1)
O(1) n2
∑
0kn
Pk
[
k
n
+ O
(
1
n2
)]2
+ O (1)
O(1)22 + O(1)
= O(1).
By assumption M = O(1) and the estimate F ′′(1) = O(1) gives S2 = O(1) as well.
We have shown for all 1 that E2 = S2 + M2 is bounded, and so the sequence of random variables 2 (as a
function of n) is tight. If the distribution of  were to converge weakly to the Poisson(c) distribution, then tightness
would imply that S2 would converge to c, but we have shown that lim infn→∞ S2 >c. 
3. The passive graphs
The results for passive model given in [2] imply the following formula for the distribution of the vertex degree of a
typical vertex w in IGpn(P(m)).
Lemma 7. Let  be a random variable with the distribution of the vertex degree of a typical vertex w inIGpn(P(m)).
Then
P{= i} =
(
m − 1
i
) i∑
s=0
(
i
s
)
(−1)s
(
1 − 
m
+
i−s+1∑
k=0
kP k
(m − k)m−i+s−1
(m)m−i+s
)n
.
Moreover, the expected vertex degree is
E= (m − 1)
[
1 −
(
1 −
m∑
k=0
Pk
k(k − 1)
m(m − 1)
)n]
.
Proof. In [2] it was shown that  has the distribution given by
P{w has degree i in IGpn(P(m))} = P{= i}
=
(
m − 1
i
) i∑
s=0
(
i
s
)
(−1)s
(
1 − EX
m
+ E(X(m − X)m−i+s−1)
(m)m−i+s
)n
.
This implies the ﬁrst formula immediately. The formula for the expected value of  follows from the fact that the
probability of an edge in IGpn(P(m)) is given (see [2]) by
P{wkwl is an edge of IGpn(P(m))} = 1 −
[
1 − E2(X)
(m)2
]n
. 
The remarks on the relationship between the modelsG(n,m, p),IGan(P(m)), andIG
p
m(P(n)) at the end of Section 1
and the results in [5] show thatIGpn(P(m)) has asymptotic Poisson vertex degreewhen > 1, n=m,p=√cm−(1+)/2,
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and Pj =
(
m
j
)
pj (1−p)m−j . However, one can easily see that the d-degenerate passive graphIGpn(P(m)) with Pd =1
for some d3 does not have Poisson vertex degree in the limit for the reason that either the vertex degree is 0 or it is
at least d − 1. Therefore it seems to be justiﬁed that the conditions implying Poisson convergence of the distribution
of  must involve P2, as well as higher moments of X.
We intend to use Lemma 7 to get precise results about vertex degree inIGpn(P(m)) in future research, but in Theorem
2 we are able to prove a sufﬁcient condition for  to be asymptotically Poisson by a different argument.
Theorem 2. Suppose that probability distribution P(m) satisﬁes
(i) ∑mk=3 k2Pk = o(m/n).
(ii) P2 ∼ cm/2n for some constant c > 0.
Then the distribution of  is asymptotically Poisson(c).
Proof. Let us ﬁx w ∈W. The expected number of neighbors of w in the passive model which are adjacent to a vertex
inV of degree of 3 or more in the graph BGn,m(n,P(m)) is bounded by
mn
m∑
k=3
Pk
(
m−2
k−2
)
(
m
k
)  n
m − 1
m∑
k=3
k2Pk = o(1),
where the sum in the ﬁrst bound is the probability that a particular vertex ofV has degree at least 3 and has w and a
ﬁxed vertex ofW\{w} as a neighbor. We may ignore vertices inV of degree 0 or 1 because they do not contribute
any edges to IGpn(P(m)). Thus edges in IG
p
n(P(m)) adjacent to w are almost surely determined by vertices inV of
degree 2 and each such vertex corresponds to a K2 inIGpn(P(m)). The expected number of these K2’s for which w is
in the vertex set of the K2 and for which there exist more than one vertex ofV adjacent in BGn,m(n,P(m)) to both
vertices in the K2 is bounded by
(m − 1)
(n
2
)
P 22
1(
m
2
)2 = O(1/m) = o(1).
We conclude that almost surely each edge adjacent to w inIGpn(P(m)) is determined by a unique vertex inV of degree
2 in BGn,m(n,P(m)).
Conditional on v being of degree 2 in BGn,m(n,P(m)), the probability that v does not determine an edge adjacent
to w is
(
m−1
2
)/ (
m
2
) = 1 − 2/m. The probability that v contributes an edge adjacent to w, ignoring the graphs for
which deg(v)3, which we showed are almost surely insigniﬁcant, is therefore 2P2/m. The choices for the vertices
in V are independent, hence the degree of w is distributed asymptotically as Binomial(n, 2P2/m) which converges in
distribution to Poisson(c). 
It is easy to check that IGpn(P(m)) satisﬁes the conditions of Theorem 2 when > 1, n = m, p = √cm−(1+)/2,
and Pj =
(
m
j
)
pj (1 − p)m−j .
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