The restricted three-vortex problem is investigated with one of the point vortices fixed in the plane. The motion of the free vortex having zero circulation is explored from a rotating frame of reference within which the free vortex with non-zero circulation remains stationary. By using the basic dynamical system theory, it is shown that the vortex motion is always bounded and any configuration of vortices must go through at least one collinear state. The present analysis reveals that the inter-vortex distances in any non-fixed configuration of vortices are either periodic in time or aperiodic in time with vortices asymptotically converging to a collinear fixed configuration. The initial conditions required for different types of motion are explained in detail by exploiting the Hamiltonian structure of the problem. a
I. INTRODUCTION
The point vortex model, first introduced by Helmholtz in his seminal paper [1] , is the simplest and the most analytically amenable model for a vortex in an ideal two-dimensional incompressible flow. In this model, the curl of the velocity field, namely the vorticity, is assumed to follow a set of discrete singularities, i.e., a superposition of delta distributions.
Similarly to the N-body problem in celestial mechanics, the problem on the motion of a system of mutually interacting N point vortices is called an N-vortex problem. Investigating these problems is the first step towards understanding complex vortex interactions in fluid evolutions. Further details on vorticity and N-vortex problems can be found in [2] and [3] , respectively.
The solution of one-as well as two-vortex problem is rather trivial, whereas N-vortex problem for N ≥ 4 is not integrable in general, and analytical solutions are only available in some special cases (see, e.g. [3, 4] for more details). As a result of its integrability and non-trivial set of solutions, the three-vortex problem in the two-dimensional plane has been extensively studied in the literature [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Most of these studies are qualitative in nature as the analytic expressions of the solutions typically involve elliptic or hyperelliptic integrals that do not provide any insights on the actual vortex motion. In 2013, Ryzhov & Koshel [17] and later in 2018, Koshel et al. [18] in a revisited paper have looked at a variant of the three-vortex problem in which one among the three vortices is assumed to be fixed at one location of the Euclidean plane for all time. Although they [17, 18] have restricted their attention to a counter-rotating pair of vortices, their results indicate that the solutions of this model have flavors from both two-and three-vortex problems. In the numerical section of [18] , the authors have illustrated several examples of vortex motion from a rotating frame of reference within which one of the free vortices is stationary. Vortex trajectories in this frame of reference appear to be much simpler than those in a fixed reference frame. It is intriguing to formulate this insight mathematically and to explain the variant of three-vortex problem from a purely dynamical system point of view without limiting to a counter-rotating case. Similar reduction methods have widely been employed in the past for simplifying and studying different mechanical systems with symmetry (see, e.g. [19] [20] [21] ). To the best of authors' knowledge, such methods have been rarely used in point vortex models [22] [23] [24] [25] [26] , especially on N-vortex problems defined in an unbounded plane.
When one of the vortex circulations is zero in an N-vortex problem, it is referred to as a restricted N-vortex problem. Our ultimate aim is to address the variant of the three-vortex problem proposed by Ryzhov & Koshel [17] in the most general possible set-up. However, in the present study, we shall focus on its restricted version, i.e., three-vortex problem in which one vortex is fixed and one vortex has zero circulation. This assumption brings forth the necessary simplicity and clarity required to develop the ideas naturally, and to understand its physical interpretations easily. We hope to generalize the present analysis and to tackle the original unrestricted problem elsewhere in the near future.
There is a growing body of literature that concerns with vortex configurations which move as a rigid body, without change of size or shape (see, e.g. [27] for a detailed review). These vortex patterns are observed in several physical situations, for instance, rotating superfluid Helium [28] , magnetically confined non-neutral plasma [29] , etc. Owing to the wide range of physical applications, it is worthwhile to analyze such fixed vortex configurations. The overall effects that fixing a vortex has on the vortex trajectories is also investigated by comparing the results obtained with that of the classical three-vortex problem [26, 30] . As the center of vorticity [3, 17] is no longer conserved once one fixes a vortex in the plane, such a comparison may provide some critical insights about vortex motion having broken symmetries.
The paper is organized as follows. In Sec. II, we shall mathematically formulate the problem at hand and review some of the basic concepts in the theory of dynamical system that will be used in the later sections. In Sec. III, the underlying differential equations for the vortex coordinates in a rotating frame of reference having two of the three vortices stationary are presented, and the motion of the third vortex having zero circulation is then studied from a dynamical system point of view. Some of the special cases are explained in Sec. IV. For the sake of completion, a short comparison is also provided on the solutions of the restricted three-vortex problem with and without a fixed vortex in the penultimate section, Sec. V. In the last section, Sec. VI, we summarize our findings and discuss possible future directions. is assumed to be at (1, 0). (b) For time t > 0, the two free vortices V 1 and V 2 move freely around the fixed vortex V 0 .
II. PROBLEM FORMULATION
We consider three point vortices {V 0 , V 1 , V 2 } in R 2 plane. The restricted vortex problem, by definition, has one of the vortices having zero circulation. In the present work, we focus ourselves to the case when one among the three vortices, say V 0 with non-zero circulation Γ 0 , is fixed at a position (x 0 , y 0 ) in R 2 , and the other two vortices, V 1 with non-zero circulation Γ 1 , and V 2 with zero circulation, are spatially evolving with positions (x 1 , y 1 ) and (x 2 , y 2 ) respectively. Each vortex experiences a velocity field that is a sum of the individual velocity fields produced by the other two vortices. Without loss of generality (WLOG), one can choose a coordinate system in such a way that the fixed vortex V 0 is positioned at the origin, and the vortex V 1 is initially situated along the positive x-axis at a unit distance away from the fixed vortex, by appropriately orienting the axes and choosing the length scale. Therefore (x 0 , y 0 ) ≡ (0, 0) and (x 1 , y 1 ) t=0 = (1, 0). For the sake of simplicity, here onwards, we will identify the elements of the Cartesian plane R 2 with that of the complex plane C by employing the map (x, y) → x + y. The motion of the vortices are given by the following autonomous system of first-order differential equations:
where z j (t) = x j (t) + y j (t), j ∈ {0, 1, 2} and the dot over the variables denotes the time derivative. Note that (2) and (3) are undefined when |z 1 | = 0 and |z 2 | = 0 or |z 2 − z 1 | = 0, respectively. The point vortex setting fails to explain the further evolution of vortices once such vortex collapse-vortices coalesces into a point-is encountered during the motion.
Therefore, let us assume that initially there is no vortex collapse, which means that |z 1 |, |z 2 |, and |z 1 − z 2 | are non-zero initially. Recall that we have already assumed |z 1 | = 1 at t = 0.
Since we are not interested in the exact motion of the vortices, but rather on the qualitative behaviour, such as the relative configurations, boundedness of vortices etc., it is easier to look at the dynamics in the polar coordinates, i.e., z j (t) = r j (t) e θ j (t) with r j (t) and θ j (t)
being the modulus and the argument of z j (t), respectively. From basic trigonometry,
where r 12 = |z 1 − z 2 | is the distance between the vortices V 1 and V 2 . Let us now recall some of the terminologies associated with vortex motion and dynamical systems that will be used in the later sections.
Definition (Fixed configuration) A fixed configuration is a configuration of the three vortices for which the vortex triangle remains fixed, i.e., the lengths of the three sides of the vortex triangle remain unchanged, and the motion is a rigid body motion. A fixed configuration is said to be a fixed equilibrium if the configuration neither rotates nor translates.
Otherwise, it is called a relative equilibrium.
Definition (Hamiltonian system) Let H be a smooth real-valued function of two variables.
A system of the formẋ = ∂H/∂y,ẏ = −∂H/∂x is called a Hamiltonian system where H is called the Hamiltonian. Note thatḢ = (∂H/∂x)ẋ+ (∂H/∂y)ẏ = 0. Consequently, H(x, y)
is a constant along any solution of the Hamiltonian system. is an integer defined as the total number of anti-clockwise revolutions made by the field, as one moves counter-clockwise around γ exactly once. The above definition on the index of a closed curve can be used to define the index of an isolated equilibrium point (x * , y * ) as the index of any Jordan curve that contains (x * , y * ) (in its interior) and no other equilibrium points.
The index theory can be used to gain insights about the nature and number of equilibrium points of a dynamical system. The readers may refer [31, 32] for more details about the index theory.
Definition (Heteroclinic orbit and homoclinic orbit) A trajectory in the phase plane which joins two distinct equilibrium points is called a heteroclinic orbit, whereas a trajectory which joins a saddle equilibrium point to itself is called a homoclinic orbit.
III. RESTRICTED THREE-VORTEX PROBLEM
From (2), we find that the derivative of |z 1 | 2 is identically zero and therefore
Since initially |z 1 | = 1, consequently |z 1 (t)| ≡ 1 for all time t. Back substituting for |z 1 | in equation (2) yields z 1 (t) = e wt , where ω = Γ 0 /2π. Physically, this means that the vortex V 1 is simply rotating around the vortex V 0 with a constant angular velocity ω along a unit circle.
To simplify the problem, we introduce a new set of co-ordinates (η 0 , η 1 , η 2 ) := e − ωt (z 0 , z 1 , z 2 ) = 0, 1, e − ωt z 2 .
The idea is to look at the motion of the vortex V 2 from a rotating frame of reference so that only the transformed variable η 2 has any temporal evolution. Differentiating η 2 with respect to time, we obtainη
Equating the real and imaginary parts on both sides of the above expression, we find the underlying differential equations aṡ
where u and v are the real and the imaginary parts of η 2 , respectively. Since system (8) is undefined at (0, 0) and (1, 0), we shall henceforth address them as the singularity points η 0 and η 1 , which also denote the location of the vortices V 0 and V 1 in the complex plane, respectively.
Note that the above system is reversible, i.e., equations (8) are invariant under the transformation t → −t and v → −v. This means that for every trajectory in the positive v plane, there is a twin trajectory in the negative v plane. They are reflections of each other along the u-axis but with arrows reversed. Hence, if a trajectory intersects the u-axis at two distinct points in finite time then it must be a closed trajectory and therefore, periodic.
Observe that the (u, v) coordinates are related to the polar coordinates (r, θ) via
Hence points in the (u, v) phase plane, which lie on the u-axis (v = 0) correspond to collinear vortex configurations (θ 2 = θ 1 ) in the physical plane. We shall now analyze the equilibrium points and trajectories of η 2 governed by (8) .
A. Equilibrium points
Substitutingu =v = 0 in (8) , we see that all equilibrium points lie on the u-axis and are the real roots of the cubic polynomial
Since any cubic polynomial with real coefficients has at least one real root, at least one equilibrium point can be found on the u-axis. The sign of the discriminant D(α) = α (4α 2 + 13α + 32) determines the number of real roots of the polynomial p. As D(0) = 0 and D ′ (α) = 12 (α + 13/12) 2 + 215/12 > 0, D(α) and α have the same sign. Consequently, if the circulations Γ 0 and Γ 1 have opposite signs (α < 0), there will only be one equilibrium point (as D(α) < 0 implies only one real root for p) and if they have the same sign (α > 0), there will be exactly three distinct equilibrium points on the u-axis (as D(α) > 0 implies p has three distinct real roots). Note that p(0) = 1 and p(1) = −α = 0, this implies that u = 0 and u = 1 cannot satisfy p(u) = 0. Thus, none of the roots of the polynomial p can be the singularity points η 0 and η 1 of system (8) .
Since, the cubic term dominates for large values of |u|, p(u) is negative for large negative values of u and positive for large positive values of u. Hence, from the intermediate value theorem, it is concluded that for the case of α < 0, the only real root must lie in the interval (−∞, 0) and for the case of α > 0, the three real roots must lie in the intervals (−∞, 0), (0, 1)
and (1, ∞), respectively.
As all the equilibrium points have their v-component zero, the Jacobian matrix associated with (8) , when evaluated at the equilibrium points have both the diagonal entries zero, and the characteristic polynomial of the matrix turns out to be of the form λ 2 + c = 0, with c = 0. Consequently, for the linearized system corresponding to system (8) , an equilibrium point is either a center or a saddle point. Since a saddle is a hyperbolic equilibrium point, a saddle point of the linearized system remains a saddle with respect to the original non-linear system [31] . The reversibility of system (8) also guarantees that a linear center remains a center. Therefore, we conclude that an equilibrium point of the non-linear system (8) is either a saddle point or a center.
The observations so far about the equilibrium points can be summarized as follows.
Lemma 1. For system (8) , all the equilibrium points lie on the u-axis, and they can either be a center or a saddle. Moreover, if α < 0, there is exactly one equilibrium point (u, 0) with u ∈ (−∞, 0), and if α > 0, there are three equilibrium points (u 1 , 0), (u 2 , 0) and (u 3 , 0) with
There is an interesting characterization of fixed configurations of vortices and equilibrium points in the (u, v) phase plane as stated below. Proof. For a fixed configuration, the lengths of the three sides of the vortex triangle should remain constant throughout the motion. Since r 1 ≡ 1, it is enough to find what the necessary and sufficient condition is for r 2 and r 12 being constant functions. Using (8) one can find the derivative of r 2 2 = u 2 + v 2 in terms of u and v aṡ
.
Since (u − 1) 2 + v 2 is a bounded quantity (see lemma 2 in Sec. III B), it follows that for a fixed configuration it is necessary that the vortex system remains in a collinear configuration (v = 0) for all time, i.e. v = 0 andv = 0. Furthermore, since v = 0 impliesu = 0, the corresponding trajectory in the (u, v) phase plane must therefore be an equilibrium solution.
This is also a sufficient condition as r 2 12 = (u − 1) 2 + v 2 and r 2 2 = u 2 + v 2 are constants when u and v are constant functions.
Let us now look at the nature of the trajectories in the (u, v) phase plane.
B. Trajectories

System (8) in the Hamiltonian form readṡ
with the Hamiltonian being
Since the Hamiltonian is a constant of the motion (see definition on page 5), we see that the trajectories of η 2 are precisely the level curves of (12) . Note that the Hamiltonian is a function of v 2 rather than v, as a consequence of the reversibility of the system. The following can be observed directly from the expression of the Hamiltonian.
Lemma 2. r 2 and r 12 are (i) bounded away from zero, and (ii) bounded above.
Proof. Since initially r 2 and r 12 are assumed to be non-zero, H is a finite constant given by H(u, v) = H(u| t=0 , v| t=0 ). The first part then directly follows from (12) . For the second part, it suffices to show that r 2 is bounded above (as from triangle inequality, we have r 12 ≤ r 2 + 1) and the result will follow. To obtain a contradiction, let us assume that r 2 is not bounded above. This implies that there exists a sequence {t n } n∈N ⊂ R which tends to
Since H is a finite constant, this sequence must converge to zero as n tends to infinity. However, from expression (12), we find that the same sequence converges to −ω/2, a non-zero real number. This is a contradiction and therefore r 2 must be bounded above.
Hence from lemma 2, we see that in the restricted case, there are no vortex collapse situations or unbounded motions.
Remark (Existence of unique global smooth solutions) Let (u 0 , v 0 ) be any non-singular point in the (u, v) phase plane, and let η 2 (t) = (u(t), v(t)) be a solution of system (8) with the initial condition η 2 | t=0 = (u 0 , v 0 ). Local existence of such a solution is guaranteed asu andv are continuous in a sufficiently small neighbourhood of (u 0 , v 0 ). From lemma 2, there exist positive constants a 0 , a 1 , b 0 and b 1 such that
E is an open set that contains the point (u 0 , v 0 ) as well as the curve η 2 . Sinceu andv are smooth in E (thus, they are continuous as well as have bounded partial derivatives in E), the existence and uniqueness theorem yields η 2 is the unique smooth solution of system (8) with the non-singular initial condition η 2 | t=0 = (u 0 , v 0 ) and is defined for all time.
The boundedness immediately implies the following result about the trajectories.
Lemma 3. If a trajectory of system (8) is bounded away from the equilibrium points, then it is a closed trajectory. If there is only one intersection at the u-axis, the maximum and minimum must be equal and hence the distance from the origin r 2 2 (t) = d (u(t), v(t)) must be a constant function. Similarly, one can look at the function r 2
Sincė
the maximum and minimum of the continuous function r 2 12 must exist either on a circle of radius one or on the u-axis. The first scenario cannot happen as that would imply u 2 +v 2 ≡ 1 and since the trajectory has a speed √u 2 +v 2 bounded away from zero, it will have to go through the singularity point η 1 in finite time contradicting lemma 2. Hence r 2 12 also attains its maximum and minimum at a point on the u-axis and must be a constant similar to the case of r 2 2 . Thus, the vortex trajectory corresponds to a fixed configuration as all the inter-vortex distances are constants, which represent an equilibrium solution in the (u, v) phase plane from proposition 1, a contradiction. Hence the trajectory η 2 (t) intersects the u-axis exactly twice. The intersection happens in finite time as from our assumption the curve has a positive non-zero minimum speed √u 2 +v 2 . Therefore, from reversibility the curve C must be closed.
As the points on the u-axis correspond to the collinear vortex configurations, lemma 3 essentially states that all non-fixed vortex configurations evolve towards and away from two distinct the collinear states at any point of time. We shall now use index theory to calculate the number of saddles and centers in the (u, v) phase plane. The readers may refer the appendix for modified definitions that incorporates the presence of singularities η 0 and η 1 in system (8) and the resulting properties. In order to find the number of saddles and centers, we shall first show that (i) the singularity points η 0 and η 1 of system (8) Proof. We shall prove this only for the case of η 0 as similar lines of arguments can be given for the case of η 1 . As any closed trajectory has index +1 (see theorem 4 of Appendix A), it suffices to show that there exists a closed trajectory of system (8) that encloses η 0 , but none of the equilibrium points or the singularity point η 1 . Let us define
is an equilibrium point of system (8) .
By the definition of d 1 , the open ball,
} does not contain any of the equilibrium points. Since p(−1) = α, p(0) = 1 and p(1) = −α, the polynomial p always has a real root in |u| < 1 for any α = 0. Hence it follows from the definition of d 1 that d 1 < 1/2 and η 1 / ∈ B d 1 (0), as illustrated in figure 3 .
We shall first show that there exists a trajectory that is fully contained in B d 1 (0).
From (10), it follows that the maximum and minimum distances of a trajectory from the 
If we choose u 0 from a sufficiently small neighbourhood of zero, then p(u 0 ) > 0, because of the continuity of the cubic polynomial p and the fact that p(0) = 1 > 0. Depending on the sign of Γ 1 and Γ 0 , one could then choose a negative or positive u 0 from this neighbourhood of the origin that satisfies Γ 1v > 0. Thus, it is always possible to find a point (u 0 , 0) ∈ B d 1 (0) such that the unique trajectory that starts at (u 0 , 0) satisfies u 2 + v 2 < u 2 0 < d 2 1 , i.e., this trajectory will be contained in B d 1 (0) for all time. Since this trajectory is bounded away from the equilibrium points by construction (16) , it must be a closed trajectory from lemma 3.
Finally, we note that since all closed trajectories must enclose at least one singularity or an equilibrium point, the trajectory we constructed encloses the origin.
Remark Let C be the closed trajectory that we have constructed while giving the proof of lemma 4. Consider any point (u 0 , v 0 ) in the interior of C. The unique trajectory that starts at (u 0 , v 0 ) must be contained in the interior of C, as no two trajectories can ever intersect.
Therefore the arguments used in lemma 4 can be repeated to conclude that all trajectories in the interior of C are closed. Hence both the singularity points η 0 and η 1 have a region of closed trajectories surrounding them.
One can use similar arguments to show that the sum of indices of equilibrium and singularity points is one. Proof. It is enough to show that, there exists a closed trajectory that encloses the singularity points η 0 and η 1 as well as the equilibrium points of system (8) (follows from theorem 3 and 4 of Appendix A). We define
The set S = {(u, v) ∈ R 2 |u 2 + v 2 > d 2 2 } contains none of the equilibrium or the singularity points. We shall proceed just as in the proof of lemma 4, i.e., we will try first to establish that there exists a trajectory that is fully contained in S. This is accomplished by finding a point (u 0 , 0) in S, satisfying Γ 1v < 0. The unique trajectory that passes through such a point (u 0 , 0) has its minimum distance from the origin attained at (u 0 , 0), and hence the trajectory will satisfy u 2 + v 2 ≥ u 2 0 > d 2 2 , as required, see the dotted trajectory in figure 4 . Note that for sufficiently large |u 0 |, from expression (17) we have Γ 1v ≈ −Γ 0 Γ 1 u 0 /2π. This can be made negative by appropriately taking u 0 positive or negative. Consequently, one can always find a trajectory bounded away from the equilibrium points. Therefore, from lemma 3, such a trajectory must be a closed trajectory. Since a closed trajectory must enclose at least one equilibrium point or a singularity point, the only way it can happen is when the trajectory we constructed encloses all of them.
Remark Let C be the closed trajectory that we have constructed in the proof of lemma 5.
Consider any point (u 0 , v 0 ) in the exterior of C. The unique trajectory that passes through (u 0 , v 0 ) is bounded by C and hence bounded away from the equilibrium points. Therefore, one can repeat the arguments from lemma 5 to conclude that all trajectories in the exterior of C are closed and encloses all the equilibrium and singularity points.
A saddle has an index −1 whereas a center has an index +1 [32] . Let m be the number of centers and n be the number of saddles. From lemma 5, we know that there exists a closed orbit which encloses all the equilibrium points and singularities. Since any closed orbit in the phase plane must enclose points whose indices sum to +1, we have
For α < 0 there is only one equilibrium point and hence m + n = 1. Together with (19), this linear system yields a unique integer solution given by m = 0 and n = 1. Therefore, for α < 0, the only equilibrium point is a saddle point. Similarly, for α > 0 there are three equilibrium points, i.e., m + n = 3. The linear system so obtained together with (19) gives m = 1 and n = 2 as the unique solution. Therefore, for α > 0, there are two saddles and one center.
Let us now focus our attention to the case of α > 0. We are interested in finding the relative positions of the center and saddle equilibrium points on the u-axis. This can be achieved by analyzing the Hamiltonian values of the three equilibrium solutions, as explained below.
Since system (8) is invariant under the transformation (t, Γ 0 , Γ 1 ) → (−t, −Γ 0 , −Γ 1 ), one can assume WLOG that Γ 0 > 0. As we are now considering the case α > 0, this would imply 
We would like to explore the behaviour of the functions g j (α) = f (u j (α), α) for j ∈ {1, 2, 3} and identify the center. It can be easily verified that
Differentiating g j (α) with respect to α we get,
Since u 1 (α) ∈ (−∞, 0), d(g 1 )/dα is strictly positive. This further implies that g 1 is a monotonically increasing function of α. On the other hand, as u 2 ∈ (0, 1), the function g 2 is monotonically decreasing. Hence g 2 (α) can never be larger than g 1 (α) and hence u 2 cannot be a center (recall that the center has the maximum Hamiltonian value). Therefore, it must be a saddle equilibrium point for all α > 0.
For g 3 (α), p(2) = 3 − 2α and from intermediate value theorem one can conclude
Therefore, the function g 3 (α) is monotonically decreasing (dg 3 /dα < 0) for α < 3/2 and strictly increasing (dg 3 /dα > 0) for α > 3/2. Hence if α ∈ (0, 3/2], g 1 (α) is larger than both g 2 (α) and g 3 (α). So, u 1 must be a center at least when α ∈ (0, 3/2]. Suppose u 3 is a center for some α 0 > 3/2. This means that g 3 (α 0 ) > g 1 (α 0 ). Hence from the intermediate value theorem, there exists α ∈ (3/2, α 0 ) such that g 1 (α) = g 3 (α), which further implies that there are two center equilibrium points. This is a contradiction to the fact that there is exactly one center and two saddles for α > 0. Hence g 1 (α) stays larger than both g 2 (α) and g 3 (α) for all α > 0. In other words u 1 is always a center and the remaining two are always saddles. This is summarized in the following lemma. Proof. A heteroclinic orbit is a trajectory that connects two saddle equilibrium points asymptotically. Since all trajectories are level curves of Hamiltonian, the existence of a heteroclinic orbit necessitates the existence of two saddle points with the same Hamiltonian value. As for α < 0, there is only one saddle point in the phase plane (see, lemma 6), we need to consider only the case α > 0, i.e., it suffices to show that g 2 (α) = g 3 (α) for any α > 0. Since g 2 is monotonically decreasing for all α > 0 and g 3 is monotonically increasing for α > 3/2, it is enough to show that the two curves do not intersect for α ∈ (0, 3/2]. This is verified numerically in figure 5 . Hence for the restricted problem (1)-(3), there are no heteroclinic orbits in the (u, v) phase plane.
From the above lemma, we see that there cannot be any heteroclinic orbits in the (u, v) phase plane and therefore, any non-equilibrium trajectory must cross the u-axis at least once for some t ∈ R. phase plane is either a closed trajectory or a homoclinic orbit.
Proof. Directly follows from lemmas 3 and 7.
The above theorem yields two important insights about the vortex motion in the restricted three vortex problem (1)-(3). Firstly, according to theorem 1, there are exactly three types of trajectories possible in the (u, v) phase plane. It is either (i) an equilibrium point, (ii) a closed trajectory or (iii) a homoclinic orbit (a trajectory that tends to a saddle equilibrium point asymptotically for both t > 0 and t < 0). This classification physically translates to three types of vortex motions: (i) a fixed configuration of vortices (see, proposition 1), (ii) the vortex V 2 moves in such a way that its distances from the vortices V 0 and V 1 (r 2 and r 12 ) are periodic in time, and (iii) r 2 and r 12 are aperiodic, with vortex V 2 asymptotically approaching a fixed configuration. Secondly, all three types of (u, v) phase plane trajectories intersect the u-axis, implying that all vortex motion must go through a collinear configuration. Hence, while studying restricted three vortex problem, it is sufficient to consider initial vortex configurations that are collinear.
Let us make an interesting observation regarding numerically computing the vortex trajectories. For the sake of simplicity, we shall assume that initial conditions are all taken as collinear vortex configurations (i.e., points on the u-axis). Since except for a finite number of cases all initial conditions lead to a closed orbit in the (u, v) phase plane, directly doing a numerical simulation of system (1)-(3) may potentially mislead us into thinking that inter vortex distances are always periodic. The bias is more likely when the aperiodic trajectories have initial conditions at irrational points. Since in computers numbers are represented in the floating-point format that essentially gives rationals, none of the numerical solutions generated with random initial conditions would accurately represent aperiodic solutions. Thus, one needs to use a high working precision along with the exact values of initial conditions to even approximate aperiodic vortex trajectories through numerical solver, such as the Euler or the Runge-Kutta methods.
Remark (Period of a closed (u, v) phase plane orbit) It is enough to consider a single variable period function u 0 → T (u 0 ), defined as the period of the closed orbit that is initially at (u 0 , 0). Note that there is at least one saddle equilibrium point in the phase plane (see lemma 6) so that T (u 0 ) tends to infinity as u 0 tends to this saddle point. Also, as u 0 approaches η 0 , the trajectories speed up (because of the singularity at zero) and become smaller (see remark after lemma 4), indicating that T (u 0 ) tends to zero as u 0 tends to zero.
Hence by continuity, the range of T is (0, ∞). As per proposition 1, any equilibrium solution in the (u, v) phase plane corresponds to a fixed configuration and vice versa. Let us consider one such equilibrium initial condition, say, Γ 0 = 10, Γ 1 = 10 (i.e., α = 1) and η 2 | t=0 = u 3 ≈ 1.80194. Figure 7 (a) illustrates singularity points and an equilibrium solution η 2 in (u, v) (rotating) phase plane. We have already assumed z 1 | t=0 = 1, so that vortex V 1 moves in a circular path with constant angular velocity ω = Γ 0 /2π. As the initial condition corresponds to an equilibrium solution in the variable η 2 , see figure 7 (a), we have z 2 = η 2 z 1 = u 3 e iωt . Therefore, one would expect V 2 to also move in a circular orbit around V 0 with a constant angular velocity same as that of V 1 but with a different radius u 3 . Since the vortices are collinear initially, they stay in a collinear configuration for all time. This is shown in figure 7 Any initial condition that corresponds to a point on a homoclinic orbit in the (u, v) phase plane yields this type of vortex motion. Since a trajectory that starts from any such point, by definition, asymptotically tends to a saddle equilibrium point (which corresponds to a collinear fixed configuration in the physical plane), we expect the vortex V 2 to move in a nearly circular path around V 0 after a sufficiently long time. We have illustrated this in All initial conditions that do not belong in the above two categories must lead to a vortex motion in which inter-vortex distances r 2 and r 12 are periodic. One such situation is depicted in figure 9 by considering Γ 0 = 10, Γ 1 = 10, z 1 | t=0 = 1 and η 2 | t=0 = −0.2. As one would expect, we have a closed trajectory in the (u, v) phase plane, as shown in figure 9 (a), whereas the actual vortex trajectories look like as in figure 9 (b). The periodicity in the variables r 2 and r 12 is evident from figure 9(c).
IV. EXAMPLES
V. COMPARISON WITH THE CLASSICAL PROBLEM
By the "classical restricted three-vortex" problem-here onwards "classical" problemwe mean our model without the added assumption that the vortex V 0 is fixed in the plane.
In this section, we shall compare our results with those of the classical problem [26] .
As the vortex V 2 has zero circulation, it no way affects the motion of the two-vortex system constituted by the vortices V 0 and V 1 . Hence in the classical problem, depending on the value of the sum Γ 0 + Γ 1 , there are two possible scenarios: (i) if Γ 0 + Γ 1 = 0, then the two vortices translate uniformly to infinity in the direction perpendicular to the line joining them, and (ii) if Γ 0 + Γ 1 = 0, they exhibit a circular motion around the center of vorticity (Γ 0 z 0 + Γ 1 z 1 )/(Γ 0 + Γ 1 ) with a constant angular velocity [3] . In both cases, the vortices V 0 and V 1 maintain a constant distance between them.
In the first case, i.e., Γ 0 + Γ 1 = 0, it can be shown that, if the distance between the vortex V 2 and the other two vortices are small enough initially, it is for all time [24] . There are several advantages of studying the vortex motion in the above mentioned rotating frame of reference. For example, one could use the Hamiltonian structure of system (8) along with the fact that the inter-vortex distances remain invariant under the coordinate transformation (6) to quickly establish that the vortex motion is always bounded [lemma 2]. The idea of using a rotating reference frame is naturally suited for studying the fixed configurations of vortices, as it simplifies the process from looking for special solutions of the complex dynamical system (1)-(3) to finding the equilibrium solutions of a relatively easier Hamiltonian system (8) . Adopting the above approach, it has been shown that the restricted three-vortex system (1) The presence of a fixed vortex in a vortex system appears to change its dynamics significantly. Even a seemingly simple vortex system such as the restricted three-vortex system (1)-(3) indicates that introducing a fixed vortex at a suitable location in the fluid can potentially change the boundedness of vortices, reduce the number of fixed configurations of vortices and its stability, thereby enhancing physical properties such as heat and mass transport, mixing etc. Hence from a theoretical and application viewpoints, the effects of fixed vortices in a general N-vortex system is worth exploring further. The authors also believe that the dynamical system theory approach presented in this paper will be useful for studying and classifying different special vortex motions like self-similar evolutions and relative equilibria which are of physical importance.
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Appendix A: Index Theory
Here, we will slightly modify the definitions of the index and state the resulting properties, accommodating the singularity points η 0 and η 1 of system (8) . We have omitted the proofs since it follows the same lines as in Perko [31] . Let us begin by introducing the following new terminology.
Definition (Non-regular point) A point in the phase plane is said to be non-regular, if it is either an equilibrium or a singularity point of system (8) .
We shall now define the index of a Jordan curve (a piecewise smooth, simple closed curve) contained in the (u, v) phase plane.
Definition (Index of a Jordan curve) Let γ : [0, 1] → R 2 be a Jordan curve parametrized in the anti-clockwise direction and suppose that γ([0, 1]) does not contain any of the nonregular points of system (8) . Note that the angle φ, the field F = (u,v) makes with the u-axis is tan −1 (v/u), and it is well defined and piecewise smooth when restricted to γ([0, 1]).
The index I F (γ) of γ is then defined as
the total number of anti-clockwise revolutions made by the field F along γ in one circuit.
Let us now look at some of the key properties of index. Therefore, one could continuously deform γ 2 into γ 1 without encountering any non-regular points. The index must also change continuously during the process. Since the index is integer valued, continuity would essentially mean that it is a constant, i.e., I F (γ 1 ) = I F (γ 2 ). In a general situation, one could consider a circle γ centered at x * with sufficiently small radius and contained in the intersection of interior of γ 1 and γ 2 . The above arguments repeated for γ 1 and γ, γ 2 and γ would yield us I F (γ 1 ) = I F (γ) and I F (γ 2 ) = I F (γ), respectively.
Therefore, I F (γ 1 ) = I F (γ 2 ) for any two Jordan curves that contain only one non-regular point x * in their interior. 
