This paper studies the friendship paradox for weighted and directed networks, from a probabilistic perspective. We consolidate and extend recent results of Cao and Ross and Kramer, Cutler and Radcliffe, to weighted networks. Friendship paradox results for directed networks are given; connections to detailed balance are considered.
Introduction 1
The friendship paradox, introduced by Feld [1] , states roughly that, in a network 2 scenario, one's neighbours have (on average) more neighbours than oneself. The 
respectively. If ω is symmetric, i.e. ω(v, w) = ω(w, v) for all (v, w) ∈ V × V, we 
23
If ω(v, w) ∈ {0, 1} for all v, w ∈ V, G is an unweighted (possibly directed) graph,
24
and we can write G = (V, E), where
25
For the purposes of neighbour selection, as in Kramer et al. [19] , it will be 26 convenient to consider a time-homogeneous random walk X = (X 0 , X 1 , . . . ) on the 27 graph G dictated by a transition matrix, P = [P i, j ], with
for 1 ≤ i, j ≤ n and l ≥ 0. We will assume throughout that X 0 is uniformly selected 29 from V. [35] .
46
In what follows we will extend Theorems 1 and 2 in the context of weighted and directed graphs. The following simple lemma will be crucial, throughout. 
50
If t ∈ R, and f :
Proof. For t > 0, define the sets
and note that S + t + S − t = n. We then have
Taking a difference in (7) and (8) then gives
Despite its simplicity, Lemma 1 leads directly to several results.
. ) is a time-homogeneous Markov chain on
57 the state space V with transition matrix P = [P i, j ], and consider a function f :
60
In essence, the requirement in (11) states that the flow of probability into nodes with higher f -value from nodes with lower f -value is greater than the flow in the 62 opposing direction. One key instance when (11) holds is when f (v) is the degree 63 of node v in an undirected graph, G, and P is the transition matrix for a random 64 walk on G. 
and hence (11) holds. Otherwise, P j,i = P i, j = 0, and the result follows.
71
Now, let F = [F i, j ] be a diagonal matrix with i-th diagonal entry F i,i = f (v i ).
72
If
and hence Equation (12) holds. Suppose that A = [A i, j ] is an n × n matrix with
be the degree of v in G and set P = F −1 A. The k-step transition matrix, P k , (for all t > 0) for directed networks, as the next example illustrates. respectively. Here, the mean in-degree is two, while selecting a random v ∈ V 91 and a random out-edge of v leads to a node with expected in-degree 39/20 < 2.
92
Similarly for the 5-node graph in (b), the mean in-degree is 2.8 and selecting a 93 random v ∈ V and a random out-edge of v leads to a node with expected in-degree 94 41/15 < 2.8.
95
In this section we will show that the friendship paradox holds, on aver- V × V. Now, consider the sequences of in-degree and out-degrees of G, Now, as in (6), for t > 0, set
In addition define the degree sums
and
We will prove the following result. 
is the resulting (random) transition matrix for a random walk on G, i.e.
then for t ≥ 0, with S − t and S + t non-empty,
where E G indicates expected value with respect to the configuration model for the 118 given degree sequences.
119
Proof. For v j ∈ S − t , set Y j,k = 1/d o (v j ) whenever the k-th stub outgoing from v j 120 attaches to a node in S + t and zero otherwise. Similarly for
whenever the k-th stub outgoing from v j attaches to a node in S − t and zero 122 otherwise. Then
Now, the random transition matrix, P satisfies
and employing (19) gives
and similarly
Employing Lemma 1 and Equations (21) and (22), we have
and the theorem follows upon simplification, noting that I + t / S + t and I − t / S − t are 128 the mean in-degrees over the sets S + t and S − t , respectively.
129
Summing over t ≥ 1 in (18) leads to the following corollary.
130

Corollary 1. Under the assumptions in the statement of Theorem 6, we have
where m is the mean in-degree, given by m
Proof. Summing over t ≥ 1, we obtain
Hence, employing (18) gives
Equations (25) and (26), and the fact that M/n = m, then imply
The result follows.
137
Arguing similarly we also have the corresponding results to Theorem 6 and Now, consider the ensemble of undirected multigraphs, (where ω is symmet-ric), and define
Similar to above, the configuration model also provides a 149 means to produce a random undirected multi-edge graph with degree sequence 
163
We now turn briefly to discussion of in-degree under stationary distributions.
164
Example 1 (revisited). Note that for a random walk on the directed graph in 
167
If Y is selected according to π, we have
The inequality in (33) shows that, in general for directed graphs, d i (Y ) is not 170 necessarily likelihood ratio larger than d i (X 0 ).
171
For an unweighted, undirected graph, let E = {(i, j) : ω(v i , v j ) = 1 and i < j} be 172 the set of connected node-pairs. Then
and hence a node may be selected according to a stationary distribution by first
174
(uniformly) selecting an edge-pair and then selecting a node, Y , from that pair. 
is increasing in x, and the result follows.
184
Note that in the particular case of equal in-and out-degrees for each node (i.e.
P(Y
i.e. Y 2 has distribution π, where π is a stationary distribution for a random walk 
