In this paper, we present necessary and sufficient conditions to have global analytic hypoellipticity for a class of first-order operators defined on T 1 × S 3 . In the case of real-valued coefficients, we prove that an operator in this class is conjugated to a constant-coefficient operator satisfying a Diophantine condition, and that such conjugation preserves the global analytic hypoellipticity. In the case where the imaginary part of the coefficients is non-zero, we show that the operator is globally analytic hypoelliptic if the Nirenberg-Treves condition (P) holds, in addition to an analytic Diophantine condition.
Introduction
In this work, we are concerned with the global analytic hypoellipticity of firstorder operators of form (1.1) P = ∂ t + (a + ib)(t)∂ 0 + q,
where q ∈ C, a and b are real-valued and real analytic functions on T 1 = R/(2πZ), and ∂ 0 is the left-invariant vector field on S 3 known as the neutral operator. The operator P is said to be globally analytic hypoelliptic (GAH) in T 1 × S 3 if the conditions u ∈ D ′ (T 1 × S 3 ) and P u ∈ C ω (T 1 × S 3 ) imply that u ∈ C ω (T 1 × S 3 ).
The global analytic (and smooth) hypoellipticity of vector fields and systems of vector fields has been extensively studied on tori. Within these studies, we cite as most important and inspiring for this project: [1-9, 13-16, 21] .
In the specific case of global analytic hypoellipticity in the torus T 2 , Bergamasco proved in [3] that ∂ t + (a(t) + ib(t))∂ x is (GAH) if and only if either b(t) does not change sign or b ≡ 0 and the real number a 0 = 1 2π 2π 0 a(t)dt is neither rational nor an exponential Liouville number.
Let us recall that an irrational number λ is said to be an exponential Liouville number if there exists ǫ > 0 such that the inequality |λ − p/q| ≤ e −ǫq has infinitely many rational numbers p/q. Next, in [7] , Bergamasco and Zani proved that, if there exists a non-singular, globally analytic hypoelliptic vector field L on a compact surface M , then M is real analytically diffeomorphic to T 2 and, either the Nirenberg-Treves condition (P) holds in M , or there are coordinates on which we can write L = g(x, t)(∂ t + λ∂ x ), where g = 0 everywhere and λ is a real number which is neither rational nor exponential-Liouville.
Our results in T 1 × S 3 and the characterization given by Bergamasco and Zani in dimension 2 above, suggest the existence of an analytic version of the famous Greenfield's and Wallach's conjecture, see [12] . In this way, our operators are essentially low-order perturbations of left-invariant vector fields.
In the case of constant-coefficients operators our main result is as follows.
Theorem 1.1. Let c, q ∈ C. The operator L = ∂ t + c∂ 0 + q is globally analytic hypoelliptic if and only if for all B > 0, there is K B > 0 such that for all k, ℓ ∈ Z,
For example, writing c = a + ib if b = 0 and Re(q)/b / ∈ 1 2 Z, then L is globally analytic hypoelliptic. And when b = 0 and iq ∈ Z, then L is globally analytic hypoelliptic if and only if a is neither rational nor an exponential Liouville number.
This theorem follows directly from Proposition 3.1, Remark 3.2, Proposition 3.4 and Lemma 3.5, while the details of the above example are given in Example 3.6.
For the general case (1.1), we introduce the following notation: (1) if b ≡ 0 then b does not change sign; and either
(2) if b ≡ 0, then P 0 is (GAH).
This theorem follows from Theorems 4.3, 4.5, 4.10, 5.1, 5.2 and Remark 5.3. Part of our proofs follows from the ideas used for the smooth case, in [4, 9, 11] , which rely heavily on the use of cut-off functions. One of the difficulties of adapting such arguments is that in the analytic case there are no such functions. To overcome this problem we drew on ideas used in [5] (to construct singular solutions) and in [25] (to analyze the asymptotic behavior of a sequence of integrals at infinity).
Fourier analysis on T 1 × S 3
In this section, we introduce the notations and recall the main results necessary for the development of this study, which can be found in reference [22] .
The three-dimensional sphere S 3 is a Lie group with respect to the quaternionic product of R 4 , and it is isomorphic as a Lie group to the set of unitary 2 × 2 matrices of determinant one SU(2), with the usual matrix product. Let S 3 be the unitary dual of S 3 , that is, the set of equivalence classes [t ℓ ] of continuous irreducible unitary representations t ℓ :
We will use the standard convention of enumerating the matrix elements t ℓ mn of t ℓ using indexes m, n ranging from −ℓ to ℓ with step one, i.e. we have −ℓ ≤ m, n ≤ ℓ
where the integral is taken with respect to the Haar measure on S 3 . This definition is naturally extended to distributions, and the Fourier series becomes
with the Plancherel's identity assuming the form
is the Hilbert-Schmidt norm of the matrix f (ℓ). Smooth functions and distributions on S 3 can be characterized in terms of their Fourier coefficients in the following way:
Given an operator T :
, we define its matrix symbol by
where T t ℓ means that we apply T to the matrix components of t ℓ (x). In this case we have
The correspondence between operators and symbols is one-to-one, and we will write T σ for the operator given by (2. 2) corresponding to the symbol σ(x, ℓ). The properties and corresponding symbolic calculus of the quantization (2.2) were extensively studied in [22, 23] .
For each f ∈ L 1 (T 1 × S 3 ) and ℓ ∈ 1 2 N 0 , we define the mn-component of the partial Fourier coefficient of f with respect to the x variable as
and, for each k ∈ Z, we denote by f (k, ℓ) mn the k-th Fourier coefficient of the function f (·, ℓ) mn .
We have the following characterizations of the spaces [19] and [20] ).
, for all ℓ ∈ 1 2 N 0 , −ℓ ≤ m, n ≤ ℓ and for every multi-index β and N > 0, there exists C βN > 0 such that Then u ∈ D ′ (T 1 × S 3 ) if and only if there are K ∈ N and C > 0 such that
for all multi-index β, t ∈ T 1 , ℓ ∈ 1 2 N 0 , −ℓ ≤ m, n ≤ ℓ. Remark 2.4. When the functions t ∈ T 1 → f (·, ℓ) mn are real analytic, it follows from Cauchy's integral formula that it is enough to obtain estimates for β = 0 in the last proposition above.
Definition 2.5. An operator P :
, we say that P is globally hypoelliptic (GH).
Global analytic hypoellipticity and analytic Diophantine conditions
We will begin the study of global analytic hypoellipticity on T 1 ×S 3 by addressing a class of constant-coefficient operators that will play an important role in the development of this article.
Let c, q ∈ C be constants, X be a normalized smooth vector field on S 3 and consider the operator L = ∂ t + cX + q defined on T 1 × S 3 .
By using rotations on S 3 , without loss of generality, we may assume that the vector field X is the operator ∂ 0 that has the symbol
where δ mn is the Kronecker's delta (see [22] , [23] , and [24] ).
Thus, given c, q ∈ C, we will consider the following operator defined on
Now, taking the Fourier coefficients separately in each variable in Lu = f (see [20] for more details), we have
where k ∈ Z, ℓ ∈ 1 2 N 0 , −ℓ ≤ m, n ≤ ℓ and ℓ − m, ℓ − n ∈ N 0 . Then we are lead to consider the following set:
Proposition 3.1. If the set N has infinitely many elements, then the operator L defined in (3.1) is not (GAH).
Proof. Consider the sequence u (k, ℓ) mn = 1, if k + cm − iq = 0, 0, in any other case.
Since | u (k, ℓ) mn | ≤ 1, by Proposition 2.2, this sequence defines a distribution given by
which satisfies the equation Lu = 0. The elements of this sequence do not, however, decay as required in Propositions 2.1 and 2.3, because the set N has infinitely many elements, therefore u / ∈ C ∞ (T 1 × S 3 ) and L not (GAH). Indeed, if k + cm − iq = 0, for some (k, ℓ 0 ) ∈ Z × 1 2 N 0 and −ℓ 0 ≤ m ≤ ℓ 0 then, by the disposition of the indexes on the matrix representations t ℓ , the same index m will appear in ℓ + n, for all n ∈ N, and this means that we have (k, ℓ + n) ∈ N , for all n ∈ N.
Next, we present a Diophantine condition like and the characterization of the global analytic hypoellipticity of the operator L, which can be obtained from Theorem 6.1 in [18] . The next lemma gives us two equivalent forms of the (ADC) condition, which will be useful to construct examples of global analytic hypoelliptic operators.
Lemma 3.5. The following analytic Diophantine conditions are equivalent to the (ADC) condition:
First, let us prove the equivalence between (ADC) and (ADC 2 ). Assume that (ADC) holds and let τ ∈ Z and ρ ∈ 1
Now, to prove that (ADC 2 ) is equivalent to (ADC 3 ), assume that (ADC 2 ) is true and let τ, ρ ∈ Z such that k + c 2 ρ − iq = 0. Taking k = τ and ℓ = ρ 2 in (ADC 2 ), we have
Finally, assuming that (ADC 3 ) holds, let τ ∈ Z, ρ ∈ 1 2 Z such that τ + cℓ − iq = 0. We can write ρ = r 2 , for some r ∈ Z. Taking k = τ and ℓ = r in (ADC 3 ), we have
.
Hence, the set N is empty and the (ADC) condition is satisfied, which implies, by Proposition 3.4, that L is (GAH).
If b = 0 and Re(q)/b ∈ 1 2 Z we have two cases to consider. When Im(q) + Re(q)a/b ∈ Z the set N has infinitely many elements and so, by Proposition 3.1, L is not (GAH). When Im(q) + Re(q)a/b ∈ Z, the set N is empty and we have
Similarly, if b = 0 and Re(q) = 0 we obtain
and so L is (GAH). However, when Re(q) = b = 0, by the (ADC 3 ) condition, the global analytic hypoellipticity of L depends on the approximations k + a 2 ℓ + Im(q) , with k, ℓ ∈ Z. In the special case where b = 0 and iq ∈ Z + a 2 Z, then
Therefore, the operator L = ∂ t + a∂ 0 + q is (GAH) if and only if a is neither rational nor an exponential Liouville number.
Finally, when Re(q) = b = 0 and iq / ∈ Z + a 2 Z the set N is empty and we can also guarantee the existence of K > 0 such that k + a 2 ℓ + Im(q) ≥ K = constant, when a ∈ Q because, in this case, the set Z + a 2 Z is discrete. Then the (ADC 3 ) condition is satisfied, which implies that L is (GAH). On the other hand, for a ∈ R \ Q the set Z + a 2 Z is dense in R, so L is (GAH) if and only if the (ADC 3 ) condition is satisfied.
By adapting ideas from [1] [2] [3] 11] it is possible to construct several other interesting examples of globally analytic hypoelliptic operators by choosing the complex numbers c and q conveniently. 
Proof. If L does not satisfy the (ADC 4 ) condition, then there exist a constant
thus |Re(q) − m j b| → 0 and there is a sequence of integer numbers (k j ) such that |k j + m j a + Im(q)| → 0, when j → ∞. By the Mean Value Theorem we can choose j big enough such that
| sin (2π(k j + m j a + Im(q))) | ≥ π|k j + m j a + Im(q)|, which implies that
Therefore, there is a positive constant C such that for j big enough we have
From this we conclude that L does not satisfy the (ADC) condition. On the other hand, assume now that L does not satisfy the (ADC) condition, so there is a positive constant
for all j ∈ N. In particular, |k j + m j a + Im(q)| → 0 and |m j b − Re(q)| → 0 when j → ∞. Therefore, taking j big enough we can apply the Mean Value Theorem again and obtain a constant C > 0 such that
and then L does not satisfy the (ADC 4 ) condition.
The first three formulations of the analytic Diophantine condition are essentially convenient ways to write the same thing. They are useful tools for producing new examples of operators satisfying (or not satisfying) the conditions to be globally analytic hypoelliptic. The (ADC 4 ) formulation will be important mainly in the proof of some results in the next section.
By Proposition 3.1, L is not (GAH) when iq ∈ Z. On the other hand, when iq / ∈ Z, we have N = ∅ and |1 − e 2πq | = C = 0, therefore
for all ℓ ∈ 1 2 N 0 , and L is (GAH).
A class of evolution operators
Inspired by the works of Hounie [15, 16] , Bergamasco [2, 3] , Petronilho [21] and so many other researchers that have studied global properties of vector fields on tori, it is natural to inquire if the operator
is globally analytic hypoelliptic on T 1 × S 3 , when c ∈ C ω (T 1 ).
Let us prove that the answer to this question is negative. For u ∈ D ′ (T 1 × S 3 ) and ℓ ∈ 1 2 N 0 we have the following matrix entries of the partial Fourier coefficients of (∂ t + c(t)∂ 0 )u: This sequence defines a distribution u ∈ D ′ (T 1 ×S 3 ) such that (∂ t +c(t)∂ 0 )u = 0. Moreover, since the set {ℓ ∈ 1 2 N 0 ; u(t, ℓ) mn = 1} has infinitely many elements, this sequence does not correspond to any real analytic function, which finishes the proof.
However, let us recall that in Examples 3.6 and 3.8 we obtained some interesting cases of globally analytic hypoelliptic operators by adding a zero order perturbation to a constant-coefficient vector field defined on T 1 × S 3 . Therefore it seems reasonable to consider the following class of perturbed operators
In the remainder of this article we will also adopt the following notations: We will also consider the constant-coefficient operator
and the corresponding set
By Proposition 3.1, the number of elements of set N 0 is related to the global analytic hypoellipticity of P 0 . The next result establishes the same type of connection between the set N 0 and the operator P . Proof. Suppose by contradiction that N 0 has infinitely many elements. In this case, there are sequences {(k j , ℓ j ) ∈ Z × 1 2 N} j∈N and {m j } j∈N , with −ℓ j ≤ m j ≤ ℓ j , such that
For each j ∈ N, let t j ∈ [0, 2π] and M j ∈ R such that
and consider the sequence
Since im j c 0 + q ∈ iZ, for all j ∈ N, all the partial Fourier coefficients u(·, ℓ) ∈ C ∞ (T 1 ) and
Now, note that set {ℓ j } j∈N cannot be bounded. Indeed, if it were bounded, by (4.4), the set {k j } j∈N would also be bounded and, consequently, the set N 0 would be finite (because N is discrete).
Hence, {ℓ j } j∈N has infinitely many elements and u ∈ D
then P u = 0 and P is not (GAH).
Given the last proposition, the next step is to find out under what conditions (on the perturbation q and on the coefficient c(t)) the set N 0 is finite.
that is equivalent to
All solutions of the ordinary differential equations (4.5) are analytical and their expressions depend on the value Let γ ∈ C, g ∈ C ∞ (T 1 ) and consider the equation
If γ / ∈ iZ then the equation (4.7) has a unique solution that can be expressed by Now that we have established conditions on c 0 and q, we can state our first result about the global analytic hypoellipticity of the operator P . We will begin by addressing the case where b(t) = Im c(t) does not change sign, that is, when the Nirenberg-Treves condition (P) holds. 
Proof. Writing c(t) = a(t) + ib(t) and c 0 = a 0 + ib 0 , since b does not change sign and is not identically zero, then b 0 > 0 or b 0 < 0. Up to a change of variable, we can assume without loss of generality that b 0 < 0 By condition (C1), for each ℓ ∈ 1 2 N and −ℓ ≤ m, n ≤ ℓ, the equation (4.5) has only one periodic smooth solution, which can be written in the form when m ≤ 0. These expressions can be obtained from (4.8), when m ≥ 0, and from (4.9), when m ≤ 0. Since the two equivalent expressions above provide the only solutions of the ordinary differential equations 4.5, from this point the proof consists in proving that these partial Fourier coefficients satisfy the condition of decay at infinity given by Proposition 2.3 and Remark 2.4.
Let us make estimates for the case where m ≥ 0 (the other case is completely analogous and follows the same steps).
Since Recall that f ∈ C ω (T 1 × S 3 ), therefore, by Proposition 2.3, there are constants B > 0 and M > 0 such that
for all ℓ ∈ 1 2 N 0 and −ℓ ≤ m, n ≤ ℓ. Finally, since P 0 satisfies the (ADC) condition, choosing B > B, by Lemma 3.7, there is a constant M > 0 such that
for all t ∈ [0, 2π], ℓ ∈ 1 2 N 0 and −ℓ ≤ m, n ≤ ℓ with m ≥ 0. It follows from Proposition 2.3 and Remark 2.4 that u ∈ C ω (T 1 × S 3 ) and therefore P is (GAH). 
Therefore, P 0 satisfies the (ADC) condition and q satisfies (C1). It follows from Theorem 4.3 that P = ∂ t + a(t) + i(sin(t) + n) ∂ 0 + q is (GAH).
In Propositions 4.6 and 4.7 in [20] it was proved that the map Ψ a is an automorphism of D ′ (T 1 × S 3 ) and of C ∞ (T 1 × S 3 ), and that
Since |e imA (t) | = 1, Ψ a is also an automorphism of C ω (T 1 × S 3 ) (see Proposition 2.3). Thus P is (GAH) if and only if P 0 is (GAH).
4.2.
Building singular solutions. Let us consider the missing case: b ≡ 0 and b changes sign. We will prove that P is not (GAH) following the technique of building singular solutions introduced by A. Bergamasco and used by several authors (for example, see: [1, 3, 4, 6, [9] [10] [11] ).
In our case, "to build a singular solution" means to present a suitable real analytic function f and a distributional solution u of P u = f that it is not a real analytic function. The main difference between our construction and those used in most of the references previously cited is that we cannot use cut-off functions, which makes the construction process more delicate.
To start building the singular solution, observe that the zeros of the real analytic function b are isolated. Since b is 2π-periodic and changes sign, we can assume, without loss of generality, that b changes sign from minus to plus at the point t 0 = 0 and that b 0 ≤ 0.
Thus b is strictly positive on some open interval ]0, s[ and there is t * ∈ ]0, 2π[ such that
Define a 2π-periodic real analytic function by
where K > 0 is a constant that we will choose later.
Proposition 4.6. Let d ℓ = 1 − e −2π(iℓc0+q) , ℓ ∈ 1 2 N, and consider the sequence of functions
Then { f (·, ℓ) mn } is the sequence of partial Fourier coefficients of a real analytic function on T 1 × S 3 .
Proof. Notice that
Thus, | f (t, ℓ) ℓℓ | = |d ℓ |e −ℓRe(ψ(t)) ≤ Ce −ℓ(M+K(1−cos(t))) ≤ Ce −M · ℓ and all the functions f (·, ℓ) mn ∈ C ω (T 1 ). It follows from Proposition 2.3 that the sequence { f (t, ℓ) mn } defines a function f ∈ C ω (T 1 × S 3 ). The next step is to construct a distribution u ∈ D ′ (T 1 × S 3 ), satisfying P u = f , that is not a real analytic function.
By Remark 3.2 and Proposition 3.1, we can assume that N 0 = ∅. So, the equation
has only one real analytic periodic solution when m = n = ℓ, which is given by Proof. We will split this proof in three cases. 
Let us prove that for each fixed t ∈ [0, 2π] the function
has an upper bound on some neighborhood of u = 0, which does not depend on t.
Since B(t) − M ≤ 0, for all t, 1 − cos(u) > 0, for u = 0, B(0) = 0 and B ′ (0) = b(0) = 0 then, by Taylor's formula, we have
Case 3: There exists K > K 1 such that ϕ(t, s) ≤ 0, for all t, s ∈ [0, 2π] with
Given any K ≥ K 1 , we have that, for any (t, s) ∈ R,
Now, to obtain the last inequality we may increase K, if necessary. 
Proof. By Proposition 4.9. There is no real analytic function defined on T 1 × S 3 whose sequence of partial Fourier coefficients is given by (4.14) .
Proof. By proving that the sequence of numbers { u(t * , ℓ)} ℓ does not decay exponentially, we will prove that the distribution u ∈ D ′ (T 1 × S 3 ), defined in the last proposition, cannot be a real analytic function. First, observe that for s ∈ [0, 2π], we have
in particular, Φ(t * , t * ) = 0.
Since we are assuming that b is real analytic and changes sign from − to + at t 0 = 0, there exists δ * > 0 such that B(u) > 0 for all u with 0 < |u| < δ * . In particular, B(t * − s) > 0, whenever 0 < |t * − s| < δ * , which implies that Re(Φ(t * , s)) > 0, in 0 < |t * − s| < δ * .
Note that, since t * ∈ (0, 2π), we can choose δ * such that (t * − δ * , t * + δ * ) ⊂ [0, 2π].
In the region |t * − s| ≥ δ * , we have 1 − cos(t * − s) = 0. Setting
However,
Therefore, by increasing K, if necessary, we have that The next step is to study the asymptotic behavior of the sequence Since φ(z) is holomorphic in some small neighborhood of the origin, and z = 0 is the only critical point of φ(z) on the square {z ∈ C; |z| < δ}, for δ sufficiently small, then the function φ(z) fits the hypothesis of Theorem 2.8 in [25] and there exists ε > 0 such that
for all ℓ ∈ 1 2 N. It follows from (4.16), (4.17) and (4.18) that
when ℓ → ∞.
Since u(t * , ℓ) does not decay exponentially, the sequence of functions { u(t, ℓ) mn } does not correspond to any real analytic function on T 1 × S 3 , what finishes the proof.
Finally, from Propositions 4.6, 4.8 and 4.9 we have the following theorem.
Theorem 4.10. If b changes sign, then P = ∂ t + (a(t) + ib(t))(t)∂ 0 + q is not (GAH), for all q ∈ C.
Final Remarks and examples
In this section we present some improvements in the results of the previous sections and also build some examples of global analytic hypoelliptic operators.
Our first result establishes a relation between the global analytic hypoellipticity of P and P 0 defined in (4.1) and (5.3) respectively.
Theorem 5.1. If P is (GAH), then P 0 is also (GAH).
Proof. Suppose that P 0 is not (GAH) then, by Proposition 3.4, either the set N 0 has infinitely many elements or P 0 does not satisfy the (ADC) condition.
If N 0 is infinite, by Proposition 4.1, P is not (GAH) and we are done. Now, if N = ∅ and P 0 does not satisfy the (ADC) condition, then there exist a constant B > 0, a sequence {(k j , ℓ j ) ∈ Z × 1 2 N; j ∈ N} and indexes −ℓ j ≤ m j ≤ ℓ j such that
for all j ∈ N.
If the sequence {m j } j∈N were bounded, since the right hand side in (5.1) goes to zero and the midterm assumes values only in a discrete set, then we must have m j = 0 for big enough values of j, which would contradict the fact that the midterm is positive for all j. Hence we have m j → ∞.
However, the convergence to zero in (5.1) also implies that Re(q) − m j b 0 → 0 when m j → ∞ and this implies that Re(q) = b 0 = 0. Therefore b ≡ 0 or b changes sign.
If b ≡ 0, P is not (GAH) by Proposition 4.5 and if b changes sign, P is not (GAH) by Theorem 4.10. In any case, we concluded that P is not (GAH).
In view of the last result, we can improve Theorem 4.3 by getting an equivalence.
Theorem 5.2. Given q ∈ C and c ∈ C ω (T 1 ), the operator P = ∂ t + c(t)∂ 0 + q is (GAH) if and only if the three conditions bellow are satisfied:
i. Im c(t) does not change sign; ii. q ∈ C satisfies either (C1) or (C2); iii. P 0 = ∂ t + c 0 ∂ 0 + q satisfies the (ADC) condition.
Remark 5.3. Although uncommon, in the last theorem, we included the zero constant function among those functions that do not change sign.
In view of Proposition 3.4, when Im c(t) ≡ 0, conditions ii. and iii. together are equivalent to say that P 0 is (GAH).
Let us prove that conditions i. and ii. together imply condition iii., when Im c(t) ≡ 0.
Recall that condition ii. means that, for all m ∈ 1 2 Z and k ∈ Z, we have γ k,m = k + c 0 m + iq = (k + a 0 m + Im(q)) + i(mb 0 − Re(q)) = 0.
Besides, since b ≡ 0 and does not change sign, we have b 0 = 0. Now let us split the proof in two cases:
(1) Re(q)/b 0 ∈ 1 2 Z.
In this case, we must have Re(γ k,m ) = 0 for m = Re(q)/b 0 , which implies a 0 m + Im(q) / ∈ Z and therefore min k∈Z {|k + a 0 m + Im(q)|} = C 1 > 0, and so |γ k,m | ≥ C 1 ≥ C 1 e −B(|k|+|m|) .
(2) Re(q)/b 0 / ∈ 1 2 Z.
If m = 0, then |b 0 m − Re(q)| = |Re(q)| > 0, and if m ∈ 1 2 Z \ {0}, then mb 0 − Re(q) = 0 and min |mb 0 − Re(q)|; m ∈ 1 2 Z \ {0} =C 2 > 0. Therefore, for all k and m, we have |γ k,m | ≥ |b 0 m − Re(q)| ≥ min{C 2 , |Re(q)|} = C 2 ≥ C 2 e −B(|k|+|m|) .
In any case, P 0 satisfies the (ADC) condition.
In view of works [2, 17, 18] , it is natural to consider operators in the form
where c ∈ C ω (T 1 ) and q ∈ C ω (T 1 × S 3 ).
In the study of this class of operators we are led to consider also the constantcoefficient operator that is, c 0 and q 0 are the averages of functions c(t) and q(t, x), respectively.
Proposition 5.4. Given q ∈ C ω (T 1 ×S 3 ), assume that there is an analytic function Q ∈ C ω (T 1 × S 3 ) such that
Then we have P • e −Q = e −Q • P 00 , in both D ′ (T 1 × S 3 ) and in C ω (T 1 × S 3 ). Hence, P is (GAH) if and only if P 00 is (GAH).
The proof of this proposition is an adaptation of the corresponding result in section 5 of [17] .
Example 5.5. Let Q : SU(2) → C be the function given by Q(a, b) = −2ab, where (a, b) ∈ C 2 and |a| 2 + |b| 2 = 1.
In Euler-angles coordinates we have Q(φ, θ, ψ) = ie iψ sin(θ),
If we consider q : T 1 × S 3 → C defined by q(t, a, b) = 2(α + i sin(t))ab + i/2, then q 0 = i/2 and (∂ t + (α + i sin(t))∂ 0 )Q = q − q 0 .
In this way, the operator P = ∂ t + (α + i sin(t))∂ 0 + q is conjugated with the operator P 00 = ∂ t + (α + i sin(t))∂ 0 + i/2, which is not (GAH) because b(t) = sin(t) changes sign. Therefore P is not (GAH).
Example 5.6. Let c(t) = a(t) + i(sin(t) + n) be a real analytic function on T 1 , where n ∈ Z \ {0} and r ∈ C with Re(r) / ∈ Q. Define a complex-valued function on T 1 × S 3 by q(t, a, b) = 2c(t)ab + r, (t, a, b) ∈ T 1 × SU(2).
Hence, q 0 = r and (∂ t + c(t)∂ 0 )Q = q − q 0 , where Q is as in Example 5.5. It follows from Example 4.4 that the operator P 00 = ∂ t + c(t)∂ 0 + r is (GAH) and, by Proposition 5.4, P is also (GAH).
