We show that for every α > 0, there exist n-point metric spaces (X, d) where every "scale" admits a Euclidean embedding with distortion at most α, but the whole space requires distortion at least Ω( √ α log n). This shows that the scale-gluing lemma [Lee, SODA 2005] is tight, and disproves a conjecture stated there. This matching upper bound was known to be tight at both endpoints, i.e. when α = Θ(1) and α = Θ(log n), but nowhere in between.
Introduction
Suppose one is given a collection of mappings from some finite metric space (X, d) into a Euclidean space, each of which reflects the geometry at some "scale" of X. Is there a non-trivial way of gluing these mappings together to form a global mapping which reflects the entire geometry of X? The answers to such questions have played a fundamental role in the best-known approximation algorithms for Sparsest Cut [7, 10, 4, 1] and Graph Bandwidth [17, 7, 11] , and have found applications in approximate multi-commodity max-flow/min-cut theorems in graphs [17, 7] . In the present paper, we show that the approaches of [7] and [10] are optimal, disproving a conjecture stated in [10] .
Let (X, d) be an n-point metric space, and suppose that for every k ∈ Z, we are given a nonexpansive mapping φ k : X → L 2 which satisfies the following. For every x, y ∈ X with d(x, y) ≥ 2 k , we have
The Gluing Lemma of [10] (generalizing the approach of [7] ) shows that the existence of such a collection {φ k } yields a Euclidean embedding of (X, d) with distortion O( √ α log n). (See Section 1.1 for the relevant definitions on embeddings and distortion.) This is known to be tight when α = Θ(1) [16] and also when α = Θ(log n) [13, 2] , but nowhere in between. In fact, in [10] , the second named author conjectured that one could achieve O(α + √ log n) (this is indeed stronger, since one can always construct {φ k } with α = O(log n)).
In the present paper, we give a family of examples which shows that the √ α log n bound is tight for any dependence α(n) = O(log n). In fact, we show more. Let λ(X) denote the doubling constant of X, i.e. the smallest number λ so that every open ball in X can be covered by λ balls of half the radius. In [7] , using the method of "measure descent," the authors show that (X, d) admits a Euclidean embedding with distortion O( log λ(X) log n). (This is a special case of the Gluing Lemma since one can always find {φ k } with α = O(log λ(X)) [5] ). Again, this bound was known to be tight for λ(X) = Θ(1) [8, 9, 5] and λ(X) = n Θ(1) [13, 2] , but nowhere in between. We provide the matching lower bound for any dependence of λ(X) on n. We also generalize our method to give tight lower bounds on L p distortion for every fixed p > 1.
Construction and analysis. In some sense, our lower bound examples are an interpolation between the multi-scale method of [16] and [8] , and the expander Poincaré inequalities of [13, 2, 14] . We start with a vertex-transitive expander graph G on m nodes. If D is the diameter of G, then we create D + 1 copies
We then connect a vertex s to every node in G 1 and a vertex t to every node in G D+1 by edges of length D. This yields the graph G described in Section 2.2.
In Section 3, we show that whenever there is a non-contracting embedding f of G into L 2 , the following holds.
, then some edge of G gets stretched by at least γ 2 + Ω(log m) 2 , i.e. there is a "stretch increase." This is proved by combining the uniform convexity of L 2 (i.e. the Pythagorean theorem), with the well-known contraction property of expander graphs mapped into Hilbert space. To convert the "average" nature of this contraction to information about a specific edge, we symmetrize the embedding over all automorphisms of G (which was chosen to be vertex-transitive).
To exploit this stretch increase recursively, we construct a graph G ⊘k inductively as follows: G ⊘k is formed by replacing every edge of G ⊘k−1 by a copy of G (see Section 2.1 for the formal definitions). Now a simple induction shows that in a non-contracting embedding of G ⊘k , there must be an edge stretched by at least Ω( √ k log m). In Section 3.1, a similar argument is made for L p distortion, for p > 1, but here we have to argue about "quadrilaterals" instead of "triangles" (in order to apply the uniform convexity inequality in L p ), and it requires slightly more effort to find a good quadrilateral.
Finally, we observe that if G is the graph formed by adding two tails of length 3D hanging off s and t in G, then (following the analysis of [8, 9] ), one has log λ( G ⊘k ) log m. The same lower bound analysis also works for G ⊘k , so since n = |V ( G ⊘k )| = 2 Θ(k log m) , the lower bound is √ k log m ≈ log m log n log λ( G ⊘k ) log n, completing the proof.
Preliminaries
For a graph G, we will use V (G), E(G) to denote the sets of vertices and edges of G, respectively. Sometimes we will equip G with a non-negative length function len : E(G) → R + , and we let d len denote the shortest-path (semi-)metric on G. We refer to the pair (G, len) as a metric graph, and often len will be implicit, in which case we use d G to denote the path metric. We use Aut(G) to denote the group of automorphisms of G. Given two expressions E and E ′ (possibly depending on a number of parameters), we write E = O(E ′ ) to mean that E ≤ CE ′ for some constant C > 0 which is independent of the parameters. Similarly, E = Ω(E ′ ) implies that E ≥ CE ′ for some C > 0. We also write E E ′ as a synonym for E = O(E ′ ). Finally, we write E ≈ E ′ to denote the conjunction of E E ′ and E E ′ . 
for every x, y ∈ X, we say that f is non-contracting. For a metric space X, we use c p (X) to denote the least distortion required to embed X into some L p space. Finally, for x ∈ X, r ∈ R + , we define the open ball B(x, r) = {y ∈ X : d(x, y) < r}. Recall that the doubling constant of a metric space (X, d) is the infimum over all values λ such that every ball in X can be covered by λ balls of half the radius. We use λ(X, d) to denote this value.
We now state the main theorem of the paper. 
where q = max{p, 2}.
Metric construction 2.1 ⊘-products
An s-t graph G is a graph which has two distinguished vertices s, t ∈ V (G). For an s-t graph, we use s(G) and t(G) to denote the vertices labeled s and t, respectively. We define the length of an Figure 1) . Formally,
Definition 2.1 (Composition of s-t graphs). Given two s-t graphs H and G, define H ⊘G to be the s-t graph obtained by replacing each edge (u, v) ∈ E(H) by a copy of G (see
• For every edge e = (u, v) ∈ E(H), there are |E(G)| edges,
(H) and t(H ⊘ G) = t(H).
If H and G are equipped with length functions len H , len G , respectively, we define len = len H⊘G as follows. Using the preceding notation, for every edge e = (u, v) ∈ E(H),
This choice implies that H ⊘ G contains an isometric copy of (V (H), d len H ).
Observe that there is some ambiguity in the definition above, as there are two ways to substitute an edge of H with a copy of G, thus we assume that there exists some arbitrary orientation of the edges of H. However, for our purposes the graph G will be symmetric, and thus the orientations are irrelevant.
Definition 2.2 (Recursive composition).
For an s-t graph G and a number k ∈ N, we define G ⊘k inductively by letting G ⊘0 be a single edge of unit length, and setting
The following result is straightforward. 
A stretched G
Let G = (V, E) be an unweighted graph, and put D = diam(G). We define a metric s-t graph G which has D + 1 layers isomorphic to G, with edges between the layers, and a pair of endpoints s, t. Formally,
We put len(s,
. We refer to edges of the form (u (i) , v (i) ) as vertical edges. All other edges are called horizontal edges. In particular, there are D + 1 copies G (1) , . . . , G (D+1) of G in G which are isometric to G itself, and their edges are all vertical.
A doubling version, following Laakso. Let G be a stretched graph as in Section 2.2, with D = diam(G), and let s ′ = s( G), t ′ = t( G). Consider a new metric s-t graph G, which has two new vertices s, t and two new edges (s, s ′ ), (t ′ , t) with len(s, s ′ ) = len(t ′ , t) = 3D.
Claim 2.7. For any graph G with |V (G)| = m, and any k ∈ N, we have log λ( G ⊘k ) log m.
The proof of the claim is similar to [8, 9] , and follows from the following three results.
For any graph G, we have len( G) = d(s, t) = 9D, and it is not hard to verify that tri( G ⊘k ) ≤ len( G ⊘k )(1 + 1 9D−1 ). For convenience, let G 0 be the top-level copy of G in G ⊘k , and H be the graph G ⊘k−1 . Then for any e ∈ E(G 0 ), we refer to the copy of H along edge e as H e .
, then the ball B(x, r) in G ⊘k may be covered by at most |V ( G)| balls of radius r/2.
Proof. For any e ∈ E(G 0 ), we have r > len(e) len(H) tri(H), so every point in H e is less than r/2 from an endpoint of e. Thus all of G ⊘k is covered by placing balls of radius
around each vertex of G 0 . Otherwise, assume
, the ball must be completely contained inside H (s,s ′ ) . By induction, we can find a sufficient cover of this smaller graph. Lemma 2.10. We can cover any ball B(x, r) in G ⊘k with at most 2|V ( G)||E( G)| 2 balls of radius r/2.
Proof. We prove this lemma using induction. For G ⊘0 , the claim holds trivially. Next, if any H e contains all of B(x, r), then by induction we are done. Otherwise, for each H e containing x, B(x, r) contains an endpoint of e. Then by Lemma 2.9, we may cover H e by at most |E( G)||V ( G)| balls of radius r/2. For all other edges e ′ = (u, v), x / ∈ H e ′ , so we have:
Thus, using Lemma 2.9 on both of the above balls, we may cover V (H e ′ ) ∩ B(x, r) by at most 2|E( G)||V ( G)| balls of radius r/2. Hence, in total, we need at most 2|V ( G)||E( G)| 2 balls of radius r/2 to cover all of B(x, r).
Proof of Claim 2.7. First note that |V ( G)| = m(D + 1) + 2 m 2 . By Lemma 2.10, we have
Hence log λ( G ⊘k ) log m.
Lower bound
For any π ∈ Aut(G), we define a corresponding automorphismπ ofG byπ(s) = s,π(t) = t,
.
Let β be such that for every
Proof. Let D = diam(G). We first observe three facts aboutf , which rely on the fact that when Aut(G) is transitive, for every x ∈ V , the orbits {π(x)} π∈Aut(G) all have the same cardinality.
. Fix some r ∈ V and let
Note that, by (F2) and (F3) above, the values {ρ i } do not depend on the representative r ∈ V . In this case, we have
where we put γ =
verifying (1). The symmetric argument holds for ρ D+1 , thus we may assume that
In this case, by (2) , there must exist an index j ∈ [D] such that
From (F4), and the Pythagorean inequality we have,
again verifying (1) for one of the two edges (u (j) , v (j+1) ) or (u (j) , u (j+1) ).
The following lemma is well-known, and follows from the variational characterization of eigenvalues (see, e.g. [15, Ch. 15] ). 
The next lemma shows that when we use an expander graph, we get a significant increase in stretch for edges of G. 
Proof. We need only prove the existence of an (x, y) ∈ E( G) such that (4) is satisfied forf (as defined in Lemma 3.1), as this implies it is also satisfied for f (possibly for some other edge (x, y)). Consider any layer
. Applying (3) and using the fact that f is non-contracting, we have
In particular, in every layer i ∈ [D + 1], at least one vertical edge (
Therefore the desired result follows from Lemma 3.1.
We now to come our main theorem.
Proof. Let f : V ( G ⊘k ) → L 2 be any non-contracting embedding. The theorem follows almost immediately by induction: Consider the top level copy of G in G ⊘k , and call it G 0 . Let (x, y) ∈ E(G 0 ) be the horizontal edge for which f (x) − f (y) is longest. Clearly this edge spans a copy of G ⊘k−1 , which we call G 1 . By induction and an application of Lemma 3.3, there exists a (universal) constant c > 0 and an edge (u, v) ∈ E(G 1 ) such that
completing the proof. We remark that infinite families of O(1)-regular vertex-transitive graphs with µ 2 ≥ Ω(1) are well-known. In particular, one can take any construction coming from the Cayley graphs of finitely generated groups. We refer to the survey [6] ; see, in particular, Margulis' construction in Section 8.
Extension to other L p spaces
Our previous lower bound dealt only with L 2 . We now prove the following. 34p yields the desired result for one of (u (2j) , v (2j−1) ) or (u (2j) , v (2j+1) ). In the case 1 ≤ p ≤ 2, we use (6) to conclude that
