Abstract-Automatic methods are needed to efficiently process the large point clouds collected using a mobile laser scanning (MLS) system for surveying applications. Machine-learning-based object recognition from MLS point clouds in a road and street environment was studied in order to create maps from the road environment infrastructure. The developed automatic processing workflow included the following phases: the removal of the ground and buildings, segmentation, segment classification, and object location estimation. Several novel geometry-based features, which were previously applied in autonomous driving and general point cloud processing, were applied for the segment classification of MLS point clouds. The features were divided into three sets, i.e., local descriptor histograms (LDHs), spin images, and general shape and point distribution features, respectively. These were used in the classification of the following roadside objects: trees, lamp posts, traffic signs, cars, pedestrians, and hoardings. The accuracy of the object recognition workflow was evaluated using a data set that contained more than 400 objects. LDHs and spin images were applied for the first time for machine-learning-based object classification in MLS point clouds in the surveying applications of the road and street environment. The use of these features improved the classification accuracy by 9.6% (resulting in 87.9% accuracy) compared with the accuracy obtained using 17 general shape and point distribution features that represent the current state of the art in the field of MLS; therefore, significant improvement in the classification accuracy was achieved. Connected 
I. INTRODUCTION
A GROWING interest in accurate 3-D spatial information has emerged in recent years, with digital elevation models and building information models being the most popular end products so far. The 3-D information can be utilized, for example, in 3-D city modeling, road and street planning and maintenance, noise and local air pollution modeling, location-based services, virtual reality, and personal navigation. In road environments, the efficient collection of accurate 3-D data could benefit future driver assistance and automotive navigation systems and could make possible, for example, the semiautomatic inventory of road environment objects such as traffic signs [34] , [54] and urban trees [44] . Accurate 3-D data can be also used in community planning, map updating, and change detection.
Mobile laser scanning (MLS) technology combines various sensors to efficiently collect accurate 3-D point clouds from large areas. An MLS system consists of one or several laser scanners that are mounted on a moving platform such as a car or a van, together with a navigation system that is used to georeference the point cloud data into a global coordinate system [35] . The navigation system consists of various sensors for positioning and determining the rotation angles of the system [35] , with a global navigation satellite system (GNSS) and an inertial measurement unit (IMU) being the most important parts of the system [11] . In the field of surveying, a laser scanner, an IMU, and a GNSS are always part of the MLS system, and the objective is typically the detailed mapping of the road environment infrastructure in a postprocessing mode; the results are obtained in a global coordinate system. The applied scanners are typically oriented in a vertical or nearvertical orientation, whereas in the field of robotics, scanners are mainly oriented horizontally. In the field of robotics, laser scanners are applied to locate and map surroundings in real time [e.g., simultaneous localization and mapping (SLAM)] and in a local coordinate system. The results are also mainly used for the computer vision of an autonomous system and are not applied to general mapping.
With a differential GNSS and a tactical-grade IMU, assuming good GNSS conditions, 2-3-cm accuracy is achievable in the point clouds of the best MLS systems [17] , [23] . Even in the case of GNSS outages, the relative accuracy between neighboring points is better than 1 cm with high-quality scanners [23] . In the remainder of this paper, we focus on MLS for surveying applications.
MLS collects denser point clouds than the more traditional airborne laser scanning (ALS). The point density of an MLS system is up to thousands of points per square meter at a 10-m range from the scanner with a driving speed of 30 km/h compared with a practical maximum point density of 50 points/m 2 in ALS. Static terrestrial laser scanning (TLS) collects the densest point clouds (up to 500 000 points/m 2 in a 10-m range). However, it can be only used to map single objects or buildings or small areas, which is due to the substantial amount of work needed for the data collection (including setting up the equipment and the registration of the different scans). Therefore, MLS lies in the midway between ALS and TLS; it collects denser point clouds than ALS and is able to efficiently map much larger areas than TLS.
The amount of data collected by MLS from a road environment is huge (e.g., 100 million points/km), and in order to utilize the data, it needs to be processed efficiently. The segmentation and classification of the ground, buildings, and different objects are important steps before models are created from the data. The manual processing of the data is laborious, and automatic methods are necessary.
Various automatic methods have been developed for MLS point cloud classification and modeling in urban and semiurban environments. Building extraction and modeling have been studied [13] , [40] , [55] , [56] , as have tree extraction and modeling [34] , [41] , [55] . Studies have been also conducted on the extraction of polelike objects [7] , [27] , [34] , as well as on ground and road surface classification and modeling [21] , [30] , [55] .
Point cloud classification algorithms covering all fields (surveying, robotics, etc.) can be categorized in many ways. Methods may perform pointwise [3] , [32] or objectwise classification [2] , [14] , [18] . The classification method may apply, for example, graph matching [2] , center point voting-based schemes [46] , [47] , 3-D shape contexts [53] , machine learning [14] , [18] , [36] , [42] , [57] , or range images and feature learning combined with machine learning [10] , all using hand-labeled training data. Another option is to keep the number of parameters of the method low and to tune them "by hand" and using, for example, prior information and semantic rules [34] , [50] , [51] . In this case, there is no need to explicitly collect and hand label training data. Some methods are more specific and aimed at classifying particular narrow classes of objects [27] , whereas more general methods may be applicable for a wide range of classes [14] .
In object-based classification, a point cloud is first segmented into object candidates. Then, a set of features that describes, for example, the size and shape of the segment is calculated for each segment, based on which the segments are classified into two or several classes. In machine-learning-based classification [4] , [14] , [18] , adaptive methods try to learn the mapping from the feature space to the class labels using training data in order to predict the class labels of new unseen examples (point cloud segments) successfully. To avoid confusion with segment classification, we use the term "object recognition" in the remainder of this paper to refer to the whole point cloud processing workflow, which also includes object location estimation.
Several different geometric features have been suggested for the machine-learning-based classification of point cloud segments. Typically, some specific features are used in combination with more general features, with the latter describing the global shape and distribution of the points in an object. Examples of specific feature types include spin images [9] , [14] , [46] , point feature histograms [also called local descriptor histograms (LDHs)] [9] , [18] , Fourier histograms [9] , hierarchical descriptors [9] , LLmaps [57] , height distributions [36] , and curvature and contour features [6] . In the field of MLS applied for surveying, LDHs and spin images have not been applied before. They have been used in autonomous-drivingbased robotics research or general point cloud processing [9] , [14] , [18] with promising results.
Thus, we concentrate on the object-based classification of MLS point clouds for road and street environment mapping using novel machine learning principles developed in autonomous-driving-related robotics and general point cloud processing research. We only utilize geometrical information in the classification, i.e., the x-, y-, and z-coordinates of the points, and we do not consider, for example, the intensities of the reflected laser echoes or contextual information. Currently, intensity is available with a single wavelength, and in the field of mapping, multispectral MLS is, however, coming in the near future; then, it is time to include multispectral intensity features into the classification.
In this paper, we compare three feature types for point cloud segment classification, i.e., spin images, LDHs, and general features, respectively. This is the first time when spin images and LDHs have been applied in MLS for a surveying application. We also evaluate the overall performance of the object recognition workflow using a data set that contains more than 400 objects, analyze the error sources, and compare the results with previous studies.
II. METHODS
In this section, we describe the entire object recognition workflow from preprocessing to segment classification and object location estimation, the classification features used in the comparison, the collection of training data, and the selection of the feature extraction parameters and hyperparameters of the classifier. At the end of this section, we describe the feature comparison, which is the main contribution of this paper.
A. Overview of Object Recognition Workflow
The point cloud object recognition workflow consisted of six phases (see Fig. 1 ). First, a point cloud was preprocessed to remove the points that are far from the trajectory and the nonobject points lying in the air. In addition, the point cloud was divided into voxels, and a set of descriptors was extracted for each of them. Second, ground and building facade points were extracted and removed in order to separate the remaining objects from each other. Third, the remaining points were segmented into objects, and fourth, a set of features was extracted from each segment. Fifth, the segments were classified using the features, i.e., first roughly to remove most of the objects that were not of interest and then using machine learning methods. In the last step, object locations were estimated from the segments. The output of the recognition workflow was a set of object location estimates with predicted class labels. All of the phases were implemented using the Matlab software except for the filtering of sky points. A demonstration of the processing workflow excluding location estimation with an example MLS point cloud can be found in Fig. 2 .
B. Preprocessing of Point Clouds
First, the point cloud was filtered to remove nonobject points from the sky [23] . This was performed by removing the dark points that had intensity values of less than 8000 (range of 0-20 470) and the isolated points that had less than 50 points in a 2-m range with a spherical neighborhood. Filtering was done using the TerraScan software from Terrasolid Ltd. Second, the points that were further than 20 m from the trajectory were removed due to a low point density at long distances to the scanner.
The remaining point cloud was divided into a regular voxel structure with a voxel size of 20 cm. The criteria for choosing the voxel size were as follows: 1) the 26-neighborhood of the voxel should contain a minimum of four points; 2) the 26-neighborhood should contain points from at least two neighboring scan lines; 3) the 26-neighborhood should be small enough to guarantee a large enough resolution; and 4) the processing time and memory usage should be on an acceptable level. A voxel size of 20 cm provided a compromise between the different criteria. With a 20-cm voxel size, the 26-neighborhood is a cube whose side length is 60 cm.
Only occupied voxels, i.e., the voxels that contained at least one point, were retained, and a set of attributes (the number of points, etc.) was saved for each retained voxel. We used a user-defined data structure in which the points inside the voxel and its 26-neighborhood, and the attributes of the voxel could be retrieved fast and easily. Although the 3-D space was discretized into voxels, the original point coordinates were used in the following processing. Therefore, the accuracy of the point cloud was not reduced by the discretization.
The attributes of the voxels included the number of points, the center of mass (CoM) of the points inside the voxel, and several measures that described the distribution of the local neighborhood of the voxel. The distributional attributes contained two vector attributes and several scalar descriptors. They were calculated using principal component (PC) analysis (PCA) [4] using the points in the 26-neighborhood of the voxel. Let u 1 , u 2 , and u 3 be the first, second, and third PCs, respectively, and let λ 1 ≥ λ 2 ≥ λ 3 be the eigenvalues corresponding to the first, second, and third PCs, respectively. u 3 is the normal of the least squares fit plane, and u 1 is the direction of the least squares fit line [4, [563] [564] [565] . u 3 and u 1 were the two vector attributes saved for each voxel.
From the PCA output, we calculated a set of scalar descriptors for each voxel that described the shape and direction of the local neighborhood of the voxels. These are referred to as local descriptors from now on. Local descriptors were also utilized in the segment classification. When the points in the neighborhood are projected to a PC u i , i ∈ {1, 2, 3}, the variance of the projections is equal to eigenvalue λ i [4, [561] [562] [563] . The sum of the eigenvalues is the total variance. The eigenvalues measure the goodness of the planar and linear fits. If λ 1 is large compared with the two smaller eigenvalues, this means that the first PC explains most of the total variance and that the points approximately reside on a line. Based on this, the first local descriptor, i.e., linearity L, was defined as the proportion of the total variance that was explained by the first PC as follows: L can have values between 1/3 and 1, and the closer its value is to 1, the more accurately the points lie on a line. If the points approximately lie on a plane, most of the total variance is explained by the first two PCs. Therefore, the goodness of the planar fit of the voxel neighborhood could be measured by flatness F that was defined as the proportion of the total variance explained by the two first PCs as follows [29] :
F can have values between 2/3 and 1, and the closer its value is to 1, the more accurately the points lie on a plane. Voxels with a high flatness value were used in the ground and wall extraction and will be called flat voxels from now on. Elongated structures, such as poles, also had a large flatness value (a line is a subset of a plane); hence, voxels with a high linearity value were removed from the flat voxels. A voxel size of 20 cm guaranteed that the 26-neighborhood of a voxel contained points from at least two neighboring scan lines (profiles). This is important because otherwise, for example, points on planar surfaces would be classified as linear.
We also calculated two other local descriptors that described the direction of the local point distribution of a voxel. The first descriptor was the angle between u 3 (the normal of the local plane) and the vertical direction, and the second descriptor was the angle between u 1 and the vertical direction. The former was used to separate horizontal surface voxels from vertical surface voxels.
C. Extraction of Ground and Building Facades
Prior to object segmentation, ground and building facades were removed from the point cloud that remained after preprocessing using the methods described in this section. Most of the objects that were of interest in this paper were connected to each other via the ground in the point cloud; therefore, the removal of ground points separated the objects from each other. If buildings are extracted as large connected components (CCs) (e.g., see [14] ), the objects attached to building facades (e.g., trees) are falsely classified as part of the building. The problem is more severe with phase-based laser scanners, such as Faro Photon used in this paper (see Section III), that produce isolated points between walls and objects in front of them that may connect the objects to the walls. Therefore, we also extracted building facades prior to segmentation.
Ground extraction was based on growing smooth horizontal surfaces only using flat voxels with a close-to-vertical normal direction u 3 . CCs were retrieved from the preserved voxels with the following smoothness constraints: A new voxel was added to the surface if its CoM approximately lay on the surface (a 5-cm normal distance threshold) and if the angle between the voxel's normal vector and the local normal of the surface was less than 5
• . The CC retrieval method is described in Section II-D. Patches smaller than four voxels were removed, and the remaining patches were merged by comparing each patch in turn, starting from the largest patch to all other patches. Two patches were merged if the distance between the patches was small enough and if one of the following criteria was met: 1) the angle between the line connecting the two closest voxels and the horizontal plane was small enough; or 2) the closest voxels had a small enough height difference. Merged patches whose horizontal area was small were removed, and the ground surface was modeled as a triangulated irregular network that was formed from the CoMs of the voxels of the remaining patches using Delaunay triangulation. Each voxel of the original point cloud was classified as the ground if its CoM was less than 20 cm above the estimated ground level and if the horizontal distance to the closest vertex of the ground model was less than 1 m.
Building facade retrieval was based on finding planar vertical surface patches. The patches were extracted in a similar way to the surface growing of ground modeling, with the exception that now only flat voxels with a horizontal normal direction were used. The extracted patches did not constitute whole facades because of the shadowing of other objects between the scanner and the wall and in part because not all wall voxels were flat because of, for example, windows and corners. Therefore, the extracted patches were used as seeds in the following facade extraction. It was required that the seed consists of at least 40 voxels. Seed patches were treated one at a time. For each seed patch, all points in the original filtered point cloud that resided in the seed plane were chosen using a 5-cm threshold in the normal direction of the plane (see Fig. 3 ). The chosen points were projected onto the plane, and the projections were rasterized into a binary image. The pixel values of the image were set to 1 if the pixel contained at least one projection; otherwise, it was set to 0. The pixel coordinate system of the image in the original 3-D space was chosen such that the first coordinate axis was horizontal and the second was perpendicular to that, with both lying in the seed plane. CCs and their minimum bounding rectangles (MBRs) were extracted from the images with the constraint that two sides of an MBR were horizontal. MBRs with an area larger than 30 m 2 were classified as facades. A 3-D model of a facade was gained by transforming the MBR back to the original 3-D coordinate system. The MBR was transformed into a 3-D box by extending it in the facade's normal direction. Finally, all of the voxels of the original point cloud whose CoMs lay inside the box were classified as a facade.
D. Object Segmentation
The remaining points were segmented in order to have different objects in different segments and each object in a single segment. We applied CC labeling, which has been applied in MLS point cloud segmentation previously [2] , [14] , [34] , [41] . We applied the method in the voxel space and defined that two voxels are connected if they are 26-neighbors (the 26-neighborhood was a cube with a 60-cm side length). The method starts by initializing a segment, i.e., one voxel is selected as a seed. Then, all the seed's occupied 26-neighbors are retrieved and added to the segment. This phase is repeated for all added new voxels as long as new occupied neighbors are found. After this, the segment is ready, and a new seed voxel for a new segment is selected. This process continues until all voxels are treated and belong to some segment. The voxel size was set such that the segmentation method is able to jump over neighboring scan lines, i.e., the 26-neighborhood of a voxel contained points from at least two adjacent scan lines. CC labeling is not optimal in MLS point cloud segmentation [14] , [42] as objects are sometimes attached to each other, and it also oversegments some objects. However, the main objective of this paper was feature comparison, and we chose CC labeling because of its simple implementation.
E. Features for Segment Classification
The main objective of this paper was to compare different features in order to classify the point cloud segments. We compared three feature types, i.e., LDHs, spin images, and general features, respectively. These are described in this section.
With LDHs, we followed the approach of Himmelsbach et al. [18] , in which histograms were constructed over the values of the local descriptors of a point segment. A histogram was constructed for each descriptor. Local descriptors had been previously calculated for each voxel (see Section II-B), and the histograms were calculated over the voxels of one segment. In total, we had four descriptors and, thus, four histograms for each segment. The bin counts were used as features for the classification. The descriptors were flatness F [see (2) ], linearity L [see (1) ], the angle between the local surface normal u 3 and the vertical direction, and the angle between the first PC u 1 and the vertical direction (see Section II-B). The linearity and the flatness contained similar information to Himmelsbach et al.'s [18] two descriptors. We did not use their two other descriptors because the first descriptor was the complement of the flatness and the second descriptor belonged to the class of the contextual descriptors that were not in the scope of this paper. The four local descriptors in this paper can separate objects that contain planar and linear structures with different orientations and segments with scattered points. Fig. 4 demonstrates how histogram features are able to separate cars and lamp posts from each other. Each curve in this figure corresponds to one segment and is a concatenation of the four histograms. It can be seen in this figure that the two classes can be separated by the linearity (features 5-8) and first PC angle (features [13] [14] [15] [16] histograms. The reason for this is that most of the voxels in lamp posts have a high linearity value and that the directions of the local estimated lines (the first PC) are almost all close to vertical, whereas the opposite holds for cars. LDHs contain one adjustable parameter, i.e., the number of bins, which we set as constant for all histograms. The selection of the number of bins is treated in Section II-I. Each histogram was scaled by dividing it by the sum of its bins, as in the work of Himmelsbach et al. [18] ; hence, all histogram features were in the range [0, 1].
We applied spin images [22] for the segment classification in a similar manner as Golovinskiy et al. [14] . The point segment was divided into voxels in a local cylindrical coordinate system, in which the vertical axis passed though the CoM of the segment and the height of the origin was the lowest z-coordinate of the segment. The number of points in each voxel was calculated, resulting in a 3-D histogram or a 3-D spin image. However, the 3-D spin image is not rotation invariant in the horizontal plane, and for example, cars that have different horizontal orientations have different images. Therefore, the 3-D spin image was transformed into a 2-D spin image to gain horizontal rotation invariance. The value of a pixel of the 2-D spin image was the sum of the number of points in all voxels that had equal radial and vertical coordinates, i.e., the 3-D image was summed over the azimuthal angle. The pixels of the resulting 2-D spin image, which are referred to as bins in the following, corresponded to horizontal rings whose common center point was the z-axis. The dimensions of the 2-D spin image correspond to the radial (horizontal) and vertical distances from the origin of the local coordinate system. The values of the pixels of the image are used as features in the classification of the point segments. Examples of spin images of a tree, a lamp post, and a car can be found in Fig. 5 . The spin image contains four adjustable parameters, i.e., the radius and height of the cylinder and the bin sizes in the vertical and radial directions. The parameter selection is treated in Section II-I. Each spin image was scaled by dividing it by the sum of its bins, as in the work of Velizhev et al. [46] ; hence, all spin image features were in the range [0, 1].
The third feature type, i.e., the general features, described the size and global shape of a point segment and the distribution of the points in the segment. We used features from previous studies [14] , [41] , but we also invented new features. In total, 17 general features were applied. The first four features described the size and global shape of a segment, and the rest described the distribution of the points in different directions. The features were as follows:
(1) the number of voxels; (2) the height; (3)-(4) the ranges in the horizontal principal directions; (5) the mean height with respect to the ground level [14] ; (6) the standard deviation (STD) of the z-coordinates [14] , [41] ; (7)- (8) We concentrated on the features that describe the 3-D shape of the segment in the classification, and we did not utilize Himmelsbach 
F. Segment Classification
The classification of the segments was divided into two steps, i.e., rough classification and machine learning classification, respectively. The objective of the rough classification was to remove most of the segments that corresponded to the objects that were not of interest. These included, for example, low vegetation and sky points (noise segments) that would have made the following machine learning classification more problematic.
The objects in the six classes of interest in this study (defined in Section III) were all connected to the ground and taller than 1 m. Therefore, in the rough classification, the segments whose lowest voxel was above the estimated ground level and the segments that were shorter than 1 m were removed. The segments that were not in the area where the ground model had been extracted were also removed because no reliable estimate for the ground elevation was available there. For example, no ground points were found behind large bushes; therefore, the objects that were behind the bushes were removed because no ground model was available there. In addition, segments with fewer than 10 or more than 10 000 voxels were removed, with the latter corresponding to, for example, the buildings that had not been removed earlier.
After the rough classification, the remaining segments were classified using a machine learning approach similar to those of Golovinskiy et al. [14] and Himmelsbach et al. [18] . We used a support vector machine (SVM) and its C-SVM version [4, pp. 325-339], [8] with the radial basis function (RBF) kernel as suggested by Hsu et al. [19] , which can learn nonlinear decision surfaces. We used the LIBSVM package [8] to perform the SVM trainings and predictions. LIBSVM uses the so-called one-versus-one approach [20] for multiclass classification. As described in Section II-E, all features were scaled into the range [0, 1], which is suggested for SVM classifiers [19] .
G. Object Location Estimation
After the segments had been classified, the location of the corresponding object was estimated. We used the CoM of the point segment as an estimator of the location. The final output of the object recognition workflow was a set of labeled object locations.
H. Collection of Training Data
To train and test the classifiers, all segments remaining after the rough classification were hand labeled. Google Street View was used to aid the classification. The segments that belonged to classes that were not of interest were labeled as "undefined." These included, for example, the vegetation, ground, and building segments that had not been removed previously. Oversegmented and undersegmented objects were also labeled according to their class. If a segment contained a considerable amount of points from two or several classes, it was labeled as undefined.
I. Selection of Feature Extraction Parameters and Classifier Hyperparameters
Before training the final classifier, we optimized the feature extraction parameters and hyperparameters of the SVM classifier. The aim was to maximize the predictive power of the classifier, and the cross validation (CV) accuracy was used as the objective function, which is denoted by J(θ), where θ is the vector containing the parameters to be optimized. In an N -fold CV, the data are divided into N folds, each consisting of m with the number of all samples m (i) in the fold. We used a tenfold CV with stratification, as suggested by Kohavi [25] ; therefore, the CV objective function was defined as
The C-SVM classifier with an RBF kernel contains two hyperparameters, i.e., complexity parameter C and inverse kernel width γ, respectively. They were optimized using a 2-D grid search. The default grid was {log 2 C} × {log 2 γ} = {−6, −4, −2, . . . , 18}×{−15, −13, −11, . . ., 21}, which was found to be sufficient for all features. However, to keep computation times feasible, we removed clearly false values from the grid with some features. LDHs were not sensitive to C as long as it was large enough, and we used value 256 for them.
We used a constant bin width in all descriptor histograms in order to keep the amount of computation feasible and to avoid overfitting. We performed the CV with each number of bins such that, in each fold, hyperparameters γ and C were optimized, the classifier was trained with the training set, and the accuracy of the classifier was evaluated with the test set. The number of bins with the highest CV accuracy was chosen as optimal. Then, we optimized the hyperparameters with the whole data set using the optimal number of bins. We used the extra CV on top of the 2-D grid search for γ and C to avoid the overfitting that might have happened in a simultaneous 3-D grid search for all three parameters. We tested numbers of bins 6, 8, 10, 15, 20, 30, 40, 60, 80, and 100. In preliminary tests, we found that, with a number of bins larger than 100, the CV accuracy started to decrease, and with a number of bins less than 6, the accuracy was clearly lower than with larger values.
In the spin images, the height and radius of the cylinder were set to 12 and 5 m, respectively. The corresponding cylinder enclosed all objects of interest except for one very large tree segment. The selection of the two bin size parameters was conducted in a similar way to that in the LDH. After preliminary tests, we decided to test 0.125, 0.25, and 0.5 m for the radial bin size and 0.5, 1, and 2 m for the vertical bin size. The test values also varied the bin sizes around those used by Golovinskiy et al. [14] (0.25-m radial and 1-m vertical).
The general features did not contain any adjustable parameters; hence, we only needed to optimize γ and C. However, our aim was to define a large set of general features, part of which may be redundant or irrelevant, and then to perform variable selection to find an optimal predictor. Variable selection was performed using backward elimination [16] .
We also tested all combinations of the three feature types. First, we separately optimized all feature extraction parameters for each feature type and selected general features as described earlier. Then, we used the same optimal parameters and variable subsets in the combinations of features. Finally, γ and C were optimized with each combination.
We did not perform variable selection with the LDH or the spin images because the amount of computation would have grown too large. In addition, we found that variable selection did not improve the accuracy with the LDH.
J. Comparison of Features
In order to gain unbiased classification accuracy estimates for different features, the accuracy must be evaluated with different data than those that were used to select all of the parameters of the classification model, i.e., the classifier parameters and hyperparameters, the feature extraction parameters, and the optimal subset of the general features. Therefore, we performed a tenfold CV on top of the parameter selection for each feature type. In each fold, the parameters were selected with a training set (90% of the data), and class labels were predicted for test set samples (10% of the data). After the CV, the labels of all samples were predicted, from which the accuracy of the feature type could be calculated.
The CV accuracy estimates may be sensitive to how the data were partitioned into folds. Therefore, we performed 67 Monte Carlo (MC) repetitions of the CV accuracy calculation for each feature type. A different random CV partition was used at each repetition.
III. DATA AND EQUIPMENT
The experimental data used in the tests were collected in a suburban area in Espoo, Finland, which is 15 km from Helsinki, on June 10, 2009. The test area was approximately a 900-m-long stretch of street and was part of the EuroSDR MLS test field (see Fig. 6(b) , Table I , and [23] ). We only used the data that were collected in one driving direction, and our test data contained three MLS data blocks that contained 9 million points in total after the filtering of dark and isolated points. The mirror frequency of the scanner in our data was 48 Hz, which resulted in the average profile (scan line) spacing of 17 cm while the driving speed was 30 km/h. The point density was approximately 100 points/m 2 at an 8-10-m distance from the trajectory. Due to the limited point density at large distances from the scanner, we limited our test area to a 20-m distance from the trajectory.
The MLS data were collected using the Finnish Geospatial Research Institute (FGI) Roamer system [23] , [26] . The system contained a phase-based Faro Photon 80 laser scanner mounted on a rigid platform; the platform was further mounted on top of a car (see Fig. 6(a) and Table I ). The field of view in the scanning plane was 320
• , and the pulse repetition frequency was 120 kHz. The scanning plane was tilted 135
• backward from the basic configuration, in which the plane is vertical and perpendicular to the driving direction. The positioning and navigation were handled by the Novatel SPAN system that contains a GPS and an IMU. The planimetric accuracy and elevation accuracy of the measured point clouds are approximately 2 cm in good GPS conditions [23] . The relative accuracy between neighboring points on scan lines is better than 1 cm and is independent of the GPS accuracy.
Preprocessing, ground and facade extraction, and segmentation were independently performed for all three MLS blocks. After that, the segments of all blocks were treated as one group, and after the rough classification, 350 segments were retained. We concentrated on the following object classes: trees, lamp posts, traffic signs, traffic lights, signposts, cars, pedestrians, cyclists, and hoardings (advertising boards). The 350 segments were hand labeled into these classes and into the undefined class, as described in Section II-H. Because of the similarity of the object classes and the low numbers of traffic lights, signposts, and cyclists, we decided to treat traffic lights, traffic signs, and signposts, and pedestrians and cyclists as single classes, which are referred to as traffic poles and pedestrians, respectively.
IV. RESULTS AND DISCUSSION
The main results are composed of three parts. First, different features and their combinations are compared in the segment classification; second, the classification errors with the best feature set are analyzed, and third, the estimated object locations with predicted class labels are compared with a reference that contains all objects that were visible in the point cloud of the test area. We also briefly analyze the processing times of the dif- 
A. Feature Comparison
The comparison of the three feature types, i.e., the LDHs, the spin images, and the general features, respectively, resulted in three individual feature type models, and the combinations of the feature types yielded another four ensemble models. Table II lists the mean classification accuracy values and the STDs for the different models, which are calculated from the 67 MC repetitions (see Section II-J).
The dispersions of all seven MC samples corresponding to the seven models were close to each other, which can be seen from their STDs. The use of STDs as a measure of dispersion [43] , [45] for each sample. We transformed the distribution of the test statistic to the standard normal using Royston's method [38] . The method needs normal order statistics, which were calculated using the algorithm AS 177 [39] . All of the models except the ensemble of all features passed the test with a significance level of 0.05. However, the difference between the highest accuracy and the lowest accuracy in the nonnormal sample was similar to that of other models; hence, the dispersions of all models can be considered similar. The similarity of the dispersions of the MC samples means that all of the models are equally robust against how the data are divided into training and test sets, and the comparison between different models can be only based on the mean accuracy values. Among the individual models, the LDH model had 6% higher mean accuracy than the spin image or general feature models. The LDH model also had over 3% higher accuracy than the ensemble of the two other feature types; hence, it can be considered the best single feature type.
The ensemble of all features had the highest mean accuracy of all of the models; however, the difference from the combination of the LDH and the general features (LDHG) was only 0.2%. The ensemble of all features can be considered a more complex model than the LDHG because the latter model's features are a subset of the former model's features. As the simpler model is typically less prone to overfitting, we choose the LDHG as the best model.
B. Errors of Segment Classification
Table III presents the confusion matrix of the LDHG model, which is calculated from one randomly selected MC repetition. The rows correspond to true classes, and the columns correspond to predicted classes. The last column lists the classwise recall values of the segment classification, i.e., the number of correctly classified segments divided by the number of all segments. It can be seen that, except for the last row and column, the off-diagonal elements are mostly zero or have small values. In other words, almost all errors are caused by the undefined class mixing with the other classes. This is reasonable because the examples from the undefined class probably do not constitute a homogeneous group; thus, the examples can be rather widely spread around the feature space, and it is hard to train a classifier that can predict their classes accurately.
Trees, traffic poles, and pedestrians mix the most with undefined segments and somewhat together. Most of the tree segments that were predicted to some other class only contained the lower part of the tree, which is due to occlusion. The second major reason for errors was the polelike segments that were present in lamp posts, traffic poles, trees, and the undefined class, and these caused mixing between these classes. Almost all the undefined segments that were predicted as trees contained vegetation that was probably the reason for the false classification. Pedestrians often have an irregular shape; hence, they can be mixed with the lower parts of trees and undefined segments. The low recall of hoardings is probably caused by the low number of examples in this class. Hoardings mix with traffic poles, which is reasonable, as both classes contain vertical planar structures.
C. Accuracy of Object Recognition
The overall performance of the object recognition workflow was evaluated by comparing the estimated object locations with class labels from the LDHG model with a reference that contained the locations of all objects in the six classes that were visible in the point cloud. The object location estimates were the CoMs of the point segments (see Section II-G), and the corresponding class labels were from the same MC repetition as the confusion matrix in Table III . In the following, we use the term "extracted object" (EO) to refer to an estimated object location with a predicted class label. An entry for the reference was marked as correctly found if an EO with a correct class label was found within a predefined horizontal radius from the reference location; otherwise, the reference was marked as missed. An EO corresponding to a found reference was marked as a true positive. The horizontal radius was 1 m for all classes except trees, for which we used a 2-m radius due to their irregular shape and, therefore, larger variance in the CoM. Once an EO had been marked as a true positive, it was no longer compared with other references; that is, one EO could correspond to at most one reference. The EOs in the six classes that were not marked as true positives were marked as false positives. Table IV presents the object recognition results and how the error is divided between the different phases of the method. Here, recall means the proportion of the found reference objects to all reference objects in each class. Precision is the proportion of true-positive EOs to all EOs. E underseg is the error caused by undersegmentation, i.e., the proportion of the missed and undersegmented references to all references. Undersegmented references were either attached to another object after segmentation or contained clutter in the corresponding segment. E mach learn is the error caused by the machine learning classification of the segments, and it is equal to (n rough /n ref ) × (100% − recall of segment classification), where n rough is the number of references remaining after the rough classification, n ref is the total number of references, and the recall of the segment classification is given in Table III. The results show that undersegmentation causes almost four times more errors than the machine learning classification of the segments. The reason for this is that CC labeling cannot separate the objects that are attached or close to each other. Trees particularly have a high undersegmentation error rate and, hence, a low recall. The test area contained several small forest stands, where neighboring trees were attached to each other. These stands accounted for approximately half of all missed trees. A considerable number of traffic poles were missed because they were attached to trees or other vegetation.
Remaining errors E other consisted of missed objects that were in an area where no ground points were found and objects with parts missing in the point cloud due to occlusion.
The error due to ground extraction was actually higher than E other because it overlapped with the undersegmentation error. The ground extraction errors were caused by occlusion or the algorithm's inability to recognize ground points. Approximately 1% of references were undersegmented because they were attached to other objects via nonextracted ground points. Approximately 7%-14% of references were too far from the extracted ground model and were thus removed during the rough classification. Two thirds of these were also undersegmented; thus, approximately 6%-10% of references were missed due to both undersegmentation and ground extraction errors.
As aforementioned in Section II-B, sufficient segmentation accuracy for the purposes of feature comparison was achieved with the 20-cm voxel size. However, we performed additional tests to check whether undersegmentation errors could be reduced if a 15-cm or 10-cm voxel size was used instead. With a 15-cm voxel size, a 1%-3% higher recall might be achieved compared with the 20-cm voxel size, which is due to the separation of the trees, traffic signs, and lamp posts that were attached to other objects with the 20-cm size. A 10-cm voxel size was too small because traffic signs started to substantially oversegment and because some trees started to divide into separate trunk and branch segments.
D. Processing Time
The total processing time of the object recognition workflow was 19-24 min, depending on which feature set was used. The processing was performed on a 3.4-GHz personal computer, and the time did not include preprocessing in TerraScan. Most of our algorithms did not utilize parallel computing and were implemented using Matlab. However, a large part of the methods are parallelizable. Therefore, substantial improvements in the computational efficiency would be expected when parallel computing and a more efficient programming language, such as C++, are applied.
E. Comparison With Previous Studies
The comparison of the results with those of previous studies is challenging due to the differences in the point cloud quality, accuracy, density, and distribution, and the properties of the test site. In addition, the classes are not identical in different studies, and the definition of the test area and the reference may vary. For example, the test area may have been limited to a certain distance to the trajectory, and the reference may have been collected from the field or from the point cloud.
Despite the challenges aforementioned, we aim to demonstrate that the accuracy of the object recognition approach applied in this paper is comparable with that of previous studies. We only include object recognition studies of street environments using MLS point clouds that had more than 30 examples per class in the reference. In addition, we only concentrate on studies that have compared their results with a reference that contains all of the objects in the point cloud or the field and not, for example, those that have only reported the segment classification accuracy. To our knowledge, only Wang et al. [48] have evaluated the accuracy of pedestrian detection. Their precision and recall were below 60%, which are lower than in this paper; however, as they discussed, the classification was not the main focus of their study. Results for hoarding recognition have been only previously reported by Golovinskiy et al. [14] (their class was advertising cylinders). Similar to us, they suffered from the lack of objects in this class, which is a probable reason for the accuracy values being modest in both studies.
Considering lamp posts and traffic poles, our results are comparable with the studies of Golovinskiy et al. [14] , and Pu et al. [34] , Velizhev et al. [46] . They reported detection rates of 62%-86% for lamp posts, light poles, or light standards [14] , [46] , and detection rates of 47%-65% for signs, traffic signs, and traffic lights [14] , [34] . For lamp posts, Wang et al. [47] also reported accuracy similar to the accuracy in this paper when the tradeoff between the precision and the recall is taken into account. However, Zhao et al. [54] reported recalls that were 10%-24% higher than ours for these classes. In addition, Wang et al. [47] reported a recall of approximately 80% for traffic signs. A probable reason for the differences is the undersegmentation error in our method. The segmentation method of Zhao et al. [54] was based on finding the geometric features that were the planes and lines that constituted the objects, and they were able to find the features even if they were attached to other objects. Moreover, the methods of Wang et al. [47] are not sensitive to segmentation errors. If a segmentation error is added to the recall for our results, the detection rates are close to those of Wang et al. [47] and Zhao et al. [54] .
The detection rate for cars has varied between 62% and 74% in the works of Fan et al. [12] , Golovinskiy et al. [14] , Patterson et al. [33] , and Velizhev et al. [46] . Börcs et al. [6] reported an 86% F-rate, i.e., the harmonic mean of the precision and the recall. All of these are comparable with our results. Wang et al. [47] and Zhao et al. [54] reported true-positive rates of 90%-95% for cars, which are higher than ours. However, most of the missed cars in this paper returned a small number of laser hits or were occluded, and they would have been difficult to recognize by any algorithm.
The precision values of lamp post, traffic pole, and car recognition in our results are higher than or approximately equal to those in previous studies except for the work of Pu et al. [34] , who reported 95.7% precision for traffic signs. The difference may be explained by the tradeoff between the precision and the recall; the latter was 5% lower compared with the method used in this paper.
The detection rates of trees vary, for the most part, between 80% and 100% in previous studies [1] , [28] , [31] , [41] , [47] , [49] , [52] and are thus substantially higher compared with our results. However, the accuracy values are strongly affected by the properties of the trees. For example, city trees that are homogeneous, close to the road, and regularly spaced are substantially easier to detect than irregularly spaced trees in a forest stand with more than one species and varying sizes, which existed in our test site. The difficulty of our test site is also indicated in the results of Pu et al. [34] , who detected 29.5% of the trees in the same area (our test site was a subset of theirs). The biggest challenge is the small forest stands where CC labeling cannot separate attached trees from each other. If a segmentation error is added to our recall, comparable results with previous studies are again gained. The precision of tree recognition in the aforementioned studies was between 84.6% and 100%, and our results fit in this range.
The general segmentation and classification method of Yang et al. [51] has achieved very high accuracy values and has been tested with large data sets. The precision values and recalls of their method were between 90% and 96% for traffic signs, lamp posts, trees, and cars. Their method applies to many different classes, including buildings, and is able to recognize objects attached to other objects. However, it was not clear whether their results corresponded to the segment classification or the object recognition; therefore, they may not be fully comparable with other studies in this comparison.
F. Discussion
The comparison with previous studies (see Section IV-E) suggests that, if a more sophisticated segmentation method is applied, the machine-learning-based object recognition method applied in this paper and previously, for example, in the works of Golovinskiy et al. [14] and Himmelsbach et al. [18] , could achieve accuracy comparable with other types of recognition methods, such as graph matching [54] and center point voting [46] . The more advanced segmentation method could utilize, for example, pole and tree trunk detection [7] , [27] to separate trees and other objects that contain polelike features from each other, local maxima in height images [42] , shape-based and color-based segmentation followed by semantic rules for segment merging [51] , ALS individual tree extraction methods [24] to extract trees in forest stands, and min-cut-based segmentation [15] , which was previously applied in the object recognition in MLS and ALS point clouds by Golovinskiy et al. [14] . However, 6%-10% of references were missed because they were undersegmented and experienced ground extraction errors (see Section IV-C). Therefore, the ground extraction algorithm should be improved in order to more thoroughly extract the ground points and to extrapolate the ground model accurately enough to areas where no ground points are present.
Considering the segment classification, Chen et al. [9] found that the accuracy of the LDH features was clearly lower than that of the spin images, which contradicts our results. The possible reasons for the differences are the properties of the point cloud data and the parameters of the feature extraction. For example, Chen et al. [9] used four bins per histogram possibly because of real-time processing requirements, whereas in our data, the classification accuracy was considerably lower if the number of bins was less than six (see Section II-I). Chen et al. [9] also found that their Fourier histogram features achieved similar accuracy to that of the spin images.
Machine learning methods are often criticized as being inefficient and prone to overfitting because of the need for the manual collection of training data and because the parameters of the machine learning algorithms are fitted to the training data. However, other types of methods (nonlearning) in the point cloud classification also contain adjustable parameters or semantic rules that typically need to be tuned when new data sets are processed, i.e., the parameters or rules are fitted to the data to some extent. The tuning of parameters typically consists of subsequent parameter adjustments and visual evaluations, which may be laborious, whereas in machine learning methods, the classifier parameters are optimized automatically. When it comes to the collection of training data, in the objectbased point cloud classification, this is rather straightforward compared with, for example, the pointwise classification. In the former, a user needs to label hundreds of objects compared with thousands or millions of points in the latter approach.
However, the hand labeling of point segments also involves some challenges. In some cases, it is difficult to decide whether a particular segment contains so much clutter that it should be labeled as undefined. The decision also depends on the sensitivity of the classifier to outliers in the feature space. In addition, it is sometimes difficult to decide the class purely based on the point cloud, and the image data need to be utilized. The handlabeling process could be made more efficient, for example, by linking some image database, such as Google Street View, to the labeling process in such a way that images from the correct spatial location would be automatically retrieved.
The use of an undefined class in the training of the classifier can be also criticized due to the nonhomogeneity of this class. Serna and Marcotegui [42] also found that heterogeneous classes such as "furniture" and "others" caused most of the classification errors. In the future, we aim to test whether it is preferable, for example, to leave undefined examples out of the training phase, and we aim to try to recognize them based on a reliability measure. For example, the classifiers that provide classwise posterior probabilities, such as Gaussian processes [37] , could be utilized in this case.
V. CONCLUSION AND FUTURE WORK
This paper has investigated the automatic machine-learningbased object recognition of MLS point clouds in a road and street environment for surveying applications. The entire object recognition workflow consisted of ground and building removal, object segmentation, segment classification, and object location estimation. Novel machine learning principles, i.e., spin images and LDHs, previously applied in autonomous driving and general point cloud processing were applied in the classification of typical roadside objects, such as trees, lamp posts, and traffic signs (six classes in total). This is the first time spin images and LDHs have been applied in the classification of MLS point cloud segments in surveying applications. In addition, the accuracy of the overall object recognition workflow was evaluated with a data set that contained more than 400 objects.
The application of the novel machine learning principles increased the point cloud segment classification accuracy from 78.3% (the current state-of-the-art accuracy) to 87.9%; therefore, considerable improvements were achieved. Most of the classification errors were caused by undefined objects that mixed with trees, traffic poles, and pedestrians. Most of the object recognition errors, particularly for trees and traffic poles, were caused by CC labeling, which undersegmented attached objects. In addition, the missing ground elevation close to the objects lowered the detection rates.
The investigation of advanced segmentation methods, such as those used in the works of Golovinskiy et al. [14] , Yang et al. [51] , and Zhao et al. [54] , should be a future research topic. The collection of training data could be made more efficient, for example, by automatically connecting images taken by a mobile mapping system, aerial images, or Google Street View to the labeling process. The segment classification and object recognition results may be, to some extent, sensitive to the properties of the study area, the data, and the preprocessing steps of the data. In the future, new tests can be performed where these characteristics are varied.
