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Zusammenfassung
Gegenstand der vorliegenden Arbeit sind Experimente, in denen freie Elektronen in
den Mikrowellenfeldern eines Quadrupolleiters manipuliert werden. Die Erzeugung der
elektrischen Felder mit Hilfe eines planaren Mikrowellensubstrats ermo¨glicht es, die Be-
wegung langsamer Elektronen mit Energien unterhalb von 10 eV auf vielfa¨ltige Art und
Weise zu beeinflussen. In diesem Zusammenhang bieten planare Substrate den zentralen
Vorteil, dass fein strukturierte Potentiallandschaften im Nahfeld der Mikrowellenanre-
gung erzeugt werden ko¨nnen. Zudem kann ein tiefer Einschluss der Elektronen in diesem
Potential gewa¨hrleistet werden. Dies schafft ideale Voraussetzungen fu¨r die Realisierung
von planaren Strahlteilern oder Resonatoren fu¨r Elektronen, die wiederum Perspektiven
fu¨r neuartige Quantenoptikexperimente mit gefu¨hrten Elektronen ero¨ffnen.
Im Rahmen dieser Arbeit ist es zum ersten Mal gelungen, einen gefu¨hrten Elektronen-
strahl an der Oberfla¨che eines strukturierten Mikrowellensubstrats aufzuspalten und die
Funktionsweise des Strahlteilers experimentell zu untersuchen. Die erfolgreiche Durch-
fu¨hrung dieses Experiments basiert auf der Erzeugung eines mikrostrukturierten Strahl-
teilerpotentials und dem Einsatz von Treiberfrequenzen im Gigahertzbereich. Zu diesem
Zweck haben wir ein Mikrowellensubstrat entwickelt, das ein einschließendes Potential
erzeugt, in dem Elektronen entlang eines Pfades gefu¨hrt werden, der sukzessive in zwei
Pfade auffa¨chert. In unserem Experiment beobachten wir hinter dem Strahlteilersubstrat
zwei symmetrisch aufgespaltene Elektronenstrahlen. Außerdem stellen wir fest, dass ab
einer Elektronenenergie von 3 eV erhebliche Verluste das Elektronensignal dominieren.
Aus diesem Grund pra¨sentieren wir Simulationen, die die Welleneigenschaften der Elek-
tronen beru¨cksichtigen und das Strahlteilerpotential in der Hinsicht verbessern, dass
Anregungen der Elektronenbewegung wa¨hrend der Aufspaltung minimiert werden.
Ein weiterer Schwerpunkt liegt auf dem Entwurf und der experimentellen Vermessung
einer Elektronenkanone, die auf eine scharfe Metallspitze als Elektronenquelle zuru¨ck-
greift. Mit Hilfe dieser Elektronenkanone wollen wir einen gepulsten, beugungslimitierten
Elektronenstrahl erzeugen und diesen in den Elektronenleiter einspeisen. Des Weiteren
ko¨nnen wir im Rahmen dieses Experiments mittels Elektroneninterferenz nachweisen,
dass ein von einer lasergetriebenen Metallspitze photoemittierter Elektronenstrahl her-
vorragende ra¨umliche Koha¨renzeigenschaften besitzt. Diese Beobachtung ist fu¨r alle
zeitaufgelo¨sten Anwendungen relevant, die eine lasergetrieben Metallspitze zur Erzeu-
gung koha¨renter Elektronenstrahlen einsetzen. In zuku¨nftigen Experimenten wollen wir
die hohe zeitliche Kontrolle der lasergetriebenen Elektronenquelle mit der ra¨umlichen
Kontrolle u¨ber gefu¨hrte Elektronen vereinen.
Der transversale Einschluss gefu¨hrter Elektronen fu¨hrt naturgema¨ß dazu, dass die Dy-
namik im einschließenden Potential durch diskrete Quantenzusta¨nde beschrieben wird.
Im Prinzip sollte es daher mo¨glich sein, Elektronen in quantisierten Bewegungszusta¨nden
zu erzeugen, die tief im Potential des Elektronenleiters liegen. Grundvoraussetzung dafu¨r
ist eine beugungslimitierte Elektronenquelle, sowie ein Potential, das Elektronen einen
sanften U¨bergang in den Elektronenleiter erlaubt. In dieser Arbeit zeigen wir, dass mit
Hilfe einer optimierten Einkoppelstruktur und einer gepulsten Elektronenquelle Elektro-
nen nahezu sto¨rungsfrei in das einschließende Potential u¨berfu¨hrt werden ko¨nnen. Dies
ist eine wichtige Maßnahme, um Elektronen in weiterfu¨hrenden Experimenten direkt in
Quantenzusta¨nde des Elektronenleiters einzuspeisen.

Abstract
This work reports on the manipulation of slow electrons in free space using a microwave
quadrupole guide. The generation of the electric fields by means of a planar microwave
chip provides an entirely new electron toolkit that allows the guidance and steerage of
electrons with kinetic energies below 10 eV. As a key feature, this chip-based technology
combines the flexibility to engineer microstructured guiding potentials in the near-field
of the microwave excitation with tight transverse confinement of the guided electrons.
This renders planar guiding structures ideally suited for the implementation of electron
beam splitters or resonators with prospects for novel quantum optics experiments with
guided electrons.
We present an experiment that demonstrates, for the first time, the realization of a
chip-based beam splitter for low-energy electrons. Crucial for the success of the experi-
ment is the generation of a finely structured beam splitter potential and the operation
at drive frequencies in the gigahertz range. We report on the design of an optimized
microwave chip that generates a beam splitter guiding potential by gradually trans-
forming from a single-well harmonic confinement into a double well along the chip. In
the experiment we observe an electron signal with two symmetrically split up output
beams. Furthermore we find that with increasing electron kinetic energy, electron loss
starts to dominate the electron signal for energies above 3 eV. To this end, we present
results of wave-optical simulations that further optimize the guiding potential to reduce
excitations in the electron motion as an adverse effect of the splitting process.
A second main result of this thesis is the construction and experimental characteri-
zation of an electron gun that is based on a nanotip electron emitter. It is specifically
designed to provide a pulsed, diffraction-limited electron beam for injection into the
guide. We prove that photoemitted electron beams from a laser-triggered nanotip are
spatially highly coherent using an electron interference setup. This finding is of impor-
tance for all time-resolved applications that employ coherent electron beams from a
laser-triggered nanotip. Unprecedented spatial and temporal control over guided elec-
trons can be achieved when combining this coherent laser-triggered electron source with
a microwave electron guide.
The transverse guiding potential naturally provides discretized motional quantum
states that govern the dynamics of guided electrons. Ultimately, it should be possible to
directly inject electrons into low-lying motional quantum states of the guiding potential.
As prerequisites, this necessitates a diffraction-limited electron gun and a guiding po-
tential that provides electrons a smooth passage into the guide. Therefore, we employ an
optimized coupling electrode structure as well as a pulsed electron source to demonstrate
experimentally that electron excitations at the guide entrance can be greatly reduced.
This paves the way towards the direct injection of electrons into motional quantum
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Electrons are elementary particles without inner structure and one might be tempted to
say that, as isolated particles, they do not naturally embody many interesting properties
of physics. On the contrary, the simple structure of electrons combined with their electric
charge makes them handy specimens for studying fundamental quantum mechanics. As
an example, the wave nature of massive particles is one of the most intriguing aspects
of quantum physics. It is based on the direct correspondence between the concept of
particles and waves established by de Broglie in 1924 [1]. The first direct observation of
the wave nature of matter was accomplished by Davisson and Germer demonstrating
the diffraction of free electrons from a single crystal of nickel [2]. Direct evidence for
the particle-wave duality is provided by the interference pattern that is observable when
detecting electrons after the passage through a sample with transmissive slits [3], the
matter-wave analogon of Young’s famous double-slit experiment. The collective build-up
of an electron interference pattern from point-like particles that arrive one at a time was
initially considered as an “impossible” thought experiment for physics students [4] and
has been realized experimentally for the first time with electrons [5]. It was elected to
be the most beautiful experiment in physics by the readers of Physics World [6].
Electron interferometers have a long and successful history in demonstrating matter-
wave interference experiments investigating the particle-wave duality [5, 7, 8, 9] and
other fundamental quantum effects like the Aharanov-Bohm effect [10], the Hanbury
Brown-Twiss anticorrelations of free electrons [11] and decoherence effects close to
semiconducting surfaces [12]. The superb performance of electron interferometers may
be attributed mainly to the existence of coherent field emission electron sources, the
paramount control over electron matter waves using sophisticated electron optics, and
the existence of suitable coherent electron beam splitters, the key component of any
interferometric measurement device [13].
This thesis is intended to advance a conceptually new approach to manipulate free
electrons by creating a transverse guiding potential above the surface of a planar mi-
crowave chip. It offers prospects in reaching quantum control over the transverse electron
motion in versatile potential landscapes in synchrony with excellent time resolution by
employing short electron pulses from a laser-triggered nanotip. Ultimately, such a guided
matter-wave system may allow new quantum optics experiments with electrons such as
guided matter-wave interferometry or noninvasive electron microscopy [14, 15].
Precise control over the motion of charged particles rests upon their isolation in free
space. However, any electrostatic potential has to satisfy the Poisson equation, which
prevents the formation of a static potential minimum in free space. The Paul trap is a
well established tool to circumvent this issue by employing time-dependent quadrupole
electric fields to isolate and manipulate single atomic ions in vacuum [16]. Unprece-
dented quantum control over the internal and external states of trapped ions has been
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reached [17]. The persistent progress in ion trapping provides ground-breaking experi-
mental methods to manipulate individual quantum systems on the level of single mo-
tional quanta [18], an approach for which D. Wineland shared the Nobel Prize in Physics
in 2012.
The manipulation of free electrons in a quadrupole guide employs the same principles
as ion traps to transversely confine electrons with kinetic energies below 10 eV [19, 20].
The confinement of charged particles in time-dependent electric quadrupole fields is
conceptually independent of the mass and the sign of the particle’s charge, however,
it has rarely been considered for electrons. This can mainly be attributed to the fact
that for stable confinement the oscillation frequency of the quadrupole field has to be
matched to the charge-to-mass ratio of the confined particle. Because of the high charge-
to-mass ratio of electrons, the frequency of the quadrupole oscillation needs to lie in the
gigahertz range. This imposes stringent requirements on the design of the trap electrodes
that have to support the microwave signals. Generating the guiding potential by means
of a planar electrode layout on a microwave substrate helps to keep electrode dimensions
in a range that is compatible with microwave transmission line technology and allows for
feeding of signals in the microwave range. Moreover, a planar electrode layout enables
easy scalability of the guiding system and provides unprecedented flexibility to engineer
versatile guiding potential landscapes by microstructuring the electrode layout.
In the experiments presented in this thesis, we demonstrate for the first time an on-
chip beam splitter for guided electrons by making use of the unique possibility to achieve
high field gradients in the near-field of a microstructured electrode design. We describe
in detail the design, construction and operation of an experimental setup, in which
beam splitting is achieved by gradually transforming the transverse guiding potential
from a single-well harmonic confinement into a double-well potential. By virtue of this
guiding potential we demonstrate the symmetric splitting of a guided electron beam with
kinetic energies of up to 3 eV. Furthermore, excellent agreement with particle tracking
simulations is found. Besides the first demonstration of beam splitting action, we present
results of a further optimization of the beam splitter potential that will ultimately
allow the adiabatic splitting of a guided electron wave packet in future experiments.
The realization of such a beam splitter would represent a decisive step towards guided
matter-wave interferometry experiments where the transverse motional quantum state
of the guided electrons could be used as a carrier of quantum information.
As a prerequisite for these experiments, electrons have to be prepared in low-lying
quantum states of the transverse guiding potential. In principle, this should be possible
by matching the wavefunction of an electron wave packet impinging longitudinally on the
guide entrance to the ground state wavefunction of the transverse guiding potential. The
realization of this injection scheme poses, however, rigorous requirements on the electron
source forming the beam as well as on the homogeneity of the guiding potential at the
entrance of the guide. To this end, we numerically optimize the shape of the electrode
layout to reduce lateral forces that deflect the electron during injection. We demon-
strate experimentally that lateral excitations of the guided electrons after injection are
significantly reduced allowing electrons a smooth passage into the guide. Concerning the
electron source, a diffraction-limited electron beam is required to simultaneously match
the ground state wavefunction both in position space and in momentum space.
5To this end, the development and characterization of a field-emission electron source
is a further main result of this thesis. It combines a nanometric tungsten tip field emitter
with a compact electron lens to focus the electron beam. We present particle tracking
simulations that suggest that, due to sufficiently low aberrations, focusing close to the
diffraction limit should be possible with electron kinetic energies down to 1 eV. Further-
more, a compact fiber-based laser illumination setup has been developed to trigger the
electron emission by near-ultraviolet laser light. This will allow for spatial and temporal
control over the guided electrons when driving the electron source with ultrashort laser
pulses, leading to the generation of short electron pulses.
Another focus of this thesis is the study of the spatial coherence properties of electron
beams that are generated by laser-driven photoemission from nanometric tungsten tips.
These tips have been shown to be coherent point sources of electrons in DC-field emis-
sion [21, 22]. They provide electron beams with flat wavefronts that can be focused to the
fundamental physical limit given by matter-wave diffraction [23]. Although laser-driven
metal nanotips promise to provide coherent electron pulses with high time resolution,
a quantitative study of their spatial coherence has been elusive. We use the novel elec-
tron source to demonstrate that photoemitted electrons from a tungsten nanotip are
highly coherent. These measurements reveal, for the first time, that nanotips, the most
coherent DC electron sources used in microscopy, almost fully preserve their superior
spatial coherence in laser-triggered emission. This has direct impact on all time-resolved
electron-based imaging applications that need to combine high spatial resolution with
ultimate time resolution. The implementation of this electron source in the electron
guiding experiment promises to enable direct injection into low-lying quantum states of
the transverse guiding potential, which might ultimately allow for quantum control over
the motion of guided electrons in future experiments.
This thesis is organized as follows:
Chapter 1 gives a brief introduction.
Chapter 2 provides the basics of charged particle confinement in an oscillating quad-
rupole electric field and derives the experimental parameters for electron guiding. Fun-
damental aspects of matter-wave optics are acquired to elaborate the scheme for direct
injection of electrons into the motional quantum ground state of the electron guide.
Chapter 3 presents the experimental apparatus used for electron guiding and gives a
detailed study of the measured guiding signal. We report on the numerical optimization
of the electrode layout, as well as the synchronized injection of short electron pulses to
provide electrons a smooth passage into the guide.
Chapter 4 describes the design and the experimental demonstration of a new mi-
crowave chip-based beam splitter for low-energy guided electrons. We explore prospects
to achieve the adiabatic splitting of a guided electron wave packet.
Chapter 5 provides a quantitative comparison of the spatial coherence of a metal na-
notip electron source in DC-field and photoemission using a carbon nanotube as matter-
wave beam splitter. The electron emission from a laser-triggered metal tip is found to
be highly coherent.
Chapter 6 details the experimental setup of the nanotip electron gun as well as the
electron optics that has been designed and constructed in the course of this thesis.
Chapter 7 concludes this thesis with an outlook on future developments.
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2 Theoretical aspects of electron
guiding
The ambitious goal to confine and isolate atomic particles in vacuum using purely elec-
tromagnetic fields emerged from molecular beam physics, mass spectrometry and parti-
cle accelerator physics. The intention to observe the structure of matter and to detect
dynamic processes within it pushed W. Paul and co-workers to investigate the use of
multipole electric and magnetic fields to confine charged particles [24, 25]. As a result
of their pioneering work on the trapping of atomic ions in free space [16], W. Paul
and H. Dehmelt shared the Nobel Prize in Physics in 1989 for developing two kinds of
charged particle traps. One employs a combination of static electric and magnetic fields,
the Penning trap [26], and the other uses time-dependent purely electric quadrupole
fields, the Paul trap [27].
An essential technique that boosted the range of applications for particle trapping
experiments was the development of laser cooling. It employs radiation pressure to cool
freely suspended atoms [28]. This technique was soon adapted to freeze the motion of
atomic ions that oscillate in a Paul trap [29] and resulted in the experimental demonstra-
tion of cooling atoms to their quantum zero-point energy, which is the ultimate limit
to the trapped particle’s energy [30]. The ability to cool and observe individual ions
in their lowest quantum vibrational state in a trap and to manipulate their electronic
states through resonant laser excitation paved the way for a plethora of modern quantum
physics experiments. One application of the Paul trap is precision spectroscopy of free
ions, which is also motivated by the need to establish an atomic clock frequency stan-
dard [31]. Using sophisticated cooling techniques also makes it possible to prepare and
maintain trapped ions in a so-called entangled state [32], which opens up new perspec-
tives in the field of quantum information processing [33, 34] and quantum simulation,
like the investigation of quantum phase transitions in ion crystals [35, 36].
Here we discuss the manipulation of free electrons by purely electric fields above the
surface of a planar microwave chip [19, 20, 37]. This technique allows to guide elec-
trons using the tight transverse confinement provided by alternating quadrupole electric
fields, which is based on a two-dimensional Paul trap. The confinement of electrons in
time-dependent electric quadrupole fields employs the same principles as ion trapping,
however, it requires higher oscillation frequencies of the quadrupole fields because of
the larger charge-to-mass ratio of electrons. As a result, we need to operate the planar
microwave structures with drive frequencies of about 1 GHz to achieve stable guiding of
electrons with longitudinal kinetic energies below 10 eV. The first part of this chapter
describes the working principle of the transverse electron confinement and derives the
experimental parameters required for electron guiding based on a planar microwave chip.
Quantum control of the transverse motion of electrons in such a guide would enable
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new quantum optics experiments with electrons such as guided matter-wave interferom-
etry or noninvasive electron microscopy [14, 15]. A prerequisite for these experiments
is the preparation of electrons in low-lying quantum states of the transverse guiding
potential. With a collimated, diffraction-limited electron gun, it should be possible to
directly inject electrons into the transverse ground state of the guide. This direct in-
jection scheme requires mode-matching of the impinging electron wavefunction to the
spatial and momentum profile of the transverse ground state, similar to the coupling
of laser light into a defined transverse optical mode of a glass fiber. As a result, we
necessitate electron optics that prepare electron wave packets for injection by adjusting
their spatial and momentum wavefunction in a transformative way without imprinting
electron-optical aberrations on it. The second part of this chapter establishes a wave-
optical description for the investigation of the direct ground state injection. This allows
us to illustrate the scheme and more importantly to provide a foundation for ongoing
experimental progress.
2.1 Dynamics of charged particles in a quadrupole guide
The guiding of electrons in the electric field of a planar microwave chip combines ex-
isting technology from surface-electrode ion traps [38, 39] with electron matter-wave
optics [13]. In contrast to conventional electron optics, where the transverse focusing is
performed using static electromagnetic fields, the transverse confinement of guided elec-
trons is provided by an oscillating, purely electric potential. The principle is based on
the subsequent focusing of a charged particle beam in the transverse plane when passing
through a sequence of alternately converging and diverging lenses. Such a sequence will
exhibit a stable net confinement in the transverse plane if the proper conditions on the
focal length and spacing of the lenses are fulfilled. The principles of quadrupole guides
and traps has been reviewed in several publications, for example Refs. [16, 40, 41]. In
this section we summarize the principles of trapping charged particles in two dimen-
sions using an oscillating quadrupole field and discuss how electron guiding on a planar
microwave substrate can be achieved.
A charged particle guide that provides a linear confining force when the guided par-
ticles depart from the origin of the lateral xz -plane requires an electric potential of the
form
φ = [Vdc + V0cos(Ωt)] (αx
2 + βz2)/2, (2.1)
where Vdc is a static voltage and V0 the voltage amplitude of an oscillating electric
potential with drive frequency Ω. The constants α and β can be derived from the Laplace
condition ∆φ = 0, which yields α + β = 0. This gives rise to a quadrupole potential in
the transverse plane




where R0 is the distance from the guide’s center to the metal electrodes that generate
the potential. Figure 2.1(a) shows the original electrode geometry proposed by W. Paul
to create the electric quadrupole potential for a charged particle guide. It illustrates how
to establish an electric potential with vanishing monopole and dipole components using





Figure 2.1: Quadrupole guide for charged particles. (a), Original electrode design
proposed by W.Paul (taken from Ref [16]). The shape of the electrode geometry results in
a quadrupole electric potential, which is shown in (b). Opposing electrodes lie on the same
potential, whereas the polarity is opposite on the vertical and horizontal electrodes.
four metal electrodes and shaping the inside surfaces such that they approximate the
equipotential surfaces of the quadrupole potential. Additionally, opposing electrodes
must be held at the same electric potential, whereas the polarity is opposite on the
vertical and horizontal electrodes. The electric quadrupole potential that is generated
by such an electrode structure is depicted in Fig. 2.1(b). If one injects a charged particle
at the saddle point of the static potential it is harmonically confined in one direction
but repelled in the other (see Eq. 2.2). However, reversing the polarity of the applied
voltages inverts the potential and likewise the directions along which confinement and
repulsion is obtained. When switching the polarity of the voltages periodically, a time-
averaged harmonic restoring force in both directions may emerge. This is the operation
principle of a two-dimensional Paul trap.
Charged particle dynamics in oscillating quadrupole fields
The classical equation of motion of a charged particle in the time-dependent quadrupole






Here Q and M denote the electron charge and mass and r the position in the xz-plane.
By means of appropriate substitutions the equation describing the particle dynamics
can be cast into the form of a Mathieu equation
dr2i
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where A and B are integration constants that are determined by the initial conditions.
As can be seen from Eq. 2.6, the motional spectrum of the confined particle is composed
of harmonic components with frequencies
ωn = (2n± β)Ω/2 (2.7)
The so-called characteristic exponent β(a, q) and the amplitudes C2n(a, q) depend on a
and q only and can take values according to continuous fraction expressions which can
be found, e.g., in Ref [17]. From an analysis of the Mathieu equation one finds that stable
solutions according to Eq. 2.6 correspond to diamond shaped stability areas in the a-q
diagram. A detailed description of the stability regions is out of the scope of this work
and is given in Ref. [40]. In the following we specifically consider the case without static
potential component Vdc = 0 applied to the signal electrodes leading to a = 0. In this
case the region of stable confinement lies within the range 0 < q < 0.908. Accordingly,
q is named the stability parameter.
Secular approximation
For typical conditions of stable confinement, i. e. |a| , q  1, β is approximately given
by




Furthermore, for small β, the expression of the charged particle’s motion can be sub-
stantially simplified. The coefficients C2n become rapidly small with increasing n and











As can be seen, the dynamics of a stably confined electron is given by a slow macro-
motion, often referred to as secular motion, oscillating with a frequency ω = βΩ/2.
Additionally, there is a fast micromotion that oscillates at sidebands of the microwave
drive frequency Ω±ω. Its oscillation amplitude is small compared to the secular motion
and has a relative amplitude given by a factor of q/4.
Figure 2.2 shows typical particle trajectories in the transverse x -direction of a linear
quadrupole guide for two different values of q and Vdc = 0, i.e. a = 0. The particle’s
secular motion is discernible as a slow harmonic oscillation with frequency ω. The fast
micromotion is visible as superimposed oscillation at the drive frequency with a smaller
amplitude. When comparing Fig. 2.2(a) with q = 0.1 and (b) with q = 0.3 one can
clearly see that a smaller stability parameter is reflected in a smaller relative amplitude
of the micromotion with respect to the macromotion.
As a result, if Vdc = 0, i.e. a = 0, and q  1, the dynamics of a charged particle in
the oscillating quadrupole potential are governed by the harmonic secular motion with
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Figure 2.2: Particle trajectories in an ideal linear quadrupole guide. (a), shows a
trajectory in the transverse x -direction for q = 0.1, whereas (b) results from q = 0.3. The
particle’s motion is dominated by the macromotion at the trap frequency ω, additionally
the faster micromotion is superimposed with an oscillation amplitude at the drive frequency
Ω. The relative amplitude of the micromotion with respect to the macromotion is observed
when comparing (a) and (b) where a smaller q is reflected in a smaller amplitude of the
micromotion.
Adiabatic approximation
An electron can be confined in any inhomogeneous high frequency electric potential
φ(~r, t) = φRF cos(Ωt) with amplitude φRF and angular frequency Ω, provided that the
potential gradient that an electron experiences during its oscillation [41] is nearly con-
stant. The motion of the electron is then effectively averaged over the high frequency




|∇φRF (r)|2 . (2.11)
The adiabatic approximation, can be applied to the confinement of an electron in a
quadrupole electric potential if q  1. Inserting the quadrupole potential, given in
Eq. 2.2, one obtains a harmonic pseudopotential with a characteristic frequency given
by Eq. 2.10. Note that the micromotion observed in Fig. 2.2 is an indication for small
deviations from the pseudopotential approximation for finite q.
The pseudopotential depth U , which corresponds to the value of the pseudopotential










The formulas for the trap frequency ω and the pseudopotential depth U can be applied







The electrode structure shown in Fig. 2.1(a) corresponds to the ideal configuration
for the creation of a pure quadrupole potential. However, any electrode geometry which
provides a saddle point in the electric potential creates a quadrupole component close
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to the saddle point and is, hence, capable to provide dynamic confinement of charged
particles. In the following we will focus on surface-electrode layouts that are implemented
on a planar microwave substrate.
2.2 A surface-electrode electron guide
The implementation of the electron guide using surface-electrode structures on a planar
microwave chip is beneficial in many respects. First of all, the large charge-to-mass ratio
Q/M of electrons requires drive frequencies of about 1 GHz to realize stable confinement
with small q, as can be seen from Eq. 2.13. As an essential feature, the dimensions of
the planar electrode layout, which is used for electron guiding, are compatible with mi-
crowave transmission line technology and allow for feeding of signals in the microwave
range. Besides this practical benefit, surface-electrode microwave chips provide unprece-
dented flexibility in the manipulation of the guided particles. By precise microfabrication
of the chip electrodes high field gradients can be created in the near-field of the chip,
which enables the generation of versatile pseudopotential landscapes for the guided par-
ticles. As an example, we will exploit this possibility in Ch. 4 where we employ higher
order multipole fields to create a finely structured guiding potential that serves as a
beam splitter for guided electrons. Furthermore, the planar design features easy scala-
bility and will allow to interface the guided beam with other systems incorporated in
the chip design in future experiments.
Planar surface-electrode ion traps are a prominent example for the flexibility provided
by planar trap geometries [42, 39]. They have been employed to provide finely structured
potential landscapes such as junctions for trapped ions [43], or double-well potentials
where the small distances between the potential minima allow the direct coupling of
separately trapped ions via the Coulomb force [44, 45]. Furthermore, this technology
has been used to interface trapped ions to other systems integrated in the chip lay-
out, like optical components [46, 47, 48, 49], microwave transmission lines [50, 51], or
superconducting systems [52, 53]. Because of the ability to easily scale the planar ion
trap system, surface-electrode traps are promising candidates in the field of quantum
information processing [33, 34, 38].
2.2.1 Conformal mapping
We use a planar electrode structure on the surface of a microwave chip to generate an ap-
proximately quadrupole electric potential for the guiding of electrons. Suitable electrode
layouts may be obtained by the conformal mapping of a circular electrode geometry
onto a plane. The simplest electrode geometry that creates an electric potential with
vanishing monopole and dipole components corresponds to a circular geometry that
is segmented into four symmetric electrodes. Figure 2.3(a) depicts a cut through the
electrode geometry in the xz-plane showing the four electrode segments, which are indi-
cated in red and blue. The mapping of this structure on a planar chip can be done using
the conformal Mo¨bius map, as described in Ref. [54]. Figure 2.3(a) illustrates how the
mapping is accomplished. A point P on the ring is projected onto the tangential plane,
which is parallel to the x-axis but shifted by −R0 along z, by constructing tangent lines
2.2 A surface-electrode electron guide 13
through the specific point. The intersection point of this tangent line with the tangential
plane gives the coordinate of the projected point P ′ on the substrate. Arbitrary circular
electrode geometries can be mapped by parameterizing the electrodes by an angular
width θw and their position on the circle by a rotation angle θ0. The electric potential
that is created by the surface-electrode layout can be analytically derived by calculating
the potential of the respective circular configuration and then transforming it using the
Mo¨bius map [54]. As a special variant, Fig. 2.3(a) shows an electrode layout that will be
used for electron guiding and is obtained for θ0 = θw = pi/2. It comprises five electrodes
with a planar symmetry in the transverse x-direction. The central electrode has a width
c′ and is symmetrically surrounded by electrodes of width w′. Both outermost electrodes
extend out to infinity. The microwave signal is applied to the red electrodes, whereas the
blue electrodes are grounded. We refer to this configuration as the five-wire electrode




















































Figure 2.3: Mapping of a circular electrode layout on the tangential plane. The
Mo¨bius map used in Ref. [54] allows to derive the electrostatic potential created by a surface-
electrode geometry. The guide center is located at the origin and the electrode plane is at
−R0. The microwave voltage is applied to the red electrodes, whereas the blue electrodes
are grounded. A point P on the circle is mapped to a point P ′ that is constructed by the
intersection of the electrode plane with the circle tangent through P . The circular electrodes
have an angular width θw and their position on the circle is given by a rotation angle θ0. (a),
shows a special variant of a five-wire design, which is symmetric with respect to the transverse
axis and is characterized by θ0 = θw = pi/2. Structures with θ0 = θw/2, would produce
electrode patterns that consist of four wires. (b), Simulation of the pseudopotential formed
above the planar five-wire electrode pattern with Ω = 2pi · 1GHz, V0 = 30 V, R0 = 500µm
and c′ = 460µm, w′ = 860µm and g = 110µm, which is taken from Ref. [37].
In order to quantify the performance of the surface-electrode geometry, the strength of
the quadrupole electric potential component that is generated by the planar electrodes
can be compared to that of a pure quadrupole potential. The electric potential of the
planar configuration can be expanded in a multipole series which yields a quadrupole co-
efficient α′ = η·α with the quadrupole moment α = V0
2R20
of the ideal quadrupole potential,
according to Eq. 2.2. The effective quadrupole strength η = sin[θw]/pi that arises from
the Mo¨bius map results in a reduced quadrupole component of planar electrode struc-
tures. As one would expect, the maximum effective quadrupole strength ηmax = 0.318
is obtained for θw = pi/2 corresponding to equal angular width of all four electrodes in
the circular layout. However, the reduced quadrupole coefficient α′ directly affects the
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Compared to the ideal guiding electrode geometry, shown in Fig. 2.1(a), the implemen-
tation of planar surface-electrode geometry results in a reduction of the pseudopotential
depth U . Figure 2.3(b) shows a simulation of the pseudopotential that is formed above
the five-wire electrode geometry that was obtained from the conformal mapping and will
be used for electron guiding (details are given below). Clearly a pseudopotential min-
imum forms above the central electrode at a height of 500µm above the chip surface.
Furthermore, because of the breaking of the circular symmetry, the potential depth U
is weakest along the vertical z -direction perpendicular to the substrate. This effect is
reflected in a geometric relative potential depth u, which results in a reduced potential












By comparison of the potential depth of an ideal quadrupole field with that of the
planar electrode pattern one finds to good approximation u ∝ sin2(θw) with a maximum
achievable geometric relative potential depth umax = 0.0091.
The variations of the potential depth and transverse frequency with the angular elec-
trode width θw are rather small around the optimum value θw = pi/2. Therefore, the
choice of a particular geometry will be influenced rather by experimental constraints
than by the optimum potential depth or transverse frequency achievable. In the re-
mainder of this thesis we omit the index SE in the above equations for simplicity when
referring to the trap parameters of a surface-electrode geometry.
2.2.2 Five-wire electrode geometry
The symmetric five-wire electrode layout obtained from the conformal mapping is em-
ployed for the microwave guiding of electrons. This design combines several practical
advantages, which can be attributed to the planar symmetry of the electrode pattern.
First of all, the location of the potential minimum above the center of the middle elec-
trode leads to optimal geometric shielding of exposed dielectrics in the gaps between the
conductors. Furthermore, it makes the guiding electrodes compatible with the imple-
mentation of a symmetric electrode intersection, which is essential for the realization of
a planar beam splitter chip for guided electrons and will be discussed in detail in Ch. 4.
The principal guiding parameters of a symmetric five-wire electrode layout can be
derived analytically as a function of the electrode dimensions [54, 55], which are defined





c′2 + 2c′w′ (2.17)
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with c′ the width of the central ground electrode and w′ the width of the microwave
electrodes. Furthermore, the maximum trap depth is realized for c′/R0 = 0.692 and
w′/R0 = 2.544.
For the experimental realization of a planar microwave guiding substrate the elec-
trodes of the guide have to be isolated by etching small gaps that define and isolate
the metal electrodes. These gaps have a width g and effectively reduce the electrode
widths c′ = c + g and w′ = w + g. For the guiding of electrons typically a distance of
R0 = 500µm between the guiding minimum and the electrode surface is chosen. This
results in electrode dimensions that can be fabricated by commercial printed circuit
board (PCB) manufacturers. In most experiments presented in this thesis, the central
ground electrode and the microwave electrodes have therefore a width of c = 350µm
and w = 750µm, respectively. Taking into account the typical gap width of g = 110µm
this results in c′ = 460µm and w′ = 860µm. The deviation from the optimum values
(c′ = 350µm and w′ = 1270µm) leads to η = 0.314 and u = 0.008 and does neither sig-
nificantly reduce the transverse trap frequency nor the potential depth. In cases where a
finely structured electrode layout is critical, more involved photolithographic processes
may be employed. Microwave substrates with gap widths of g = 50µm and minimum
electrode widths of w = 20µm have already been manufactured and successfully tested.
However, the fabrication of these chip substrates is more time and cost consuming.
Gapless-plane approximation
Having obtained a suitable planar electrode layout, we use the gapless-plane approxi-
mation is very useful for the calculation of the electric fields above the planar electrode
pattern [56]. It relies on the fact that the width of any gap g is very small compared
to their distance R0 to the guiding minimum. In the limit of g  R0 the influence
of the gaps in the electrode layout can be neglected and the electrodes are assumed
to fully cover an infinite plane with no other conductors above the plane. Using the
gapless-plane approximation the electric field of any planar electrode geometry can be
analytically computed [54, 55].
Figure 2.3(b) shows a numerical simulation of the pseudopotential formed above the
guiding substrate, including the effect of finite gaps between the electrodes. When sim-
ulating the pseudopotential with a gap width of g = 110µm we find that the distance
of the pseudopotential minimum above the surface is slightly reduced to R0 = 496µm
compared to R0 = 500µm in the gapless-plane approximation. To check the validity of
the gapless-plane approximation further, we can similarly deduce the trap parameters ω
and U from the numerical simulation with finite gap size g = 110µm and compare them
to the values obtained from the gapless-plane approximation. For ω we find that the
value obtained from numerical simulation agrees with the analytic one to better than
0.5% and the trap depth U to within 1.5%. The gapless-plane approximation is, hence,
very well justified for the typical chip electrode layouts used for electron guiding and we
will make use of it in Ch. 3 and Ch. 4, where we perform numerical optimizations of the
shape of the chip electrodes.
16 Theoretical aspects of electron guiding
2.2.3 Microwave drive parameters for electron guiding
The motion of electrons that are tightly confined in a microwave quadrupole guide is















Because of the high charge-to-mass ratio Q/M of electrons, the guiding structures have
to be operated with frequencies in the microwave range in order to ensure stable con-
finement, i.e. q  1. The guiding potential shown in Fig. 2.3(b) has been computed with
an angular drive frequency of Ω = 2pi · 1 GHz and a voltage amplitude of V0 = 30 V,
which are typical values used in the experiment. This leads to a guiding potential with
a transverse frequency of ω = 2pi · 119 MHz, a potential depth of U = 32 meV and a
stability parameter of q = 0.34.
For comparison, the charge-to-mass ratio of atomic ions is typically a factor 10000
smaller than that of electrons [e.g. for 9Be+ ions: M(9Be+)/M(e−) ∼ 16428]. In order
to perform a similar experiment with ions at the same q requires to scale the drive
frequency, according to Eq. 2.14, by ∝
√
M(e−)/M(25Be+) yielding Ω ∼ 2pi ·8 MHz and
a trap frequency ω ∼ 2pi · 1 MHz.
Highest possible trap frequencies are desirable in electron guiding experiments as ω
defines the characteristic timescale of the transverse electron motion in the guide. For
example, high ω is of importance for the realization of a planar electron beam splitter
chip for guided electrons. High trap frequencies allow the generation of strong gradients
in the guiding potential, which are required for the division of the electron beam by
means of a beam splitter pseudopotential. Also, electrons in tight potentials are less
susceptible to heating by electric field noise [37], which has been shown to scale according
to ∝ 1/ω2 for trapped ions [57].
The microwave design of the guiding chip is simplified by the fact that the electrode
dimensions are small compared to the on-chip microwave wavelength λ. The transverse
extensions of the guiding electrodes are much smaller than λ, which ensures that the mi-
crowave excitation generates a quasi-TEM mode with an electric field that lies entirely
in the transverse plane [58]. Furthermore, the electron guide is constrained to electri-
cally short structures with longitudinal dimensions L that are smaller than a quarter
of λ ≈ 200 mm at a drive frequency Ω = 2pi · 1 GHz. For electrically short structures
a standing microwave voltage signal is established on the electrodes and propagation
effects in the microwave excitation can be neglected. However, this restricts the guiding
chip to L < 50 mm. For the same reason the drive frequency Ω cannot be significantly
increased while operating the guiding chip in the electrically short limit, which finally
limits the achievable ω for a constant q.
However, there are several possibilities to increase the trap frequency ω. A scaling
of the chip electrodes along the transverse and longitudinal dimensions by a factor
k < 1 results in a smaller length L′ = k L, which allows to increase Ω′ = k−1 Ω while
keeping the electrodes electrically short. The transverse scaling reduces the trap height
R′0 = k R0. From the above equations we find that the scaling results in q
′ = q, however,
the trap frequency is increased ω′ = k−1 ω. Furthermore, electrically long structures can
be realized by taking into account traveling microwave signals [19]. This would not only




























Figure 2.4: Envisioned scheme for direct quantum ground state injection. In a
quantum mechanical description the transverse electron motion in the guide is governed by
the quantum eigenstates that correspond to discretized energy levels of the harmonically
approximated guiding potential. We employ a cold field emission tip, which is a perfect
point source of electrons, to generate electron wave packets for the injection into the electron
guide. By means of an (ideal) electrostatic lens, which provides the focusing of the beam, the
electron wave packet can be matched to the spatial and momentum profile of the quantum
ground state of the guiding potential.
allow to increase Ω and hence ω, but simultaneously higher stability could be achieved
by decreasing q. We have performed first experiments in this direction and demonstrated
electron guiding with electrically long structures up to Ω = 2pi · 1.7 GHz [59].
The high trap frequencies that can be achieved in a microwave electron guide are
particularly important aiming at the injection of electrons into low-lying motional quan-
tum states of the transverse guiding potential, as described in the following section. The
characteristic energy of the transverse quantum states in the harmonically approximated
guiding potential increases linearly with ω. As a result, high trap frequency ω will help
to resolve these quantum states individually.
2.3 Quantum ground state electron guiding
The experiments on electron guiding are motivated by the fundamental goal to reach
quantum control over the transverse motion of the guided electrons. At present, quan-
tum effects in the motion of guided electrons have not yet been demonstrated, however,
the experiments described in this thesis provide important progress towards this goal.
To this end, a quantum description of the electron motion is needed to provide a founda-
tion for ongoing experimental progress. Once entering the realm of quantum mechanics,
the transverse motion of the electron in the guide is governed by discretized eigenstates
of the transverse guiding potential. Quantum effects in the motion of guided electrons
may be revealed if the transverse energy of the electron in the guide approaches the
characteristic energy of these quantized states. The respective motional ground state of
the guide has a defined profile in position and momentum space. We rely on a direct
injection scheme, where an electron is imaged into the ground state of the guide by
matching the wavefunction of an impinging electron to the spatial and momentum pro-
file of the guide’s ground state. Figure 2.4 illustrates the envisioned injection scheme. We
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use a metal nanotip electron emitter as a coherent point source of electron wave packets.
However, the wave packets that are emitted from the tip are not inherently matched
to the spatial and momentum profile of the ground state in the guiding potential. We,
therefore, require electron optics that allow us to adjust the position and momentum
wavefunction of the electron wave packet in a transformative way by using an electron
lens. This imposes stringent requirements on the electron-optical properties of the elec-
tron gun. For a harmonically approximated guiding potential with a transverse frequency
ω the spatial and momentum wavefunction of the ground state are given by a Gaussian
distribution with position uncertainty ∆x =
√
~/(2Mω) and momentum uncertainty
∆p =
√
~Mω/2 [60]. The product of ∆x and ∆p obeys the minimum possible mea-
surement uncertainty imposed by the Heisenberg uncertainty relation, which represents
the diffraction limit for matter waves. This raises the demand for a diffraction-limited
electron source.
Using a diffraction-limited electron source it should be ultimately possible to directly
inject all electrons into the transverse motional quantum ground state of the guide.
This would set the grounds for chip-based guided matter-wave interferometry using the
motional states as carrier of quantum information. As one potential application of such
a guided matter-wave system a quantum enhanced electron microscopy scheme has been
recently proposed, in Ref. [14], which could be used for the noninvasive investigation of
biological samples.
In the following we establish a wave-optical description of the electron injection. We
will show that a Gaussian beam of electrons can in principle be perfectly matched to the
transverse quantum ground state of the guide. However, electron-optical aberrations may
modify the properties of the electron beam and deteriorate the overlap with the spatial
and momentum profile of the ground state. We study the effect of aberrations and present
first wave-optical simulations that demonstrate the feasibility of direct ground state
injection. Additionally, these simulations allow us to address effects like misalignment
and aberrations on the dynamics of a guided electron wave packet after injection into
the guide.
2.3.1 Electron wave optics for mode-matching to the ground state
The wave nature of massive particles is an intriguing aspect of modern physics experi-
ments. Even though its understanding is unintuitive, the wave-optical properties of an
electron beam are essentially similar to Gaussian wave optics, which is a well known
description of light optics [61, 62]. The purpose of this section is to recapitulate the
wave optics of an electron beam in purely electrostatic fields and to derive the resulting
implications for the injection of electrons into quantized states of the guiding potential.
A detailed discussion on electron wave optics, including a relativistic treatment, is given
in Ref. [61].
The wave-optical properties of an electron wave packet in a static electric field are





ψ(r, t) = −i~ ∂
∂t
ψ(r, t), (2.19)
with the electrostatic potential φ(r) = φ(r, y) for rotationally symmetric systems and
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y the optical axis. In the paraxial approximation, which is similarly known from light
optics, the electric potential close to the optical axis can be approximated considering
only terms up to quadratic order in r,
φ(r, y) = ϕ(y)− r
2
4




An approximate solution of the electron wave function for the paraxial Schro¨dinger
equation can be obtained using a solution of the form
ψ(r, t) = ψ0(y, t)ψp(r). (2.21)
If only the first term in Eq. 2.20 is considered, ψ(r, t) could be fully deconvoluted into
a radial and longitudinal part. However, in order to account for the electron optical
image formation we also include the next term, which is quadratic in r and couples
the radial and longitudinal coordinates. Consequently the radial part ψp(r) remains a
(time-independent) function of all spatial dimensions.
Assuming a mono-energetic electron beam, the energy of the electron after the emis-
sion process is given by E = Q∆φ, where ∆φ accounts for a chromatic energy shift
imprinted by the specific emission process. The time dependence of ψ0(y, t) is than
expressed by an exponential factor exp(−iEt/~).
Inserting Eq. 2.21 into Eq. 2.19, one obtains two differential equations, one for ψ0(y, t)






ψ0 = 0 (2.22)
with the longitudinal momentum p(y) =
√
2MQϕ(y) + 2MQ∆φ. An approximate so-














This is an accurate solution of Eq. 2.22 if higher order spatial derivatives of p(y)
(p′ = ∂p
∂y
), which arise when inserting Eq. 2.23 in Eq. 2.22, can be neglected and the
following assumption holds ∣∣∣∣3p′24p2 − p′′2p
∣∣∣∣ ≤ ∣∣∣∣p′2p2
∣∣∣∣ p2~ = 4pi2λ2 . (2.24)
This assumption essentially ensures that any variation in the electric potential is small
compared to the longitudinal de Broglie wavelength of the electron. This inequality is
fulfilled in almost any condition as λ ∼ 0.1 . . . 1 nm for typical electron energies of
100 eV to 1 eV. Therefore, the right-hand side of the inequality is on the order of 1012 to
1014 mm−2, whereas typical changes in the axial potential are on the order of 1 mm−2.
The second differential equation, which is obtained when inserting Eq. 2.21 into the
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This equation describes the radial image formation in paraxial electron optics. Remark-
ably, it is the longitudinal curvature of the electric potential along the optical axis
ϕ′′(y) 6= 0 that leads to a focusing effect in the radial plane. In the paraxial approxima-
tion, this focusing is performed by a purely quadratic radial potential (see second term
in Eq. 2.25) and therefore does not contribute to any aberrations. However, when taking
into account the next higher order term in Eq. 2.20, the third order aberrations such as
spherical aberration, coma and astigmatism are obtained, as will be discussed later.
Free electron wave packet without external electric potential
In the special case of no focusing, i.e. F (y) = 0, Eq. 2.25 takes the form of the paraxial
approximation of the Helmholtz equation, which is well known from light optics. In
direct analogy, Gaussian intensity profiles are obtained for the electron wave [60]










with the normalization constant I0 and the 1/
√









Accordingly, the Gaussian beam has a minimum waist ∆x at y = 0 and diverges along







To avoid confusion about the definition of the opening angle, it should be pointed out
that α is the opening angle of the electron wave function, which is defined by the 1/
√
e-
position uncertainty. In light optics typically the divergence angle of the intensity θ
is defined using the 1/e2- radius w0 of the beam intensity. This directly results in the
intensity divergence θ = λ/(piw0).
The wave function ψp(x, y, z) can be interpreted as the amplitude of an electron wave-
packet that propagates in free space with a momentum p along y. Because of dispersion,
given by the transverse momentum uncertainty ∆p, it diverges transversely giving raise
to the opening angle α = ∆p/p. Using de Broglie’s relation p = 2pi~/λ one finds that
Eq. 2.29 can be rewritten in the form
∆x∆p ' ~/2, (2.30)
which is the well known limit of the Heisenberg relation. It can be interpreted in analogy
to light optics as the diffraction limit for electron matter waves.
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The quantum ground state of the harmonically approximated transverse guiding po-
tential is, likewise, described by Gaussian profiles in position and momentum space,
which obey the Heisenberg uncertainty relation. As a consequence of this ideal corre-
spondence, it is possible to generate a Gaussian electron beam in free space that perfectly
matches the ground state of the electron guide in its focus. Figure 2.5 shows a Gaussian
electron beam according to Eq. 2.27 with a focusing angle of α = 0.35 mrad and a longi-
tudinal kinetic energy of 1 eV. In the focus, at y=0 mm, the beam reaches its minimum
1/
√
e-position uncertainty of ∆x = 278 nm, which is perfectly matched to the spatial
profile of the quantum ground state of the guide with a width ∆x =
√
~/(2Mω) for
a trap frequency of ω = 2pi · 119 MHz. As a result, a Gaussian beam can be perfectly
mode-matched for direct injection into the guide.














































Figure 2.5: Gaussian electron beam with Ekin= 1 eV. Electron wave according to
Eq. 2.27 with an opening angle of α = 0.35 mrad resulting in ∆x = 278 nm. In the focus,
this Gaussian electron beam is perfectly matched to the harmonic ground state of a guiding
potential with ω = 2pi · 119 MHz.
Focusing of an electron wave packet in paraxial electric potentials
In the experiment, we are using metal nanotips, which are coherent point sources of
electrons providing an electron beam that can be focused to the diffraction limit [23].
In order to match the wavefunction of the emitted electron beam to the guide’s ground
state, we require a suitable electron lens that allows to adjust the spatial and momentum
profile of the beam by creating a magnified image. The action of an ideal lens can
be described when accounting for a non-vanishing focusing action, i.e. F (y) 6= 0, in
the solution to Eq. 2.25. One systematic procedure to find an approximate solution to
Eq. 2.25 is the eikonal method, which is closely related to the Wentzel-Kramers-Brillouin
(WKB) method [61]. Within the eikonal approximation, the calculation of the particle’s
wave function is reduced to the integration of a given set of classical trajectories that
form the beam, the so called eikonals S. The surfaces S = const of a beam of eikonals
correspond to surfaces of constant wave phase. In that sense, wave optical properties
can be deduced from essentially geometrical optics calculations.
A detailed description of the eikonal method is out of the scope of this work but
can be found in Ref. [61]. Here only a general result shall be given that is obtained
when applying the eikonal method to the image formation according to Eq. 2.25. One
finds that the lens function F (y) leads to the formation of a magnified image with a
magnification M
|Ψ(xi, yi, zi)|2 = M−2 |Ψ(xi/M, yo, zi/M)|2 , (2.31)
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where the index i and o refers to coordinates in the image and object plane. Here
the assumption is made that the electric potential of the electron lens that produces
F (y) is confined to the lens such that the object and image plane are field free regions.
Accordingly, a Gaussian beam with a waist ∆x in the object plane becomes magnified
in the image plane ∆x′ = M∆x and we can use the lens to adjust the waist ∆x′ in the
image plane to match the quantum ground state of the guide.
Beyond the paraxial approximation: diffraction, spherical and chromatic
aberrations
So far we have only considered Gaussian wave optics in the paraxial approximation and
fully neglected electron-optical aberrations. The latter arise when taking into account
diffraction of the electron wave packet at apertures, when including chromatic effects due
to the finite longitudinal energy spread ∆E of the wave packet, or allowing higher order
terms in the electric potential in Eq. 2.20, which results in spherical aberration. The
effect of these aberrations can be investigated using the eikonal approach. Considering
rotationally symmetric systems and provided that the object as well as the image plane
are field free regions, the current density in the image plane can be obtained from a
















This equation is very similar to a Fourier transformation over the angular components
in the image plane using the zero-order Bessel function J0(x) as an orthonormal basis.
Here, pi is the electron momentum in the image plane and θi the image sided probe
forming semi angle, which is defined by the ratio of the radius of the smallest aperture
in the electron optics and the working distance of the lens.
For a constant eikonal, i.e. S = const, one obtains a spherical wave in the object
plane and integration of Eq. 2.32 gives the intensity profile in the image plane. The
finite integral of J0(x) gives an Airy pattern I ∝ |J1(x)/x|2 in the image plane, which is
the result of electron diffraction at the beam defining aperture. The Airy pattern leads
to the formation of fringes in the focus of the diffracted beam with a diameter of the
Airy disc dd, which is the diameter of the first dark fringe,
dd ≈ 0.6 λ
θi
. (2.33)
Taking into account the finite longitudinal energy spread ∆E as well as the next higher















Here Cc and Cs are the aberration constants of spherical and chromatic aberration. These
constants characterize the amount of aberration that a lens imprints on the electron
beam in the focus. They depend on the geometry of the lens as well as its focal length.
In Ch. 6 we will derive Cc and Cs from particle trajectory simulations for our particular
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Figure 2.6: Wave-optical simulation of aberrated electron beam with Ekin= 1 eV.
(a),(b), Aberrated electron wave distributions containing diffraction and chromatic aberra-
tions with an opening angle of α = 0.35 mrad. The electron distribution is obtained from
the eikonal in Eq. 2.34 and numerically solving Eq. 2.32. Both simulations are performed
for θi = 1.3 mrad and ∆E = 0.3 eV, whereas Cc = 2 mm in (a) and Cc = 10 mm (b). (c),
Transverse beam profiles in the focus at y = 0 mm. The red line corresponds to the Gaussian
beam in Fig. 2.5, the green line to the aberrated beam in (a) and the blue line to (b).
lens design. The constant ∆0 = y − y0 accounts for the defocus when calculating the
radial profile in the vicinity of the focal plane, which is at y0.
The effect of aberrations on a free electron wave-packet can be simulated close to the
focus when inserting Eq. 2.34 into Eq. 2.32 and solving the integral numerically. The
parameters assumed in this simulation correspond to realistic experimental parameters.
The simulation accounts for a (longitudinal) Gaussian energy distribution with mean
Ekin = 1 eV and a full-width at half-maximum of ∆E = 0.3 eV. This value corresponds
to that of a cold field emission electron source [23]. The probe forming semi angle
is θi = 1.3 mrad and the chromatic aberration constant was set to Cc = 2 mm, which
corresponds to the value of our electron lens presented in Ch. 6. The spherical aberration
was set to Cs = 0 as the beam profile is entirely dominated by chromatic effects and
diffraction at these very low electron energies. Figure 2.6(a) shows the simulation result.
For better visibility, the electron wave amplitude |Ψ(x, y)| is plotted and not the intensity
profile, as small features are more pronounced in the amplitude. The simulation shows
that the electron wave reaches its focus at y = 0 mm. However, fringes form in the focal
plane, which can be attributed to diffraction. These fringes effectively result in a larger
position uncertainty of the electron wave in the focus. Compared to Fig. 2.5 showing a
Gaussian beam, the fringes result in some fraction of wave amplitude to reach further
out in the lateral direction. This can also be seen in Fig. 2.6(c), where the lateral profiles
are shown in the focus. Here the red line corresponds to the Gaussian beam in Fig. 2.5,
whereas the green profile corresponds to the aberrated profile, which has the form of
an Airy pattern and was extracted from the simulation shown in Fig. 2.6(a). We can
deduce the distance between the first minimum on the negative and positive x-axis of
the aberrated profile yielding dsim = 597 nm. For the parameters used in the simulation
the diffraction disc with θi = 1.3 mrad and Ekin = 1 eV can be calculated according to
Eq. 2.33 yielding dd = 566 nm, which is in good agreement with the simulated value.
As a consequence, the aberrated beam with rather small chromatic aberration constant
Cc = 2 mm is mainly dominated by diffraction.
In order to investigate the effect of larger chromatic aberrations, we simulate a diffracted
beam for the exact same parameters but increase the aberration constant to Cc = 10 mm.
The result of this simulation is shown in Fig. 2.6(b). The larger chromatic aberrations
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clearly result in an elongated focus along y, which is a result of longitudinal dispersion.
Furthermore, the beam is significantly broadened in the focus and the diffraction fringes
are less pronounced. The corresponding lateral profile in the focus, shown as blue line
in Fig. 2.6(c), confirms the chromatic broadening of the beam. We find a distance be-
tween the first minima of dc = 3.9µm, which is much larger than the expected Airy disc
dd = 566 nm and, hence, the beam profile is dominated by chromatic aberrations.
From classical ray optics one can derive approximate formulas to characterize the
amount of aberration produced by an electron optical component [64]. The spot diameter









However, the spatial profile of the different contributions can not be obtained from ray
optics and are ignored in these formulas. More rigorous treatments that account for the
spatial current density profile can be found in the literature [65].
The chromatic contribution according to Eq. 2.36 is dc = 663 nm for Cc = 2 mm and
dc = 3.9µm for Cc = 10 mm. Here the simulation shows different results. For Cc = 2 mm
the contribution of chromatic aberrations seems negligible, whereas for Cc = 10 mm the
distance between the first zeros is dc = 2.5µm, suggesting that Eq. 2.36 overestimates
the chromatic aberrations for our specific simulation parameters. This should be kept in
mind in Ch. 6, where we characterize the performance of the electron lens by classical
raytracing simulations and use Eq. 2.36 to obtain Cc.
In order to directly inject electrons into the motional quantum ground state of the
guide, the incoming focused electron beam has to be mode-matched to the ground state
wavefunction of the transverse guiding potential. It is therefore of importance that the
transverse beam profile has a large spatial overlap with the Gaussian ground state wave-
function. First of all this implies that the focal spot size of the electron beam has to
be matched to the transverse extent of the quantum ground state ∆x. In contrast to
other applications that aim at highest possible currents in the smallest possible probe
area, here a too small spot size also reduces the quality of the mode-matching. Further-
more, the specific spatial profile of the injected electron wave should match the Gaussian
ground state distribution and hence the contributions of aberrations have to be mini-
mized. In the next section we study the effect of aberrations and misalignment on the
electron injection into the guide using the beam profiles that we have obtained from the
above simulations.
2.3.2 Quantum wave packet evolution in the guiding potential
The requirements on the electron optics for the direct ground state injection have so
far been derived from the Gaussian ground state wavefunction of the harmonically ap-
proximated guiding potential. For a trap frequency of ω = 2pi · 119 MHz and an electron
energy Ekin = 1 eV we obtain the a required spot radius of ∆x =
√
~/(2Mω) = 278 nm
and a half opening angle α = ∆p/p = 1/2
√
~ω/Ekin = 0.35 mrad. Here the assumption
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has been made that the quantum dynamics of the electron wave packet in the guide are
fully described by the stationary eigenstates of the time-averaged pseudopotential. For a
rigorous treatment of the electron’s quantum evolution, one has to take into account that
the electric potential varies in time and no stationary quantum mechanical states exist.
However, it can be shown that by defining quasi-stationary states with wave functions
that closely resemble the eigenstates of the harmonic pseudopotential the quantum evo-
lution of an electron exhibits only an additional small periodic modulation at the drive
frequency Ω [17]. This results in a temporal breathing of the guided wave packet and can
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Figure 2.7: Guiding of a quantum electron wave packet. (a), Ideal injection of an
electron wave packet into the quantum ground state of the guiding potential. In the simu-
lation the Gaussian focus is perfectly matched to the ground state of the guiding potential.
For the drive parameters Ω = 2pi · 1 GHz, V0 = 30 V and q = 0.34 a small breathing of
the guided wave packet at the drive frequency Ω is observed. Additionally, the probability
P(y) is shown which measures the overlap of the propagating electron wave with the Gaus-
sian ground state wave function of the guide. (b), Injecting the wave packet under an angle
increases the transverse energy of the electron wave packet and a coherent state is gener-
ated. The dynamics of the coherent state show remarkable correspondence with a classical
trajectory (see white line).
We have carried out a two dimensional wave packet simulation using the split step
method [66, 67] to investigate the quantum dynamics of an electron wave in the guide.
In these simulations we numerically solve the time-dependent Schro¨dinger equation,
i.e. Eq. 2.19, taking into account the time dependent electric potential of the five-wire
electrode geometry in the transverse xz-plane with Ω = 2pi ·1 GHz and V0 = 30 V. Along
y a free particle is assumed with a kinetic energy of 1 eV.
Figure 2.7(a) shows the simulation result where we have propagated a Gaussian beam
with a focusing angle of α = 0.35 mrad and a longitudinal kinetic energy of 1 eV. The
beam parameters are identical to the beam profile shown in Fig. 2.5 and are matched
to the stationary pseudopotential ground state. First the wave packet propagates in
free space and approaches its focus at y = 0 mm from the negative y-direction. As the
wave packet reaches its focal point at y = 0 mm the guiding potential is instantaneously
switched on and subsequently the electron wave is propagated in the oscillating mi-
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crowave fields of the guide. The microwave parameters used in the simulation result in
the trap parameters to q = 0.34, ω = 2pi · 119 MHz and U = 32 meV, which corresponds
to the ∆x and α given above. As can be seen, the electron wave becomes confined by
the guiding potential and the breathing described above is discernible. Specifically, in
Fig. 2.7(a) we plot the absolute value of the electron wavefunction amplitude in a cut
through the lateral xy-plane.
We can determine the probability for the wave packet to overlap with the stationary




dxdzΨ∗(x, y, z)Ψ0(x, z). (2.37)
Here Ψ0 is the stationary ground state of the harmonic guiding potential, which is
a Gaussian function with ∆x = 278 nm, and Ψ the simulated electron wave amplitude
obtained from the simulation. The ground state probability P (y) is shown in Fig. 2.7(a),
bottom, along the y-axis. As the wave packet reaches its focus, the matching to the
ground state is discernible as P (y) approaches 1. Subsequently the electron wave becomes
confined in the guiding potential and about 80% of the electron wave overlap with the
stationary ground state. The temporal breathing of the wave packet is discernible as fast
oscillations in P (y). When the microwave parameters are adjusted to yield a smaller q at
the same ω the breathing amplitude can be further reduced yielding even better overlap.
The result of this simulation demonstrates that it is in principle possible to confine a
guided electron wave in the motional quantum ground state of the guiding potential by
direct injection. The guiding potential used in the simulation is generated by the five-
wire electrode geometry, which we employ in the experiments, and for realistic microwave
drive parameters.
In the simulation result shown in Fig. 2.7(b), the incoming electron wave packet has a
slight angle with respect to the guide axis. In this case, the electron wave oscillates in the
guiding potential. The oscillation of the electron wave packet corresponds to a coherent
state, which is a superposition of several eigenstates of the guiding potential [60]. The
white line in Fig. 2.7(b) corresponds to a classical electron trajectory that is simulated
at the same experimental parameters. It shows remarkable correspondence with the
coherent state obtained in the quantum simulation.
Finally we can study the dynamics of a guided electron wave packet that results from
an aberrated beam profile during injection. To this end, we use the diffracted beam with
Cc = 2 mm, shown in Fig. 2.6(a), but switch on the guiding potential when the wave
packet reaches its focus at y = 0 mm. Figure 2.8(a) shows the result of the wave packet
propagation. Clearly, the aberrated electron density has a much more complex shape
and shows some periodic behavior along the guide. For example, the beam profile in the
focus, which is shown in Fig. 2.8(b), follows periodic revivals, as indicated by the arrows
in Fig. 2.8(a). This profile reoccurs with a period of about 2.5 mm along the y-axis,
which corresponds to a frequency of 237 MHz at Ekin = 1 eV. The profile of the guided
wave packet between these revivals shows a varying, complicated structure, which is
shown for two different locations along y in Fig. 2.8(c) and (d).
The aberrated beam profile leads to complicated transverse wave packet dynamics
within the guide. In contrast to a slight angle of the injected wave packet, as shown in
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Figure 2.8: Guiding of an aberrated wave packet. (a), Injection of an aberrated
electron wave packet into the guide. The electron density follows some complex and periodic
dynamics. (b), The beam profile in the focus at y = 0 mm follows periodic revivals, which are
indicated by the black arrows. The profile of the guided electron wave packet in between these
revivals has a complicated structure as shown in (c) and (d) and contains contributions from
higher energetic quantum eigenstates of the transverse guiding potential. The simulations
are performed with Ω = 2pi · 1 GHz, V0 = 30 V at Ekin = 1 eV.
Fig. 2.7(b), the aberrations do not result in a quasi-classical coherent state that can be
intuitively understood from classical particle tracking simulations. We can again calcu-
late the spatial overlap of the guided wave packet with the stationary quantum ground
state to obtain the probability P (y) for the electron wave. As can be seen, P (y) takes
values up to 50%. This shows that despite from the rather complicated spatial profile,
however, the electron wave is guided by the oscillating electric potential and exhibits
an overlap of 50% with the quantum ground state, which similarly follows periodic re-
vivals. This shows that for an aberrated beam profile, which has been obtained from
a simulation using realistic parameters of our electron source to account for chromatic
aberration and diffraction, large overlap with the quantum ground state can be achieved.
Furthermore, these wave-optical simulations may allow us to investigate the possibility
to develop a mode filter that selectively removes guided electrons as a function of their
transverse motional state in the guide. Such a mode filter could function very similarly to
the evaporative cooling of trapped atomic clouds by a controlled reduction of the trans-
verse potential depth. In the ideal case a mode filter would allow to remove excitations
in the quantum dynamics of the electron wave packet and in the simulation illustrated
here, remove the 50% of the electrons such that only the part of the wavefunction that
overlaps with the ground state remains.
In conclusion, the simulations confirm that by matching a diffraction-limited Gaussian
electron beam to the wavefunction of the transverse ground state of the guiding potential
a guided matter-wave mode can be generated that has a large overlap with the transverse
motional ground state of the guide. Future experiments may employ the discretized
transverse motional states as a carrier of quantum information. For example, guided
electrons could be coupled to other quantum systems incorporated in the chip design,
like e.g. quantum dots, or trapped atoms. Moreover, they could interact with another
electron beam that closely passes by the guide. Any interaction of the electron wave,
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which is guided in the ground state, with such a system could be detected by a change
of the transverse motional state of the guided electron. Furthermore, the transverse
motional states could be employed in a guided matter-wave interferometer [68, 69].
However, ground state injection requires a diffraction-limited electron source as well as
a guiding potential that allows a smooth passage for the electron wave into the guide.
In the course of this thesis we will address both these points experimentally. The above
simulations where based on the simplifying assumption that the microwave potential
of the guide is switched on instantaneously as the electron reaches its focus. In the
experiments this assumption is not justified. In Ch. 3 we address how a smooth passage
can be provided experimentally by studying the dynamics of electrons during injection
into the guide. Furthermore, we have designed and constructed a coherent field emission
electron source with the goal to provide a diffraction-limited electron beam for future
experiments. A characterization of this novel source will be presented in Ch. 5 and Ch. 6.
3 Electron guiding and optimized
injection into the guide
Slow electrons with kinetic energies below 10 eV can be guided in the oscillating electric
fields of a linear quadrupole guide [19, 20], also known as linear Paul trap [16]. In order
to achieve stable confinement of the electrons we need to drive the guide at frequen-
cies in the gigahertz range. The resulting tight transverse confinement is described by
a microwave pseudopotential and enables the precise control of the transverse motion
of guided electrons. This chapter addresses the experimental implementation of electron
guiding and discusses the characteristic dynamics of guided electrons in the linear quad-
rupole guide. First, the experimental apparatus is described and the guiding of electrons
along a curved path is recapitulated [37]. The remaining part of this chapter, which
has been published in Ref. [70], is concerned with the injection of electrons into the
microwave guiding potential. Due to fringing electric fields at the edges of the guiding
substrate, the electron beam experiences an initial deflection before it is injected into the
guiding potential of the microwave chip. This leads to an excited motion of the electrons
within the guiding potential or even loss of electrons from the guide. Here two possible
strategies are discussed to provide an adiabatic injection of electrons from free space
into the guiding potential, thereby increasing the guiding efficiency and paving the way
towards quantum mechanical control over the transverse motion of the guided electrons.
3.1 Experimental setup
The setup employed for electron guiding is shown in Figure 3.1 from a top view. It com-
prises a thermionic electron source that provides a collimated electron beam with kinetic
energies ranging from 1 to 10 eV, a planar guiding substrate and a microchannel plate
(MCP) electron detector. Electrons that leave the exit aperture of the electron gun are
injected into the guiding potential above one edge of the substrate. Successfully guided
electrons propagate along the electrodes and are detected by the MCP detector. Due
to the curved electrode design the guided electrons become deflected and are spatially
separated from unguided electrons, which traverse the guiding chip along straight lines.
Images are recorded by a CCD camera that captures the phosphorescent screen behind
the MCP.
In the course of this thesis several modifications have been made to the experimental
setup, which has been used for the first demonstration of electron guiding and is de-
scribed in detail in Ref [37]. New guiding substrates with advanced coupling structures
have been designed and tested. Furthermore, the microwave delivery setup has been
improved by several components. They allow for the transmission of a higher microwave
peak voltage V0 to the guiding chip as well as an active stabilization of the microwave







Figure 3.1: Photograph of the electron guiding experiment. It consists of a
thermionic electron source (at the top left), a planar microwave guiding substrate (in the
center) and a microchannel plate (MCP) electron detector (at the bottom). Electrons leave
the electron gun above one edge of the substrate and are injected into the guiding poten-
tial. Guided electrons are deflected and spatially separated from unguided electrons due to
the curved electrode design. Here the mu-metal shield and a gold-plated copper housing
enclosing the experiment are removed in the image.
power. Finally, the electron gun has been modified by an additional streaking element
that allows to operate the gun in pulsed mode. By these means we can temporally syn-
chronize the injection of electron pulses to the microwave drive of the guide and perform
a microwave phase-resolved measurement of the electron guiding efficiency.
3.1.1 Guiding substrates
A principle design requirement for the guiding substrates is that it supports microwave
driving frequencies in the gigahertz range and that it needs to be compatible with ultra-
high-vacuum (UHV) pressure. Additionally, the guiding electrodes on the chip surface
have to be precisely patterned to fabricate the required guiding electrode layout with
small isolating gaps and smooth electrode edges. To this end, printed-circuit-boards
(PCB), which are commercially available, are ideally suited. They can be covered with
thin metal films using electroplating and allow patterning of the electrodes using chemi-
cal etching of the metal layer. Furthermore, PCB substrates are compatible with coplanar
waveguide structures for the microwave signal delivery to the guiding electrodes. The
fabrication by a commercial supplier1 enables fast turn-around times.
Figure 3.2 shows the top (a) and the backside (b) of a chip substrate employed for
electron guiding along a curve. The guiding electrodes are discernible on the top side
1Optiprint AG, Auerstrasse 37, CH-9442 Berneck, Switzerland, www.optiprint.ch
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and follow a curved path with a zigzag-shaped tapering of the signal electrodes close to
the substrate edge. The chip design is based on five wires across the electrode layout
with a longitudinal electrode length of L = 37 mm. In order to avoid charging effects
the entire chip is gold coated except for the small gaps defining the guiding electrodes.
The microwave signal is delivered to the chip electrodes by a coplanar waveguide (cpw)
structure on the backside of the chip, which is electrically connected to the guiding
electrodes by plated through-holes [see Fig. 3.2(b)].
(a) (b)
Figure 3.2: Images of a microwave chip used for electron guiding. (a), Top side
of the chip design showing a curved electrode design for the guiding of electrons around a
curve. (b), Back side of the guiding chip comprising the coplanar wave guide (cpw) structure
for feeding of the signal electrodes. Plated via holes connect the backside cpw structure to
the signal electrodes. The SMA end launch connector is soldered to the substrate edge and
transmits the microwave power from a SMA cable to the planar transmission line.
The substrate is a 0.76 mm thick microwave compatible Rogers RO4350B laminate.
This substrate is well suited for microwave applications up to several tens of gigahertz
and features a high thermal conductivity of 0.69 W/(m K) and a low dielectric constant
of r = 3.66. The high thermal conductivity is mandatory as we inject up to 100 W of
microwave power to the guiding chip. The low dielectric constant is important regarding
the on-chip microwave wavelength, which scales like λ ∝ 1/√r. This is important, as
we work in an electrically short configuration, where the longitudinal structure size L as
well as the transverse extension of the guiding electrodes has to be small compared to
the microwave wavelength λ. In the guiding experiment, λ = 200 mm at 1 GHz is much
larger than the longitudinal structure length L = 40 mm. As a result, a standing voltage
signal establishes on the guiding electrodes. A small dielectric constant results in large
wavelength of the microwave signal, which allows for longer guiding electrodes. Figure 3.3
illustrates the result of a numerical microwave simulation showing the maximum electric
field amplitude on the top and backside of the guiding chip at a microwave frequency
of 1 GHz. Clearly, a standing wave forms with the electric field amplitude being at its
maximum at the termination of the chip electrodes and decreasing towards the chip
center. At the backside of the chip the first node of the electric field is visible.
The chip electrodes consist of 20µm thick gold-plated copper. By means of a chemical
etching process, 50µm wide gaps are etched into the metal layer defining the electrodes.
The microwave signal is delivered to the chip electrodes by a cpw structure on the
backside of the chip, which is interconnected to the top side by laser machined, plated
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Figure 3.3: Simulation of microwave electric field amplitude at Ω = 2pi · 1 GHz.
(a), The length of the guiding electrodes L = 37 mm is much shorter than the microwave
wavelength of λ ∼ 200 mm leading to a standing wave electric field distribution. (a), The
guiding electrodes represent an open termination for the microwave signal leading to the
formation of a field node at the backside of the chip, shown in (b). Taken from Ref. [37].
through-holes with a diameter of 20µm. Of particular importance is the diameter of the
through-holes and the minimum achievable gap size between the electrodes. Both set a
limit to the smallest fabricable feature sizes of the guiding electrodes. The signal as well
as the grounded electrodes of the guiding chip are electrically fed by the through-holes.
Hence every electrode needs to be at least as wide as the diameter of the through-hole
that connects it. At the edges of the substrate the guiding electrodes are tapered to
reduce fringing electric fields at the substrate edge. Here the smallest producible width
of the signal electrodes is comparable to the width of the gap forming the electrode. It
is therefore important to achieve a small gap size to produce finely structured electrode
designs, which is also crucial for the precise engineering of more versatile guiding poten-
tials as required, for example, for the demonstration of an electron beam splitter chip,
presented in Ch. 4.
We use high frequency end launch connectors, mounted to the substrate edge, to
transmit the microwave signal from a coaxial SMA cable to the cpw line on the backside
of the chip. The cpw then delivers the microwave signal via the plated through-holes
to the guiding electrodes on the topside of the chip. The transverse dimensions of the
guiding electrodes result from the conformal mapping described in Sec. 2.2.1. However,
the transverse electrode dimensions also set the characteristic impedance of the chip
electrodes. The electrode layout employed for electron guiding results in a characteristic
impedance of Z0 = 20 Ω. The coplanar waveguide that transmits the microwave signal
from standard SMA cables to the guiding chip has a characteristic impedance of Z0 =
50 Ω. As a result of the impedance mismatch, part of the microwave signal is reflected
due to the impedance discontinuity before being transmitted to the guiding electrodes.
In order to reduce these reflections a triangular impedance taper has been implemented
on the latest microwave chips, as described in Ch. 4.
In order to estimate the actual voltage amplitude V0 transmitted to the guiding elec-
trodes the frequency response of the guiding chip has to be determined. The microwave
setup as well as the power correction procedure are presented in the following.
































Figure 3.4: Schematic of microwave setup. The output of an analog signal generator
is boosted by an amplifier with saturated gain of 47 dB. After a circulator and a directional
coupler for microwave diagnostics the signal is fed to the guiding chip. The different positions
for the scattering parameter measurements are indicated in red.
3.1.2 Microwave equipment and power correction
This section presents the microwave setup used for electron guiding and describes the
power correction procedure, which allows to determine the voltage amplitude V0 applied
to the guiding electrodes. This is important as the characteristic electron motion in the
guide is determined by V0 and the drive frequency Ω (see Sec. 2.2.3). A detailed descrip-
tion of the microwave setup is already given in Ref. [37]. For this reason, the microwave
setup is only briefly outlined here and focus is put on describing the modifications to
the original setup.
We use an analog signal generator2 as a microwave source. Its output is boosted by
a microwave amplifier3 with an amplification bandwidth from 0.5 to 2.5 GHz and a
saturated output power of 100 W. After passing several microwave components for diag-
nostics, e.g. a circulator4, a directional coupler5 and a bias tee, the amplified microwave
power is directly fed to the vacuum chamber and transmitted to the guiding chip. As
the guiding electrodes constitute an open termination for the microwave signal, large
parts of microwave power are reflected back into the signal path. In order to circumvent
that a substantial part of the microwave power is reflected back into the amplifier, we
added a circulator with a bandwidth from 0.8 to 1 GHz to dump the reflected power
into a high power attenuator6 and subsequently into a 50 Ω termination.
The gain curve of the microwave amplifier is shown in Fig. 3.5. It is measured be-
tween Pos. 2 and behind the directional coupler, at Pos. 5, as depicted in Fig. 3.4. The
red line shows the measured gain with and the blue line without the circulator in the
setup. Clearly, the circulator flattens the frequency response of the gain curve within
the circulator bandwidth and removes steep dips in the gain curve.
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Additionally, we inserted a power detector7 for an active stabilization of the guiding
voltage V0 behind Pos. 5. The power detector converts the incident microwave power
into a DC voltage according to a linear characteristic, which can be read out by a
National Instruments card8. Via remote control of the signal generator we can feed back
the measured DC voltage and actively stabilize the microwave power level. A detailed
characterization of the modified microwave setup obtained after the insertion of the


















Figure 3.5: Frequency response of the microwave amplifier gain. The amplifier gain
is measured at Pos. 5 where it is attenuated by −20 dB. The red line depicts the frequency
response of the scattering paramter S52 with the circulator in the microwave signal path
whereas the blue curve is measured with the circulator removed. The circulator reduces
back reflections of the microwave power into the amplifier in a bandwidth from 0.8 to 1 GHz.
As a result the amplifier gain curve becomes flattened and breakdown of the amplification
around 900 MHz and 975 MHz is avoided.
The reliable estimation of V0 requires a measurement of the frequency response of
the microwave signal path from the analog signal generator, at Pos. 1, to the guiding
electrodes, at Pos. 7. In order to perform the power correction we measure the scattering
parameter S71 using a RF network analyzer9, according to the positions indicated in
Fig. 3.4. We need to decompose the measurement of S71 into several measurements since
the network analyzer cannot cope with the high microwave powers present at Pos. 7
when the network analyzer’s excitation at Pos. 1 is fully amplified in between Pos. 2
and 3 by the amplifier. We therefore perform separate measurements of the scattering
parameters. First, the amplifier gain is characterized by measuring S52 and correcting
for the −20 dB attenuator at Pos. 5 by measuring S53. Here the network analyzer is
protected by the attenuator behind the directional coupler. Subsequently, we determine
the scattering parameters S21 and S73. From these measurements we obtain S71 =
S73 + S52 − S53 + S21 from the separate scattering parameters. Details about this
measurement procedure are described in Ref [37]. As a result, the obtained scattering
parameter S71 allows to directly convert the microwave power level set on the signal
generator into the power level transmitted on the guiding electrode and hence determine
the microwave voltage amplitude V0.
For the measurement of S73 we need to probe the microwave power transmitted to
the guiding electrodes. This is done using a probe station and two separate microwave
7Mini-Circuits, ZX47-40-S+
8National Instruments, PCI-6229
9Agilent E5071B ENA RF Network Analyzer
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probes10, as shown in Fig. 3.6. From the joint measurement with both probes we can
calibrate the frequency response of the microwave probes and obtain S73 simultaneously.




Figure 3.6: Photograph of probe station. Using a high impedance probe, which can be
calibrated by the low capacitance probe, we can determine the microwave power transmitted
to the signal electrodes.
can be obtained from the scattering parameter S76. Here the injected microwave power
at Pos. 6 was 1 W. The four different curves correspond to the voltage amplitudes mea-
sured at different points along the guiding electrodes, which are defined in Fig. 3.3. The
black and green curve correspond to the voltages measured at the end of the inner and
outer guiding electrodes, whereas blue and red are measured in the center of the inner
and outer electrode. We attribute the drop in the voltage amplitude to the impedance
mismatch of the guiding electrodes and the feeding cpw structure, which results in reflec-
tions and effectively reduces the microwave power transmitted to the guiding electrodes.
Additionally, we observe that the voltages measured at the center of the electrodes (blue
and red lines) are smaller than the voltages measured at the end of the electrodes (green
and black line). This is because even though the microwave wavelength is much longer
than the guiding electrodes, the voltage already drops along the electrodes, which can
be attributed to the finite wavelength of the microwave signal. The resonance at about
2 GHz can be explained by the fact that here λ/2 ∼ 50 mm becomes comparable to the
electrode length L = 37 mm leading to a resonance effect.
The maximum achievable voltage amplitude, taking into account the entire signal
path from the analog signal generator (Pos. 1) to the guiding electrodes (Pos. 7), with
a saturated amplifier gain is shown in Fig. 3.7(b). The red curve shows the measured
voltage amplitude of the modified microwave setup with the circulator installed behind
the amplifier and the blue curve shows the same measurement without the circulator for
comparison. The flattened gain curve shown in Fig. 3.5 is also reflected in a smoother fre-
quency response of the measured scattering parameter S71, which underlies the voltage
10Hameg HZ553, low capacitance probe
GGB Industries Inc. Picoprobe model 40A-GSG-660/40A-GSG-660-D-1320
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Figure 3.7: Measured voltage amplitude on the guiding electrodes. (a), Measured
frequency response at the end of the inner (outer) electrode plotted as a black (green) line.
The voltage amplitude at the center of the inner (outer) electrode are plotted in red (blue).
The drop in the microwave voltage amplitude can be attributed to an impedance mismatch
of the guiding electrode structure with the feeding cpw line. At a frequency of 2 GHz, a
resonance is observed as the electrode length becomes comparable to λ/2 at 2 GHz. (b),
Maximum achievable V0 when the amplifier is operated in saturation with (red line) and
without circulator (blue line).
amplitudes shown in Fig. 3.7(b). Typically electron guiding requires a voltage ampli-
tude of V0 = 30V . Due to the insertion of the circulator and the resulting flattened gain
curve, V0 > 50 V is achieved in the full bandwidth from 800 MHz to 1.15 GHz.
3.1.3 Pulsed thermionic electron streaking gun
A reliable electron source that provides a low energy electron beam is indispensable for
the injection of electrons into the guide. Besides a small spot size electron guiding also
necessitates a high collimation of the electron beam at landing energies ranging from 1 to
10 eV. We use an electron gun that is based on the widely used Erdman-Zipf design [72].
However, we have modified the gun by additional elements that allow to operate the gun
either in a continuous or a pulsed mode with electron pulse durations of several 100 ps.
By these means, we can synchronize the injection of electron pulses to the microwave
drive of the electron guide and perform a microwave phase-resolved measurement of the
guiding efficiency. The electron gun described in the following is used in the experiments
presented in this chapter and in Ch. 4.
Figure 3.8(a) shows an assembly drawing of the electron gun design. It consists of four
different stages namely the electron source (1) providing a beam of slow electrons, a lens
system for focusing the beam (2), a deflection element that generates electron pulses
similar to a streak camera (3) and collimation apertures (4) that define the final spot
size and the angular divergence of the electron beam. As can be seen from Fig. 3.8(b),
all parts of the electron gun assembly are gold coated to avoid electrostatic charging,
which may arise from oxidation of the metal parts. Furthermore, all gun elements have
been manufactured from non-magnetic materials in order to avoid the deflection of the
electron beam by unwanted magnetic fields.
We use a home-made filament consisting of a 0.1 mm diameter tungsten wire that is




















Figure 3.8: Thermionic electrons source design. (a), CAD drawing showing the ele-
ments of the electron source. The thermionic emission of the tungsten filament is confined
on the optical axis by the Wehnelt electrode (1). The adjacent four elements focus the beam
(2). A fast deflection element (3) allows to streak the beam over a small, beam-defining exit
aperture. (b), Photograph of the electron source.
bent to hairpin shape and spot welded onto a Hitachi filament mount11 as an electron
source (1). Thermionic emission of electrons sets in when heating the filament to tem-
peratures of about T ∼ 2500 K by ohmic heating. The negative voltage VF applied to the
filament sets the final electron energy as the last gun element is electrically grounded.
By means of a Wehnelt electrode surrounding the filament, the isotropic thermionic
emission can be directed along the optical axis of the source by applying a negative
voltage VW to the Wehnelt with an aperture diameter of 0.6 mm. Typically, we apply
VW = −5 V to the Wehnelt. The electrostatic lens that focuses the electron beam (2)
consists of four apertures with a central bore of 6 mm and is typically operated with
a focusing voltage VL = 100 V. The deflection element (3) comprises three rectangular
apertures to deflect the beam. The center electrode is isolated such that we can apply
a deflection voltage VT1 to the upper part and −VT2 to the lower part of the electrode.
The two surrounding rectangular apertures are grounded. Note that these electrodes are
not rotationally symmetric but have a planar symmetry. A detailed description of the
working principle of the deflection element is given below. Before leaving the gun the
electron beam is collimated and clipped by two small apertures12 (4) thereby defining
the final opening angle as well as the spot size of the beam. We typically use a 100µm
pinhole as a first aperture and a 50µm pinhole at the exit of the gun. By these means we
obtain an electron beam with kinetic energies down to Ekin = 1 eV, a full opening angle
below 15 mrad and spot size of about 100µm at the entrance of the electron guide. The
collimation of the electron beam using two small apertures is reflected in low electron
currents on the order of several tens of femtoamperes.
In order to perform a microwave phase-resolved measurement of the electron guiding
efficiency, we need a pulsed electron source with pulse durations that resolve a single
cycle of the microwave drive. We have implemented a fast deflection element into the
conventional electron gun design, similar to a streak camera. Using a fast deflection
element, the electron beam is repeatedly swept over the exit aperture of the electron
gun. Therefore, electron bunches are generated everytime the beam passes over the exit
11Hitachi High-Technologies, part number 777-0179
12Plano GmbH, Pt apertures














































































Figure 3.9: Microwave calibration of the fast electron streaking element. (a),
Schematic of microwave feeding of the deflection element. The microwave signal is divided
into two arms that incorporate a variable phase shifter and a variable attenuator allowing
to match the microwave power at port 2 and 3 and to shift their relative phase to 180◦.(b),
Photograph of the central deflection aperture fabricated on a PCB substrate. (c), The de-
flection voltage at port 2 (blue) and 3 (red) can be adjusted by the variable attenuator to
obtain identical deflection voltages in a range from 90 to 100 MHz. (d), The relative phase
between port 2 (blue) and 3 (red) is tuned to 180◦ using the variable phase shifter.
pinhole. With increasing deflection amplitude the velocity at which the electron beam
passes over the exit aperture rises, leading to shorter electron bunches behind the exit of
the gun. The deflection element is manufactured from a printed circuit board substrate.
Signals can be applied to the deflection electrodes by microwave compatible microstrip
lines in order to deflect the electron beam at frequencies in the microwave range.
Figure 3.9(b) shows a photograph of the rectangular slit aperture for electron deflec-
tion. Two 50-Ω microstrip lines connect the deflection electrodes. In order to achieve a
symmetric deflection, the signals that are injected into the ports 2 and 3 need to have
the same deflection voltage amplitudes VT1 and VT2 and, furthermore, should be 180
◦
phase shifted with respect to each other. For this reason the microwave feeding of the
deflection element, shown in Fig. 3.9(a), comprises a variable phase shifter13 in the sig-
nal arm of port 2 and a variable attenuator14 in the path feeding port 3 after dividing
the microwave signal15 of an analog signal generator16. Both signals are then separately
amplified17 and combined with DC voltages using bias tees18, which allows to apply a




16Agilent E8257D, 100 kHz to 20 GHz.
17Mini-Circuits ZHL-20W-13 (in signal arm of port2)
Mini-Circuits ZHL-5W-1 (in signal arm of port3)
18Mini-Circuits ZFBT-4R26W
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From a network analyzer measurement of the scattering parameters S21 and S31 we
can adjust the amplitude as well as the phase offset of the microwave signal at port
2 and 3 using the variable attenuator and the variable phase shifter. Figure 3.9 shows
the measured voltage amplitudes in (c) as well as the phases in (d) measured at both
ports after adjusting the signals for an operation frequency of the deflection element of
100 MHz. We perform microwave simulations in order to obtain the frequency response
of the streaking element printed circuit board. From these simulations we can estimate










































Figure 3.10: Trajectory simulations for the electron streaking element. (a), Elec-
tron particle trajectories (blue lines) are simulated with a static deflection voltage of 0.5 V
applied to the upper (green) and −0.5 V to the lower (red) deflection electrode. The electron
beam enters through an aperture at y = −7 mm with a diameter of 150µm and becomes
deflected onto the exit aperture with a diameter of 50µm at y = 11 mm. Only electrons that
pass through the exit aperture, which is just visible at z = 0 mm, are later injected into the
guide. (b), Applying a fast, alternating deflection voltage leads to a time dependent electron
deflection. The trajectory release time as well as the time when a trajectory hits the exit
aperture are given as a phase relative to the sinusoidal deflection voltage. Only electrons
with a deflection smaller than the exit pinhole (gray area) can leave the electron gun.
Figure 3.10(a) shows a particle tracking simulation where a static deflection voltage
of VT1 = −VT2 = 0.5V is applied to the deflection element. Obviously, in this setting
no electrons will pass the last aperture with a diameter of 50µm. When an alternating
microwave field with amplitude Vdefl = VT1 = −VT1 and angular frequency Ωdefl is
applied to the deflection element, the electron beam is repeatedly swept over the exit
aperture. Figure 3.10(b) shows the position of the electrons along the z -axis at the exit
aperture. Here the release time and the time when the electron hits the exit aperture are
measured with respect to the phase of the oscillating microwave signal that deflects the
electron beam. Electrons can only leave the gun when their deflection is smaller than
the exit aperture, which is indicated by the gray area. As a result, electron bunches are
generated everytime the beam passes over the exit pinhole. With increasing deflection
amplitude the velocity at which the electron beam passes over the exit aperture rises,
leading to a steeper slope of the electron signal within the gray area of Fig. 3.10(b)
and therefore shorter electron bunches behind the exit of the gun. At the same time we
expect a decrease in the electron count rate.
The electron pulse duration of the gun is given by the time interval that the electron
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Figure 3.11: Characterization of the electron pulse duration using the fast de-
flection element. (a), Simulated transit time as a function of the deflection voltage Vdefl.
A minimum transit time of 51 ps can be reached by applying Vdefl = 1.3 V. (b), Simulated
(black) and measured (red) electron count rate after the exit pinhole as a function of Vdefl.
beam spends over the exit aperture during one cycle of the deflection element. From the
particle trajectory simulations we can extract the maximum time of flight difference be-
tween two electrons that leave the gun during one cycle. However, these simulations are
performed for a monochromatic electron beam with a kinetic energy of 3 eV. The pulse
duration obtained by these means does not account for the longitudinal energy spread
of the electron source. It only depends on the geometry of the deflection element, the
electron energy and the deflection amplitudes Vdefl. We therefore refer to the pulse du-
ration obtained by monochromatic particle tracking simulations as transit time interval.
In order to determine the actual electron pulse duration, we also have to consider the
longitudinal energy spread of the electron source and take into account dispersion within
the deflection element. We call this time interval, which includes chromatic effects, the
electron pulse duration. After presenting the particle tracking simulations and an ex-
perimental characterization of the deflection element, we discuss the longitudinal energy
spread of the source, which turns out to currently limit the electron pulse duration.
We perform particle tracking simulations for a deflection frequency of Ωdefl = 2pi ·
99.6 MHz and varying deflection amplitudes Vdefl = VT1 = −VT2. We choose Ωdefl =
2pi · 99.6 MHz, i.e., one tenth of the guide’s drive frequency, in order to make sure that
an electron experiences only one single cycle of the deflection amplitude while passing
through the deflection element. From these simulations we can extract the duration
that the mono-energetic electron beam spends over the exit aperture and determine
the transit time interval. As depicted in Fig. 3.11(a) the simulations show a decrease
in the transit time for increasing deflection amplitudes until a minimum is reached at
Vdefl = 1.3 V, corresponding to a time interval of 51 ps. The linear increase of the transit
time for Vdefl > 1.3 V is due to electric fields along the optical axis that are created by
the deflection element. These fields lead to an acceleration of electrons passing close by
the positive deflection electrode, whereas electrons close to the negative electrode are
decelerated. As one would expect, this effect increases the transit time linearly with the
electric field amplitude. Since we can not directly measure the transit time interval, we
can only compare the measured and simulated drop in electron count rate as a function
of the deflection amplitude after the last aperture. This is an indirect measurement
of the transit time interval. As can be seen from Fig. 3.11(b), the measured count
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rate agrees very well with the particle tracking simulation results. The phase-resolved
measurements, described in Sec. 3.5, are performed with Vdefl = 1.46 V, corresponding
to a transit time of 105 ps, since this yields experimentally the best compromise between
pulse duration and electron count rate.
So far, the particle tracking simulations were based on a perfectly monochromatic
source. The electron gun, however, is based on a conventional thermionic tungsten fil-
ament emitter. The longitudinal full width at half maximum (FWHM) energy spread
of such a source is ∆E = 2.446 kBT = 0.53 eV at a temperature T = 2500 K [73]. This
results in a time of flight distribution with FWHM of ∆t ≈ d√M/2 [1/(E −∆E/2) −
1/(E + ∆E/2)] = 693 ps. Here d is the distance between the deflection element and the
exit aperture. In consequence the electron pulse duration is limited by the dispersive
nature of the electron source rather than the deflection element itself.
We will use the pulsed electron source described in this section for the phase-resolved
measurements presented in Sec. 3.5.
3.1.4 Vacuum chamber
A stable operation of the thermionic electron source as well as single electron detection
using the MCP electron detector19 requires operation in vacuum. For this reason, the
guiding experiments are performed in a UHV chamber typically reaching a background
pressure of about 2 · 10−7 mbar using a turbo-molecular pump20. This is low enough
to avoid surface contaminations in the electron gun and to allow for single electron













Figure 3.12: UHV chamber housing the electron guiding experiment. (a), View
into the opened vacuum chamber showing the mu-metal box housing the guiding experiment
and SMA microwave cables of the guide and the streaking element. (b), Interior of the mu-
metal box showing the electron streaking gun, microwave guiding chip and the imaging
electron microchannel-plate detector shielded by metallic housings.
Figure 3.12 shows images of the experimental apparatus. The guiding experiment is
assembled inside a mu-metal box, which is comparable in size to a small shoebox and is
placed inside the UHV chamber. The box can be closed with a lid and has several small
19PHOTONIS APD 2 PS 40/12/10/12 46:1 P20
20Leybold Turbovac 340M
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holes in order to feed through electrical connections and to provide optical access to the
phosphor screen behind the MCP detector. The main purpose of the mu-metal box is to
shield the experiment from static fields like the earth’s magnetic field. In Ref. [37] the
shielding has been measured to reduce the ambient static magnet field at the guide’s
position by a factor of over 200 to 2mG and magnetic field fluctuations to below 0.2 mG.
The guiding setup inside the mu-metal box consists of the MCP detector, the guiding
substrate and the electron gun, which is mounted on a xyz translational stage21 for
precise positioning of the gun with respect to the microwave guide. As can be seen in
Fig. 3.12(b), custom made metallic shields enclose the gun, the guiding chip and the
MCP in order to screen any electric fields from the guided electron beam.
3.2 Guiding of electrons along a curve
The guiding of electrons has been demonstrated in a proof-of-principle experiment
where a curved electrode design allowed to detect a collimated signal of guided elec-
trons [19, 37]. Because of the curved path of the guiding electrodes the guided electrons
are deflected by about 30◦ with respect to the unguided electrons. On the MCP detec-
tor, which is placed about 10 mm behind the guiding chip, this results in a separation
of 20 mm between the guided and unguided components of the electron signal. Con-
sequently, the guiding along a curve provides detailed information about the origin of
electron loss from the guiding potential. Electrons that escape from the guiding potential
on their way to the detector become less deflected the earlier they are lost on their curved
path. The confinement of the quadrupole guide is weakest along the vertical z -direction.
For this reasons unguided electrons are primarily lost along the vertical direction and






















































Figure 3.13: Experimental electron guiding signal. (a), Electron guiding signal with
the guided electrons recorded at a position x = 0 mm and a faint signal of lost electrons that
spirals around the guided spot. The guide is operated with a frequency Ω = 2pi ·996 MHz and
V0 = 29 V. This results in the trap parameters ω = 2pi · 114 MHz, U = 30 meV and q = 0.32.
The electron kinetic energy is 3 eV and the color scale depicts the electron count rate. The
artifact in the loss signal at x ∼ 15 mm comes from MCP. (b), When the microwave drive is
turned off the unguided electron spot is detected at x = 21 mm. The intensities in (a) and
(b) are normalized separately.
Figure 3.13 shows electron signals with an electron energy Ekin = 3 eV, which are
recorded with the microwave drive turned on (a) and off (b), respectively. In Fig. 3.13(a)
21New Focus 9066-XYZ-M-R-V stage with model 8353-V Picomotor actuators
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the microwave drive frequency is Ω = 996 MHz and the electrode voltage is V0 = 29 V.
This corresponds to the trap parameters ω = 2pi·114 MHz, U = 30 meV and q = 0.32. We
observe a collimated spot of guided electrons detected at x = 0 mm. Additionally, there
is a faint signal of lost electrons that spirals around the guided spot. This structure
can be related to electrons that are lost from the guiding potential. In contrast, in
Fig. 3.13(b), the microwave drive is turned off and we detect a collimated electron spot
at x = 21 mm. Due to charging of the substrate, which is exposed to stray electrons
between the insulating gaps of the guiding electrodes, the electron beam is deflected in
the positive z -direction.
The dynamics of the electrons in the guiding potential is characterized by the trap
parameters ω, U and q. In order to study the guiding efficiency as a function of these pa-
rameters, we sweep the microwave frequency Ω and voltage amplitude V0 to scan the trap
parameter range. Using the power correction described in Sec. 3.1.2, we can then convert
the drive parameters into trap parameters. Figure 3.14(a) shows a stability diagram in
the experimentally accessible microwave parameter range. Here the color scale displays
the fraction of guided electrons as a function of Ω and V0. Clearly the microwave power
correction is not perfect, as there is an artificial modulation of the guiding efficiency with
the microwave frequency. However, we can distinguish a microwave parameter range of
efficient guiding, which lies in between the two red lines indicating a constant trap depth
of 30 meV and a constant stability parameter q = 0.8.
 
 










































































Figure 3.14: Experimental stability diagram of electron guiding with Ekin = 3 eV.
(a), Drive parameter sweep showing the regions of stable electron guiding. The color scale
corresponds to the fraction of guided electrons. (b), Same data with the plot axis converted
to the trapping parameters U and q. As can be seen, stable guiding requires a minimum
potential depth Umin = 28 meV and q < 0.7. White areas in the plots are not accessible with
the microwave setup currently available.
In Fig. 3.14(b) the same data is depicted but the plot axis have been converted to
the trap parameters q and U using Eqs. 2.15, 2.16. We find that a minimum trap depth
Umin = 28 meV is required to compensate for the centrifugal force that acts on the
electrons when following the curved path of the chip electrodes. Consequently, when
the centrifugal force becomes sufficient to promote guided electrons over the potential
barrier electron loss from the guide is observed. We also tested straight guiding chips
and found guiding down to U = 0 confirming this interpretation [37]. Furthermore,
electron guiding becomes unstable for stability parameters q > 0.7. Here the adiabatic
approximation is reaching the limits of applicability rendering the confinement of the
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electrons unstable. As outlined in Sec. 2.1, one would expect stable confinement up to
stability parameters of q = 0.9. We attribute the experimentally observed maximum
stability parameter of about q = 0.7 to experimental imperfections that additionally
deteriorate the electron guiding efficiency.
3.3 Microwave phase dependence of the guiding signal
Progress towards the preparation of electrons in low-lying quantum states of the trans-
verse guiding potential is one of the most important achievements of electron guiding.
In addition to a diffraction-limited electron gun the direct injection into the transverse
motional quantum states necessitates a guiding potential that minimizes excitations of
the electrons during injection into the guide. Due to fringing electric fields at the edges
of the guiding substrate, the electron beam experiences an initial deflection before it
becomes injected into the guiding potential of the microwave chip. This leads to an
excited motion of the electrons within the guiding potential or even loss of electrons
from the guide. Here, the origin of the unwanted fringing electric fields is discussed and
particle tracking simulations are performed in order to study the dynamics of electrons
after injection into the guide. These simulations reproduce the measured guiding signal
and allow to address the origin of an excited electron motion or loss of electrons from
the guide.
3.3.1 Fringing electric fields at the substrate edge
The pseudopotential shown in Fig. 2.3(b) is simulated assuming infinitely long electrodes
along the guide axis. As described in Sec. 2.1, the quadrupole symmetry of the electric
field results in a stable harmonic confinement of the electrons in the microwave pseu-
dopotential. In the case of finite electrode length, where the electrodes are terminated
close to the substrate edge, we observe a significant deterioration of the guiding poten-
tial by fringing electric fields. These fringing fields lead to a deviation of the electric
fields from the quadrupole symmetry and, therefore, diminish the electron confinement
within the pseudopotential. Figure 3.15 shows a simulation of the absolute maximum
electric field amplitude |E| close to the substrate edge. As can be seen, at a y-position
larger than ∼ 3 mm where the guiding potential is fully developed and not influenced by
edge effects any more, the quadrupolar shape of the electric field results in an electric
field null at a height of R0 = 500µm above the substrate. Ideally, an electron traveling
perfectly on-axis with the minimum of the guiding potential should propagate along the
guide without experiencing any electric fields and should, therefore, not be subjected to
any forces. However, due to the termination of the electrode design close to the substrate
edge fringing electric fields are present on the guide axis between the electron gun and
the microwave chip. As a consequence, an electron impinging at a height of R0 = 500µm
experiences an electric field in the vertical z -direction and becomes deflected prior to
injection into the guiding potential. This will lead to an unwanted excited motion of
the injected electron inside the guiding potential, no matter how good an electron beam
the electron source is able to deliver. Hence, the impact of these fringing fields during
electron injection has to be minimized on the first millimeters along the guide.


















































Figure 3.15: Simulation of electric fields close to the substrate edge where elec-
trons are injected into the guiding potential. The color scale displays the absolute
value of the electric field |E| at a snapshot in time where it is at its maximum. The last
aperture of the electron gun is shown schematically at y = 0 mm (drawn in black). The
microwave substrate at z = 0 mm is indicated in gray starting from y = 0.5 mm. Fringing
fields near the substrate edge lead to significant local deviations of the electric field from the
ideal quadrupolar shape. As a consequence, an electron impinging at a height R0 = 500µm
experiences an electric field amplitude E and becomes deflected during injection.
3.3.2 Particle trajectory simulations
We investigate the dynamics of electrons after injection into the guiding potential by
performing particle tracking simulations and comparing these to the measured guiding
signal. By these means we are able to study the impact of fringing electric fields on the
electron motion, which may result in an excited oscillation within the guiding potential
or even loss of electrons from the guide. The particle trajectories are simulated using the
commercially available boundary element method solver CPO22. These simulations take
into account the electric field, oscillating at the microwave driving frequency, and are
performed according to the experimental parameters Ω = 2pi · 996 MHz and V0 = 29 V.
This results in the trap parameters ω = 2pi · 114 MHz, U = 30 meV and q = 0.32.
Figure 3.16(a) and (b) show a side view of the corresponding electron trajectories
in the vertical yz -plane along the guiding electrodes. Electrons with a kinetic energy
of 3 eV are injected into the guide at y = 0 mm, where the last aperture of the gun
is shown schematically, and exit the guide at y = 37 mm. As can be seen, electrons
perform the slow secular motion in the guiding potential given by the trap frequency
ω and discernible as oscillations with a spatial period of ∼ 9.5 mm at this particular
electron velocity. On top of that harmonic motion, the fast micromotion of electrons can
be identified as a high frequency component oscillating at the driving frequency Ω and
leading to a spatial period of ∼ 1 mm.
The unwanted fringing electric fields close to the substrate edge oscillate with the
frequency Ω of the microwave drive. Furthermore, an electron experiences less than a
single cycle of the driving electric field on the first millimeter between gun exit and
the guiding chip where the amplitude of the fringing fields is largest. For this reason,
the initial deflection and the resulting oscillation of the electron within the guiding
22Charged particle optics, CPO
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Figure 3.16: Electron trajectory simulations resolving the phase of the microwave
drive. Electrons enter the guiding potential at y = 0 mm through the exit aperture of the
electron gun (drawn in black) at a height of z = 500µm above the substrate. The initial
electron spot size in the simulations is 60µm in diameter. After propagation through the
guiding potential electrons are released into free-space at y = 37 mm and detected in the
detector plane at y = 45 mm (not shown). (a), (b), show a side view of particle tracking
simulations in the yz -plane along the guiding electrodes. The color of the electron trajectories
is chosen for better visibility and does not contain any further information here. (a), For a
microwave phase of φ = 0◦ all electrons are confined in the guiding potential and oscillate
with the trap frequency ω corresponding to a spatial period of ∼ 9.5 mm. In (b), a significant
portion of electrons is lost for a microwave phase of φ = 180◦. Here electrons are lost from
the guiding potential in the vertical z -direction starting from y = 15 mm. The corresponding
simulated guiding signals are shown for φ = 0◦, in (c), where all trajectories are guided
along the curve and hit the detector around x = 0, whereas, in (d), a large fraction of the
trajectories is lost for φ = 180◦. The trajectories are simulated with Ω = 2pi · 996 MHz and
V0 = 29 V.
potential depends highly on the orientation and the amplitude of the fringing electric
fields and, hence, the phase of the microwave driving signal. This becomes apparent
in the particle tracking simulations when electron trajectories are released at different
times with respect to the phase of the microwave driving signal. Depending on this
phase electrons experience a different orientation of the electric field amplitude during
injection, which governs the passage into the guiding potential. The simulations have
been performed for a set of different release times covering a full evolution of 2pi in the
microwave phase.
Figure 3.16(a) shows trajectories for a microwave phase of φ = 0◦ where all electrons
are tightly confined by the guiding potential. In contrast, in Fig. 3.16(b) for φ = 180◦, a
large fraction of electrons is lost, starting from y = 15 mm, on their way to the detector in
the vertical z -direction. The phase dependence of the electron guiding efficiency observed
in these simulations can be attributed to electric fringing fields at the edges of the guiding
substrate. For microwave phases around φ = 0◦ a relatively small initial deflection results
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in the characteristic oscillation of electrons in the guiding potential. In contrast, for
microwave phases close to φ = 180◦ electrons experience a stronger initial deflection
giving rise to loss of electrons from the guide.
From the same particle tracking simulations we can infer the location of electrons
impinging on the detector. In Fig. 3.16(c) and (d), the detector signals corresponding to
the trajectory simulations are shown for two distinct microwave phases. For φ = 0◦ all
electrons are guided and reach the detector around x = 0 mm, whereas for φ = 180◦ a
significant portion of electrons is lost. This portion corresponds to the trajectories that































































Figure 3.17: Comparison of experimental and simulated guiding signal with
Ekin = 3 eV. (a), Electron guiding signal with the guided electrons recorded at a position
x = 0 mm. The color scale depicts the electron count rate. (b), Simulated guiding signal.
Here the color scale corresponds to the phase of the microwave driving signal at the instant in
time when the electron is injected into the guide. The experiments as well as the simulation
are performed with Ω = 2pi · 996 MHz and V0 = 29 V, which results in the trap parameters
ω = 2pi · 114 MHz, U = 30 meV and q = 0.32.
is shown taking into account all microwave phases. Here the color scale displays the
relative phase φ of the microwave electric field. The simulations reproduce the general
structure of the experimental guiding signal shown in Fig. 3.17(a) very well.
In the following sections we present a viable approach to reduce the amplitude of
the vertically excited electron motion by minimizing forces that initially deflect the
electron beam. First of all, we perform a numerical optimization of the shape of the
chip electrodes in order to reduce the amplitude of unwanted fringing fields in Sec. 3.4.
Then we experimentally employ the pulsed electron source to temporally synchronize the
injection of electron pulses to a certain microwave phase in Sec. 3.5. By these means, we
can control the specific orientation of the driving electric field during electron injection
and, hence, increase the electron guiding efficiency. Both strategies allow to minimize
the initial deflection of electrons during injection.
3.4 Optimized coupling structures for electron guiding
In this section we present an optimization of the shape of the electrode coupling struc-
tures close to the substrate edge in order to reduce the impact of fringing electric fields
on the electron injection. We simulate particle trajectories to quantify the improved
performance of the coupling structures and finally present first guiding measurements
with the optimized design demonstrating an improved electron guiding efficiency.
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3.4.1 Numerical optimization of the electrode structure
In order to reduce the unwanted fringing fields and to provide a smooth transition for
electrons from the exit aperture of the electron gun into the guiding potential, we perform
a numerical optimization of the chip electrode geometry. This is done by a parametriza-
tion of the shape of the guiding electrodes by a predetermined number of N points in
the vicinity of the substrate edge. The optimization algorithm then systematically varies
the position of these points in order to achieve a defined minimization goal that is given
by a scalar merit function M .
Figure 3.18(a) shows the initial electrode layout that is used as a starting point for
the design optimization. The signal electrodes [blue areas in (a)] are tapered by scaling
the width of the signal electrodes linearly down to zero towards the substrate edge,
which is located at y = 0 mm. At the same time the width of the grounded center
electrode [white area in (a)] is increased according to Eq. 2.17, such that a constant
trap height R0 would be obtained for an adiabatic tapering. Figure 3.18(b) shows the
pseudopotential obtained from this electrode taper. It significantly deviates from the
ideal quadrupolar confinement on the first 15 mm along the guide. For example, the
value of the pseudopotential minimum at a height R0 = 500µm takes values up to
5 meV. As a result, an electron will experience forces in the vertical z -direction during
injection and hence perform an excited, oscillatory motion within the guiding potential.
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Figure 3.18: Parametrization of the electrode layout and a color plot of the
corresponding pseudopotential. (a), The guiding electrodes close to the substrate edge
are tapered in order to reduce the amplitude of vertical fringing fields. The electrode shape
is parametrized by N points that are equally distributed over the length L of the taper. The
distance of the electrodes to the exit aperture of the electron gun is given by the d. The
pseudopotential for L = 8 mm, d = 2 mm and the drive parameters Ω = 2pi ·1GHz, V0 = 30 V
is shown in (b). Clearly, there the pseudopotential is deteriorated on the first 15 mm along
the guide axis, as the guiding potential minimum does not extend from within the guide to
the electron gun at y = 0 mm.
We use the freely available Surface Pattern package [74, 56, 75], which is implemented
in MATHEMATICA, to simulate the electric field of the guiding structure in the gapless
plane approximation. This package is capable of yielding analytic results for any planar
electrode structure, making optimizations fast. However, because the field simulation is
constrained to planar electrode designs, the electron gun exit aperture is modeled as a
closed conducting electrode located at y = 0 mm.
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In order to quantify forces that act on the electrons during injection we define the







This force deflects the incoming electron in the vertical z -direction, where the confine-
ment of the guiding potential is weakest.
First we have checked whether the influence of an aperture can indeed be neglected
by comparing the results obtained from Surface Pattern to a simulation in Comsol with
a circular aperture with 500µm in diameter. Figure 3.19(a) shows a comparison of the
obtained Fz along the guide axis at a height R0, where the noisy blue line corresponds
to the Comsol result. Clearly, both simulations agree very well and the modeling of the
exit aperture by a closed planar electrode is hence well justified.













































































Figure 3.19: Ponderomotive gradient force along the guide axis. In (a), Fz is plot-
ted along y using the Surface Pattern software (red line), which is compared to a Comsol
simulation (blue line). In Surface Pattern the exit aperture of the gun is modeled as a closed
flat electrode, whereas in Comsol the model includes a circular aperture with 500µm diam-
eter. The simulation results are nearly identical showing that the aperture can be neglected
indeed. The dependence of Fz on the taper length L and the distance d are shown in (b),
and (c), respectively.
The dependence of Fz on the taper length L is shown in Fig. 3.19(b). Clearly, increas-
ing the length of the electrode taper reduces Fz as expected. However, as the guiding
substrate is 40 mm long in current chip designs we do not consider tapers longer than
L = 10 mm. In contrast, the amplitude of Fz can not be decreased when changing the
distance d of the electron gun exit to the guiding electrodes, as depicted in Fig. 3.19(c),
where a change in d only results in a shift of Fz along y. This indicates that the fringing
fields that generate the vertical force Fz are merely produced by the electrode design
itself and that they do not result from fields between the guiding electrodes and the
exit aperture of the gun. These fields would critically depend on the distance d between
electrodes and the gun aperture.
Figure 3.20(a) shows the electrode design close to the substrate edge that has been
obtained by an initial optimization. A detailed discussion of the optimization of this ge-
ometry is given in [19, 37]. This electrode layout was obtained from minimizing directly
the vertical fringing electric fields Ez using N = 6 adjustable points. To further opti-
mize the electrode shape we use a Nelder-Mead simplex algorithm, to minimize a merit
function M by a systematic variation of the N points parametrizing the electrodes. The
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ponderomotive force Fz deflects the incoming electron in the vertical z -direction, where
the confinement is weakest. There is no deflection in the x -direction due to the planar
symmetry of the electrode layout. The minimization of the dimensionless, ponderomo-






It is instructive to obtain an intuitive understanding of the resulting electrode geome-
tries that arise from the numerical optimization. The optimization algorithm seeks to
minimize pseudopotential gradients in the vertical z-direction at the guide’s height. This
gradient strongly depends on the electric field Ez in the vertical dimension. However,
according to Maxwell’s equations changing the electric field Ez in the vertical z-direction
along the guide axis is directly reflected in a changing longitudinal field Ey along the
y-direction (in x-direction no field is possible due to the planar electrode symmetry). As
a result, the optimization algorithm seeks to create a longitudinal field gradient along y
to increase Ey and similarly reduce Ez. A zigzag-shaped electrode layout produces such
a longitudinal gradient and may therefore effectively reduce Fz.
The left column in Fig. 3.20 shows the result of the electrode design optimization with
increasing number of points N along the electrode edges. From Fig. 3.20(a) with the
initial design using N = 6 points to Fig. 3.20(c) with N = 15 there is a reduction in
the maximum normalized gradient force Fz by a factor of 17. The improved properties
of the electrode design in Fig. 3.20(c) can be mainly attributed to increased number of
points and the increased length of the optimized electrode taper from 3 mm to 8 mm.
The adjustable points in both designs are equally spaced along the guide axis by 1 mm
distance. We have confirmed that further increasing the taper length does not yield a
significantly improved merit function. The electrode design in Fig. 3.20(e), which features
a decreased spacing of 0.5 mm between the optimization points and a total of N = 39
points, shows another reduction in the maximum normalized gradient force by a factor
of 3 with respect to Fig. 3.20(c).
The Nelder-Mead simplex algorithm does not necessarily converge towards a global
minimum. The optimum electrode shape depicted in Fig. 3.20(e) may therefore only
correspond to a local minimum. Future optimizations of the electrode shape, employing
other optimization algorithms might converge towards a global minimum and hence
reduce fringing fields even further.
3.4.2 Particle trajectory simulations
The effect of the electrode optimization becomes clearly visible in particle trajectory
simulations for the different geometries. The last column of Fig. 3.21 shows simulated
trajectories for an electron with a kinetic energy of 1 eV, incident parallel to the guide
axis, together with a color plot of the pseudopotential in the yz -plane. The trajectories
are calculated taking into account the simulated electric fields and assuming a drive
frequency of Ω = 2pi · 2.8 GHz and a voltage amplitude of V0 = 72 V. This results in a
transverse frequency ω = 2pi · 100 MHz, a potential depth U = 23 meV and a stability
parameter q = 0.1 of the guiding potential. Compared to the microwave parameters used


































































Figure 3.20: Conductor layout and vertical pseudopotential gradient along the
guide axis for the optimized coupling structures. In (a), (c), and (e), the signal
electrodes are drawn in blue whereas white corresponds to grounded areas (gapless plane
approximation). In the numerical optimization of the electrode shape the width of each
electrode is constraint to be larger than 20µm. In (b), (d), and (f), the corresponding
dimensionless, vertical pseudopotential gradient Fz is shown.
in the experiments, the drive parameters of the particle tracking simulations are tuned
to yield a smaller stability parameter q at a similar trap frequency ω and potential
depth U . Effectively this leads to a more cycle-averaged motion of the electron due
to the increased microwave driving frequency. This results in similar dynamics of the
electron within the guiding potential (similar trap frequency). However, effects that are
related to the phase of fringing fields are reduced during the electron injection, as is the
micromotion inside the guiding potential. We show particle trajectories for two specific
phases in Fig. 3.21 for which the effect of the fringing fields is maximum and minimum.
For the initial design, first row of Fig. 3.21, an electron incident on the guiding struc-
ture is exposed to relatively strong vertical fringing fields. This leads to an excitation of
the electron within the guiding potential with an oscillation amplitude of δz = 9.5µm
to δz = 14µm, depending on the microwave phase. Going to N = 15 points in the
second row of Fig. 3.21 yields a reduction of the on-axis gradient force that is directly
reflected in a smaller oscillation amplitude of δz = 1.4µm to δz = 2.88µm. For the best
optimization result with N = 39 points in the last row of Fig. 3.21 the excitation of the












































































Figure 3.21: Conductor layout and electron trajectory simulations for optimized
coupling structures. (b), (d), and (f), show simulated trajectories (white curves) together
with a color plot of the pseudopotential for Ω = 2pi ·2.8 GHz and V0 = 72 V. For better visibil-
ity trajectories are shown for two selected microwave phases where the electron performs the
most and the least excited oscillation within the guiding potential. Note the different scaling
of the z -axis as well as the color scale going from (b) to (d) and (f). Clearly, the reduction
in the vertical pseudopotential gradient is reflected in a smaller oscillation amplitude of the
electron after injection.
electron oscillation is even further reduced and amounts to an amplitude of δz = 400 nm
to δz = 1.4µm. Taking into account trajectories for many different phases, we find that
25% of the trajectories oscillate with an amplitude smaller than 500 nm for the best op-
timization result with N = 39 points. More specifically, we can deduce from this phase
dependence that within a time window of 40 ps all electrons can be injected with an
oscillation amplitude below 500 nm by synchronized injection of electron pulses.
The transverse oscillation amplitude of δz = 400 nm is comparable to the width ∆z =√
~/(2Mω) = 303 nm of the quantum mechanical ground state of the harmonically
approximated pseudopotential. This indicates that classical particle tracking simulations
hit the limits of applicability and that the transverse motion of the electron has to
be described by quantized eigenstates of the guiding potential. However, the particle
tracking simulations suggest that by employing the optimized electrode structures and
temporally synchronizing the injection of electron pulses to a specific phase of the driving
electric field, the excited motion of an electron inside the guide can be minimized to a
regime that allows the direct injection into low-lying quantum states of the transverse
guiding potential.
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3.4.3 Electron guiding with optimized coupling structures
We have experimentally investigated the improved properties of the optimized coupling
structure, shown in Fig. 3.21(c), by measuring its electron guiding signal. A comparison
of the respective guiding signals is shown in Fig. 3.22 for the zigzag-shaped, optimized
design (a) and the initial design (b). Both images where taken at a drive frequency
Ω = 2pi · 996 MHz and the microwave power was adjusted to yield V0 = 29 V in both
measurements. This results in the trap parameters ω = 2pi · 114 MHz, U = 30 meV and



















































Figure 3.22: Guiding measurement with the optimized coupling structure. (a),
Guiding signal with the zigzag-shaped coupling taper corresponding to the optimization re-
sult shown in Fig. 3.21(c). For comparison, (b), shows the guiding signal with old coupling
taper shown in Fig. 3.21(a). Both measurements are performed at identical microwave pa-
rameters Ω = 2pi · 996 MHz and V0 = 29 V. Clearly, the optimized taper design features less
electron loss.
coupler design in Fig. 3.22(a). Most noticeably the electron loss signal in the region x =
10 . . . 15 mm has fully vanished with the new coupler. This can be directly interpreted as
a result of reduced fringing electric fields, which yields an improved electron injection.
Electrons that are subject to large deflections during injection because of fringing electric
fields become lost early after injection into the guide and are detected at larger x. We
identify the signal of lost electrons highlighted by the red ellipse in Fig. 3.22(b) with
electron losses that occur due to excitations during electron injection. Electrons that are
lost further along their curved path on the way to the detector are detected at smaller
x and spiral around the guided spot. This part of the electron loss signal is observed
in the guiding signals of both coupler designs in Fig. 3.22. We attribute these losses to
the large spot size and beam opening angle of the thermionic electron gun. Using the
novel field emission electron gun with much better electron optical properties, we will
show in Ch. 6 that guiding without any losses is possible using the optimized coupling
structure, which support the interpretation that the remaining electron loss Fig. 3.22(a)
is a result of the deficient beam quality of the thermionic source.
The comparison of the electron guiding signal, shown in Fig. 3.22, demonstrates that
the electron injection efficiency can be significantly improved using the optimized cou-
pling structure. Furthermore we conclude that using the zigzag-shaped, optimized cou-
pler design, the beam quality of the thermionic source limits the electron guiding effi-
ciency. In the following section we report on the synchronized injection of electron pulses
into the guide, which also allows to reduce impact of fringing fields on the electron in-
jection.
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3.5 Phase-resolved electron guiding measurement
In this section we experimentally demonstrate synchronization of a pulsed electron source
to the driving field of the microwave guide and present phase-resolved measurements of
the electron guiding efficiency using the electrode design shown in Fig. 3.20(a). By these
means all electrons experience the same orientation of the driving electric field and hence
the impact of the microwave phase on the electron guiding efficiency can be studied. We
find that for specific microwave phases the guiding efficiency is maximized allowing the
electron beam a smoother passage from free space into the guiding potential.
3.5.1 Synchronous electron injection setup
In order to inject electrons at one specific phase of the microwave driving signal syn-
chronicity between the pulsed streaking source and the microwave drive of the guide has
to be established and maintained. In the following experiment this can be realized if the
phase of the microwave drive Ω · t+ ∆φ and the phase of the deflection element Ωdefl · t
obey the condition Ω · t = 2n · Ωdefl · t, where ∆φ is a variable phase shift and n is an
integer number.
We phase lock two analog signal generators and separately drive the microwave guide
at a frequency Ω and the pulsed source at Ωdefl. In order to achieve synchronous electron
injection, we set Ω = 2pi · 996 MHz and Ωdefl = 2pi · 99.6 MHz, corresponding to n = 5.
By inserting a variable phase shifter23 in the microwave drive of the guide, we can shift
the microwave phase of the guide relative to that of the pulsed source by a constant
phase ∆φ. Figure 3.23 shows a simplified schematic of the experimental setup, which





























Figure 3.23: Schematic of the microwave phase-resolved measurement setup. A
stable phase lock is established via the 10 MHz reference signal between two analog signal
generators in order to separately drive the microwave guiding chip and the pulsed source. We
insert a variable phase shifter in the signal path of the guiding chip to shift the microwave
phase of the guide relative to the pulsed source. The −180◦ phase shifter in the signal path
of the pulsed electron source yields an opposite sign of the deflection voltage Vdefl on the
upper and lower part of the deflection element.
23Mini-Circuits JSPHS-1000
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to the streaking element corresponding to a transit time of 105 ps. As can be seen in
Figure 3.11(b), the electron current of the pulsed streaking source reduces by about one
order of magnitude when applying a deflection voltage of Vdefl = 1.46 V. Here only at
every fifth oscillation of the guide’s microwave drive an electron pulse is injected. In
future experiments it would be favorable to increase the repetition rate of the streaking
source up to the driving frequency of the guide as this would allow a fivefold increase in
the detected count rate. As a result of the small electron currents, acquisition times up to
4 minutes are required in the measurements described in the following. Furthermore, we
made use of the active power stabilization described in Sec. 3.1.2 in order to account for
a drifting microwave signal attenuation originating from the additional variable phase
shifter in the microwave signal path of the guide.
3.5.2 Microwave phase-resolved guiding signals
Using the synchronized electron streaking gun we can measure guiding signals where the
timing of electron pulses is controlled with respect to the driving field of the microwave
guide. Figure 3.24(a) and (b) show two measured guiding signatures for ∆φ = 3◦ and
∆φ = 185◦. It can clearly be seen that the number of guided electrons as well as the






























































Figure 3.24: Microwave phase-resolved measurements. Electron signals are shown
for ∆φ = 3◦, in (a), and for ∆φ = 185◦, in (b), where the number of guided electrons is at
its maximum and minimum with respect to the microwave phase ∆φ. (c), Relative change
in count rate of guided (red triangles) and lost (blue dots) electrons as a function of ∆φ for
synchronous operation of the electron gun. When the gun is operated in asynchronous mode,
with Ωdefl = Ω/(2n)+2pi ·1 mHz and image integration times 11 mHz , we observe no change
in the guided and unguided signal (black squares). Every data point is an average over 240
images with 1 s exposure time. The lines correspond to sinusoidal fits of the measured data.
In Fig. 3.24(c) a quantitative measurement of the phase dependent electron guiding
efficiency is shown. The red triangles (blue dots) correspond to the relative change of
the integrated count rate of guided (lost) electrons as a function of the relative phase
∆φ. This measurement shows that the injection of electrons is highly dependent on
the microwave phase and hence the orientation of the electric field amplitude during
injection. The two curves corresponding to the integrated guided and lost electron signals
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are shifted in phase by 180◦ to each other. This confirms that we can increase (decrease)
the electron guiding efficiency by controlling the relative phase ∆φ. Note that these
observations can not be explained by a spurious loss mechanism that just occurs for
certain settings. The red (blue) lines correspond to sinusoidal fits from which we infer the
contrast of the modulated guided (lost) electron signal to be 50% (13%). The discrepancy
in the contrast of the guided and unguided signal can be attributed to the fact that not
all electrons that are lost from the guide are detected by the MCP detector. In order to
verify that the above measurement relies on a phase-resolved, synchronous measurement
we have carried out the exact same measurement with asynchronous phases. The result
is shown as black squares in Fig. 3.24(c). No modulation is observed.
The phase-resolved measurement described above demonstrates a viable strategy to
minimize the impact of unwanted fringing electric fields on the transverse electron motion
after injection into the guide. However, the temporal resolution is still limited as the
electron pulse duration only resolves half an oscillation of the microwave drive signal due
to the large energy spread of the thermionic source. In the following we briefly discuss
perspectives of important improvements of the electron guiding setup.
3.6 Next steps and future improvements
In order to combine the timing of 40 ps electron pulses with diffraction-limited electron
optics, we assembled a new, home-built electron source that is based on a metal nano-
tip electron emitter. The appropriate electron optics comprising a focusing Einzel lens
together with a quadrupole deflector and a deceleration stage is presented in Ch. 6.
Particle tracking simulations at kinetic energies down to 1 eV suggest that, due to suf-
ficiently low aberrations, focusing close to the diffraction limit should be possible with
this source. As an important feature, the lens design allows optical access to the nano-
tip. Hence, temporal control over the electron pulses can be achieved by laser-triggered
electron emission, which should allow the generation of electron pulses in the sub 100 fs
range [76, 77, 78].
The guiding signal obtained for the zigzag-shaped, optimized coupling structure in
Sec. 3.4.3 indicate that, due to the reduced fringing fields, the observed electron losses
are mainly produced by the poor beam quality of the thermionic source. In Ch. 6 we
present measurements using the field emission electron gun with highly collimated and
focused electron beam with a diameter on the order of ∼ 1µm and opening angle of
θ ∼ 1 mrad. As a result we observe a much more collimated guiding signal that barely
contains any electron losses. This already indicates the superior properties of the field
emission gun with respect to the thermionic source. However, so far the field emission
gun is limited to electron energies above 5 eV and requires further improvements.
Apart from the electron gun, an important development for the adiabatic injection of
electrons into the guide are electrically long microwave substrates. Taking into account
traveling microwave signals for the guiding of electrons will allow to drive the guide with
Ω = 2pi · 2.8 GHz and V0 = 72 V. Currently electron guiding experiments are restricted
to electrically short structures, which limits the drive frequencies to Ω < 2pi · 1.25 GHz.
To this end impedance matched, electrically long guiding structures are required [20].
4 A microwave chip-based beam
splitter for guided electrons
A beam splitter is the quintessential component in many modern physics experiments.
The visualization of the quantum mechanical phase hinges on it. Its various realizations
have enabled the observation of most fundamental physics phenomena like quantum
optics experiments with photons [79], many-body interference experiments with cold
atoms in optical lattices [80], neutron interferometry [81] and fundamental interference
studies with heavy molecules [82], all resting on various realizations of beam splitters.
Prominent among these studies are interference experiments with electrons, which have
enabled groundbreaking insight into, for example, the wave-particle duality with massive
particles [2, 7, 8, 5] and the Aharanov-Bohm effect [10].
A plethora of electron interferometry experiments [13] was triggered by the invention
of the electrostatic biprism in 1955 [9]. It is a relatively rugged transverse beam splitting
element and also serves as a workhorse in modern commercial electron microscopes that
employ holographic techniques [83, 84].
In this chapter we show the concept and the experimental demonstration of a new
beam splitter for slow electrons with energies in the electron-volt range, based on finely
structured microwave fields. We demonstrate the splitting of a low-energy guided elec-
tron beam by means of a microwave pseudopotential formed above a planar chip sub-
strate. Beam splitting arises from gradually transforming the transverse guiding poten-
tial for an electron beam from a single-well harmonic confinement into a double-well,
thereby generating two separated output beams with 5 mm lateral spacing.
4.1 Beam splitter electrode design
As discussed in great detail in the previous chapters, the guiding of electrons above a
planar microwave substrate is based on the generation of oscillating quadrupole electric
fields with an oscillation frequency lying in the microwave range. Using higher orders in
the multipole expansion of the electric field, more complex guiding potentials such as a
double-well potential can be generated. In the following we will derive a suitable beam
splitter chip electrode design to generate a pseudopotential junction, where electrons are
initially injected into a quadrupole guiding potential that slowly emerges into a double-
well potential along the guide. The guided electron beam is symmetrically divided by
the separating minima of the double-well pseudopotential resulting in two guided output
electron beams behind the beam splitter chip.
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4.1.1 Ideal hexapole intersection
A detailed study on the construction of an ideal 2-dimensional pseudopotential intersec-
tion based on higher order electric fields can be found in Ref. [85]. Here we resume the
analysis given in Ref. [85] to provide an intuitive understanding for the design criteria
of the planar beam splitter chip.
To find the suitable electric field for the generation of a beam splitter pseudopotential,
it can be expanded around the intersection point at the origin,





Here di denotes the dipole components, qi,j = ∂jEi the quadrupole terms and hi,j,k =
∂j∂kEi the hexapole components of the electric field. Summation over repeated indices is
implied. As will be seen later, it is sufficient to consider only electric field components up
to hexapole order. According to Maxwell’s equations the electric field, which is related
to the electric potential by E(r) = −∇V (r), has to be irrotational, ∇ × E(r) = 0,
and divergence-free, ∇E(r) = 0, as required by the Laplace equation ∂i∂iV (r) = 0. As
a consequence, the quadrupole terms qi,j must be symmetric, qi,j = qj,i, and traceless,
qi,i = 0. For the hexapole terms this yields the following constraints: hi,j,k = hi,k,j = hj,i,k
and hi,i,j = 0 with i ≤ j ≤ k.
Furthermore, requiring that there are two paths γi(r) of zero electric field, which
intersect at the origin, constrains the dipole and quadrupole electric field components
di = qi,j = 0 and leaves a unique set of the hexapole components that give rise to a
hexapole electric field of the form
E(r) = 3αX
 2xzcos2(θ)−2yzsin2(θ)
(z2 − y2)sin2(θ)− (z2 − x2)cos2(θ)
 . (4.2)
Here the only unknown constants remaining are the amplitude αX and the opening angle
θ, which is the angle between the zero-field paths γi(r) close to their intersection point.
In direct vicinity to the intersection point these paths lie on the curves given by
x = ±tan(θ)y for z = 0. (4.3)
The electric field given in Eq. 4.2 describes an ideal 2-dimensional intersection based
on purely hexapole electric fields. Fig. 4.1(a) shows an isopotential surface of the pseu-
dopotential Ψ that is generated when inserting Eq. 4.2 in Eq. 2.11 with θ = pi/20. It
is important to note that as a result of Maxwell’s equations any hexapole intersection
always consists of two incoming and two outgoing field minimum paths, often referred to
as X-junction. It also implies that no ideal Y-junction can exist where a single incoming
path symmetrically divides into two output paths at the intersection point. However,
because of the longitudinal electron energy an X-junction electron beam splitter with
equal beam splitting ratio is hard to realize as electrons would preferentially traverse
the junction in a straight line, as indicated by the red arrows in Fig. 4.1(a).
A symmetric junction, very similar to a Y-junction, can be obtained from a hexapole
intersection when adding a small electric field component Ez = αHy in the vertical









Figure 4.1: Isopotential surfaces of an ideal hexapole intersection. (a) Isopotential
surface of the ideal hexapole intersection according to Eq. 4.2 with an opening angle θ = pi/20
and αX = 1/3. (b) When adding a vertical electric field Ez = αHy the incoming zero field
paths γi(r) may be rotated into the yz -plane. Here the isopotential is plotted with θ = pi/40,
αX = 1/3 and αH = 0.15.
direction. The vertical electric field effectively rotates the two incoming beam splitter
paths into the yz -plane, which is shown in Fig. 4.1(b). As a result, when injecting
the electron beam into one of the incoming paths the electron beam is symmetrically
divided with respect to the lateral x-direction resulting in two outgoing paths. However,
the presence of the additional fourth port may influence the electron trajectories in close
vicinity of the beam splitter junction and in most cases this will lead to an excitation of
the electron trajectories or even loss of electrons from the beam splitter pseudopotential.
Because this additional port cannot be avoided, we will perform a numerical optimization
of the precise shape of the beam splitter potential in the next section to minimize the
influence of the additional port on the guided electrons.
In order to realize such a symmetric intersection a suitable electrode structure has to
be derived that generates the required electric fields. Similar to the conformal mapping of
a circular quadrupole geometry described in Sec. 2.2.1, a hexapole geometry may also be
folded on a planar chip substrate. Here the six electrodes of the circular geometry give rise
to seven electrodes in the planar surface-electrode design. In order to achieve a transition
from a single-well harmonic confinement at the beginning of the chip to a hexapole
intersection point that splits the guided electron beam, we introduce a tapered central
electrode that continuously transforms the electrode pattern from five electrodes to seven
electrodes. This central electrode also generates the vertical field component Ez that
rotates the incoming paths into the xz-plane. Precise control over the electrode shape
allows for a smooth transition of the electric field above the substrate from quadrupole
to hexapole symmetry along the horizontal y-direction.
Figure 4.2 shows a top view on the beam splitter chip electrode design. The mi-
crowave signal is fed to the red electrodes, whereas the blue areas are grounded. The
electric field line plots in Fig. 4.2 indicate the transition of the electric fields from quad-
rupole to hexapole symmetry in the vertical xz -plane. These electric field line plots are
based on ideally symmetric quadrupole and hexapole fields as can be obtained from the
quadrupole potential in Eq. 2.2 and the hexapole fields in Eq. 4.2. In order to obtain
a suitable beam splitter potential and to reduce the influence of the unwanted beam
splitter port on the guided electrons we perform a numerical optimization of the shape
of chip electrodes.
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Figure 4.2: Conceptual electrode layout of the planar beam splitter chip and
electric field line plots along the electrodes. The chip electrodes are shown from a
top view with microwave signal applied to the red electrodes. The remaining blue area is
grounded. By means of the tapered central electrode the transition of the electric fields from
quadrupole to hexapole symmetry is achieved, as indicated by the electric field line plots.
For clarity, the field lines of ideally symmetric quadrupole and hexapole fields are plotted
here. The electrode design shown here is used as a starting point for the the optimization
described in Sec. 4.1.2.
4.1.2 Numerical optimization of electrode layout
In order to achieve a smooth transition from quadrupole to hexapole electric fields along
the y-axis we have used the Surface Pattern package [74, 56, 75] to numerically optimize
the shape of the chip electrodes. Electrons are injected into the guiding potential at the
substrate edge and are then guided along the potential minimum path γ(r) towards the
beam splitter junction. Here the electron beam is symmetrically split-up and electrons
follow the separating paths of the beam splitter pseudopotential.
This optimization routine uses a Nelder-Mead simplex algorithm, a built-in func-
tion in MATHEMATICA, to minimize a scalar merit function M by systematic variation
of the position of a predetermined number of points (see green dots in Fig. 4.2), which
parametrize the shape of the chip electrodes. Changes to the electrode shape are realized
according to a planar symmetry around x = 0. The beam splitter electrode optimiza-
tion is divided into three subsequent parts as different, competing merit functions are
required at different locations along the beam splitter electrodes. The merit function





dy [a1Ψ(γ(r)) + a2 |∂yΨ(γ(r))|+ a3 |∂zΨ(γ(r))|+
+a4[ωz,0 − ∂2zΨ(γ(r))]− a5 ∂2xΨ(0, y, R0) ].
(4.4)
The first term minimizes the value of the pseudopotential minimum along the beam
splitter path γ(r). The second term minimizes abrupt changes of the pseudopotential
minimum along the longitudinal y-direction, whereas the vertical pseudopotential gra-
dient is minimized by the third term. This way, unwanted excitations in the motion
of guided electrons during the splitting process are reduced. The fourth component of
the merit function results in a constant vertical trap frequency along the beam splitter
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with an intended vertical trap frequency of ωz,0 = 2pi · 100 MHz for a drive frequency
Ω = 2pi · 1 GHz, V0 = 30 V and R0 = 450µm. Most importantly, the last term in Eq. 4.4
increases the lateral potential curvature along the x -direction. This term ensures efficient
beam splitting by creating a lateral deflection force for electrons away from symmetry
axis of the beam splitter potential. As will be shown later by means of particle tracking
simulations, the lateral gradient of the beam splitter potential along the x -axis defines
the strength of the beam splitting effect and limits the maximum possible longitudinal
electron kinetic energy that is allowed for beam splitting. The minus sign in front of the
fifth term in Eq. 4.4 results in a maximization of the beam splitter transverse curvature.
The constants ai allow to weight the different contributions to the merit function, as
will be discussed in the following. The optimization of the beam splitter electrode shape
is performed in three consecutive steps. For each step a set of suitable constants ai has
to be found. In fact, this was done by a brute force testing of weighting constants until
a satisfactory result was obtained. Future optimizations of the electrode shape that find
optimum constants ai in a quantitative way may therefore obtained much better results.
The first step of the beam splitter electrode optimization is to provide a smooth injec-
tion from the electron source into the guiding potential. This part of the optimization is
very similar to the one described in Sec. 3.4. Electrons are injected into the pseudopoten-
tial at the substrate edge at a height of 450µm above the chip surface. In order to provide
a smooth transition into the guiding potential, we optimize the coupling structure on the
first 15 mm along the electrodes (y1 = 0 mm and y2 = 15 mm). This part of the optimiza-
tion focuses on minimizing vertical gradients by choosing the coefficients ai according to
a1 = 10/Ψ(γ0), a2 = 10/ |∂yΨ(γ0)|, a3 = 80/ |∂zΨ(γ0)| a4 = 30/[ωz,0−∂2zΨ(γ0)], a5 = 0.
Here γ0(r) is the original beam splitter path, which is obtained for the non-optimized
electrode structure shown in Fig. 4.2.
In a subsequent optimization the region from y1 = 15 mm to y2 = 30 mm is addressed
where the splitting of the electron beam arises. This part of the optimization is crucial as
it includes the beam splitter intersection point. Because of the hexapole field symmetry
an additional, unwanted potential minimum path converges towards the path of guided
electrons at the junction and weakens the vertical confinement of the beam splitter
potential. At the same time a potential gradient in the lateral x -direction forms as a
result of the formation of the double-well potential. This gradient is essential in order
to deflect the electron beam in the lateral direction into the separating beam splitter
paths. The numerical optimization of the electrode layout in a region from y1 = 15 mm
to y2 = 30 mm uses a merit function M according to the coefficients a1 = 100/Ψ(γ0),
a2 = 0, a3 = 10/ |∂zΨ(γ0)|, a4 = 10/[ωz,0 − ∂2zΨ(γ0)] and a5 = 10/∂2xΨ(0, y, R0).
Finally, the remaining part of the beam splitter electrodes is optimized. This last
segment separates the split-up electron beams and guides them towards the end of the
beam splitter chip where the electrons are released into free space. The corresponding
optimization of the electrode pattern minimizes the pseudopotential minimum and pseu-
dopotential gradients along the y- and z -direction along the path of guided electrons.
Here, a1 = 20/Ψ(γ0), a2 = 20/ |∂yΨ(γ0)|, a3 = 80/ |∂zΨ(γ0)|, a4 = 0 and a5 = 0.
Fig. 4.3(a) shows the numerically optimized electrode design of the planar beam split-
ter chip [86] together with electric field line plots in the transverse xz -plane at three
locations along the planar electrode structure. The electric field line plots have been
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Figure 4.3: Numerically optimized electrode design of the planar beam splitter
chip and pseudopotential simulations. (a), Optimized beam splitter electrode design
obtained from the numerical optimization. (b), Cut through the electrode plane at y =
6.5 mm. The pseudopotential minimum forms at a height of 450µm above the substrate
providing harmonic confinement. (c), At y = 17 mm the additional central electrode, with a
width of 160µm, leads to the creation of a double-well pseudopotential with a separation of
150µm between the minima. A fourfold magnified zoom-in is shown in the inset with a 50
times amplified color code. By increasing the width of the center electrode the separation of
the double-well minima is gradually increased. (d), At y = 30 mm the central electrode is
260µm wide, leading to a separation of the minima of 400µm. The microwave parameters
in the simulation are Ω = 2pi · 1 GHz and V0 = 16 V. (e), (f), Electric field line plots that
are created by the optimized electrode design in (a) at y = 6.5 mm and y = 17.5 mm.
obtained from simulating the electric field that is created by the planar electrode struc-
ture. At a position of y = 14.6 mm along the chip, the electric field is governed by a
strong quadrupole component leading to the creation of a saddle point in the center, as
indicated by the red cross. As a result, the transverse pseudopotential forms a minimum
at the saddle point. A slight change in the electrode geometry allows us to increase the
hexapole component of the electric field along the chip electrodes. The hexapole field
gives raise to an additional saddle point that continuously approaches the saddle point,
which forms the guiding potential minimum, from the chip surface. This is indicated in
the field line plot at y = 15.3 mm. Further along the chip, both saddle points converge,
intersect and subsequently depart in the transverse direction as shown in the field line
plot beyond the intersection point at y = 16 mm. In Fig. 4.3(b) a simulation of the pseu-
dopotential formed by the quadrupole electric fields above the planar five-wire electrode
geometry at y = 6.5 mm is shown. The pseudopotential further along the chip electrodes
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at y = 17 mm is shown in Fig. 4.3(c). As required, the additional central signal electrode
leads to the creation of a double-well pseudopotential. By adjusting the width of the
central electrode the separation of the double well can be designed. The separation of the
double-well minima is 150µm in Fig. 4.3(c) and 400µm in Fig. 4.3(d), which shows the
pseudopotential in a cut through the electrode plane at y = 30 mm. At y = 17 mm and
y = 30 mm, the barrier height between the wells is 0.5 meV and 11.5 meV, respectively.
The optimized beam splitter pseudopotential with Ω = 2pi · 1 GHz and V0 = 16V is
shown in Fig. 4.4. In Fig. 4.4(a) the pseudopotential is plotted in the xy-plane. As the
height of the pseudopotential minimum zmin varies along the chip electrodes, this plot is
obtained by calculating zmin for every point along y and then plotting Ψ(x, y, zmin(y)).
Similarly, the pseudopotential in the zy-plane is plotted in Fig. 4.4(b) by calculating
xmin(y) and plotting Ψ(xmin(y), y, z). Because of fringing electric fields close to the
substrate edge, the potential minimum is about 1.5 meV on the first 7 mm along the
chip electrodes until quadrupolar fields are fully developed leading to a field null along
the guide. Further along the electrodes, the intersection point of the beam splitter forms
at about y = 16 mm. Here, an additional potential minimum path converges towards the
beam splitter path from the substrate surface, as can be seen in Fig. 4.4(b). As described
in Sec. 4.1.1, the additional field minimum path is fundamentally related to hexapole
symmetry of the electric field and can not be avoided. As a result, this path deteriorates
the guiding potential in the vertical z -direction and weakens the confinement. As a
consequence the pseudopotential minimum, which initially is at z = 450µm, approaches
the substrate down to z = 350µm at the beam splitter junction. Therefore, the trap
frequency as well as the confinement are increased according to ∝ 1/R20, as can be
seen from Eq. 2.15 and Eq. 2.16. However, it should be noted that as a result of the
changing field symmetry along the guiding chip, from quadrupole to hexapole symmetry,
the effective quadrupole strength η and the relative potential depth u vary along the
y-direction. As described in Sec. 2.2, this results directly in a changing of the trap
parameters ω, U and q along y. For example, right at the intersection point the electric
field obeys a pure hexapole symmetry and therefore the effective quadrupole strength
η goes to zero and similarly the trap frequency ω. In the remainder of this chapter we
always specify the trap parameters ω, U and q at the position y = 10 mm where the
quadrupolar fields are most developed. At y = 10 we find η = 0.205, u = 0.007 and
R0 = 444µm. For the typical drive parameters that we use in the experiments later,
Ω = 2pi · 1 GHz and V0 = 16 V, this corresponds to a trap frequency ω = 2pi · 52 MHz, a
pseudopotential depth U = 10 meV and q = 0.15.
From y = 20 mm to y = 30 mm the splitting region is established where the elec-
tron beam is smoothly separated into the linearly separating beam splitter paths. Fur-
ther along the chip electrodes an increasing separation of the split-up electron beam is
achieved by the rapidly increasing distance between the beam splitter paths.
The so optimized beam splitter electrode design is based on the minimization of the
merit function M as described above. However, the merit function contains several com-
peting terms, which makes it hard to obtain a quantitative understanding of the quality
of the chip design that results from the optimization. A more direct and intuitive under-
standing can be obtained from particle tracking simulations. In order to confirm if the
optimized beam splitter electrode design provides stable beam splitting and whether it
























































Figure 4.4: Pseudopotential of the optimized beam splitter design. (a), Color plot
of the pseudopotential Ψ in the xy-plane parallel to the chip surface. As the height of the
pseudopotential minimum zmin varies along the chip electrodes this plot is obtained by
calculating zmin for every point along y and then plotting Ψ(x, y, zmin(y)). (b) Color plot
of Ψ in the vertical zy-plane. Here xmin(y) is inserted for every position along y. The drive
parameters in the simulations are Ω = 2pi · 1 GHz and V0 = 16V .
is suited for the experimental realization, we simulate electron trajectories with exper-
imentally achievable microwave parameters, realistic electron energies and also include
the electron optical properties of the thermionic electron gun. This thermionic electron
gun is also employed in the experiments and is described in Sec. 3.1.3.
4.2 Particle trajectory simulations
We perform classical particle tracking simulations taking into account the oscillating
electric field of the optimized beam splitter chip. The simulations gather 1000 particle
trajectories in total that are released at the substrate edge y = 0 mm. More specifically,
100 rays are homogeneously distributed on a disk with a diameter of 100µm and tra-
jectories are released at ten different instants in time with respect to the phase of the
microwave electric field. This allows us to study if the beam splitting depends on the
phase of the microwave drive. The planar symmetry of the beam splitter potential is
also reflected in the electron trajectories, which obey the same symmetry when being
released at positions along the negative or positive x -axis.
We simulate electron trajectories with microwave drive parameters of Ω = 2pi · 1 GHz
and V0 = 16 V. Fig. 4.5(a) shows a top view on the simulated electron trajectories in
the xy-plane. Clearly, the electrons perform oscillations after injection into the guiding
potential with a spatial period of 14 mm corresponding to a trap frequency of ω = 2pi ·
50 MHz at an electron kinetic energy of 1.5 eV. In the splitting region from y = 20 mm to
y = 30 mm the beam becomes symmetrically divided in the lateral x-direction. The color
scale illustrates the initial lateral displacement of the electrons along the x -axis. The
chip electrodes are indicated in light blue. In Fig. 4.5(b) the same trajectories are plotted
in the vertical zy-plane. As can be seen, the electrons follow the beam splitter path γ(r)
that bends down towards the substrate when approaching the beam splitter junction
at x ∼ 16 mm. Apparently, electrons released closest to the symmetry axis of the beam
splitter potential [blue lines in Fig. 4.5(b)] are preferentially lost from the beam splitter
potential in the vertical z -direction. This can be understood by considering the extreme
case of an electron traveling perfectly along the symmetry axis of the beam splitter
potential. Such a classical trajectory does not encounter any potential gradient in the
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lateral x -direction and therefore no deflecting force. As a result, this trajectory cannot
follow the pseudopotential minimum paths of the separating double wells and is only
deflected away perpendicularly to the substrate. For this reason electrons that propagate
closest to the symmetry axis may become lost from the beam splitter potential. Using
quantum mechanical simulations we will show in Sec. 4.5 that lossless, adiabatic splitting
of an electron beam can be achieved by means of an optimized beam splitter potential.
















































































Figure 4.5: Electron trajectory simulations of the beam splitting with
Ekin = 1.5 eV. (a), Electron trajectories in the xy-plane. The electrons perform a secu-
lar oscillation on the first 16 mm along the guide. At the beam splitter junction the beam
becomes symmetrically divided and two split-up, guided beams are obtained. (b), Electron
trajectories in the vertical zy-plane. Only trajectories that where released closest to the
symmetry axis (blue lines) become lost in the vertical z-direction. (c), Simulated detector
signal obtained from the trajectories in (a) and (b). The trajectories are simulated with
Ω = 2pi ·1 GHz and V0 = 16 V corresponding to ω = 2pi ·52 MHz, U = 10 meV and q = 0.15.
From the particle tracking simulations we can deduce the position of the electron
trajectories when being detected at the MCP detector. Fig. 4.5(c) shows a simulated
beam splitter signal. It comprises two guided components around x = 2.5 mm and
x = −2.5 mm, which contains electrons that successfully followed the beam splitter
paths. In between these components there are several trajectories that were lost from
the guiding potential. Again the color scale shows that electrons that are released closest
to the symmetry axis (blue dots) become primarily lost. For these specific microwave pa-
rameters and kinetic electron energy of 1.5 eV we find that all trajectories with an initial
lateral displacement x0 > 650 nm are successfully guided by the beam splitter potential.
We also find that the microwave phase does not significantly influence the beam splitting
process. Analyzing the phase dependence of trajectories that were released with different
microwave phases but at the same initial position, we find that they all end up within
a small area of the simulated signal, which is significantly smaller than the area of the
guided components shown in Fig. 4.5(c). As a result, it is found that the initial position
of the electrons within the beam almost fully determines the path taken by electrons
within the beam splitter potential and the microwave phase has only a minor influence
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on the trajectories. This is an important finding, as a strong microwave phase depen-
dence of the trajectories would result in a phase dependent detector signal, similar to
microwave phase effects described in Sec. 3.3. However, in an interference measurement,
where the two output beams are overlapped on a detector behind the beam splitter, the
signal would be integrated over all phases and, hence, lead to a reduced fringe contrast


























































































Figure 4.6: Simulated stability plots of the beam splitting with Ekin = 1.5 eV.
(a), Stability diagram of electron beam splitting as a function of the drive parameters Ω
and V0. The color scale depicts the fraction of guided electrons and indicates the region
of stable splitting. (b), Stability diagram from the same simulations as a function of the
trap parameters ω and q. The specific values of the trap parameters vary along the chip
electrodes and are given at a position y = 10 mm here. The area stable splitting is restricted
to trap frequencies larger than ωmin = 2pi · 45 MHz and a stability parameter smaller than
qmax = 0.33.
In order to investigate the efficiency of the beam splitting with respect to the mi-
crowave drive parameters we have simulated electron trajectories for varying Ω and V0.
In Fig. 4.6(a) the color scale shows the ratio of the electrons ending up in the guided
components and the number of lost electrons as a function of the microwave parameters
at an electron energy of 1.5 eV. Accordingly, red dots correspond to a large fraction of
electrons ending up in the split-up components, whereas green dots indicate large elec-
tron loss from the beam splitter potential. Clearly, the region of stable splitting increases
for larger Ω. However, even at Ω = 2pi ·800 MHz stable beam splitting is observed in the
simulations.
The detailed structure of the stability plot can be more intuitively understood as a
function of the trap parameters q and ω, as shown in Fig. 4.6(b). The area of stable
beam splitting is mainly restricted to a region with ω > 2pi · 45 MHz and q < 0.33.
Generally, a large trap frequency ω is favorable for the splitting process as this results
in a larger beam splitter curvature of the pseudopotential and hence stronger deflecting
forces at the beam splitter junction. Moreover, small stability parameters are important
to achieve smooth injection of the electron into the beam splitter potential (see detailed
discussion in Sec. 3.3). For large q, electrons preform an excited oscillatory motion when
reaching the beam splitter junction and are further excited by the approaching fourth
port of the pseudopotential. As a result, for a stability q > qmax, electrons are lost from
the beam splitter potential.
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With regard to the experimental implementation we can deduce from Fig. 4.5(a)
that the beam splitter microwave chip should support microwave frequencies in a range
larger than 800 MHz and that simultaneously voltage amplitudes above 15 V are required
for stable splitting. In the following subsection the realization of such a beam splitter
microwave substrate is described.
4.3 Microwave design of the beam splitter chip
The electron beam splitter is implemented on a planar microwave chip design that was
manufactured by a commercial supplier1. It consists of a 0.76 mm thick microwave com-
patible Rogers RO4350B laminate coated with a 20µm layer of gold-plated copper. The
fabrication of the tapered central electrode that creates the transition from quadrupole
to hexapole electric fields above the surface of the substrate requires a photo-lithographic
process to achieve small isolating gaps with precise and smooth edges. Using the photo
resist as mask, the electrodes are then defined by chemical etching of 50µm wide gaps
along the electrode contours into the metal layer. Furthermore, the diameter of the
plated through-hole that feeds the microwave signal from the backside of the chip to the
central electrode on the top side has to be significantly smaller than the width of the
electrode, which is 100µm wide. To this end, the through-holes are fabricated in two
consecutive steps. First, holes with a diameter of 200µm are drilled from the backside
just 500 micron deep. The remaing 260µm thick substrate is laser-drilled yielding a hole




Figure 4.7: Electron beam splitter microwave substrate. (a), Top side of the mi-
crowave substrate comprising the numerically optimized beam splitter electrodes. (b) Back
side of the chip showing the microwave feeding line with the mitered bend and impedance
taper for improved frequency response. The inset shows a zoom on the plated through holes
with a diameter of 200µm on the backside. They transmit the signal from the feeding line
to the beam splitter electrodes on the top side.
Compared to the guiding substrates presented in Sec. 3.1.1 two important improve-
ments have been incorporated in the feeding coplanar waveguide (cpw) structure on
the back side of the chip. In order to symmetrically feed all electrodes, the feeding
cpw comprises a 90◦ mitered bend, as shown in Fig. 4.7(b). By these means the last
1Optiprint AG, Auerstrasse 37, CH-9442 Berneck, Switzerland, www.optiprint.ch
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third of the feeding cpw is aligned parallel to the beam splitter electrodes on the top
side and all electrodes are fed symmetrically. As a second improvement, a triangular
impedance taper was implemented in the cpw layout. This is required as the geometry
of the guiding electrodes is optimized in order to generate the required electric fields
for electron guiding and typically results in a characteristic impedance of the electrode
structure of Z0 = 15 Ω. On the other hand, we use a standard microwave generator
with a 50-Ω-matched output as well as 50-Ω SMA connectors to transmit the microwave
signal onto the guiding chip. In order to avoid reflections of the microwave signal at
impedance discontinuities, the impedance taper has been implemented in the feeding
cpw. Figure 4.7(b) shows the implementation of a triangular impedance taper from 50 Ω
down to 25 Ω [58]. This taper is restricted to 25 Ω because of the limited space on the




































































































Figure 4.8: Microwave simulations of the beam splitter chip’s frequency response.
The frequency response of the microwave chip is compared for two different feeding cpw
designs. (a), Sketch indicating both cpw designs that are compared in the simulations. The
optimized layout of the microwave feeding line comprising an impedance taper and a mitered
bend is drawn in red. The cpw design used in previous experiments is indicated by the blue
dashed lines. (b), Microwave voltage amplitudes V0 on the three signal electrodes of the
beam splitter chip at y = 7 mm. The solid red lines corresponds to the simulation using
the optimized cpw design, whereas the blue dashed lines correspond to the previous design.
(c), shows a zoom of (b) in a frequency range from 0.6 to 1.4 GHz. The variation of V0
across the signal electrodes is reduced to below 6% for the optimized feeding line. From the
same simulations we obtain the microwave voltage amplitude on the signal electrodes (for
the optimized cpw design) at three different locations along the chip. (d), Sketch indicating
the positions where the microwave voltages, shown in (e), are deduced from the simulation.
At every location the voltage on the three chip electrodes is measured. (e), The red lines
correspond to V0 taken at y = 7 mm, the blue lines at y = 20 mm and the green lines at the
end of the chip at y = 36 mm. (f), shows a zoom of (e).
We have used a high frequency time domain simulation software2 to simulate the fre-
quency response of the beam splitter chip. First we want to investigate the performance
of the feeding cpw design that we have implemented on the beam splitter microwave chip.
2CST Microwave Studio
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The sketch in Fig. 4.8(a) shows the two different feeding cpws that have been compared
in the simulation. The cpw design that is incorporated on the beam splitter chip is indi-
cated in red. It comprises an impedance taper and a 90◦ mitered bend. As a result of the
mitered bend, the last third of the cpw is oriented parallel to the chip electrodes leading
to a symmetric feeding of the beam splitter electrodes. For comparison, the feeding line
that was incorporated in previous chip designs is indicated by the dashed blue lines. It
has 50 Ω impedance along its entire length and connects the electrodes at a right angle,
which may result in an asymmetric feeding of the chip electrode that is on the far side of
the cpw with respect to the electrode that is on the side from which the cpw approaches.
Figure 4.8(b) shows the result of the microwave simulation in a frequency range up to
1.6 GHz with an injected microwave power of P = 1W . The resulting microwave voltage
amplitude V0 on the electrodes is plotted against the microwave frequency. The red lines
correspond to a simulation with the optimized cpw design, whereas the blue dashed
line corresponds to the previous design [as shown in Fig. 4.8(a)]. In both simulations
the frequency response is measured at y = 7 mm and on all three microwave signal
electrodes, which are labeled as electrodes (1), (2) and (3) in the inset to Fig. 4.8(b).
Figure 4.8(c) shows a zoomed area of Fig. 4.8(b). The optimized feeding line (red lines
in the figure) clearly results in a reduced voltage variation across the chip electrodes,
which is observed when comparing the obtained voltages on electrode (1), (2) and (3).
From Fig. 4.8(c) we deduce that for the cpw oriented vertically to the signal electrodes
the variation of the electrode voltages on the three signal electrodes amounts to 17% at
a frequency of 1 GHz. We obtain the highest voltage of 5.7 V for electrode (1), which is
on the far side of the cpw, while the voltage on electrode (2), the center electrode, is
5.1 V and for the electrode (3) on the cpw side 4.8 V. The optimized feeding cpw design
with the last third oriented parallel to the chip electrodes features a symmetric feeding
of the beam splitter electrodes, which reduces this voltage asymmetry to below 6%. This
reduction of the voltage asymmetry in the lateral dimension is important as different
voltage amplitudes at a given y-position across the microwave electrodes will deteriorate
the simulated beam splitter potential, described in Sec. 4.1.2, and might result in an
asymmetric splitting of the electron beam.
Similarly, we can deduce the voltage amplitude at different positions in the longitu-
dinal direction along the chip electrodes. The chip electrodes are L = 37 mm long and
comparable in length to one quarter of the microwave wavelength of about λ/4 = 50 mm
at 1 GHz. As a consequence, the microwave chip can be considered as electrically short
and a standing voltage signal is established on the electrodes. However, as L is similar
to λ/4 a voltage drop from the termination of the chip electrodes towards the center
of the chip may be expected. Figure 4.8(d) indicates the three positions along the chip
electrodes where the voltage amplitudes V0 have been deduced from the simulation. The
voltage amplitudes V0 that are measured on the three electrodes at the different posi-
tions along the chip are shown in Fig. 4.8(e). The red lines correspond to the microwave
voltage amplitudes at Pos. (1) for y = 7 mm, the blue lines correspond to V0 at Pos. (2)
in the chip center at y = 20 mm and the green lines are measured at Pos. (3) towards the
end of the electrodes at y = 36 mm. Fig. 4.8(e) shows a zoom-in of (d) in the frequency
range that is of interest for the beam splitting experiment. We find that the voltages
measured at the center of the chip, which correspond to the blue lines, are smaller than
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the measured voltages at the start [red lines, Pos. (1)] and the end [green lines, Pos. 3] of
the chip. This effect can be attributed to the voltage drop arising from the comparable
length of the chip electrodes to one quarter wavelength. Furthermore, we find that the
variations of the voltages measured at different positions along the chip are compara-
ble to the lateral variation of the voltages on the three electrodes. At this point, we
can not give quantitative explanation of the specific voltage variations observed in the
simulations. In order to obtain a better understanding, a measurement of the frequency
response of the beam splitter microwave substrate (as described in Sec. 3.1.2) has to be
performed in the future. So far, this was experimentally not possible as no suitable tip
of the Picoprobe high impedance probe was available. For such a measurement one will
need a custom high impedance probe that matches the geometry of the beam splitter
electrodes.
The stability diagram, shown in Fig. 4.5(a), indicates the regions where stable elec-
tron beam splitting is expected from particle tracking simulations. Accordingly, voltage
amplitudes V0 in the range from 15 V to 35 V are required in a frequency range from
Ω = 2pi · 800 MHz to Ω = 2pi · 1100 MHz to experimentally access this stable region.
The microwave simulations are performed for an injected microwave power P = 1 W. In
the experiment, we achieve an amplified microwave power of about 100 W. Taking into
account the typical attenuation of the microwave equipment and cables of 2.2 dB, we can
inject a microwave power of ∼ 60 W to the beam splitter chip. The achievable voltage
amplitude V0 scales with ∝
√
P resulting in a factor of
√
60 = 7.75 in V0 as compared
to the microwave simulations. Scaling the V0 obtained from the simulation accordingly,
we can achieve voltages up to 35 V for microwave frequencies in a range up to 1.03 GHz,
whereas 15 V can be obtained in the full range of the microwave simulation.
4.4 Demonstration of electron beam splitting
The previous sections described the essential steps in designing a suitable microwave
chip for the demonstration of on-chip electron beam splitting. The experimental demon-
stration of the electron beam splitting described in the following represents a first and
decisive step towards guided electron interferometry integrated on a planar microwave
chip. Figure 4.9 shows a photograph of the experimental setup employed for the demon-
stration of electron beam splitting. A thermionic electron source generates a beam of
slow electrons that is injected into the guiding potential above the surface of the planar
microwave beam splitter chip. Electrons are guided in the beam splitter potential along
the chip electrodes and are detected on the MCP electron detector that is placed behind
a copper shield at the end of the substrate. Successful beam splitting is detected if two
guided and spatially separated beams are observed on the detector screen.
4.4.1 Experimental beam splitter signal
We use the thermionic electron gun described in Ch. 3 for the beam splitter experiment.
It reliably generates an electron beam with kinetic energies ranging from 1 to 10 eV and
beam currents on the order of several ten femtoamperes. For the experiments described
in the following, the streaking element has been removed to boost the electron count
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Figure 4.9: Photograph of the experimental setup employed for electron beam
splitting. The thermionic electron source (left) generates a beam of slow electrons that
is injected into the guiding potential above the surface of the beam splitter chip (center).
Electrons travel along the chip electrodes and are detected on the MCP electron detector
(right, hidden behind copper shield).
rate. The beam is collimated using two apertures resulting in a full opening angle of
14 mrad (= 0.8◦) and a spot diameter of about 100µm at the guide entrance. Electrons
are injected into the guiding potential and propagate along the beam splitter chip. They
leave the guiding chip at y = 40 mm and are detected on a microchannel plate (MCP)
electron detector after traveling 10 mm in free space. Images of the phosphor screen
behind the MCP are recorded by a CCD camera.
The experiments are performed with a drive frequency of Ω = 2pi ·990 MHz and an on-
chip microwave power of 4.3 W. Taking into account the simulated frequency response of
the beam splitter electrode layout this results in a microwave voltage amplitude of V0 ≈
16 V. It should be noted, however, that after testing various beam splitter microwave
chips we observed that not all of the substrates showed a consistent frequency response.
For this reason, the values given for V0 are only a rough estimate. In future experiments
a direct measurement of the frequency response of the beam splitter substrate will allow
us to determine V0 experimentally, which will also make the comparison between particle
trajectory simulations and the measured signal more reliable.
Fig. 4.10(a) shows the detector signal recorded for Ekin = 1.5 eV and the microwave
parameters given above. We clearly observe an electron signal with two symmetrically
split up components, with a separation of 5 mm. These two components are detected as
collimated spots on the detector screen illustrating that the electrons are guided until
they reach the end of the beam splitter chip. In contrast, electrons that are lost from the
beam splitting potential during the beam splitting process are detected as a more diffuse
signal. This faint loss signal is detected in between the two guided components. The
fraction of guided electrons comprises 80% of all the detected electron signal. Fig. 4.10(b)
shows the simulated electron signal for comparison. It is in excellent agreement with the












































































Figure 4.10: Experimental (a) and simulated (b) detector signal of the split
electron beam. (a), Experimental electron signal. Clearly two beams are visible containing
80% of all detected electrons with Ekin = 1.5 eV. A faint signal of lost electrons is also
detected between x = −1.5 . . . 1.5 mm. The color scale depicts the intensity of the raw CCD
image. (b) Simulated beam splitter signal based on trajectory simulations. All signatures
including the position and size of the output beams and the electron loss are reproduced. The
color scale indicates the absolut value of the initial displacement of the electron trajectories
from the x -axis. The experiment as well as the simulations have been performed with Ω =
2pi · 990 MHz, V0 = 16 V and VC = −0.17 V.
experimentally observed beam splitter signal. The position and size of the output beams
as well as the electron loss are reproduced.
For V0 = 16 V we find a pseudopotential depth at y = 10 mm of U = Ψ(0, 10, zmax)−
Ψ(0, 10, zmin) = 10.33 meV with zmin = 0.445 mm and zmax = 0.96 mm from the simula-
tion. Here, zmin corresponds to the height above the chip surface where the minimum in
Ψ forms, whereas zmax corresponds to the height of the maximum value of Ψ along the
vertical direction of weakest confinement. Furthermore, in the experiment we apply a
static negative voltage VC = −0.17 V to a metal electrode, which is located at a height
of 10 mm above the substrate and covers the entire microwave chip. The voltage VC pro-
duces a static linear electric potential Ψstatic in the vertical z-direction that strengthens
the electron confinement by Udc ≈ Ψstatic(zmax) − Ψstatic(zmin) = 8.8 meV. Effectively,
the confinement in the z-direction is given by the sum of the static linear potential
Ψstatic(z) and the vertical pseudopotential Ψ(x, y, z) with potential depth U . Hence, for
VC = −0.17 V, the total vertical confinement is given by U + Udc = 19.13 meV.
The experiment is performed using the thermionic electron source with large elec-
tron beam diameter of about 100µm and the full beam divergence angle of ∼ 14 mrad,
which is orders of magnitudes larger than required for the injection into low-lying mo-
tional quantum states of the guiding potential. Consequently, the dynamics of electrons
in the guiding potential and during beam splitting is well captured by classical trajec-
tory simulations. To investigate the classical dynamics of guided electrons within the
beam splitter potential we study the dependence of the beam splitting process on the
initial position of the electron source by comparing particle tracking simulations with
experimental measurements.
4.4.2 Dependence of beam splitting on electron source position
We simulate electron trajectories for a centered and a displaced electron source to study
the dependence of the beam splitting signal on misalignment of the electron source.
Fig. 4.11(a) shows the result of the particle tracking simulations for three different
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locations of the electron source along the x -direction. The simulation as well as the
corresponding measurements are performed with Ekin = 1.5 eV and V0 = 16 V. The
drive frequency in the simulations was set to Ω = 2pi · 1 GHz and the measurements
where performed with Ω = 2pi ·1.082 GHz. For a centered electron beam the trajectories
(drawn in red) become symmetrically separated in the region from y = 20 mm to 25 mm.
Electrons that are released at a positive (negative) x -position end up in the output beam
at positive (negative) x -values. In contrast, for an electron source displaced about 125µm
along the positive or negative x -direction all trajectories of the beam (drawn in green and
blue) end up in the same output port at negative or positive x-values, respectively. The
initial lateral displacement of the trajectories sets the potential energy of the transverse
electron oscillation. For the initially displaced beam the potential energy of the electron
oscillation is larger and electrons may cross the potential barrier in the splitting region
once more compared to the centered beam.






























































































Figure 4.11: Dependence of beam splitting on the initial position of the electron
source. (a), Simulated electron trajectories in the xy-plane for three different positions
of the electron source along x with Ekin = 1.5 eV, V0 = 16 V and Ω = 2pi · 1 GHz. The
underlying signal electrodes are indicated in light blue. (b) Symmetric beam splitting signal
for a centered electron gun. (c), (d), Measured beam splitting signals for displacing the
electron gun in the negative (c) and the positive (d) x -direction. For a displaced electron
gun in (c) and (d) the measured count rate in one single output beam corresponds to
the integrated count rate of both output beams for a centered electron gun in (b). The
measurements are performed with Ekin = 1 eV, V0 = 16 V and Ω = 2pi · 1.082 GHz.
The same behavior is found experimentally when the electron source is displaced in the
x -direction. In Fig. 4.11(c) the electron source is displaced in the negative x-direction,
which results in the detection of a single guided spot at positive x. Displacing the source
in the positive x-direction the signal in Fig. 4.11(d) is obtained. When the electron gun
is centered we obtain a symmetric splitting, as shown in Fig. 4.11(b). It is thus possible
to modify the ratio of the electron count rate in both output beams by simply dis-
placing the electron source. Furthermore, we find experimentally that the displacement
of the electron source does not increase the signal of lost electrons. Consequently, the
measured count rate in one single output beam for the displaced source corresponds
to the integrated count rate of both output beams for a centered electron gun. This is
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reflected in the different color scale for Fig. 4.11(b) compared to Figs. 4.11(c),(d). For
the centered beam in Fig. 4.11(b) the color scale used spans half the intensity of the
color scale used for the displaced beam in Fig. 4.11(c) and (d). If we move the electron
source even further away along the x -direction electron losses start to increase until no
beam splitter signal is observed anymore.
4.4.3 Splitting with variable electron energy
We have studied beam splitting at electron kinetic energies ranging from 1 eV up to
4 eV. The corresponding detector signals of the measurement are shown in Fig. 4.12.
The beam splitter signal for Ekin = 1 eV in Fig. 4.12(a) is mainly the same as the one
at Ekin = 1.5 eV shown in Fig. 4.10(a). The thermionic source is capable of yielding even
lower electron energies, however, below 1 eV the electron current drops and the spatial
profile of the beam becomes worse at the same time. An experimental comparison of the
beam splitter signal at these very low electron energies is therefore not possible.
From Ekin = 1 eV to Ekin = 3 eV, we find that the signal of lost electrons becomes
larger with energy. This is because with increasing electron energy the transverse de-
flecting force in the splitting region of the guiding potential becomes insufficient to
significantly deflect the electrons in the lateral x -direction. Accordingly, the electron
trajectories cannot follow the separating paths of the potential minimum and are lost
from the potential. Additionally, for Ekin = 3 eV the two guided spots appear slightly
tilted with respect to each other. This might result from slightly asymmetric microwave
voltages along the lateral x -direction described in Sec. 4.3. Furthermore, an isolated and
collimated signal of lost electrons around x = 0 mm is observed. This can be explained
by a third guiding channel that forms at x = 0 mm towards the end of the beam split-
ter chip. The center electrode of the beam splitter electrode layout is divided laterally
starting from y = 35.5 mm (see Fig. 4.3). This results not only in an increasing sepa-
ration of the beam splitter paths but also in an additional field minimum that forms
at x = 0 mm. Electrons that are lost from the guiding potential at the beam splitter
junction may hence be recaptured into that additional minimum and guided along the
symmetry axis. As a result, a third output beam is detected around x = 0 mm at smaller
z -values than electrons that are fully lost from the guiding potential and form the arc
between the two guided beams.
Increasing the electron energy to 4 eV, we observe no splitting anymore and all elec-
trons are detected in a centered single spot, as can be seen in Fig. 4.12(c).
The observed dependence of the beam splitting on the kinetic energy indicates that for
efficient beam splitting the longitudinal propagation along the beam splitter potential
has to be slow compared to the transverse electron motion. More specifically, in order
to achieve smooth and lossless splitting any variation in the pseudopotential landscape
experienced by an electron has to be slow with respect to the time scale set by the
transverse trap frequency. Consequently, to provide a smooth splitting of the electron
beam without inducing an excited electron motion as detrimental effect of the splitting
process it is essential to increase the transverse trap frequency and, furthermore, to find
an optimum shape of the beam splitter potential.
In the following we perform a numerical optimization of the shape of the guiding
potential aiming at smooth beam splitting. Additionally, we investigate the effect of








































































Figure 4.12: Dependence of the beam splitter signal on Ekin. (a), Detector signal
for Ekin = 1 eV with V0 = 16 V and Ω = 2pi ·1.082 GHz and VC = −0.17 V. (b), (c) Detector
signals for Ekin = 3 eV and Ekin = 4 eV with Ω = 2pi · 1.12 GHz. These measurements
where performed using a different beam splitter substrate than in (a). In (b), the microwave
voltage is V0 ≈ 34.7 V and VC = −0.88 V yielding an increased trap depth of U ≈ 38 meV
and Udc = 45 meV. In (c), V0 ≈ 41.4 V and VC = −0.68 V yielding an increased trap depth of
U ≈ 54 meV and Udc = 35 meV. Although, the beam splitter chip used in (b), (c) provided
similar detector signals compared to (a), the microwave frequency response of the substrate
was highly irregular. For this reason the values given for V0 are only rough estimates. Clearly,
the electron loss increases with increasing electron energy. For Ekin = 4 eV the beam splitting
potential is too weak to achieve two split output beams.
increasing the transverse trap frequency on the beam splitting process.
4.5 Simulations towards adiabatic on-chip electron
beam splitting
The ultimate goal of the electron beam splitter experiment is to split a guided electron
wave packet that occupies a defined transverse motional quantum state in the guide and
to maintain the quantum state during the splitting process. Quantum control over the
transverse electron motion combined with the adiabatic splitting of an electron wave-
packet would allow us to use the motional quantum states as a carrier of quantum
information in an interference measurement. As a prerequisite of such an experiment,
the transverse motional quantum state of the guided electron wave packet has to be con-
trolled along the entire guiding potential. This requires not only the injection of electrons
into a well defined quantum state of the guiding potential, as described in Sec. 2.3, but
also necessitates that this state is maintained during the splitting process. Any trans-
verse excitation of the electron within the confining potential that is comparable to the
characteristic energy of the transverse quantum states prevents the operation of such
a guided matter-wave interferometer. In order to examine the splitting process includ-
ing wave-optical aspects, the temporal quantum evolution of an electron wave packet
has to be investigated taking into account the discretized eigenstates of the microwave
pseudopotential.
4.5.1 Optimized beam splitter potential
In a wave-optical description single electron wave packets have to be propagated in the
potential landscape generated by the microwave beam splitter chip. More specifically,
in order to achieve the transverse splitting of a guided wave packet this landscape needs
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to provide a finely structured potential hill with dimensions on the order of the lateral
extent of the wave packet to achieve the division of the latter into the adjacent wells of
the guiding potential. The transverse motional quantum state of the electron can only
be preserved during the splitting process if the propagation of the electron wave packet
in the beam splitter potential is adiabatic. This means that the splitting is sufficiently
slow that the electron is able to adapt its wave function continuously to the respective
quantum state of the transverse guiding potential.
In the following we will employ wave-optical simulations to optimize the shape of the
beam splitter potential. In order to avoid confusion in the notation we will refer to the
pseudopotential that is generated by the numerically optimized microwave chip design,
shown in Fig. 4.4(a) and was used in the experiments, as the Splitter1 potential and
will refer to the potential that will be derived in the following as Splitter2 potential.
The wave-optical simulations are one-dimensional and only consider the transverse x-
direction, as this is the dimension where the splitting arises. Furthermore, only the time-
averaged pseudopotential will be considered. We deduce the one-dimensional transverse
potential from the Splitter1 potential at a given position y. Then we numerically solve
for the quantum ground state in the potential landscape. From these simulations we find
that the splitting of the quantum ground state arises at y = 15.56 mm as a result of the
formation of the double-well potential. Fig. 4.13(a) shows the ground state probability
density that we obtain from simulating the transverse ground state in a range of L =
100µm around y = 15.56 mm where the splitting arises. At y = 15.5 mm the transverse
potential is nearly harmonic, which results in a Gaussian probability density that is
centered around x = 0 mm. Towards the end of the simulation range, at y = 15.6 mm
the presence of a double-well potential results in a ground state probability density that
is given by two Gaussians one in each well. In between, the potential transforms from a
single well into a double well resulting in the splitting of the ground state wavefunction.
In the adiabatic limit an electron wave packet, initially prepared in the ground state
of the transverse potential, propagates along the guiding potential and remains in the
quantum ground state along the guide. If adiabaticity of the splitting process cannot
be assured, non-adiabatic propagation of the electron wave packet within the splitting
potential manifests itself by conversion of longitudinal energy into the transverse degree
of freedom, thereby exciting the electron wave packet into a higher energy state of the
transverse potential. In a frame moving with the electron in the longitudinal direction,
an electron with constant Ekin experiences a time dependent potential V (t), which is
reflected in a time dependent Hamilton operator H(t) that governs the dynamics of
the wave packet within the beam splitter potential. As a result, the motional quantum
state |ϕ(t)〉 as well as its energy expectation value E(t) = ~ω(t) are time dependent
quantities.
The adiabaticity of the splitting process can be increased by following an optimization
routine by Ha¨nsel et al [68]. This approach was initially developed to achieve fast and
adiabatic splitting of cold atomic clouds in an atom chip magnetic trap. The time scale
on which the separation process can be achieved adiabatically may be obtained using a
time-dependent interaction picture. The temporal evolution of the quantum state can
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Figure 4.13: Adiabaticity optimization of the transverse beam splitter potential.
(a), Quantum ground state probability density over a length of 100µm where the splitting
evolves. The simulation is based on the beam splitter potential that was described in Sec. 4.1
and used for the experiments. (b), Splitting parameter s as a function of the longitudinal
y dimension or time t, respectively. The splitting parameter parametrizes the separation
of the beam splitter potential wells. The dashed black line shows the linear process speed
ds/dy prior to the optimization, the red line corresponds to the optimized process speed.
(c), Ground state probability density for the optimized beam splitter potential, according to
the optimization of the splitting process speed ds/dy, shown in (b). A smooth splitting with
reduced opening angle α is obtained from the optimization. The microwave parameters in (a)
and (c) are Ω = 2pi · 5 GHz and V0 = 75 V corresponding to ω = 2pi · 264 MHz, U = 48 meV














taking advantage of the natural evolution of the time dependent eigenstates |ϕk(t)〉
with the population coefficients ck(t). Here, ~ωk(t) corresponds to the energy levels of
the quantum eigenstates in the transverse potential V (t). Inserting this Ansatz in the
Schro¨dinger equation yields a set of coupled equations for the time-dependent state

















with the coupling terms 〈ϕf (t)| ddt |ϕi(t)〉. Here |ϕi〉 and |ϕf〉 denote the initially oc-
cupied eigenstates and the eventually excited final states, respectively. Assuming that
initially only one single eigenstate |ϕi〉 is populated and neglecting all transitions into
other vibrational states except for one single final state |ϕf〉, the first-order transition















Here all quantities are expressed as time-dependent functions. Since in our case the
potential is static but the electron is moving, the optimization will result in a deformation
of the beam splitter potential along y yielding the optimized Splitter2 potential. Because
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the electron travels at a constant velocity along the beam splitter potential the time
dependence can also be substituted by a dependence along the longitudinal y-direction
〈ϕf (t)| d
dt
|ϕi(t)〉 ⇐⇒ 〈ϕf (y)| d
dy
|ϕi(y)〉 and ωk(t)⇐⇒ ωk(y), (4.8)
allowing a somehow more intuitive description in the following discussion.
The goal of the adiabaticity optimization is to minimize the transition probability
from the ground state into higher excited states. This is done by parameterizing the
transverse potential V (s) by the splitting parameter s. For a linear relation s = y/L
and, hence, a constant process speed ds/dy the transverse potential V (s) corresponds
to the Splitter1 potential. This is shown in Fig. 4.13(b), where the linear dependence of
the splitting parameter (black, dashed line) directly results in a direct correspondence
of the longitudinal y-direction (upper axis) and the splitting parameter (lower axis) on
the x-axis in Fig. 4.13(a). As a result of the parametrization, the eigenstates as well











The adiabaticity of the splitting process can be increased by optimizing the process
speed ds/dy along the beam splitter potential such that excitations of the ground state
wave packet are minimized.
The splitting process (from s = 0 to s = 1) is performed over the length L of the
splitting potential along y. A substitution of the longitudinal coordinate y to a new
length scale τ is undertaken in order to linearize the exponent in Eq. 4.7∫ y
0
[ωf (y
′)− ωi(y′)]dy′ = L
L0
τ(y). (4.10)
Here L0 sets the new length scale of the splitting process, chosen such that τ(y) runs
from 0 to 1 during the splitting process. As a result, the first-order coupling coefficient
















From this equation we can see that large transition coefficients cf can be avoided if
the shape of the redefined process speed dsτ/dτ is chosen such that it produces the least
amount of side lobes possible in the Fourier transformation in Eq 4.11. An appropriate











An expression for an optimum process speed sτ (τ) and the process length scale L0
can now be obtained explicitly by inserting u(τ) into Eq. 4.12 and solving for sτ (τ)
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requiring that the splitting parameter s matches the boundary conditions s(τ = 0) = 0




= [ωf (sτ )− ωi(sτ )] L
L0
(4.14)
and numerically evaluated when choosing L = L0. The solution establishes the relation
between the length scales and yields an expression for τ(y). Following the optimization
routine we finally obtain an improved splitting parameter s(y) = sτ [τ (yL0/L)].
The red line in Fig. 4.13(b) shows the improved splitting parameter obtained from the
adiabaticity optimization of the transverse Splitter1 potential. Inserting the optimized s
parameter into V (s) we directly obtain an optimum shape of the beam splitter potential,
the Splitter2 potential. Fig. 4.13(c) shows the quantum ground state probability density
that results from the Splitter2 potential. As expected, a smooth transition into the
split-up paths by means of a small splitting angle α is required and obtained from the
optimization. Here α is defined as the angle between y-position where the wavefunction
is split-up and the final position of the wavefunction’s maximum on the x-axis at the
end of the splitting process [see Fig. 4.13(c)].
The Splitter2 potential has been effectively obtained by stretching the Splitter1 poten-
tial along the y-direction. However, the electric fields produced by the chip electrodes
do not simply scale when stretching the electrodes longitudinally. For this reason, a
new electrode optimization has to be performed to find a suitable electrode structure
that generates the Splitter2 potential. Furthemore, it should be stressed that we only
considered the pseudopotential for the adiabaticity optimization. Hence, effects like the
micromotion of electrons in the microwave electric fields are neglected here. In order to
ensure the validity of this assumption, small stability parameters q have to be achieved
experimentally. Furthermore, the quantum eigenstate evaluation was performed in a 1D
potential where only the transverse x -dimension of the beam splitter potential has been
taken into account. To this end, detrimental effects of the unwanted fourth port that
approaches the beam splitter junction in the vertical z-direction are not accounted for.
At this point we cannot determine whether the wave-packet dynamics in the vertical
z -direction can be sufficiently decoupled from the lateral x -direction such that excita-
tions in the z -direction do not influence the beam splitting process. This question will
be addressed by a two-dimensional simulation in the future.
4.5.2 Drive parameter scaling
In the previous section the shape of the beam splitter potential was optimized in order
to reduce the amount of transverse excitation during the splitting process. However, in
order to achieve beam splitting without exciting the electron wave packet into higher
energetic transverse quantum states the microwave drive parameters of the guide have
to be adapted to the electron kinetic energy Ekin. As will be described below, we find
for Ekin = 1 eV that splitting with less than 5% of the state population excited from the
ground state into higher energetic states can be obtained with Ω = 2pi · 10 GHz. This
corresponds to a tenfold increased trap frequency ω with respect to the measurements
presented in Sec. 4.4, according to Eq. 2.15. A constant stability parameter q = 0.15 is
assured by increasing the voltage amplitude to V0 = 75 V and scaling the section of the
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beam splitter potential that underlies the probability density simulation in Fig. 4.13(c)
in the longitudinal and transverse dimensions to a length L = 40 mm and a splitting
angle α = 0.1 mrad. The scaling of the beam splitter potential results in a relative
reduction of the trap heigth R′0 = R0/4.65 = 100µm (at y = 10 mm) and a smaller
beam separation of ∼ 10µm at the end of the beam splitter chip as compared to a
separation of 2 mm in the experiments described above.
We can calculate the state population |ci(t)|2 for the three lowest symmetric quantum
states (i=0, 2, 4) in the beam splitter potential by solving a system of coupled differential
equations for the population coefficients ci(t) according to Eq. 4.6. Only symmetric
states are considered, as transitions only occur between states of the same parity due
to the symmetry of the beam splitter potential. For the calculation of the transition
probabilities we assume that initially only the ground state is populated. Fig. 4.14(a)
shows the temporal evolution of the state populations during the splitting process for
the Splitter2 potential and the microwave parameters given above. For Ekin = 1 eV we
find that during splitting the state populations |c2(t)|2, |c4(t)|2 are transiently increasing,
however, after the splitting process 95% of the state population ends up in the ground
state. Strictly speaking, the splitting process does still not provide a fully adiabatic
propagation as this would allow only negligible deviations of the ground state population
from unity. As can be seen in Fig. 4.14(a), the state population |c2(t)|2 increases during
the splitting process and takes values up to 20%. However, finally 95% of the state
population ends up in the ground state after the splitting process and the intermediate
excitation will only produce a global phase factor that is multiplied to both parts of the
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Figure 4.14: Transition probabilities during the splitting process. (a), Simulated
transition probabilities for the optimized beam splitter potential with Ω = 2pi · 10 GHz and
V0 = 75 V, which corresponds to ω = 2pi ·528 MHz, U = 48 meV and q = 0.15. The optimized
beam splitter potential allows splitting of the quantum ground state with more than 95%
of the population remaining in the quantum ground state after the splitting process. (b),
Simulation of the final ground state population after the splitting process as a function of Ω
and the beam splitter angle α.
It is instructive to specify the scaling behavior of the transverse excitation probability
with respect to the beam splitter opening angle α and the microwave drive frequency Ω.
To increase the range of adiabatic splitting the transverse trap frequency ω can be raised
by increasing the drive frequency Ω (ω ∝ Ω, see Eq. 2.10). In order to obtain empirically
how the transverse excitation probability scales with an increased drive frequency Ω we
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simulate transition probabilities for V0 = 75 V and varying drive frequencies in a range
from 1 to 10 GHz. For every Ω we find that the transition probabilities highly depend
on the splitting angle α. Figure 4.14(b) shows the result of these simulations, where
the color indicates the fraction of the final ground state population |c0(t)|2 after the
splitting process. Clearly, small splitting angles as well as a high drive frequency are
favorable in order to achieve efficient splitting of the motional quantum ground state
without vibrational excitations into higher transverse states.
The transition probabilities shown in Fig. 4.14(a) for Ekin = 1 eV were obtained for
α = 0.1 mrad by stretching the beam splitter potential by a factor of 400 in the y-
direction. The requirement of achieving an opening angle on the order of α = 0.1 mrad
will impose stringent requirements on the fabrication tolerances of the chip electrodes
and it remains to be seen whether such a structure can be realized with the fabrication
technology currently available.
4.6 Next experimental steps and future perspectives
In Sec. 4.4 the splitting of a guided electron beam was demonstrated experimentally
using a planar microwave chip. The action of the microwave beam splitter chip is to
spatially divide the wavefront of the guided electron beam and two separate it into two
output beams. As a result, in order to observe interference effects when overlapping
these two split-up fragments a spatially coherent electron beam has to be injected into
the beam splitter potential. Because of the poor coherence of the thermionic source
used in the experiment, we do not expect interference effects when overlapping the two
guided beams shown in Fig. 4.10(a). Future experiments aiming at the observation of
matter-wave interference effects have to employ a coherent electron source, as the one
described in Ch. 6.
The next essential step is to demonstrate electron interference based on a chip-based
beam splitting device. This requires that the two guided and separated beams are over-
lapped at a distant detector. It is a delicate question in how far the formation of an
interference pattern requires control over the transverse motional state of the guided
electrons. In order to observe equidistant interference fringes both beams should pro-
vide flat wavefronts at the detector plane. To this end, a detailed study is required where
a coherent electron beam, that has a flat wavefront before injection into the guide, is
propagated through the beam splitter potential and subsequently to the electron de-
tector. The wavefronts of the split-up beams behind the guide have to be extracted
specifically for the case where the injected beam is not matched to the ground state
of the guiding potential and therefore populates a large number of transverse motional
states. However, even if these wavefronts reveal a complicated structure at the electron
detector it should still be possible to observe correlations in the detected electron signal,
similar to a speckle pattern, arising from interference of the distorted wavefronts.
Several improvements to the experimental setup have to be made. First of all, a
collimated coherent electron beam should be used for the injection into the guiding
potential. In Ch. 6 we will report on the construction of a coherent field emission electron
gun, which will provide a coherent electron beam. Furthermore, deflection optics behind
the beam splitter chip are required to overlap the electron beams on the electron detector.
82 A microwave chip-based beam splitter for guided electrons
This can simply be done by inserting a positively charged macroscopic biprism filament
between the two split-up electron beams enclosed by two grounded metal electrodes. The
expected fringe spacing dx depends on the angle θ between the two interfering beams
and their wavelength λ according to dx = λ/θ. Assuming a detector with a spatial
resolution of several 10µm requires θ < 0.1 mrad. This can either be accomplished by
placing the detector far away, by more sophisticated electron optics or by reducing the
separation of the guided beams on the beam splitter chip. The last alternative combines
several practical advantages. Most importantly, a reduced separation directly results in
a smaller splitting angle α and, hence, smoother splitting. Additionally, it is favorable
to only enclose a small area by the interferometer arms to reduce the vulnerability to
disturbances like mechanical vibrations, electromagnetic noise or temperature drifts.
Finally, chromatic effects will probably lead to a reduced visibility of the interference
effects. The typical longitudinal energy width obtained in field emission from metal
nanotips is ∆E ∼ 0.3 eV.
The discretized transverse quantum states that govern the wave-optical propagation of
a guided electron wave packet equip this novel beam splitter concept with an additional
degree of freedom, which is not accessible for any other electron beam splitter device, like
e.g., the electrostatic biprism. In the following, we will discuss important experimental
steps towards the adiabatic on-chip splitting of guided electrons. With respect to the
final goal to reach quantum control over the transverse electron motion in a chip-based
electron interferometer several achievements have to be attained. Most importantly, a
suitable electrode pattern that generates the optimized Splitter2 potential has to be
found. Very likely the corresponding electrode layout will put stringent requirements on
the fabrication tolerances of the microwave chip. Currently, the smallest feature sizes that
were fabricated on the beam splitter chip are the tapered central electrode terminated
by a round tip with an electrode thickness of 20µm. Furthermore, the scaling of the
microwave drive frequency to 5 GHz requires that traveling microwave signals have to
be taken into account. Here, the splitting of the central electrode that is divided into
two parts will require impedance matching of the electrode structure. Apart from the
microwave design of the beam splitter chip, any interferometric measurement requires the
injection of electrons into a well defined transverse motional quantum state of the guiding
potential. As discussed in Chapter 3, we investigate new electrode coupling structures
in order to provide a smooth injection of electrons from the electron gun. The new
beam splitter design should hence incorporate such a coupling structure. Furthermore,
the injection into low-lying quantum states also necessitates a pulsed, diffraction-limited
electron source.
5 A highly coherent electron beam
from a laser-triggered nanotip
In this chapter we investigate the spatial coherence of metal nanotip electron sources,
which temporarily shifts the focus from the manipulation of electrons in free space to
the fundamental properties of electron emission. Even though the work presented in this
chapter seems loosely associated with electron guiding at first sight, it is motivated by
the goal to develop a coherent pulsed source for electron guiding and represents the first
step towards the experimental realization of the latter.
We study the emission properties of metal nanotips, which are the most coherent
sources of electrons used in commercial instruments when operated in DC-field emission.
They provide electron beams with flat wavefronts that can be focused to the fundamen-
tal physical limit given by matter-wave diffraction [23]. Modern electron microscopes
employ coherent electron beams to provide images of atomic structures reaching below
0.1 A˚ spatial resolution [88]. Currently, time-resolved electron based imaging is pursued
with large efforts, both in real-space microscopy [89, 90] and in diffraction [91, 92]. Al-
though laser-driven metal nanotips promise to provide coherent electron pulses with
highest time resolution [93, 94], a quantitative study of their spatial coherence has been
elusive. Here we demonstrate that photoemitted electrons from a laser-triggered tungsten
nanotip are spatially almost as coherent as in DC-field emission. This is of importance
for the field emission electron gun presented in Ch. 6 as we will laser-trigger the electron
emission from the nanotip in future experiments. However, the findings presented here
have much broader significance as they have direct impact on all time-resolved electron-
based imaging applications that combine highest spatial resolution in synchrony with
ultimate time resolution.
First we describe the fabrication and characterization of metal nanotips. They feature
a spatially confined emission hot spot, which results in a bright and highly collimated
electron beam. In order to investigate the spatial coherence of conventional tungsten
nanotip emitters, we use a point projection microscope setup with a carbon nanotube
as beam splitter for coherent electron matter waves. Recording interference fringes on
the MCP, we measure an upper limit for the effective source radius of the nanotip, the
figure of merit for the degree of spatial coherence. The ability to focus fiber-coupled
laser light in the near ultraviolet (UV) onto the tip apex allows us to investigate the
coherence properties of a laser-driven photoemitted electron beam and compare it to
DC-field emission.
Using ultrathin film-induced faceting we can create an atomically sharp pyramid on
top of the tungsten tip apex that ends in just one single atom. For these tips the electron
emission is confined exclusively to the topmost atom of the atomically stacked pyramid.
Such a single atom tip has been shown to provide an extremely bright and fully coherent
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electron beam in DC-field emission [95]. Future experiments will employ these tips as
perfect point sources of electrons, the prerequisite for diffraction-limited focusing.
5.1 Metal nanotip preparation and characterization
Sharp nanometric metal tips can be used as bright and coherent electron sources. These
tips are routinely produced from a tungsten wire (chemical symbol W) and feature a
hemispherical tip apex with radius of curvature in the range of several nanometers. A
combination of in-situ characterization techniques allows us to obtain precise information
about the field emission properties and to record an image of the tip apex with atomic
resolution. The following paragraphs describe the usual work flow of the metal nanotip
preparation starting from the tip etching to the characterization of the nanotip and then
discuss eventually required cleaning procedures to obtain an atomically clean tip apex.
Chemical etching of tungsten nanotips
The fabrication method of tungsten tips is based on a chemical wet-etch technique using
the so-called two-lamellae drop-off technique (see, e.g. Ref. [96]). A thin wire of tungsten,
with a diameter of 0.1 mm, is mounted parallel to the gravitational force pointing through
the center of two aligned gold rings, which are separated by several millimeters from each
other along the wire. Both rings are dipped into an aqueous sodium hydroxide (NaOH)
solution to create lamellae of the etchant solution in the rings and around the wire. By
applying a positive electric potential of about 6 V to tip with respect to the upper gold
ring the tungsten wire can be electrochemically etched. As the etching process at the
interface of the lamella and the tungsten wire is isotropic the etch rate is highest at
the center of the lamella and decreases towards the upper and lower boundary of the
lamella. This results in a characteristic conical shape of the tip shank after the etching
process. Ideally, etching currents from 1 to 5 mA are achieved during the etching. Once
the tungsten wire is etched through at the very center of the lamella the lower part of
the wire drops down due to gravity and induces a capacitive switch when falling through
the lower lamella and the etching voltage is turned off quickly. By these means blunting
of the wire by continued etching is avoided.
Figure 5.1 shows scanning electron microscope images of an etched tungsten nanotip.
The inset in Fig. 5.1(a) is taken with an optical microscope, which is usually employed
to inspect the general shape of the tip shank and to confirm whether the tip surface is
smooth. Figure 5.1(b) shows a zoom on the tip’s apex, where the tip is buried by a hazy
oxide layer because of the fast oxidation of tungsten in ambient air. Typically tip radii
of 5 to 20 nm are obtained using the described etching technique. The full opening angle
of the tip shaft is usually between 6◦ and 10◦.
Tips of different crystallographic orientation can be fabricated when using tungsten
wires that are grown along a specific crystallographic direction. For example a W(310)
orientation refers to a wire that is grown parallel to the crystallographic [310]-direction in
the tungsten lattice, denoted by the Miller indices. Typically, experiments that require a
bright and collimated electron beam employ a single-crystal W(310) wire for the etching
of the tip. This is because the work function of tungsten varies for the different crystal
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Figure 5.1: Electron microscopy images of a sharp metal nanotip. (a), A charac-
teristic, conical shape of the tip’s shank is obtained by the chemical etching process. The
inset shows a shadow image of the tip in a light microscope. (b), Electron microscope image
of the tip apex. The tip is covered by a thin layer of oxide blurring the image. Below the
oxide layer the hemispherical tip apex can be distinguished. Images are taken from Ref [97].
directions and the W(310) surface has the lowest work function of Φ = 4.35 eV of all pos-
sible orientations [98]. According to the Fowler-Nordheim theory [99], the field-emitted
electron current j(F ) ∝ F 2exp(−CΦ2/3/F ) depends critically on the field strength F
and the work function Φ with a constant C. As a result of their low work function in
forward direction, the W(310) tips feature a bright and collimated beam of electrons
along the tip axis. For this reason we use W(310) tips for the interference measurements
in Sec. 5.4 and the characterization of the field emission electron gun in Ch. 6. However,
for the fabrication process of single-atom tips, described in Sec. 5.2, a single-crystal
W(111) tungsten wire is required.
To further characterize the metal nanotip we mount it on a tip holder, which is placed
into a UHV chamber with pressure p < 1 · 10−9 mbar as described in Sec. 6.1. There we
can perform field electron microscopy and field ion microscopy.
Field electron microscopy
Field electron microscopy (FEM) allows us to investigate the spatial pattern of the
electrons emitted from the metal nanotip [100, 101]. When a negative electric potential
of several hundreds of volts is applied to the nanotip with respect to the detector screen,
the Schottky effect allows electrons close to the metal-vacuum interface to tunnel from
the metal tip into the vacuum. This effect is called field emission and can be described
by the Fowler-Nordheim theory [99]. A detailed description of the field emission process
is out of the scope of this work but can be found, e.g., in Ref. [101]. Electrons that
are field-emitted from the tip follow the electric field lines that point perpendicular to
the hemispherical tip apex and are accelerated towards the MCP electron detector. The
latter allows for spatial resolution and single electron detection at the same time as a
result of the high MCP gain on the order of several millions. Due to the radial velocity
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component of the propagating electron beam, a projection image is recorded at the MCP
detector with a magnification that is given by the ratio of the tip-to-anode distance to
the tip radius. Typically this yields magnifications of M > 109. Spatial variations in
the pattern of the detected electron signal allow to map out emission hot spots on the
tip apex. These hot spots can be related to local minima in the tungsten crystal’s work
function at the metal-vacuum interface, which governs the magnitude of the emitted
current density.
Figure 5.2(a) shows the electron emission pattern of a tungsten single-crystal W(111)
tip together with a ball model of the atomic structure of the hemispherical tip apex.
This ball model allows to identify crystallographic orientations. It shows, a hemispherical
cut in through a bcc lattice structure of tungsten. The color indicates the distance of
each lattice site to the hemisphere surface leading to protrusions (red) and depressions
(green). Since protrusion are subject to high local electric fields, they appear as bright
spots in the FIM image, described below. Four localized electron spots are detected at the
MCP, one in the center and three spots that are oriented along the corners of a triangle.
This emission pattern originates from the preferential electron emission of two different
crystallographic faces, which correspond to local minima in the work function map on the
tip apex. As can be seen from the ball model, the centered electron spot comes from the
W(111) face, which is aligned with the tip and has a work function of Φ = 4.47 eV [102].
Furthermore, the triangular symmetry results from the crystallographic {211} faces with







Figure 5.2: Characterization of a W(111) tip by FEM and FIM. (a), The field
emission pattern originates from preferential emission of the tungsten {211} and (111) facets.
The crystal symmetry of tungsten is illustrated in the inset showing a ball model of a
hemispherical bcc tungsten lattice. (b), Field ion microscopy image from the same tip.
White dots correspond to single atoms on the tip’s apex. Excellent agreement with the ball
model confirms the crystallographic orientations.
Here we show images for the W(111) tip, as this specific crystallographic orientation
is required for the creation of a single-atom tip, which is discussed in the next section.
In all other experiments we use tungsten W(310) tips, which feature a single bright
electron emission spot, because the (310)-direction corresponds to the global minimum
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in the work function map.
Field ion microscopy
Field ion microscopy (FIM) provides an imaging method to investigate the nanotip’s
apex with atomic resolution. This method was invented by E. Mu¨ller in 1951 and allowed
for the first time imaging of single atoms on a surface [103, 104]. Figure 5.2(b) shows a
FIM image where the white dots correspond to single atoms on the apex of the metal
tip. Again excellent agreement with the ball model is found indicating a hemispherical
and atomically clean tip surface.
In order to record such an image we introduce an imaging gas with a partial pressure
of 1 · 10−5 mbar into the vacuum chamber. The imaging of the tip surface again relies
on a conformal mapping of the hemispherical tip surface onto the MCP detector. As in
the case of FEM the magnification is given by the ratio of the tip-to-anode distance to
the tip radius. In contrast to FEM, in FIM mode the detected image is not generated
by electrons impinging on the detector but is constituted by the more massive ionized
atoms of the imaging gas. In order to obtain a projection image of the tip surface in FIM
mode, a high positive voltage of several kV is applied to the tip leading to the ionization
of imaging atoms close to the tip apex. As the ionization process of the imaging gas only
occurs at very localized atomic protrusions on the tip apex where the electric field is the
strongest, high spatial resolution is achieved. After ionization, the imaging gas atoms are
accelerated towards the MCP detector, where they produce a spatially resolved image
of the atomic structure of the tip surface.
We typically use He or Ne as an imaging gas. In order to achieve highest spatial
resolution the ionization potential of the imaging gas has to be adequate. The best
trade-off between high contrast at low electric fields and good spatial resolution at high
fields is typically obtained using Helium with a so-called best imaging field of 47 GV/m.
However, the field strength where the highest image quality is reached differs for the
various imaging gases [105]. Figure 5.2(b) is recorded using Helium as image gas and a
tip voltage of Vtip = +8.52 kV. The tip was cooled to a temperature of about 120 K using
a liquid nitrogen feedthrough, which further increases the contrast of the FIM image.
Cleaning of the tip surface by resistive heating and field evaporation
After the etching process tungsten tips oxidize quickly at ambient air. In order to obtain a
clean tip surface we can perform in-situ cleaning processes to remove adsorbates from the
tip surface in the experiments. Tungsten has the highest melting point, at T = 3683 K,
among all pure metals and can therefore withstand high temperatures. By means of
resistive heating, adsorbates can be evaporated from the tip apex. Typically annealing
temperatures of about 1000 K yield the best results as higher temperatures may lead to
blunting of the metal nanotip. Usually, we use this annealing procedure when a new tip
is assembled into the UHV chamber as this process cleans the entire emitter including
the shaft of the tip. Eventually, the annealing of the tip also allows the tungsten crystal
to heal crystal defects and deformations.
A very reliable and auxiliary process is the field evaporation of atoms from the tip
apex. This process can be performed while imaging the tip in FIM mode and therefore
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allows to monitor the cleaning of the tip apex with atomic resolution. When a large
positive voltage is applied to the tip, protruding atoms on the tip apex are ionized and
evaporated as a result of the high local electric field. Typically, field evaporation first
removes adsorbates that are loosely attached to the tip apex. Increasing the tip voltage
further the removal of atomic layers of tungsten can be observed one after another. The
required electric field for field evaporation is usually slightly higher than the best image
field in FIM mode. Due to this fact, we can record FIM images and when the applied
voltage is increased above the best image field we can online monitor the progress of the
cleaning process.
In the experiment we observe that after cleaning of the tip surface the field emission
properties are stable over timescales of about one hour for pressures p < 1 · 10−9 mbar.
After some hours we find a slight increase of the effective work function, which is most
likely due to the adsorption of residual gas atoms.
5.2 Single-atom tip electron emitters
A single-atom tip (SAT) electron emitter consists of an atomically stacked pyramid on
the apex of a sharp tungsten nanotip. Electron field emission from a SAT exclusively
originates from the topmost atom of the pyramid [106]. These tips have been shown
to emit a spatially fully coherent electron beam in a matter-wave interference experi-
ment featuring very high contrast and a fringe pattern that spans over the entire beam
width [95]. The origin of this high spatial coherence arises from the extreme localiza-
tion of the electron emission. Because of the strong transverse confinement to the atomic
scale, the electron wavefunction occupies discretized quantum states inside the metal tip
before emission. Intuitively this can be understood by considering a particle confined
inside an infinite potential well giving rise to discretized quantum states with a energy
level separation being inversely proportional to the width of the potential well. In the
case of a SAT, even at room temperature, the energetic spacing between these quantum
states is comparable to the Fermi energy inside the metal due to the atomic scale spa-
tial confinement. Thus, electrons primarily occupy the lowest transverse quantum state
inside the metal giving raise to the excellent spatial coherence of the emitted electron
beam [107, 108]. Interesting implications of this extreme spatial localization on the light
matter interaction might be rendered observable if the electron emission is driven by
few-cycle femtosecond laser pulses [76].
Fabrication recipe to create single-atom tips
Various techniques have been reported in the literature in order to create a SAT [109,
110, 111, 112], among the first was the controlled adsorption of a tungsten atom on a
base tip [106]. Here, we exploit an ultrathin film-induced faceting of the tungsten crystal
to reproducibly create SATs. As demonstrated by Fu et al. [113], an atomically sharp
pyramid that ends in just one single atom can be obtained on the surface of the W(111)
crystal facet. The formation of these atomically sharp tips is achieved by deposition of
several physical mono-layers of Palladium (Pd) onto the clean tip surface followed by
a thermal annealing procedure, which leads to the formation of an atomically ordered
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pyramid of PD atoms on top of the W(111) crystal facet.
The SAT fabrication recipe makes use of the fact that the W(111) facet is a morpholog-
ically unstable surface since the surface free energy of the tungsten crystal surface favors
the ordering of atoms along the {211} facets. As indicated in the sketch in Fig. 5.3(a),
the tungsten {211} facets grow towards the W(111)-direction when energy is provided
by heating the tip to about 1500 K. By these means, the surface energy anisotropy of the
tungsten crystal is reduced. When the growing {211} facets start to merge they establish
sharp edges between each other. As a result of the hemispherical shape of the tip ape,
which ultimately leads to the formation of a three sided pyramid. If a pure tungsten
crystal is used for the surface rearrangement a steady state is established before the
completion of the pyramid formation as the accompanied increase in the total surface
area counteracts the minimization of the surface energy anisotropy. However, when a
physical mono-layer of Pd is evaporated onto the tungsten surface the surface energy
anisotropy is further increased. Furthermore, the Pd atoms benefit from a higher mo-
bility than the W atoms and they participate in the reordering of the crystal surface as
Pd has approximately the same atomic dimensions and binding energy as W within the
crystal lattice. As a result, faceting starts at lower temperatures of about 800 K and the
completion of the atomically stacked pyramid that terminates in a single atom becomes













Figure 5.3: Formation of a single-atom tip induced by crystal faceting. (a), Due
to the large surface energy anisotropy of tungsten the {211} facets tend to grow when the
crystal is heated. For a hemispherical crystal surface the faceting leads to the formation of
a three sided pyramid. (b), Ball model an atomically stacked pyramid in the bcc lattice, as
obtained during the SAT formation process. The color indicates the different layers of the
pyramid. (c), The first four atomic layers of the pyramid shown in (b).
The recipe to obtain a SAT is as follows. First the tip surface is cleaned using field
evaporation by applying a positive voltage of several kV to the tip. Then, roughly 1.6
physical mono-layers of Pd are deposited onto the tip. We use a linear translation stage,
which allows to move a Pd filament at a distance of 15 mm in front of the tip for
Pd evaporation. To calibrate the deposition rate of the Pd filament as a function of
temperature, we have measured the evaporation rate using a vibrating quartz crystal
and recorded the temperature of the Pd filament with a disappearing filament pyrometer.
After the Pd evaporation we anneal the tip at 1000 K for 15 − 20 min, which leads to
the formation of a pyramid on the tip apex that eventually terminates in a single atom.
An important property of the thermally induced faceting is that the formation of the
atomic protrusion leads to a thermodynamically stable surface state. For this reason
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SATs can be created several times using the same base tip simply by re-annealing the
tip after deconstruction of the SAT. Figure 5.3(b) shows a ball model of the atomically
stacked pyramid on top of the base tip. In Fig. 5.3(c) the four topmost single layers
forming the pyramid are shown separately. In the case of a pyramidal protrusion quan-
tum effects that arise from the extreme localization might be directly revealed in the
electron emission, like e.g. the emission from localized states inside the metal. In order













Figure 5.4: FEM and FIM images showing the generation of a SAT. (a), FEM
pattern from the clean W(111) tip. (b), FEM after Pd evaporation and several annealings.
(c), FIM image demonstrating the presence of a single atom on top of the atomic Pd pyramid.
(d-f), FIM images illustrating the deconstruction of the Pd pyramid and the subsequent
uncovering of the tungsten crystal of the base tip in (f). The color and contrast of the
images has been treated to yield better visibility of small features.
FEM and FIM with a single-atom tip electron emitter
We can verify the successful formation of an atomically ordered pyramid performing
FEM and FIM. A typical sequence of the investigation of a SAT is shown in Fig. 5.4.
First a W(111) tip is cleaned by field evaporation, as described in Sec. 5.1, in order to
start off with an atomically clean hemispherical base tip. The field emission pattern of
the clean base tip is shown in Fig. 5.4(a) for a tip voltage Vtip = −260 V. Here, two of
the emission spots from the {211} facets miss the MCP and are only barely visible at
the boundary of the active MCP area. Subsequently, the tip voltage is turned off and
the fabrication recipe described above is conducted. After the successful SAT creation
a FEM pattern as shown in Fig. 5.4(b) is observed. Now, there is only one bright and
collimated emission spot at the position of the W(111)-direction for Vtip = −409 V. This
already indicates the formation of the pyramid. In order to atomically resolve the SAT
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pyramid we perform FIM using Neon as an imaging gas. Neon has a lower best-image
field than Helium and therefore allows to record FIM images at lower voltages and to
prevent any field evaporation that would deconstruct the atomically stacked pyramid.
Figure 5.4(c) shows the FIM image recorded right after the SAT fabrication. Clearly,
only a single atom is visible at a tip voltage of Vtip = 3.85 kV, which corresponds to the
topmost atom of the pyramid. When the tip voltage is increased, field evaporation arises
and evaporates the topmost atoms of the Pd pyramid leading to its deconstruction. From
Fig. 5.4(c) to (f) successive snapshots of the SAT deconstruction are shown uncovering
the underlying tungsten base tip step by step. The dashed red lines indicate the edges
between the tungsten {211} facets.
When applying a tip voltage of about −500 V to the successfully generated SAT
we observe stable field emission with currents of 1 − 10 nA in a single collimated spot
along the W(111)-direction. The angular divergence of the field-emitted electrons can
be determined from the FWHM of a Gaussian fit to the FEM spot. We typically obtain
a full beam divergence angle of 6◦ − 8◦. Assuming an effective source size on the order
of about 0.1 nm2 the reduced brightness of the SAT at 10 nA emission current amounts
to Br = 5.3 ·109 A/(m2srV) compared to typical values of Br ∼ 107 . . . 108 A/(m2srV) in
field emission and Br ∼ 3 · 109 A/(m2srV) for carbon nanotube electron emitters [114].
Repeating this recipe after destruction of the SAT we successfully reproduced up to five
SATs on the same base tip before we had to assemble a new W(111) base tip.
Single-atom tips can be reliably obtained according to the above fabrication recipe.
However, we removed the linear feed-through for the Pd evaporation, which introduced
mechanical vibrations, in order to ensure maximum possible mechanical stability for the
electron interference measurements described in the following section. To this end, all
experiments described in the following are performed using conventional W(310) tips. In
the near future a re-design of the Pd evaporation unit may be incorporated and single
atom tips can be employed as perfect point source of electrons in the same experimental
setup.
5.3 Fiber coupled near UV laser light delivery for
photoemission
We have incorporated a flexible, fiber-optical setup in order to laser-trigger the electron
emission from the metal nanotip. Illuminating the tip with laser light in the near ul-
traviolet (UV) allows to drive a one-photon emission process where the absorption of
one photon results in the emission of one electron. As a result, this emission process is
expected to yield high electron currents in laser-triggered emission. The implementation
of a fiber-based setup benefits from several important features. First of all, the fiber
coupling allows to circumvent obstacles in the vacuum chamber, like a mu-metal shield,
in a very flexible manner. This might be of interest for any other application where
laser light has to be delivered in narrow surroundings, for example, the electron optical
column of an electron microscope. Furthermore, the fiber coupling allows to place the
UHV chamber on standard air cushion supports for vibration damping without affecting
the optical alignment. For these reasons, we regard our fiber-coupled laser pulse delivery
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system as a prototype for laser-triggered microscopy columns, requiring high stability
in the laser-tip alignment over typical acquisition times on the order of minutes [115].
Fiber coupled laser light setup
The setup described in this thesis is a refined version of a first design described in
Ref. [116]. We investigated possibilities to generate near UV laser illumination. First,
we generated light at a wavelength of 395 nm by using the second harmonic from 130 fs
long pulses that where derived from a 2.7 MHz repetition rate long-cavity Ti:sapphire
oscillator. However, an elliptical laser spot was obtained after the second harmonic
generation and the maximum available laser power at the tip was limited to 5 mW.
Details are described in Ref. [116]. In order to increase the available laser power we
turned to a laser diode1 providing continuous wave (cw) laser light at a wavelength of
405 nm with a saturated output power of 400 mW. By these means, we could increase the
available laser power after the fiber, which reaches the tip, from 5 mW to 80 mW. Even
more importantly, we incorporated new focusing optics in the UHV chamber, which
allows to reduce the 1/e2−beam radius of the focused light from approximately 4.7µm
down to 865 nm. This allows us to boost the laser-triggered electron yield as the laser
intensity scales inversely quadratically with the beam radius. Combining the cw light
source with the improved laser focus we expect an increased electron current in laser-
triggered emission of about a factor of 450, which was the limiting factor in previous
laser-triggered electron interference measurements described in Ref. [116].
As we will discuss in detail later, we drive a linear one-photon electron emission
process at this particular wavelength where the absorption of one photon gives rise to
the emission of an electron. This first order process depends on the time-averaged peak
intensity of the laser beam and is completely independent on the temporal profile of the
laser intensity. Hence, the emission process induced by the cw light source is the same
as that for the pulsed laser. Figure 5.5(a) shows a schematic of the fiber-coupled setup.
The cw laser light emitted by the diode is collimated and then coupled with a coupling
lens to a polarization-maintaining (PM) fiber2 with a cut-off wavelength of 350 nm and
a core diameter of 2.5µm. We use four dielectric mirrors3 and an air-spaced achromatic
doublet lens4 for alignment and tight focusing of the laser light into the PM fiber. By
matching the focal spot size to the fiber’s mode field diameter of 2.3µm we achieve
coupling efficiencies above 40%. We use a λ/2-wave plate to rotate the polarization of
the in-coupled light and to properly align it with either the fast or slow axis of the PM
fiber leading to conservation of the polarization due to the birefringence of the PM fiber.
Using a pulsed femtosecond laser source and dispersion compensation techniques, pulse
durations on the order of 100 fs can in principle be achieved at the tip [117].
The fiber-coupled light is then fed into the UHV chamber using a custom made fiber
feedthrough, which is designed similar to one in Ref. [118]. Inside the chamber the fiber
is guided into the mu-metal box where Teflon sleeves are used to relieve any strain
and to avoid breaking of the fiber. Tight focusing onto the metal nanotip is achieved
































































Figure 5.5: Fiber-coupled UHV laser delivery setup, focusing optics and mea-
surement of the focal spot size. (a), Near UV light at 405 nm from a laser diode is coupled
into a fiber and then transmitted into the UHV chamber. In the experimental chamber the
light is focused onto the tip apex using an achromatic doublet and an asphere. (b), Spot size
measurement of the focused laser light from the electron current obtained when moving the
tip in z-direction through the focus. A 1/e2-radius of 865± 30 nm is deduced.
using a combination of an air-space achromatic lens doublet5 for collimation of the
beam and an aspheric lens6 with a numerical aperture of 0.5 that focuses the beam onto
the tip. The assembly has been optimized using the freely available Winlens software7,
which performs classical raytracing simulations for the estimation of aberrations. For
the focusing optics optimization we fix the focal distance to a length of 15 mm in order
to avoid charging of the glass surface of the focusing lens by the electron beam. The
diffraction limited beam waist of the focus is 400 nm according to the simulation.
In the experiment both lenses are aligned using an aluminum tube with a diameter
of 28 mm that houses both lenses (see Fig. 5.6). An inner thread allows to screw in
spacer rings, which precisely set the distance between the lenses. The fiber end pointing
towards the focusing optics is glued with a UHV compatible adhesive8 into a ferrule with
a diameter of 1.8 mm, which is tightened in a v-groove on the same aluminum mount
establishing a prealigned optical axis with the focusing lenses. We find a working distance
of 15 mm as expected from the ray tracing simulations. Furthermore, we can deduce the
beam waist of the focused laser beam by measuring the laser-triggered electron current as
a function of the relative position of the tip in the focus. As will be described in the next
paragraph, the photon energy at a wavelength λ = 405 nm leads to a linear dependence
of the emitted electron current on the laser intensity [see Fig. 5.7(b)]. As a result of the
linear dependence of current on the laser intensity, we can measure the beam profile of
the focused laser light by moving the nanotip out of the focus and recording the emitted
electron current as a function of the tip position. The finite radius of the tip of about
10 nm is much smaller than the focal spot and can be neglected. Figure 5.5(b) shows such
a measurement, where a Gaussian beam profile with a 1/e2-beam radius of 865± 30 nm
is obtained from the fit (red line). We attribute the deviation of the measured spot size
5Thorlabs, ACA254-050-A
6Edmund Optics, Uncoated asphere, 0.5 numerical aperture, #66-310
7QIOPTIC, Winlens
8Epotek 301














Figure 5.6: Experimental setup employed for laser-triggered electron interfer-
ence measurements. Near UV laser light is focused onto the tip using a PM fiber that
delivers laser light into the mu-metal box that houses the experiment. The achromatic lens
doublet and the aspheric lens are mounted and aligned in an aluminum tube. The nanotip
can be moved into the focus using a 8D manipulator, described in Sec. 6.1. Furthermore,
a sample comprising a nitride membrane with freestanding CNTs can be brought into the
electron beam path. The phosphor screen images the shadow of the tip created by the laser
light and allows a course alignment of the tip and the laser focus.
from the simulated diffraction-limited spot size of 400 nm to aberrations arising from
misalignment of the achromat and a slightly tilted aspheric lens.
Linear one-photon photoemission
Figure 5.7(a) illustrates the different mechanism of DC-field emission and one-photon
photoemission in an energy level diagram close to the tip apex. The black dashed line
corresponds to the potential barrier at the metal-vacuum interface for an unbiased tip.
When a static negative voltage is applied to the tip DC-field emission sets in at electric
fields ∼ 2 GV/m and electrons are emitted from the tip by tunneling by through the ef-
fective barrier, which is reduced by the Schottky effect [indicated in green in Fig. 5.7(a)].
In order to obtain a large current in photoemission we illuminate the tip with the laser
light and reduce the static voltage closely below the threshold of DC-field emission, as
shown in blue in Fig. 5.7(a). In this case the DC tunneling current is still negligible, but
the photoemitted current is maximized. At electric fields of 1.4 . . . 2 GV/m, the effective
barrier height is reduced by the Schottky effect to 2.9 . . . 2.7 eV for the lowest work func-
tion plane in the W(310) direction. At a wavelength of λ = 405 nm the photon energy is
Eph = 3.06 eV and hence the absorption of one photon provides enough energy for one
electron to be emitted from the metal tip.
We have characterized the emission process experimentally and identify a one-photon
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emission process, as expected. Figure 5.7(b) shows the measured dependence of the
photocurrent Jph with the laser power P . A linear dependence of Jph with respect to the
laser power is found, which verifies a one-photon process where the absorption of one
photon results in the emission of one electron.
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Figure 5.7: Illustration of electron emission processes and the virtual source
together with experimental characterization of the photoemission process. (a),
Schematic of one-photon photoemission (blue) and DC-field emission (green). Electrons from
states below the Fermi-level EF are excited by laser irradiation and emitted over the barrier,
which is lowered due to the Schottky effect. At sufficiently high DC-fields the barrier becomes
narrow enough to permit direct tunneling through it, giving rise to DC-field emission. (b),
The linear dependence of the photocurrent on the applied laser power, clearly indicates a
one-photon emission process.(c), A virtual (or effective) source (red) is formed behind the
tip’s apex by extrapolating electron trajectories back into the metal tip. This virtual source
is substantially smaller than the geometrical source size (blue). Solid lines indicate electron
trajectories.
The work function of tungsten depends upon the specific crystallographic direction
of the tungsten crystal (see Sec. 5.1). In DC-field emission electrons are predominantly
emitted from the [310] crystallographic plane, which has the lowest work function of
tungsten Φ = 4.35 eV. In photoemission, with Eph = 3.06 eV and DC-fields closely
below the field emission threshold the absorption of one photon provides enough energy
for electrons from crystal planes with work functions up to 4.8 eV (without DC-field) to
be photo-emitted over the Schottky-lowered barrier. In the experiment this manifests
itself by the higher divergence of the photoemitted electron beam of 10◦ (half opening
angle) compared to 6◦ in DC-field emission.
5.4 Coherence measurement of laser-triggered electron
emission
Coherent electron sources are central to studying microscopic objects with the highest
possible spatial resolution. Meanwhile, nanotips operated in DC-field emission are known
for their paramount spatial coherence properties and employed in practical applications
for almost half a century [119]. Hence, highest resolution microscopy as well as coherent
imaging, such as holography and interferometry, have long been demonstrated using DC-
field emission [13, 23, 120]. Here we investigate whether the high spatial coherence of
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electron beams emitted from a metal nanotip is preserved in photoemission by comparing
the spatial coherence of photoemitted electron beams to their DC counterparts.
5.4.1 Spatial coherence in DC-field and photoemission
The spatial coherence of electron sources is commonly quantified by means of their
effective source radius reff . It equals the radius of a virtual incoherent emitter that
resembles the coherence properties of the real emitter. A virtual source is formed in
a finite area where electron trajectories intersect when extrapolating their paths back
into the metal tip, like indicated in Fig. 5.7(c). Using the van Cittert-Zernicke theorem,
it can be shown that reff scales inversely proportional with the transverse coherence
length ξ⊥ of the emitted beam: the smaller the (effective) source, the more coherent the
beam (see Eq. 5.1). For tungsten field emitters typical values for reff are on the order
of 0.4 . . . 1 nm in DC-field emission, significantly smaller than the geometrical tip radius
that is typically in the range of a few tens of nanometers [23, 22].
An upper bound for reff is obtained by measuring the full width of coherent illumina-
tion at the detector screen. Commonly this is done by identifying the distance between
the outermost fringes in an interference pattern with ξ⊥. This is based on the assump-
tion that the interference pattern washes out because its width exceeds the transverse
coherence length of the beam [121]. Under experimental conditions the interference pat-
tern might also wash out because of mechanical vibrations or other imperfections and,
hence, we can only give a lower bound for ξ⊥. The van Cittert-Zernicke theorem relates




pi · ξ⊥ . (5.1)
Here λdB is the electron de Broglie wavelength and ls−d the source-detector distance.
As illustrated in Fig. 5.7(a), DC-field and laser-driven emission occur due to funda-
mentally different emission processes [123]. The former is a tunneling process through
a static potential barrier and covered within the Fowler-Nordheim-theory [99], whereas
a variety of laser-driven emission processes exist. They are distinguishable into linear
one-photon emission, nonlinear multi-photon and tunneling processes, with the respec-
tive prominent examples of Einstein’s photoelectric effect and multi-photon photoemis-
sion [124]. The effective source radius is highly sensitive to the shape of the electron
trajectories in close vicinity of the tip apex [125], and hence to the emission process. As
a result, the coherence properties in photoemission might be drastically different from
DC-field emission.
5.4.2 Electron interference at a carbon nanotube biprism
To compare the coherence properties of a W(310) tungsten tip electron emitter with a
radius of ∼ 10 nm in laser-triggered and DC-field emission we record electron matter-
wave interference images in both emission modes. We use a freestanding carbon nanotube
(CNT) as an electron beam splitter, which acts as a biprism filament with nanometer
radius [13]. It splits the wavefront of the electron matter wave in two parts, which
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are then overlapped at the electron detector, giving rise to interference fringes on the
detector screen [22]. The electrically grounded CNT is brought into the electron beam
path at a typical distance of less than one micrometer from the tip, resembling a point
projection microscopy configuration [126]. The CNT and the gold coated holey silicon
nitride membrane, which supports the CNT, act as a counter electrode for the biased tip.
Electron interference can be observed in DC-field emission as well as in laser-triggered
mode when a near-UV laser beam is focused on the tip’s apex.
Electron interference patterns can be observed when approaching the tip to the CNT
sample. Figure 5.8 shows a typical laser-triggered electron interference pattern for a tip-
sample distance of ∼ 5µm where several CNTs, freely suspended over a holey nitride
membrane, can be observed. The substrate for supporting the CNTs is made of a 200 nm
thin film of silicon nitride supported by a rigid silicon frame9. Arrays of holes with a
diameter of 2µm are arranged in a rectangular pattern with a pitch of 12µm. The CNTs
are grown on the substrate and over its holes employing a chemical vapor deposition
process. The CNT growth was performed by the group of Prof. A. Ho¨gele at the LMU
and is described in detail in the supplement of Ref. [127]. After examination of the
sample in a scanning electron microscope it is coated with a 5 nm layer of gold on both
sides using a 5 nm layer of titanium as adhesion promoter for the sample to act as a
(grounded) counter electrode in the experiment.
Figure 5.8: Laser-triggered point projection image of carbon nanotubes spanning
a hole of the carrier substrate. At this magnification (∼ 2×104), which corresponds to a
tip-sample distance of a ≈ 5µm, the interference pattern is dominated by Fresnel diffraction
and biprism contributions (see text) are less pronounced. The scale bar represents 4 mm on
the MCP detector screen. The black spots in the image are artifacts of the MCP.
For this rather large tip-sample distance and hence low magnification, the interference
pattern forms according to the so called holographic regime [128]. Here the projected
image represents an in-line hologram of the CNT. The incident electron wave is scat-
tered off the sample and interferes with the unscattered part of the wave, which gives
9DuraSiN, DTM-25231
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rise to a Fresnel-like pattern with one broad fringe in its center (see Fig. 5.8). When
approaching the CNT further, the magnification increases and the interference pattern
forms according to the biprism regime, where the static electric fields around the CNT
start to play a major role. Even though the CNT sample is electrically grounded the
impinging electron beam creates secondary electron emission from the CNT, which re-
sults in a local positive charging of the suspended CNT because of its finite electrical
conductivity [126]. As a consequence, electric fields are created that lead to the de-
flection and subsequent overlapping of the two parts of the electron beam, which are
split by the CNT, in the detector plane. A cosinusoidal interference pattern is observed,
equivalent to those obtained with an electrostatic biprism [129]. For intermediate mag-
nifications the interference pattern is a convolution of both regimes with Fresnel and
biprism contributions.
5.4.3 Demonstration of high spatial coherence in photoemission
Electron interference patterns in laser-triggered and DC-field emission are shown in
Fig. 5.9(a) and (b), respectively, recorded at the identical CNT position with a tip-
sample distance of less than 1µm. Only very low static voltages are required to obtain
DC-field emission because of the small geometrical tip radius of about 10 nm and the
short tip-sample distance. Clearly, interference fringes that are aligned parallel to the
CNT are observed in both modes. A tip voltage of Utip = −41 V is chosen in laser-induced
emission, such that the barrier is lowered for efficient photoemission. The measurement
is performed with a focused laser power of P = 5.7 mW, which results in a photocurrent
of approximately 0.375 pA. For DC-field emission a voltage of Utip = −53 V is applied,
leading to a comparable field emission electron current as in photoemission. The slightly
larger fringe spacing in Fig. 5.9(a) arises from the different electron de Broglie wave-
lengths, which are given below and result from the different tip bias voltage of −41 V
compared to −53 V in DC-field emission.
The electron interference images shown in Fig. 5.9 represent an average of 200 in-
dividual images, each one recorded with an exposure time of 21 ms, with a standard
8-bit dynamic range CCD camera and a 35 mm objective from outside of the vacuum
chamber. Individual images are superimposed but shifted against each other in order to
cancel effects of slow linear drifts. These are most likely induced by heating of the sam-
ple with the cw-laser beam and slow cooling during image acquisition with the DC-field
emission source (opposite signs of the drifts). The applied shift from image to image is
found by fitting the central fringe of the pattern with a Gaussian function.
The panels in Fig. 5.9(c), (d) show line profiles obtained from integrating the count
rate parallel to the fringes in the marked rectangular area in the inset to the figure. The
spatial coherence width is obtained from these line profiles by counting the number of
interference fringes (marked by arrows in the line profiles) and deducing the distance
between the two outermost fringes. In laser-triggered mode we observe at least 21 fringes
and we obtain ξph⊥ ≥ 5.9 mm for photoemission at a CNT-screen distance of 79.5 mm.
With λdB = 1.8 A˚, the effective source radius equals r
ph
eff ≤ 0.80 ± 0.05 nm. In DC-
field emission mode we count at least 35 fringes and a very comparable value of the
coherence width is deduced from Fig. 5.9(d) with ξ⊥ ≥ 7.7 mm, albeit slightly larger.





























Figure 5.9: Electron interference measurement in DC-field and photoemission.
(a), Laser-triggered electron emission at a bias voltage of Utip = −41 V. Without laser
illumination no electrons are observed at this voltage. The scale bar corresponds to 1 mm on
the detector screen. (b), DC-field emission with Utip = −53 V. A modulation of the fringe
pattern along the CNT direction is also clearly discernible, arising from local distortions of
the CNT and locally enhanced DC-fields leading to de- and constructive interference effects.
Line profiles of the interference fringes are integrated perpendicular to the orientation of the
CNT in laser-triggered (c) and DC-field emission (d). The box in the right inset indicates
the 9.3 mm2 large integration area. The left inset shows a larger detector image. At least 21
fringes in the laser-triggered mode and 35 in DC-field emission mode are visible as indicated
by the arrows. The slightly finer fringe spacing in laser-triggered emission is due to the
smaller electron de Broglie wavelength.
With λdB = 1.7 A˚ the effective source radius equals r
DC
eff ≤ 0.55 ± 0.02 nm, in line with
previously published values in Refs. [22, 121].
Clearly, the source radii in laser-triggered and DC-field emission mode differ only
slightly, even though the emission process is qualitatively different. Furthermore, in
both cases the effective source radius is more than an order of magnitude smaller than
the geometrical source radius of 10 nm. For comparison, the record resolution laser-
triggered electron microscope employs a fully illuminated flat LaB6 cathode of a few
tens of microns in diameter [130]. However, besides high spatial coherence, and hence
a small effective source, a high photocurrent is required in most time-resolved imaging
applications such as ultrafast electron diffraction. This requirement directly translates
into the necessity of a high brightness of the electron beam. With increasing electron
current it can be expected that the effective source size increases due to space charge and
stochastic Coulomb electron-electron repulsion [125]. Strictly, these effects come into play
for more than one electron per pulse emitted from the tip. Hence most conservatively,
the maximum current attainable with highest spatial coherence is set by the repetition
rate frep of the laser. For instance, laser pulses with frep = 100 MHz inducing emission of
one electron per pulse yield a time averaged current of 16 pA. Even though this value is
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low compared to the electron current emitted from standard field emission guns, electron
imaging with a stably aligned laser beam, as demonstrated here, remains well possible
as demonstrated in time-resolved scanning electron microscopy [115]. The restriction to
one electron per pulse however, also prevents other unwanted detrimental effects such
as temporal electron pulse broadening due to Coulomb repulsion [131].
Next to the transverse coherence, quantified by reff , the longitudinal energy spread of
the electron beam ∆E is crucially important for most applications. The energy spread
obtained from the one-photon electron emission has been measured in a previous work
in our group [132] and here only the result is given. The energy spread ∆E of the
photoemitted beam equals 0.51 ± 0.06 eV (FWHM), almost twice as much as in DC-
field emission [23]. This implies that the longitudinal coherence length is smaller by
a factor of about 2 in photoemission [120], likely causing the reduced visibility of the
interference pattern in Fig. 5.9(c) compared to 5.9(d).
In conclusion, the coherence of the electron beam in one-photon photoemission close
to the threshold is almost as high as that of a DC-field emitted beam. It has been previ-
ously shown that the initial electronic states inside the metal from which the electrons
originate affect the coherence of the DC-field emitted electron beam [22]. Our measure-
ments demonstrate that the coherence of the original electronic states inside the metal is
maintained in photoemission as well. One may thus expect that a cooled tip also provides
a fully coherent beam under laser irradiation, as demonstrated in DC-field emission [22].
Furthermore, the laser-triggered emission from a single-atom tip promises ultimate spa-
tial coherence if photoemission originates from localized electron states inside the metal.
The creation of an atomically ordered pyramid with a single atom termination might
allow to study the light matter interaction of ultrashort laser pulses with extremely
localized electrons in a single protruding atom.
The measurement of the effective source radius of a laser-triggered, tip-based electron
source will be of great importance for an active research area investigating femtosecond
point projection microscopy [133], ultrafast low-energy electron diffraction [134] and
combinations of both [135] employing a laser-triggered nanotip as an electron source.
With regard to the construction of a coherent pulsed electron source for the electron
guiding experiment we conclude that we can employ the laser-triggered electron source
without loosing the superior spatial coherence of metal nanotip electron sources. In
the following chapter we will report on the design and construction of a field emission
electron gun specifically intended for the electron guiding experiment.
6 A coherent field emission gun for
electron guiding
In this chapter we report on the construction of a field-emission electron gun specifically
designed for the injection of electrons into a planar surface-electrode microwave guide.
The injection of electrons into low-lying motional quantum states of the electron guide
sets stringent requirements on the electron-optical properties of the electron source.
Most importantly, the electron beam has to be focused to the diffraction limit and
therefore excellent coherence properties of the electron emitter as well as electrostatic
focusing optics with low aberrations are required. In Ch. 5 the excellent spatial coherence
of metal nanotips has been demonstrated, revealing that the emitted electron beam
is highly coherent in DC-field and photoemission. Furthermore, these tips feature a
spatially confined emission hot spot and provide a bright and collimated beam. Here
we describe the electron optics implemented in the electron gun and demonstrate first
results from electron guiding experiments using this novel source. The ability to focus
fiber-coupled laser light in the near-ultraviolet (UV) onto the tip apex will allow us to
laser-trigger the electron source, which enables the injection of short electron pulses in
future experiments.
6.1 UHV chamber and experimental setup
In the course of this thesis an ultra-high vacuum (UHV) chamber was assembled with the
goal to study the spatial coherence of metal nanotip electron sources and to incorporate
such a tip in a novel coherent electron gun design for the microwave guiding experiments.
In order to obtain stable field emission from a metal nanotip UHV background pressures
of below 1·10−9 mbar are required. This implies the careful design of all components that
are assembled in the UHV environment in addition to efficient pumping. In the following
the experimental apparatus is introduced. It features a sophisticated nanopositioning
system with eight degrees of freedom to position the nanotip with respect to the electron
lens and the microwave guide. In order to focus near-UV laser light onto the nanotip,
we use fiber-coupled focusing optics, which have been described in Ch. 5. This allows
to avoid obstacles, as e.g. the mu-metal shield and to deliver laser light to the tip in a
compact manner. All parts in the UHV chamber are placed inside a mu-metal box for
the shielding of external magnetic fields.
6.1.1 Experimental chamber
The experimental chamber is pumped to UHV pressure, i.e. p < 1 · 10−9 mbar, in three
stages. First the UHV chamber is evacuated to a pressure of 2·10−2 mbar using a rotating























Figure 6.1: Experimental setup housing the field emission electron gun. (a), Close-
up of the experimental apparatus comprising the vacuum system and the experimental cham-
ber. (b), Photograph of the experimental chamber.
vane pump1. Once a backing-pressure of 5 · 10−1 mbar is reached the turbo pump2 can
be launched yielding a pressure of 1 · 10−7 mbar. At this stage, usually, a bake-out of the
vacuum chamber at temperatures of about 80◦C is performed allowing to reach pressures
in the low 1 · 10−9 mbar range. This relatively low baking temperature is chosen due to
the low glass transition temperature of the UHV compatible PEEK polymer, which is
included in several parts that are assembled in the chamber, as e.g. the enclosure of the
electrostatic lens. After the bake-out, the ion getter pump3 is switched on pumping the
chamber down to 2 · 10−10 mbar in combination with the titanium-sublimation pump4.
Figure 6.1(a) shows a schematic of the experimental apparatus. The vacuum chamber is
standing on a custom designed breadboard5, with a 30 cm centered hole, which allows to
attach the pumping unit from below the table. The breadboard is mounted on actively
damped table legs in order to reduce mechanical vibrations during the experiments.
Furthermore, a UHV gate valve6 allows to turn off and disconnect the turbo pump from
the vacuum side in order to avoid mechanical vibrations from the rotating blades. In
order to reduce the outgassing rates of the assembled aluminum parts, the surfaces of
all aluminum pieces are chemically treated according to the recipe given in Ref. [136].
Inside the UHV chamber a mu-metal box houses all the components of the electron
guiding experiment in order to shield the low-energy electrons from ambient magnetic
fields. A characterization of the magnetic shielding is given in Sec. 6.1.3. The field
emission electron gun is depicted at the bottom of Fig. 6.2. A nanometric tungsten tip
is spot-welded onto a support loop, which is fixed onto a standard SEM/TEM ceramic
Kimball mount7. The tip is attached to a positioning unit, which will be described in
1Pfeiffer Vacuum, Duo 1.6/M
2Pfeiffer Vacuum, HiPace 60 P
3Gamma Vacuum, TiTan 75S
4Vacom, Titanium-sublimation pump
5Thorlabs, Optical Breadboard 900x750x60mm
6VAT, VATLOCK CF63 gate valve
7Kimball Physics, Glass AEI Bases












Figure 6.2: Experimental setup used for the microwave guiding of electrons. The
metal nanotip can be positioned with the 8D nanopositioning stage with respect to the elec-
tron lens and the microwave guiding chip. Guided electrons are detected on a microchannel
plate (MCP) electron detector, which is housed inside a metal box (MCP1) for screening of
the supplied DC voltages. When the metal tip is rotated 90◦ counter-clockwise the second
detector MCP2 can be used for a characterization of the metal tip without lens and guiding
substrate. All the components are assembled inside a mu-metal box. Here the top cover was
removed for better visibility.
detail in the next section. The positioner allows to precisely align the tip with respect
to the electron lens, which is mounted upstream of the metal tip and itself sits on a
positioning unit to move the lens in and out of the electron beam path. Furthermore,
the tip and the electrostatic lens are mounted together on a separate manipulator, which
can be positioned relative to the electron guiding substrate. Electrons that are injected
into the microwave guide travel along the guiding electrodes and are detected by a
microchannel plate detector8 behind the microwave chip (MCP1). Using a rotatable
positioner, the metal tip can be rotated 90◦ counterclockwise and pointed towards a
second detector (MCP2). Here the tip can be characterized in FEM and FIM without
the electron lens and the guiding substrate in the electron beam path.
6.1.2 8D nanopositioning system
In the course of this thesis a dedicated, UHV compatible nanopositioning system com-
prising eight positioning degrees of freedom has been designed and constructed. The
manipulator is based on stick-slip piezo driven positioners9 allowing to perform fine
8Photonis,APD 2 PS 40/12/10/12 I 46:1 P20
9SmarAct GmbH, http://www.smaract.de
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steps down to 50 nm (step mode). Moreover, with a slow elongation of the piezo element
the slide can be moved with sub-nanometer resolution within a range of about 1.4µm.
The manipulator can be divided into two positioning units. One for the alignment of
the nanotip with respect to the electrostatic lens, which defines the electron optical
axis, and another that allows to position the aligned assembly of tip and lens together
with respect to the electron guide. The alignment of the nanotip requires only small
travel lengths of relatively light components. In contrast, the second manipulator unit
for the positioning relative to the electron guide carries a total weight of about 500 g













Figure 6.3: Photographs of the 8D nanopositioner. (a), Aluminum pieces connecting
the different positioning stages. (b), Linear stick-slip positioner mounted on angle bracket.
(c), Positioning unit for nanotip alignment with respect to the sample holder or electron lens
respectively. (d), Entire 8D manipulator with both positioning units mounted together.
Figures 6.3(a) to (c) show the assembly of the tip-lens positioning unit with home built
aluminum connecting pieces. The lens holder is movable in the xz-plane perpendicular
to the nanotip’s orientation, whereas the tip can be approached towards the lens along
the y-axis. In the diffraction measurements described in Ch. 5, the lens holder was
used to position the CNT sample. Additionally, the tip can be rotated left-right and
up-down using two rotators. Altogether, this setup is fixed to a base plate, which can
be screwed onto the second positioning unit. This second positioning unit comprises
double railed positioning stages along the x-, y- and z-direction. Two calibrated support
springs are attached to the z-positioner in order to compensate for the heavy load of
the tip-lens unit. All positioners that require absolute positioning, as e.g. the y-axis that
sets the tip-to-lens distance, are equipped with an optical sensor allowing for closed-
loop operation with a position read-out accuracy of ±5 nm. Furthermore, all positioners
6.1 UHV chamber and experimental setup 105
can be controlled via Matlab allowing for automated movements like raster scans or an
active signal feedback.
6.1.3 Electric and magnetic shielding
The guiding of electrons is performed at electron kinetic energies below 10 eV. For this
reason, any perturbing electric or magnetic fields strongly deflect the slow electron beam
and may easily prevent electron guiding. In order to eliminate any charging of dielectric
surfaces, the electron beam is fully shielded along the electron optical axis. The electron
lens design consists of a dielectric mount, which electrically isolates and aligns the lens
elements from each other. Any dielectric surface is recessed into ditches from the electron
optical axis with a minimum aspect ratio of 1 : 5. Furthermore, the guiding substrate is
enclosed by gold plated copper covers, which have been removed in Fig. 6.2 for better
visibility. The only dielectric surfaces that are exposed to the electron beam are the
isolating gaps between the electrodes on the guiding chip. To this end, small isolating










































Figure 6.4: Measurement of residual magnetic fields in the guiding experiment.
The blue line shows the magnetic shielding of the mu-metal box when dipping the magnetic
field sensor into the empty mu-metal box. Here z = 0 mm corresponds to the guide’s height.
The red line shows the same measurement when the Smaract positioner is inside the mu-
metal box. The manipulator produces magnetic fields of about 200 mG at the guide’s height.
The electron guiding setup is enclosed by a mu-metal box10 for shielding of external
magnetic fields, like e.g. the earth’s magnetic field. The mu-metal housing consists of
four separate pieces that can be fitted into each other. However, there are several round
openings with diameters from 5 to 50 mm in order to feed through electrical cables and
to provide optical access to the fluorescent phosphor screens behind the MCP detectors.
These holes reduce the magnetic shielding factor of the mu-metal housing. We have used
a flux gate magnetic field sensor11 to measure the magnetic shielding factor. Figure 6.4
10Magnetic Shields Ltd., http://magneticshields.co.uk
11Stefan Mayer Instruments, FLC3-70
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shows the measured absolute magnetic field strength as a function of the height along
the vertical z-axis. Here z = 0 mm corresponds to the height of the electron optical axis.
The blue line shows a measurement with an empty mu-metal box in the UHV chamber.
We find a shielding factor on the order of ∼ 100 leading to a DC magnetic field strength
B < 10 mG inside the mu-metal box. However, the Smaract manipulator turns out to
produce large magnetic fields, as can be seen from the red line, which corresponds to
the same measurement but with the manipulator placed in the mu-metal box. We find
a DC magnetic field on the order of 200 mG at the height of the electron optical axis. In
order to estimate the impact of magnetic fields on the guided electrons we equate the
Lorenz force F = evB with the harmonic restoring force F = −mω2∆x in the electron
guide assuming a homogeneous magnetic field perpendicular to the electron motion.
For an electron with Ekin = 1 eV and a trap frequency ω = 2pi · 100 MHz this yields a
displacement of ∆x = 5µm, which is much smaller than the transverse acceptance area
of the electron guide and therefore the residual magnetic fields do not prevent electron
guiding. However, without the guiding potential the deflection of an electron due to the
Lorenz force is given by dx = ez/(8mEkin) · By yielding a deflection of ∆x = 7.5 mm
when traveling a distance z = 50 mm. These large deflections make the alignment of the
nanotip to the electron lens as well as the alignment of the electron gun with respect
to the electron guide very difficult and currently limit the performance of the electron
source. In future experiments either non-magnetic positioners have to be used, or a
second mu-metal shield surrounding the manipulator has to be inserted as we observe a
significant impact of the DC magnetic fields on the unguided electron beam, as will be
described in Sec. 6.2.2.
6.2 Electron optics
We have simulated and tested several electron lens designs in the course of this the-
sis. The investigations have been restricted to electrostatic electron optics as magnetic
components always result in a rotation of the electron beam around the optical axis,
which is not wanted for electron guiding. Furthermore, electrostatic electron optics can
be modified in a very flexible manner as the elements of the design basically consist of
simple metallic apertures with a small pinhole in the center. The main difficulty for an
electron lens operating at very low electron energies in the range from 1 to 10 eV, is
to find a suitable geometry with moderate focusing action. In fact each radial electric
field component that leads to focusing of the electron beam is directly connected by
Maxwell’s equations to the longitudinal component of the electric field, which results in
the deceleration of the electron beam. In close vicinity to the electron optical axis one
finds from Gauss’s law that Er = −12r ∂Ey∂y . Therefore, any decelerating field implicitly
results in a focusing of the electron beam. Furthermore, the focusing of very low energy
electrons suffers from strong chromatic aberrations, which scale inversely proportional
to the electron landing energy, according to Eq. 2.36.
The following section describes the electron lens design that emerged from several
iterations of particle tracking simulations and experimental tests. First, the working
principle of the electron optics is described and then the focusing performance of the lens
is characterized. Finally, some experimental measurements are presented demonstrating
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the operation of the electron lens and technical difficulties are discussed regarding a
quantitative measurement of the diameter of the focused electron beam.
6.2.1 Design and trajectory simulations of the electron lens
The design requirements that we impose on the field emission electron gun can be
directly related to a minimum number of optical elements that have to be implemented.
The need to set the final electron energy, to focus the electron beam, or to create a
sufficiently high electric field at the tip to obtain field emission directly determine the
voltages that have to be applied to specific elements in the electron optical column.
Except for an deflection element, all elements of the electron optical system consist of
circular metallic apertures, which may vary in the diameter of the pinhole and the outer
diameter of the aperture disk.
Figure 6.5 shows a cut through the electrostatic lens design comprising the apertures.
It is convenient to specify all electric potentials with respect to a ground potential, which
is applied to the last aperture of the column and denoted with VB3. The final electron
energy is accordingly given by the negative potential applied to the field emission tip
and will lie in the range Vtip = −1 . . .− 10 V. In order to obtain electron field emission
from the nanotip, which sets in at electric fields of ∼ 2 GV/m at the tip apex, the
first aperture facing the tip at a distance of about 200µm has to be hold on a positive
potential on the order of Vextr = 100 V. This aperture is called the extractor. After the
electron beam has passed the extractor we use an aperture with a tiny pinhole, which
we call beam forming aperture, to shapes the beam and cut out only paraxial rays. This
way, the probe forming semi angle θi can be controlled to reduce spherical and chromatic
aberrations (see Eqs. 2.35, 2.36).
The purpose of the electrostatic lens design is to focus and to decelerate the electron
beam to the required electron energy. The deceleration to electron energies in the electron
volt range intrinsically leads to a very strong focusing effect and therefore the task is
rather to weaken the focusing of the electron lens sufficiently in order to assure that the
focal spot of the lens lies behind the exit aperture of the gun and not already within
the lens. From the particle tracking simulations presented below it is found that it is
favorable to sequentially decelerate the electron beam. This is done by applying fixed
electric potentials of VB1 = 30 V to the beam defining aperture, VB2 = 10 V to the last
element of the focusing unit and VQ = 8 V to all electrodes of the quadrupole deflector.
The remaining voltage Vf , which is applied to the third electrode in the column, is
used to perform the focusing of the electron beam and adjusted accordingly. Finally
the beam passes a quadrupole aperture, which consists of four electrodes that where
fabricated by milling a round aperture symmetrically into four quarters. An image of
the quadrupole element is shown in Fig. 6.9. It can be used to deflect the beam and
correct for misalignment from the optical axis until the electron beam approaches the
last aperture and is decelerated to the final electron energy. In total this requires nine
separate elements that can be biased with electric potentials.
The extractor as well as the two electrodes behind the small beam defining pinhole
have an aperture diameter of 300µm. The quadrupole element has a large diameter of
4 mm in order to obtain as linear deflecting fields as possible close to the optical axis.
The last aperture features a diameter of 500µm. The pinhole diameters as well as the














Figure 6.5: Cut through the electron lens design. The nanotip is placed in front of
the extractor aperture with potential Vextr at a distance of about 0.15 mm. The electron
beam is then confined by a 5µm pinhole VB1 and focused by the subsequent apertures. A
quadrupole aperture allows to deflect the beam before it is decelerated to its final energy
and leaves the exit aperture of the gun.
distance between the elements have been optimized using particle tracking simulations
and minimizing the aberration coefficients of spherical and chromatic aberrations.
Figure 6.6(a) shows an exploded CAD drawing of the electrostatic lens design. In
total six metallic elements can be mounted into precise fittings of a PEEK holder. This
PEEK holder has a diameter of 30 mm and has been milled by a CNC machine in a
single run in order to provide perfect alignment of the fitted aperture elements. Except
from the beam defining aperture, which is manufactured from platinum and bought from
a commercial supplier12, all apertures comprising the lens design have been fabricated
in the institutes machine shop. The apertures that are drawn in green in Fig. 6.6(a)
are made out of a 200µm thick titanium sheet, whereas the elements indicated in red
are made out of copper. Before assembling the lens all metallic pieces were polished,
cleaned in an ultra-sonic cleaner using DMSO, annealed at 250◦C and sputtered with a
∼ 1µm thick layer of gold. This method of preparing the apertures is crucial to avoid
charging from any contaminations on surfaces that are exposed to the electron beam.
Before mounting all elements into the PEEK holder, thin Kapton insulated copper wires
are spot welded to the aperture electrodes. Figure 6.6(b) shows an image of the readily
assembled electron lens.
Particle trajectory simulations
The particle trajectories have been simulated using the commercial boundary element
method (BEM) software CPO13. They are are performed for electron energies ranging
from 1 to 5 eV in order to characterize the focusing performance of the electron lens. In
the simulation, electron trajectories are released at the apex of the metal nanotip with a
radius of curvature of 15 nm. The extractor voltage is adjusted such that an electric field
of 2.1GV/m is generated at the tip apex, which is sufficient to obtain electron emission
from the tip. For a tip-extractor distance of 200µm this results in a required potential
12Plano GmbH, Pt aperture, A0300P
13Charged particle optics, CPO
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(a) (b)
30 mm
Figure 6.6: Electrostatic lens design comprising nine metallic electrodes. (a),
Exploded assembly drawing showing the separate elements. The nanotip is shown in the
upper left corner followed by the extractor aperture and a small Pt aperture fixed by a
copper sheet. These apertures as well as all remaing elements are aligned by fitting them
in precisely machined grooves of the peek holder. (b), Photograph of the readily assembled
electron lens showing the last aperture and the wires connecting all elements of the lens.
difference of Vextr − Vtip = 147.5 V between tip and extractor. However, the extractor
voltage can always be increased if higher electron currents are needed.
There are two possible modes to focus the electron beam when passing through the
lens, called deceleration and acceleration mode. Choosing the focusing voltage Vf to be
either much smaller or much higher than the potentials on the surrounding elements
results in both cases in a radial focusing action. However in the one case the electron is
a decelerated inside the lens and in the other case it is accelerated. In both modes the
electron beam ends up with the same kinetic energy behind the lens. However, it is a
major advantage of the acceleration mode that the electron beam is at higher energy
when passing through the lens, which generally results in less chromatic aberrations
compared to the deceleration mode. For this reason we only consider the acceleration
mode in the following.
From the particle trajectory simulations with varying energy and focusing voltage Vf
we deduce the working distance behind the lens as well as the resulting diameter of
the electron beam. Figure 6.7(a) shows the result of the simulations where the electron
beam diameter is plotted as a function of the working distance for the different electron
energies. As the beam diameter is extracted from classical particle tracking simulations,
no diffraction effects are included here and the obtained finite beam diameter only arises
from spherical and chromatic aberrations. The different colors indicate the final electron
kinetic energy of the electrons behind the lens. Clearly, small working distances behind
the lens are favorable as the beam diameter increases for all electron energies with the
focal distance behind the lens. Furthermore, for a fixed working distance behind the
lens the minimum achievable beam diameter decreases with increasing electron kinetic
energy. This indicates that the beam diameter is dominated by chromatic aberrations.
In order to compare the different contributions of aberrations to the focused electron
beam diameter it is helpful to study its dependence on the probe forming semi-angle θi.
This angle θi is crucial to determine the effect of aberrations and diffraction. The diame-
ter of the Airy disc, which results from diffraction, is inversely proportional to θi, whereas
the contribution from chromatic aberration scales linearly and the spherical aberration
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Figure 6.7: Simulation of the focusing performance of the electron lens. (a), Fo-
cused beam diameter from classical particle tracking simulations, without diffraction effects,
as a function of the working distance. For every working distance and electron energy the
focusing voltage Vf has been adjusted to yield a focus at the given working distance. For
increasing energy a smaller beam can be achieved identifying chromatic aberrations as lim-
iting effect. (b), Beam diameter including spherical and chromatic aberration as well as
diffraction for Ekin = 1 eV and a working distance of 0.5 mm (black line). The contributions
to the beam diameter from spherical (green line) and chromatic (blue line) aberrations and
the Airy disc (red line) are shown. Here the focusing voltage is Vf = 33 V.
according to the third power in θi, as can be seen from the Eqs. 2.33, 2.35 and 2.36. To
this end, there is an optimum angle θi, which depends on the beam defining pinhole,
with a diameter of 5µm, the distance to the nanotip and finally the magnification of
the lens.
The spherical and chromatic aberrations can be deduced from the trajectory simula-
tions. The chromatic aberration disc is obtained by simulating two extremal rays that
form the envelope of the beam with Ekin = 1 eV and another with Ekin = 1.3 eV. Here
we assume ∆E = 0.3 eV, which is the reported value in field emission from metal nano-
tips [23]. As a result, two focal points are obtained and the contribution of chromatic
aberration to the defocus can be determined. A similar procedure is performed to obtain
the spherical aberration where a monochromatic beam with various starting angles is
simulated. As the the diffraction disc is a mere wave-optical property of the electron
beam and only depends on θi and the electron energy we can simply extract θi from the
simulation and calculate the size of the diffraction disc dd from Eq. 2.33. Figure 6.7(b)
shows the separate contributions to the beam diameter resulting from the spherical ds
(green line) and chromatic dc (blue line) aberrations as well as the diffraction disc dd







one obtains the total spot diameter including diffraction, which is plotted in black. The
focusing voltage Vf = 33 V has been adjusted in the simulation to obtain a minimum
focal spot size at the working distance of 0.5 mm.
As expected, one obtains the characteristic scaling of the different contributions to
the spot size with θi. Furthermore, diffraction (red line) and chromatic aberrations (blue
line) dominate the beam diameter at Ekin = 1 eV, whereas spherical aberrations (green
line) can be neglected. From these simulations we infer an optimum probe forming semi
angle θi = 1.1 mrad. At this specific angle the total beam diameter reaches its minimum
size with a spot diameter of dp = 1.24µm for Ekin = 1 eV. For smaller angles the beam
diameter is limited by diffraction, whereas for larger θi chromatic aberration starts to
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dominate. From the linear slope of the chromatic contribution we can determine the
chromatic aberration constant Cc = 2 mm. The geometry shown in Fig. 6.5, which is
also realized in the experiment, allows to reduce θi effectively by retracting the tip
from the extractor aperture. However, the extractor voltage has to be simultaneously
increased to keep the electric field at the tip high enough for field emission. Typically, we
performed experiments at distances of about 200µm, which results in θi = 1.48 mrad.
As can be seen from Fig. 6.7(b), the corresponding spot diameter is still very close to
its optimum.
As motivated in Sec. 2.3, the final goal is to image electron wave packets directly into
the motional quantum ground state of the transverse harmonic guiding potential. As a
result, we can directly estimate the required beam diameters for typical transverse trap
frequencies ranging from ω = 2pi·100 . . . 1000 MHz. According to the spatial extent ∆x =√
~/(2Mω) of the harmonic ground state in the electron guide we obtain a spatial width
of the quantum ground intensity distribution ranging from w0 = 2∆x = 607 . . . 192 nm
and can estimate the required angles θi for an electron energy of 1 eV requesting a
perfectly matched. According to Eq. 2.29 this yields θi ' λpiw0 = 0.64 . . . 2 mrad. If
we additionally require that the beam diameter produced by chromatic aberrations
should be smaller than the width of the Gaussian beam w0 we can deduce an upper
boundary for the chromatic aberration coefficient using Eq. 2.36. Accordingly, this yields
Cc ≤ w0 ∆EE
−1
θ−1i = 3.14 . . . 0.3 mm. The chromatic aberration constant Cc = 2 mm
obtained from the simulations lies within that range. This is in line with the wave-
optical simulations presented in Sec. 2.3.1, where we found that with Cc = 2 mm and
Ekin = 1 eV the beam is mainly limited by diffraction at the beam forming aperture.
However, the above assessments have to be considered carefully and are supposed to
give only a rough estimate on the electron lens performance. For a rigorous treatment
of the injection efficiency into the quantized states of the electron guide one should
consider the actual spatial current density distribution as well as radial phases, which
accumulate due to diffraction effects and lens aberrations. Here only classical raytracing
simulations are considered and the envelope of these rays is used as an estimate of the
beam diameter.
In conclusion the electron lens design presented here provides focusing close to the
diffraction limit in an energy range below 10 eV. With respect to the injection into the
electron guide the chromatic aberrations of the lens are sufficiently low to obtain a large
overlap between the focused electron beam and the ground state wavefunction of the
guiding potential. In the following a first experimental characterization of the electron
lens is presented.
6.2.2 Experimental performance of electron lens
We have set up the electrostatic lens, as shown in Fig. 6.2, in the UHV chamber to
characterize the performance of the electrostatic lens. We use a National Instruments
card14 to generate the required static voltages required for operating the lens. This allows
to perform automatized voltage scans and measurements. After a coarse alignment of the
tip to the extractor aperture typically a bright transmitted electron beam can be found
14National Instruments, PCI 6733
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on the MCP detector, which is normally located at a distance of 70 mm behind the lens.
Once a small electron current is transmitted through the electron lens, the fine alignment
can be done by optimizing the circularity and the brightness of the transmitted electron
beam.
The most important feature of the electron lens is to deliver an electron beam at
energies below 10 eV for injection into the microwave guide. The lens design allows to
decelerate the electron beam to the desired final energy without influencing the total
electron current. This can be achieved by reducing the negative tip voltage Vtip to yield
the desired final electron energy and simultaneously keeping the potential difference
Vtip − Vextr constant by increasing the extractor voltage Vextr and thus keeping the
electric field at the tip apex constant.
Figure 6.8(a) shows the typical behavior of the detected electron beam when decreas-
ing the final electron energy from 100 eV down to 5 eV as observed on the MCP. Most
noticeable is the energy dependent drift of the electron beam. As can be seen the elec-
tron beam drifts about 7 mm on the phosphor screen, without deteriorating the beam
profile (except for the 5 eV beam). We attribute these drifts to the residual magnetic
fields of the 8D-manipulator (see Sec. 6.1.3), where we estimated an expected beam
drift of ∼ 7.5 mm for a 1 eV electron beam. Several attempts have been undertaken to
compensate these magnetic fields using three pairs of coils in a Helmholtz configuration
that were installed around the vacuum chamber. However, it turned out that the homo-
geneous magnetic field created by the Helmholtz coils did not allow to compensate the
magnetic field drifts satisfactorily. Using a flux gate to measure the homogeneity of the
residual magnetic fields, we found an inhomogeneous distribution of magnetic fields that
were only present close to the manipulator and therefore a compensation by external































































































Figure 6.8: Experimental characterization of the electrostatic lens. (a), Drift of the
electron beam with decreasing electron energy from 100 eV to 5 eV. Here individual images
are added. (b), Electron beam profile at 8 eV detected 70 mm behind the lens. The focus of
the beam is several millimeters behind the lens and hence the beam has diverged significantly
when being detected. Profiles of the beam in the vertical (c) and horizontal (d) direction
with a FWHM diameter of ∼ 150µm. We deduce a beam half opening angle of 1.07 mrad
at 8 eV from the measurement.
We can use the quadrupole element to deflect the electron beam and to compensate
for the magnetic field drift. Figure 6.9(a) shows an image of the quadrupole element. In
the usual configuration all four electrodes are biased with a static voltage of VQ = 8 V.
Additionally, we can apply voltages to the individual elements to create electric fields
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that deflect the beam. In order to create homogeneous electric fields on the optical
axis, we always symmetrically shift voltages on the opposed electrodes. For example,
a horizontal deflection voltage of V Hdefl = 1 V is applied via a voltage of VQ − 0.5 V
on the left electrode and VQ + 0.5 V on the right electrode of the quadrupole element.
In Fig. 6.9(b) a summation of images is shown where we have applied a sequence of
deflection voltages with an amplitude of Vdefl = 10 V and VQ = 5 V at an electron beam
energy of 50 eV. We obtain a star-shaped image where the symmetry of all arms of the
star confirms that the elements of the quadrupole are well aligned and symmetrically
assembled in the holding frame of the lens. The quadrupole deflector is a useful element
to compensate for the beam drifts during electron guiding experiments. At very low
energies, where the beam drift inside the lens is so large that the beam cannot exit the
last aperture anymore, the quadrupole deflector allows to deflect the beam back on the
optical axis, however, under a considerable angle. Hence the magnetic field is a severe
issue to reach final electron energies of about 1 eV and currently limits the performance
of the field emission electron gun.
Despite the magnetic field drift we find a circular beam profile with reducing diameter
for decreasing electron energy in Fig. 6.8. This is due to the fact that for low final electron
energy the decelerating field in the lens has to be stronger, which automatically leads to
a focusing effect. We find that below 10 eV any change to the focusing voltage Vf leads
to an increasing beam diameter at the MCP. The reason for this is that at these very low
energies the focusing effect of the deceleration already produces a beam focus between
the electron gun and the detector. Every increase in the focusing strength reduces the
distance of the focal plane to the electron source and, hence, a larger magnified beam
profile is obtained at the MCP.
Figure 6.8(b) shows a beam profile at Ekin = 8 eV. As can be seen, the field emission
electron gun delivers a nice circular electron beam even at electron energies below 10 eV.
In addition, we do not observe any temporal drifts of the electron beam, which suggests
that there are no unwanted charging effects that influence the performance of the electron
optics. From the line profiles shown in Figs. 6.8(c) and (d) we deduce a FWHM spot
diameter of 150µm at the position of the detector. The MCP detector has a spatial
resolution on the order of tens of micrometers. Therefore, the measured beam profile
shown in Figs. 6.8(b) was recorder for a large distance the lens and detector such that
the diverged beam can be resolved by the MCP. However, this measurement does not
provide about the focused spotsize in the focal plane of the lens, which is right behind
the lens. The distance from the electron lens to the detector is 70 mm and we measure
a half-opening angle of 1.07 mrad of the electron beam.
So far we did not find any means to measure the spot size of the focused electron beam
that is produced by electron lens. Typically knife-edge measurements or a microscopy
resolution measurement yield a reliable determination of the focal spot size of an electron
gun. Here, as we are working with extremely low electron energies, any contact with a
knife-edge or a surface for the determination of the spot size has a dramatic impact on
the electron beam. We observe severe charging and scattering of the electron beam at
metal surfaces. To this end, no reliable measurement has been performed so far and up
to now we can only investigate the magnified beam profiles far behind the focal point
at the MCP detector.



















































Figure 6.9: Characterization of the quadrupole deflector. (a), The quadrupole el-
ements are mounted into the PEKK fitting of the electron lens. (b), Measured deflection
of the electron beam when applying alternating deflection voltages to the horizontal and
vertical deflection electrodes. Depending on the phase between the deflection voltages we
can create star-shaped electron patterns when the image acquisition time is longer than the
deflection sequence.
As a result of the residual magnetic fields of the positioning unit the electron gun is
currently limited to electron energies larger than 5 eV. When reducing the energy below
5 eV the electron beam touches the last aperture of the electron lens which leads to a
broadening of the electron beam. This can be seen for the beam profile with Ekin = 5 eV
in Fig. 6.8(a). Accordingly, when reducing the electron energy further no electron beam
is detected any more, as the electrons hit the last element of the lens.
In conclusion we can use the quadrupole element to compensate for magnetic field
drifts and use the electron source down to energies of 5 eV. This is not a sufficient
means to account for the magnetic field drifts in future experiments, as the required
compensation differs, for example, when the source is moved to a different location
inside the vacuum chamber because of the inhomogeneity of the residual magnetic fields.
However, already now it allows us to employ the field emission electron gun for electron
guiding experiments with much better beam quality as the thermionic electron gun
described in Sec. 3.1.3. First electron guiding measurements employing the field emission
electron source are described in the next section.
6.3 Electron guiding using the field emission gun
This thesis provides important progress towards the smooth injection of electrons into
the guide. The final goal is to reduce the transverse energy of the guided electron beam
to a regime where it becomes comparable to the energy quantization of the transverse
guiding potential. In Ch. 3 we presented optimized electrode coupling structures that
minimize disturbances during the passage from the electron gun into the guide. Exper-
iments and simulations suggest that the transverse energy of the guided electron beam
is now limited by the electron optical properties of the thermionic electron source with
a spot size of 100µm and an opening angle of 15 mrad. Here we report on the first
electron guiding measurements using the field emission gun (FEG), described in the
previous sections, for the injection of electrons in the guide.
We have performed electron guiding measurements with the FEG and the thermionic
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source using the same microwave chip comprising the optimized zigzag-shaped coupler
design shown in Fig. 3.20. A comparison of both guiding signals is shown in Fig 6.10. We
observe a collimated signal of guided electrons at the output of the guide at x = 0 mm
using the FEG in Fig. 6.10(a). The signal is obtained for Ekin = 7 eV with Ω = 2pi ·
1010 MHz and V0 = 34.5 V. Most remarkably, we do not observe any electron losses
and a bright and collimated guided electron beam is detected with a FWHM width
of 311µm. For comparison, Fig. 6.10(b) shows a guiding signal using the thermionic
electron source with Ekin = 3 eV and similar microwave parameters Ω = 2pi · 1000 MHz
and V0 = 34 V. A guided electron beam is obtained at x = 0 with a FWHM width of
650µm. Furthermore, there are several counts of lost electrons that spiral around the
guided spot and extend to larger x values. This is an indication for a transverse energy
of the guided beam that is comparable to the potential depth U of the guiding potential.
When increasing the kinetic energy of the thermionic source the amount of electron loss
increases and starting from 5 eV the electron loss signal starts to dominate the detected
electron signal. This behavior can be explained by the centrifugal force acting on the
guided electrons on their curved path to the detector increasing the transverse energy













































Figure 6.10: Guiding signals using the field emission source and the thermionic
gun. (a), Electron guiding signal employing the FEG for electron injection with Ekin = 7 eV,
Ω = 2pi · 1010 MHz and V0 = 34.5 V. No losses are detected. (b), Guiding signal using the
thermionic source with Ekin = 3 eV, Ω = 2pi ·1000 MHz and V0 = 34 V for comparison. Both
measurements have been performed using the optimized zigzag-shaped coupling structure
shown in Fig. 3.21(c). The trap parameters are ω = 2pi ·133 MHz, U = 42 meV and q = 0.37.
Both, the smaller spot size as well as the absence of electron losses provide a clear
evidence of the superior electron optical properties of the FEG, which allows to signif-
icantly reduce the transverse energy of the guided electron beam. Using the FEG the
transverse energy of the injected electron beam is low enough that the centrifugal force
at Ekin = 7 eV , which additionally excites the electron beam, can be fully compensated
by the guiding potential depth U . This also confirms that the electron losses observed
when employing the thermionic source at the same energy originate from the deficient
beam quality of the gun. No quantitative comparison of the electron guns is possible
because we can not achieve sufficiently low electron energies with the FEG and increas-
ing Ekin to 7 eV with the thermionic source, we do not observe a suitable guided signal
anymore as needed for a comparison.
The FEG will allow to significantly improve the injection of electrons into the guide.
However, modifications to the gun design are mandatory as we can currently not re-
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duce the electron beam energy below 5 eV because of residual magnetic fields. We have
designed a new mu-metal shield that will specifically house the guiding substrate and
therefore screen the electron beam from the magnetic fields. This shield has already been
ordered and only needs to be implemented in the setup. In future experiments, we will
laser-trigger the electron emission from the nanotip electron source and synchronize the
injection of electron pulses to the microwave drive of the guide. Using the fiber-coupled
setup described in Ch. 5, we will be able to obtain electron pulse durations on the order
of 10 ps. This corresponds to one hundredth of the the microwave drive frequency and
therefore allows to fully resolve the microwave phase. Furthermore, the FEG provides
a spatially coherent electron beam, which provides a starting point for on-chip electron
interferometry using the novel electron beam splitter presented in Ch. 4.
7 Conclusion and outlook
This thesis presented two central experimental findings that will open new avenues in
coherent control of electron matter waves. We conceived and performed an experiment
that demonstrates, for the first time, the realization of a chip-based beam splitter for
low-energy electrons. This represents a first and decisive step towards guided electron in-
terferometry using this approach. Furthermore, we have provided experimental evidence
that the spatial coherence of metal nanotips, which are employed as coherent electron
sources in DC-field emission in commercial electron microscopes, is almost fully pre-
served in laser-triggered emission. A finding that has direct impact on all time-resolved
applications that employ coherent electron beams.
The realization of the beam splitter for guided, low-energy electrons relies on the
precise control over the electron motion that can be reached in the near-field of a planar
microwave chip. The high field gradients that are achievable allow for the generation
of versatile potential landscapes. By precise patterning of the planar chip electrodes, a
finely structured beam splitter potential for guided electrons can be realized. We have
conceived a suitable chip electrode layout that is compatible with planar transmission
line technology for the feeding of microwave signals and allows the generation of a
transverse beam splitter potential. This beam splitter potential potential is capable of
splitting a guided electron beam symmetrically into two output arms. In the experiment
we inject low-energy electrons into the beam splitter potential. The electrons are guided
along the chip electrodes until they reach a junction where the potential gradually
transforms from a single well into a double well, which results in the splitting of the
guided beam. We observe efficient beam splitting for electron energies up to 3 eV. A
comparison of the experimental electron signal with particle tracking simulations shows
excellent qualitative agreement. The position and size of the output beams as well as
the electron loss are reproduced. Furthermore, we performed wave-optical simulations
to further optimize the shape of the beam splitter potential, which will ultimately allow
to split a guided electron wave-packet while preserving its transverse motional quantum
state during the beam splitting process.
In this thesis we additionally reported on important experimental progress for the
direct injection of electrons into the motional quantum ground state of the transverse
guiding potential. We have incorporated optimized coupling structures to provide elec-
trons a smooth passage into the guide. Furthermore, we have performed a phase-resolved
measurement demonstrating that the electron injection efficiency can be increased by
synchronizing the injection of short electron pulses to a specific orientation of the driving
microwave signal.
In addition, this thesis focused on the characterization of the spatial coherence of an
electron beam that is emitted from a metal nanotip in laser-triggered photoemission.
Although laser-driven nanotips are promising candidates for the generation of coherent
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electron pulses with excellent time resolution, a quantitative study of their spatial co-
herence has been elusive. In the course of this thesis we have designed and constructed
an experimental setup for electron interference measurements. We implemented a com-
pact fiber-coupled laser light illumination setup to efficiently drive a one-photon electron
emission process when focusing near-ultraviolet laser light on the nanotip. Furthermore,
we used a freestanding carbon nanotube as electron matter-wave beam splitter in order
to measure the effective source radius of the nanotip in DC-field and photoemission.
Experimentally we observe electron interference patterns with at least 21 interference
fringes in photoemission and 35 fringes in DC-field emission mode. Taking into account
the slightly different de Broglie wavelength of the electrons in both emission modes,
we find that the paramount spatial coherence of nanotip electron emitters in DC-field
emission is almost fully preserved in photoemission.
Outlook
The experiments on electron guiding feature continuous progress in developing new tools
to manipulate guided electrons. After the demonstration of electron guiding, which was
achieved by the first doctoral research study on this project, the realization of a beam
splitter for guided electrons represents the next important step towards on-chip electron
interferometry. Future work will converge towards coherent electron matter-wave optics
integrated on a planar microwave chip as will be described in the following.
Direct electron injection into transverse motional quantum states. One major mo-
tivation of the electron guiding experiment is the direct injection of electrons into the
motional quantum ground state of the transverse guiding potential. In the course of this
thesis we have built a field emission electron gun that will improve the mode matching
of the injected electron wave packet to the quantum ground state wavefunction of the
guide. Currently, this electron source is limited to electron energies above 5 eV because
of residual magnetic fields in the setup. A new mu-metal shield that will resolve this
issue has already been ordered and only needs to be implemented in the experiment.
Furthermore, the gun design allows to laser-trigger the electron source, which enables a
pulsed operation of the electron gun with electron pulse durations of several ten picosec-
onds. In order to inject electrons at a specific phase of the microwave drive, the laser
source has to be synchronized with the microwave drive of the guide. A combination of
the improved mode matching and the phase-resolved injection should allow the direct
injection into low-lying quantum states of the electron guide. At the same time we are
investigating the possibility to develop a mode filter that will allow us to selectively re-
move guided electrons as a function of their transverse energy in the guide. Such a mode
filter could function very similarly to the evaporative cooling of trapped atomic clouds
by a controlled reduction of the transverse potential depth and would complement the
direct electron injection scheme.
Demonstration of electron interference using the microwave beam splitter chip.
It is one of our outstanding goals to realize an experiment that employs a microwave
guiding chip to coherently control guided electron matter waves. The envisioned exper-
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iment would demonstrate electron interference by overlapping both output beams that
are released behind the beam splitter chip described in this thesis. This experiment re-
lies on the coherent field emission electron source and requires electron energies in the
single electronvolt range, which is in reach but not yet provided by the source. Addi-
tionally, we have to incorporate suitable deflection elements to overlap the two output
beams of the beam splitter chip on a electron detector screen. The specific shape of
the wavefronts released behind the chip should be studied by a wave-optical simula-
tion to predict the interference pattern that eventually forms on the detector screen.
In a more advanced experiment electrons could be injected into the transverse ground
state of the beam splitter potential. As we have shown by wave-optical simulations in
Ch. 4, we will employ an optimized beam splitter potential in future experiments that
allows to preserve the transverse motional quantum state during the splitting process.
As a result, the electron wave packet, initially prepared in the ground state, becomes
coherently divided into both wells of the beam splitter potential where it populates the
respective ground state of each well. Here an entirely new, fully integrated electron in-
terferometer could arise when recombining the guided beam by mirroring the electrode
structure and using the same beam splitter potential to recombine the beam. A relative
phase shift in one of the interferometer arms would result in a change of the transverse
vibrational state of the guided electron after recombination of both beam splitter paths.
This kind of interferometer has already been discussed in the context of guided atom
interferometry [68, 69].
A linear electron resonator. The surface-electrode design of the electron guide is
ideally suited for the implementation of a linear electron resonator. By segmenting the
microwave electrodes along the guide, the additional electrodes could be biased with DC
voltages to generate a reflecting force in the longitudinal direction of the guide. Guided
electrons can be reflected accordingly and hence a linear resonator would comprise two
of these on-chip electron mirrors. The transverse guiding potential maintains the trans-
verse confinement and stabilizes the operation of the resonator. A suitable segmentation
of the guiding electrodes to realize such an on-chip electron mirror is currently being de-
veloped in our group [137]. In order to inject and extract electrons from the resonator,the
DC voltages of the mirror have to be switched on and off in a time interval of about
(15 MHz)−1, which corresponds to half a round trip of an electron with Ekin = 1 eV in
a 40 mm long resonator. Such a switchable mirror design can be implemented with the
microwave technology already at hand for the electron guiding experiment.
Implementation of a quantum electron microscopy scheme. Recently, a new type
of electron microscope has been proposed, which is based on the exploitation of quan-
tum effects. The proposed scheme potentially allows imaging with orders of magnitude
smaller radiation damage than a conventional electron microscope [14, 15]. A promising
application of this quantum electron microscope is the imaging of biological samples,
where radiation damage is particularly problematic. The proposal envisions an instru-
ment where an electron wave packet coherently oscillates in either of two resonating
structures, a reference and a sample resonator. These resonators are coupled by a cou-
pling element that continuously transfers the amplitude of the quantum wave packet
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from one resonator to the other. If an object is present in the sample resonator, it
inhibits the coherent transfer between the two resonators due to the quantum Zeno ef-
fect [138]. Thus, the presence of an object in the sample resonator would be detected,
without direct interaction, if the wave packet remains in the reference resonator. Crucial
for the realization of such an instrument is the existence of a suitable coupling element.
The microwave chip-based beam splitter could be used as a coupling element, provided
that it preserves the transverse motional quantum state of the wave packet during the
splitting process.
3D quadrupole guide based on a hollow core photonic crystal fiber (PCF). We
have recently started a collaboration with the group of Prof. Ph. Russel to built a 3D
quadrupole guide for electrons based on a hollow core fiber [139]. PCFs are fabricated
by stacking glass capillaries with diameters of about 100µm in a defined geometry into
a glass tube and fusing the stack to obtain a microstructured cane. Subsequently, these
canes are drawn to a fiber and encased by a silica cladding. Because of their broad range
in applications PCFs can already be fabricated with very complex geometries and, as
an important feature, single capillaries of the cane can be filled with metals. We are
currently investigating the use of these canes as a support structure for a 3D electrode
geometry as a complementary approach for electron guiding. Here, a circular electrode
geometry, like the one originally proposed by W. Paul (see Fig. 2.1), could be realized.
It consists of four free-standing gold wires, which are held in place by two short cane
segments with 5 mm length at the start and the end of the wires with several cm distance
between them. For such a 3D electron guide the electrodes creating the quadrupole
potential have a rotational symmetry leading to an ideal electric field null every where
on the guide axis. The electron injection therefore does not suffer from fringing fields on
the guide axis. Furthermore, the 3D guide would allow the generation of about ten times
larger trap depths U at similar q and ω. The flexibility in fabricable cane geometries
also allows to create higher order multipole fields, like e.g. using a hexagonal geometry,
which would allow to realize a 3D beam splitter structure based on this approach. We
obtained first canes with a hollow core of 180µm and four holes on the circumference of
a ring with a diameter of 130µm, which will hold the metal electrodes. The microwave
impedance of this electrode geometry can be matched to 50 Ω, which makes it suitable
for high frequency microwave signals. In a first experiment we are studying charging
effects of the glassy canes when transmitting a low energy electron beam through its
hollow core [140].
Controlled interactions with low-energy guided electrons. Another application of
the microwave guide could be the delivery of transversely confined low-energy electrons
for scattering experiments with charged or neutral atoms. For example, guided elec-
trons have been considered recently for the controlled collisional excitation of Rydberg
atoms [141]. For such an experiment the guide could be brought in close vicinity or
overlapped with a (magneto-) optical trap for neutral atoms. Furthermore, the con-
trolled interaction of slow electrons with ions could be studied by superimposing the
microwave drive of the guide with a radio-frequency ion trap. This requires that both
drive frequencies are sufficiently different from each other to achieve stable confinement.
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