I. INTRODUCTION INIMIZATION of multiple output Boolean func-
M tions has assumed special significance due to the extensive use of programmable logic arrays (PLA's) in VLSI circuits. The minimization algorithms for obtaining a minimal sum of products expression suitable for a PLA implementation can be classified broadly into two categories: minterm based and cube based.
Among the minterm-based algorithms is the well-known Quine [3] and McCluskey [4] method of logic minimization. Bartee [5] extended the Quine-McCluskey method to multiple output minimization. Biswas [6] presented the adjacency method for single output minimization where essential prime implicants are selected during the process of forming the combination table. Rhyne et al. [7] described a directed search algorithm for the minimization of single output functions. The potential of degree of adjacency introduced in [6] has been exploited by Biswas to obtain a two-pass procedure CAMP [9] for single output minimization. Multiple output minimization (MOM) by Agrawal et al. [8] depends heavily on the philosophy and procedures of CAMP and uses the frequency of the minterms as a main parameter for computing the prime implicants. Biswas and Gurunath have shown in BANGA-LORE [lo] that any algorithm which is mainly guided by the frequency of occurrence of the minterms is likely to generate more product terms in many cases. Also, as pointed out in [9] , for functions consisting of mostly selective prime implicants, the minimality obtained by MOM may be poor. The introduction of the concepts of unique cover and valid cover in BANGALORE has resulted in optimal solutions in most of the cases. The main drawbacks with these minterm-based algorithms are the exponential growth of storage and time requirements with the number of variables and the number of minterms. As the functions encountered in a typical VLSI circuit may have 15-40 input variables, the minterm-based algorithms are found to be inadequate in handling such large functions.
Many algorithms have been proposed to directly minimize the cubes without converting them into minterms. MINI proposed by Hong et al. [ 111 was conceptually new and represented a significant departure from the classical approaches. The method computes the final solution by an iterative improvement of an initial solution. Brayton et al. [ l ] reported ESPRESSO 11, another heuristic minimization algorithm based on the philosophy of MINI. The McBOOLE logic minimizer reported by Dagenais et al.
[2] is based on the philosophy of the Quine-McCluskey method which guarantees the exact minimal solution. Sasao [12] has proposed a hardware scheme for logic minimization.
Most of the earlier minimization algorithms were based on the Quine-McCluskey philosophy requiring the generation of all prime implicants and then selection of a set of prime implicants that constitutes the optimal solution. Although this two-step processing yields an exact minimal solution, the computational complexity of the algorithms that depend on this philosophy grows exponentially with the number of variables. Miller [ 131 has shown that the number of prime implicants of an n-variable function may be as high as 3"/n. As shown by Breitbart and Vairavan [14] the generation of all prime implicants can be wasteful for an already complex problem of logic minimization. They have also shown that there are functions for which the useful prime implicants form an extremely small fraction of all the prime implicants. In fact, the authors of McBOOLE 121 have mentioned that the very large number of prime implicants was the limitation in most of the examples that McBOOLE could not handle. On the 0278-0070/89/0900-1007$0 1 .OO O 1989 IEEE other hand, most of the heuristic algorithms generate the complement or the OFF set of the functions which also increases the computational complexity. Moreover, as mentioned in [ 11, there are perfectly reasonable functions whose complements are perfectly unreasonable.
In this paper, we present a multiple output minimization algorithm which requires neither the complement nor all prime cubes of the functions. Consequently, it is well suited for minimizing functions with large complement size and/or very large number of prime cubes.
11. PRELIMINARIES It is well known that a Boolean function of n-variables can be represented as a sum of product terms. Any product term may be the product of up to m literals ( 1 s m I n ) . Each of these product terms is known as an implicant and can be represented as a cluster of 1s on a Karnaugh map, the 1s being the minterms. These clusters can also be represented in an m-dimensional space where the clusters take the shape of cubes. It can be verified that a product term of m literals of an n-variable function ( 1 I m I n ) will be a cluster of 2" minterms where ct = nm and also will be a cube with 2" vertices.
The cubes that belong to a Boolean function F can be grouped into F O N and FD, where FON is the set of true cubes and F D C is the set of dontcare cubes. The complement of the function is denoted by FoFF.
In this paper, we use the ternary notation ( 0 , 1, 2 ) to represent the cubes and the product terms. In the input part, a cube will have a 1 for a literal in the true form, 0 for a literal in the complemented form. A 2 is used to indicate the literal that is eliminated. The status of the cube in the output function is represented by 0, 1, or 2 which indicates absent, true cube, or don'tcare cube, respectively.
The cubes are defined as follows. In the above example, cubes C1 and C,, cubes CI and C3, and cubes CI and C, are adjacent to each other while cubes C , and C, are not adjacent as they are differing in more than one variable. Dejinition 2.4: A cube C, is said to have a cube C, as a partially adjacent cube if C, and C, differ in only one bit position and if no variable of C, can be eliminated by combining C, and C,.
For instance, cubes C1 and C2 are adjacent in the first bit position, but cube CI cannot be expanded by considering only cube C, in the above example.
Dejinition 2.5: A cube C, is said to have a cube C, as a completely adjacent cube if C, and C, differ in only one variable and the differing variable can be eliminated by combining C, and C, .
In Example 2.1, cubes CI and C3 are completely adjacent since the variable in the first bit position gets eliminated when cube C1 is expanded using cube C,.
However, a cube can also be completely expanded by using two or more partially adjacent cubes. Cube C, of Example 2.1 can be expanded by eliminating the variable in the second bit position if cubes C , and C3, which are partially adjacent to cube C,, are considered.
Dejinition 2.6: Two cubes C, and C, are said to be intersecting if both cubes share at least a single vertex. Their intersection is denoted by C, fl CJ .
Dejnition 2.7:
A cube C, which is completely contained within another cube C, will be called a subcube of C, and is denoted as C, C C,.
The following definition of prime cube is taken from 
.1 {Redundant Cube Theorem):
A cube is redundant if all the 2" combinations of the m eliminated variables in it are also present in the cubes that are intersecting with the given cube.
Proof: A cube with m variables eliminated covers 2" vertices. As the intersecting cubes also cover all the 2" vertices, the given cube is redundant. Also, cube C, becomes redundant if it is completely covered by another cube C, as C, C C,.
Q.E.D. Corollary 2.1: A redundant cube can be detected by considering only the cubes intersectng with it and ascertaining the presence of all the 2" combinations of variables in the m detected variables positions of the given Cube C, = 0011; Cube C, = 2101.
cube.
Dejinition 2.12: A cube C of dimension cy ( 0 5 cy I n ) of an n-variable function will produce a candidate product cube (CPC) of dimension between cy and n. The CPC is computed by deleting one variable at a time if C can completely expand in that variable.
Theorem 2.2 (Candidate Product Cube Theorem):
The candidate product cube (CPC) generated by a cube C is the largest cover of C provided the CPC is completely present in the given function.
Proof: The candidate product cube is formed by considering the cubes that are either partially or completely adjacent to the cube generating the CPC. Hence, all the possible directions of expansion of the given cube have been considered while computing the CPC and the cube cannot be expanded in any other direction outside the CPC. Therefore, the CPC is the largest cover for the cube generating it, if it is completely present in the given function.
Q.E.D. The CPC is one of the important parameters required throughout the algorithm.
Dejinition 2.13:
A prime cube which is neither an essential prime cube nor a redundant prime cube is a selective prime cube (SPC) . In an SPC there is at least one vertex which is covered neither by any EPC nor by this and only this prime cube. Such a vertex is covered by at least one other SPC.
It is also obvious from the definition that the existence of one SPC implies the existence of at least another and the SPC's will also intersect at the cube (or subcube) generating them. When a cube generates only two SPC's, they appear as two interconnecting links of a chain. There may be cases where such a chain is constituted by a number of SPC's.
Dejinition 2.14: Among all the SPC's generated by a subcube C , if there exists one or more SPC's which cover all the uncovered cubes (subcubes) within the union of all these SPC's, then this (these) SPC (s) 111. MINIMIZATION ALGORITHM The multiple output minimization algorithm is a divide and conquer algorithm wherein the minimization is carried out by four main procedures: 1) SELECT-ESSENTIAL-PRIME-CUBES; 2) SELECT-VALID-SELECTIVE_PRIME_CUBES; 3 ) SELECT-INTERSECTING-CUBES;
4) SELECT-EXCLUSIVE-CUBES.
The first two procedures compute shared product terms (which belong to two or more functions) as well as exclusive product terms (which belong to only one of the functions). Procedure 3 selects only shared product terms while only exclusive product terms are obtained in procedure 4.
The cubes are read using the procedure READ-CUBES. The procedure also checks for duplicated cubes, null cubes, syntax errors in the input specification, etc. The cubes are stored using the linked list data structure of Pascal, where each node of the list represents a cube. Initially, the status of each cube in every function is set to either uncovered or don'tcare if it is present in the given function. A cube number is assigned to each cube in the list. The cubes are arranged according to their dimensions. Within each dimension, the cubes are ordered according to their weights (the number of 1's present in the cube). Further, cubes of the same weight are grouped with respect to the position of 2's, which implies that all cubes of the same group have 2's in the same bit positions. Thus the cubes differing in at least two bit positions are grouped together. This considerably reduces painvise cube comparisons while computing the candidate product cubes. Also, loosely coupled cubes are easily identified in many cases with the help of this data structure.
During procedure SELECT-ESSENTIAL-PRIME-CUBES, the cubes are processed for computing the essential prime cubes in decreasing order of their dimensions. The first uncovered true cube in the list is selected. Its CPC is then computed. As the cubes of the same group differ in at least two bits, mutual comparisons of cubes within a particular group is avoided while computing the CPC. After the CPC has been computed, the algorithm checks whether the CPC is an essential prime cube by applying the following theorem. ii) there exists at least one subcube (may be an elementary cube) which does not have any cube, either partially or completely adjacent to it outside C . Proof: A candidate product cube must be completely present in the given function if it is to be selected as a product term of the solution. A subcube with no other cube which is partially or completely adjacent to it implies that this subcube can be covered by this and only this CPC, and hence, the CPC is an essential prime cube of the function.
Q.E.D.
Corollary 3. I :
A candidate product cube of dimension cy produced by a cube of dimension (Y or cy -1 is completely present in the given function. Proof: If the difference in dimensions of the candidate product cube and the cube generating it is 0, then the CPC is equal to the cube generating it. which is completely present in the given function. On the other hand, if the difference is 1, then one of the variables of the given cube has been eliminated which implies that the cube has expanded fully in that variable by combining with another completely adjacent cube or two or more partially adjacent cubes. Therefore, the CPC is completely present in the given function.
Q.E.D. Before ascertaining the presence of the CPC in the given function, a preprocessing detects the existence of the EPC generating subcube. For this, the algorithm considers the cognate cubes. These cubes are identified and stored during the computation of the CPC. According to the EPC theorem, the CPC must contain at least one subcube which does not have any cube either partially or completely adjacent to it outside the CPC. This criterion can be verified by considering the values of eliminated variables of the given cube, if it is not an elementary cube, in the cognate cubes. (For an elementary cube, no cube can be a cognate cube since all the adjacent cubes participate in the generation of the CPC). If the cognate cubes contain all the 2"' combinations of the m eliminated variables of the cube, then the CPC is not an EPC, as this implies that every subcube has at least one partially adjacent cube outside the CPC. On the other hand, if at least a single combination is not present in the cognate cubes, the CPC is a potential EPC. The algorithm then ascertains whether the CPC is completely present in the given function considering both the true cubes and the dontcare cubes that are subsuming the CPC. The CPC is present in the given function if the disjoint sharp [ 111 of CPC with the intersecting cubes is null. If the CPC is completely present in the given function, the CPC is further processed to find, if it is an EEPC of the given function. If it is not an EEPC, then it is used for generating a possible shared product term. Once a product term is selected, it is printed along with the function(s) in which it is present. The cubes that are subsuming the CPC are flagged as covered and those that are intersecting are marked as partially covered along with the information regarding the portions covered. However, if the CPC is not selected as a product term, it is stored for possible future use. The procedure terminates after scanning the list of true cubes once. At the end of procedure SELECT-ESSENTIAL-PRIME-CUBES, both exclusive EPC's and shared EPC's have been selected.
Cubes contributing valid selective prime cubes (VSPC) are selected in procedure SELECT-VALID-SELECTIVE-PRIME-CUBES. Since the exclusive and shared essential prime cubes have been covered, only the cubes generating the selective prime cubes are processed in this procedure. The algorithm starts with an uncovered cube (subcube) whose CPC has already been computed and stored during procedure SELECT-ESENTIAL-PRIME-CUBES. The CPC is the maximum possible cover for the cube generating the CPC. Now the uncovered cubes subsuming this CPC are considered for computing the VSPC. Let C, be the cube being tried for generating the VSPC. Initially, Cvspc = C,. For each cube C, (C, E CPC of C, and C, G CPC of C' ), the cube CvsPc covering both C, and C, is updated as follows. The kth bit of Cvspc ( k = 1, n for an n-variable function) is shown below:
Cvspc is the minimum dimension cube required to cover all the uncovered cubes (subcubes) within the CPC of C, .
Hence, the algorithm checks for the existence of this cube. If Cvspc is completely present in the given function, then it is the VSPC for C, . Once the existence of the VSPC is ascertained, the algorithm checks whether the VSPC is an ESPC. If not, the algorithm tries to generate a shared product term if it is completely present in two or more functions and covers at least one uncovered vertex in every such function. The cubes covered by the VSPC are appropriately flagged. If a VSPC cannot be generated then the next cube in the list is tried. This procedure is repeated till no more VSPC's can be generated. An SPC generating subcube C, which does not initially have a VSPC cover may have one after a subcube CJ has been covered. It is to be noted that CPC of C, fl CPC of C' # nil. As the algorithm first tries to generate as many VSPC's as possible, arbitrary branching for the selection of SPC's is avoided in many cases. It has been observed that this not only saves CPU time but also results in minimal solution in many cases.
In procedure SELECT-INTERSECTING-CUBES, the shared product terms are selected according to a different criterion since shared EPC's and shared SPC's have been selected in the previous procedures. A common cube CcoM is formed by taking the intersection of CPC's of the given cube in different functions in which it is yet to be covered. CcoM is the largest cube which is common to these functions. Hence, this is selected as a shared product term and subsuming cubes are flagged as covered while those that are intersecting are flagged as partially covered. The list of true cubes is scanned for uncovered cubes before terminat ing this procedure.
It is evident that all the shared product terms have been selected by now. However, there may be some more cubes left uncovered or partially covered in different functions which cannot be covered by shared product terms. Therefore, procedure SELECT-EXCLUSIVE-CUBES is executed to cover such cubes. In this procedure the cubes are covered functionwise. In every function, the procedure first explores the possibility of forming EPC's out of the uncovered or partially covered cubes. Subsequently, if still some cubes remain uncovered, the concept of VSPC is applied and the cubes are covered. The procedure terminates after covering all the uncovered cubes. 
_ _ _ _ -~
In all the above procedures, the product terms are printed as soon as they are selected. The output will be in the form of personality matrix of the PLA. The cubes are processed in decreasing order of their dimensions. In procedure SELECT-ESSENTIAL-PRIME-CUBES, the CPC of cube 0210 infl is computed. Its CPC 2210 is an EPC offl and as the EPC generating cube is exclusive to f l , 2210 is selected as an exclusive EPC offi . Similarly, CPC's of other uncovered cubes are computed and the possibility of selecting EPC's is exploited. Cube 101 1 in h has a CPC of 121 1 (an EPC) which also covers some of the uncovered cubes off2, and hence, 121 1 is selected as a shared product term off2 and h. In procedure SELECT-VALID-SELECTIVE-PRIME-CUBES, cube 1021 infi has 1001 as an uncovered subcube. 1001 is tried for generating VSPC. Its CPC 1022 contains the other uncovered cube 1000. Hence, Cvspc of 1001 is 1002. Instead of processing cube 1001, if 1000 is processed first, then its CPC 1202 contains uncovered cubes 1100 and 1001. Hence, CvsPc of 1000 is 1202 which does not exist. However, as cube 1000 has two possible covers 1002 and 1200 which are equally preferable, if 1200 is selected after branching, a non-minimal solution is obtained. As the program first explores the possibility of generating VSPC's, no product term will be selected in such a situation. After cube 1001 generates a VSPC, cubes 1100 and 0121 i n f i generate 1200 and 0121 as VSPC's, respectively. No cube is selected in procedure SELECT-IN-TERSECTING-CUBES. Finally, in procedure SELECT-EXCLU-SIVE-CUBES, subcube 01 1 1 generates an EPC 2 1 12 in f , . In procedure SELECT-ESSENTIAL-PRIME-CUBES, cube 0102 generates 0122 in f l and cube 1120 generates I122 in f 2 . No product term is selected in procedure SELECT-VALID-SELECTIVE_PRIME_CUBES. In procedure SELECT-INTERSECTING-CUBES, cube 2 1 1 1 is processed as it is uncovered infl andf2. Its CPC is 221 1 infl and 2121 in fi. Hence, CCoM is 2111 which is selected as a shared product term.
IV. EXAMPLES

V. RESULTS
The multiple output minimization algorithm described in this paper has been implemented in Pascal [15] . The program is highly portable as it is transported from a DEC 1090 (on which it was developed) to a VAX 1117.50 with very few modifications. The program has also been implemented on a HCL Workhorse 11, an 8086-based minicomputer. The program has been tested using a large number of PLA's including those of Berkeley PLA test set. In Table I It can be seen that the program has given the exact minimal solution in most of the cases. The quality of the result with respect to the number of product terms obtained by the proposed algorithm is quite satisfactory. An ESPRESSO I1 type of result has been obtained in most of the cases.
As pointed out in [2] , the memory requirements of ESPRESSO I1 seem to be most strongly correlated to the size of the function and the size of the complement of the function. McBOOLE's memory requirements are directly correlated to the number of prime cubes and the number of variables. Memory required by the proposed algorithm is directly proportional to the number of input cubes and the number of variables as it does not generate either the complement or all the prime cubes.
The CPU time required by ESPRESSO 11 is related to the number of cubes in the function which are not essential prime cubes, the number of variables in the function, and the size of complement of the function while it is related to the number of prime cubes and the number of nested cycles in the function in the case of McBOOLE [ 21. In the proposed algorithm it is related to the number of non-essential prime cubes and the valid selective prime cubes.
VI. CONCLUSIONS
The salient features of the algorithm presented in this paper include a fast technique for the determination of essential prime cubes and the introduction of a new class of selective prime cubes called valid selective prime cubes (VSPC). In many cases, VSPC's avoid branching which is computationally an expensive operation. McBOOLE computes alternate solutions after branching and the solution with the lowest cost is selected. However, when nested cycles are encountered, many branches might have to be computed and compared for obtaining the minimal solution. However, the number of branches grows exponentially with the number of nested cycles. If this exceeds a limit fixed by the user, then the minimal solution is not guaranteed by McBOOLE.
The other significant features of our algorithm are that it does not generate either the complement or all the prime cubes of the functions. Therefore, it is well suited to minimize functions with large complement size and/or having a large number of prime cubes. A comparison with ESPRESSO I1 and McBOOLE indicates that the program produces absolute minimal solution in most cases and near minimal in a few others. We believe that if the algorithm is implemented in C, it will be much faster than the present Pascal version as many features of C can be exploited.
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