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Abstract. In this paper we consider coloring problems on graphs and other combinatorial
structures on standard Borel spaces. Our goal is to obtain sufficient conditions under which such
colorings can be made well-behaved in the sense of topology or measure. To this end, we show
that such well-behaved colorings can be produced using certain powerful techniques from finite
combinatorics and computer science. First, we prove that efficient distributed coloring algorithms
(on finite graphs) yield well-behaved colorings of Borel graphs of bounded degree; roughly speaking,
deterministic algorithms produce Borel colorings, while randomized algorithms give measurable and
Baire-measurable colorings. Second, we establish measurable and Baire-measurable versions of the
Symmetric Lovász Local Lemma (under the assumption ppd` 1q8 ď 2´15, which is stronger than
the standard LLL assumption ppd` 1q ď e´1 but still sufficient for many applications). From these
general results, we derive a number of consequences in descriptive combinatorics and ergodic theory.
1. Introduction
A coloring, broadly construed, is a mapping that assigns to each element of a given structure one
of a (typically finite) number of “colors” in a way that fulfills a prescribed set of constraints. The
prototypical example is a proper k-coloring of a graph G, i.e., a mapping f : V pGq Ñ rks such that
fpxq ‰ fpyq whenever the vertices x and y are adjacent in G. Classical problems in combinatorics
often seek to identify sufficient conditions under which a coloring of a certain type exists.
In the last twenty or so years, a rich theory has emerged concerning the behavior of colorings
and other combinatorial notions under additional regularity requirements. For instance, suppose
that G is a graph whose vertex set V pGq is a standard probability space (e.g., the unit interval
r0, 1s with the usual Lebesgue measure). Does G admit a proper k-coloring f : V pGq Ñ rks that is
measurable, meaning that f´1pcq is a measurable subset of V pGq for every color c? Questions of
this type are the subject matter of descriptive combinatorics, which facilitates the fusion of ideas
from combinatorics and descriptive set theory. For a state-of-the-art introduction to this area, see
the survey [KM16] by Kechris and Marks.
Throughout this paper, we shall work under the assumption that the set of all available colors is
countable (although there are interesting questions about uncountable colorings as well, see [KM16,
§§3 and 6]). For concreteness, we can then assume that the colors form a subset of N “ t0, 1, 2, . . .u,
so a coloring of a structure X induces a partition X “ X0 \X1 \X2 \ . . . of X into countably
many labeled pieces, called the color classes. Assuming that X is a standard Borel space, we can
then classify such colorings according to the regularity properties of their color classes. For instance,
one can study Borel colorings, i.e., colorings in which every color class Xi is a Borel subset of X.
This notion turns out to be rather restrictive, so one often considers colorings in which every color
class is not necessarily Borel but measurable with respect to some probability Borel measure µ on X
or Baire-measurable with respect to some compatible Polish topology τ on X. On the other hand,
sometimes one can aim for something even stronger than Borel; for instance, one might consider
continuous colorings, in which every color class is a clopen set.
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The goal of this paper is to adapt certain powerful techniques from finite combinatorics to the
descriptive setting. Specifically, we establish the following two groups of results:
(A) If a coloring problem on finite graphs can be solved by an efficient distributed algorithm,
then on infinite graphs the same problem admits solutions with some regularity properties.
(See Theorems 2.10, 2.13, 2.14, and 2.15 in §2.B for the precise statements.)
(B) There is a measurable/Baire-measurable version of the Symmetric Lovász Local Lemma.
(See Theorem 2.20 in §2.C for the precise statement.)
From these general facts, we derive a variety of new results in descriptive combinatorics, presented
in §3. Here are just two examples (see §3 for the definitions of the terms used):
Theorem 1.1 (see Theorem 3.4). There is ∆0 P N with the following property. Fix integers ∆ ě ∆0
and c. Let G be a Borel graph of maximum degree at most ∆ and let µ be a probability Borel
measure on V pGq. If c ďa∆` 1{4´ 5{2, then the following statements are equivalent:
(i) the chromatic number of G is at most ∆´ c;
(ii) the µ-measurable chromatic number of G is at most ∆´ c.
Theorem 1.2 (see Theorem 3.9). For every ε ą 0, there is ∆0 P N with the following property. Let
G be a Borel graph of finite maximum degree ∆ ě ∆0 and let µ be a probability Borel measure
on V pGq. If G contains no cycles of length 3 (resp. at most 4), then the µ-measurable chromatic
number of G is at most p4` εq∆{ log ∆ (resp. p1` εq∆{ log ∆).
Theorem 1.1 was previously known only for c ď 0: the c ă 0 case is due to Kechris, Solecki, and
Todorcevic [KST99, Proposition 4.6] and the c “ 0 case is due to Conley, Marks, and Tucker-Drob
[CMT16]. The upper bound on c in the statement of Theorem 1.1 is within 2 of best possible (see
Proposition 3.6). The only previously known general upper bound on the measurable chromatic
number of Borel graphs without 3-cycles, or even with no cycles at all, in terms of their maximum
degree was ∆, which is implied by the result of Conley, Marks, and Tucker-Drob [CMT16]. Lyons
and Nazarov [LN11] observed (see also [KM16, Theorem 5.46]) that there are acyclic Borel graphs
with maximum degree ∆ and measurable chromatic number at least p1{2` op1qq∆{ log ∆, which
means that the bounds in Theorem 1.2 are optimal up to a constant factor, even for acyclic graphs.
Let us now give some more details about bullet points (A) and (B). Distributed computing is
an area of computer science that, among other things, investigates questions of the following form:
Given a graph coloring problem, how far in the graph should an individual vertex be allowed to
“see” in order to be able to compute its own color? This idea is formalized in the LOCAL model of
distributed computation introduced by Linial [Lin92]. We describe this model here in a somewhat
informal way; a precise definition, in the form needed for our purposes, is given in §2.A.
In the LOCAL model an n-vertex graph G abstracts a communication network where each vertex
plays the role of a processor and edges represent communication links. The algorithm proceeds
in rounds. During each round, the vertices first perform arbitrary local computations and then
synchronously broadcast messages to all their neighbors. At the end, each vertex should output its
own part of the global solution (i.e., its own color). There are no restrictions on the complexity
of the local computations involved or on the length of the messages that the vertices send to each
other, and the only measure of efficiency for such an algorithm is the number of communication
rounds required.
We emphasize that in the LOCAL model, every vertex is executing the same algorithm. This means
that, to make this model nontrivial, the vertices must be given a way of breaking symmetry. There
are two standard symmetry-breaking approaches, leading to the distinction between deterministic
and randomized LOCAL algorithms:
‚ In the deterministic LOCAL model, each vertex is assigned, as part of its input, a unique
Θplognq-bit identifier. The algorithm executed at each vertex is deterministic and must
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always output a correct solution to the problem, regardless of the specific assignment of the
identifiers.
‚ In the randomized LOCAL model, each vertex may generate an arbitrarily long finite sequence
of independent uniformly distributed random bits. The algorithm may fail to produce a
correct solution to the problem, but the probability of failure must not exceed 1{n.
We remark that deterministic LOCAL algorithms can be simulated in the randomized LOCAL model:
each vertex can simply generate a random sequence of r3 log2 ns bits and use it as an identifier—the
probability that two identifiers generated in this way coincide is less than 1{n.
Notice that in a LOCAL algorithm that runs on a graph G for T rounds, each vertex only has
access to information in its radius-T neighborhood. Conversely, every T -round LOCAL algorithm
can be transformed into one in which every vertex first collects all the information contained in
its radius-T neighborhood and then makes a decision, based on this information alone, about its
color. This alternative way of thinking about LOCAL algorithms makes it clear how they measure
the “locality” of graph coloring problems and is often more convenient to work with. (Indeed, this
is the approach we shall use in §2.A to define LOCAL algorithms formally.) For further background
on distributed coloring algorithms, see the book [BE13] by Barenboim and Elkin.
Now we can describe some of our results in group (A); for their precise statements, see §2.B.
Fix ∆ P N. We show that if a coloring problem can be solved by a deterministic LOCAL algorithm
that runs in oplognq rounds on n-vertex graphs of maximum degree ∆, then the same problem for
Borel graphs of maximum degree ∆ admits Borel solutions (see Theorem 2.10). Furthermore, under
extra topological assumptions, “Borel” here may be replaced by “continuous” (see Theorem 2.13).
Similarly, randomized LOCAL algorithms that run in oplognq rounds yield both measurable and
Baire-measurable colorings (see Theorem 2.14), and “measurable” may be upgraded to “Borel”
under additional assumptions on the growth rate of the underlying graph (see Theorem 2.15). These
general facts enable one to prove new results in descriptive combinatorics simply by alluding to
known distributed algorithms; for several such examples, see §3.
While the proofs of Theorems 2.10 and 2.13 (dealing with deterministic algorithms) are relatively
straightforward, Theorem 2.14 (concerning randomized algorithms) is more involved. In particular,
it relies on a novel measurable version of the Lovász Local Lemma that we establish in this paper,
which brings us to bullet point (B).
The Lovász Local Lemma (the LLL for short) is a powerful tool in probabilistic combinatorics,
introduced by Erdős and Lovász in the mid-1970s [EL75]. The LLL is mostly used to obtain existence
results, and it is particularly well-suited for finding colorings that satisfy some “local” constraints.
Roughly speaking, in order for the LLL to apply in this context, two requirements must be met:
First, a random coloring must be “likely” to fulfill each individual constraint; second, the constraints
must not interact with each other “too much.” The precise statement of the LLL requires a few
technical definitions, so we postpone it until §2.C.1.
It has been a matter of interest to determine if the LLL can yield “constructive” conclusions (rather
than pure existence results). The first such “constructive” version of the LLL was the algorithmic
LLL due to Beck [Bec91]. Beck’s result requires somewhat stronger numerical assumptions than the
ordinary LLL. This discrepancy has been eventually eliminated in the breakthrough work of Moser
and Tardos [MT10]; for the long list of intermediate results, see the references in [MT10].
The Moser–Tardos method was later adapted to derive “constructive” analogs of the LLL in
a variety of different contexts. For example, Rumyantsev and Shen [RS14] proved a computable
version of the LLL. Here we are interested in the behavior of the LLL in the descriptive setting.
When can the LLL be used to obtain Borel, measurable, or Baire-measurable colorings? Partial
answers to this question have been given in [Ber19] by the present author and in [Csó+16] by Csóka,
Grabowski, Máthé, Pikhurko, and Tyros. The main results of both [Ber19] and [Csó+16] only apply
under rather special circumstances: [Ber19, Theorem 6.6] is a measurable version of the LLL for
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structures induced by the Bernoulli shift actions Γ ñ r0, 1sΓ of countable groups Γ, while [Csó+16,
Theorem 1.3] is a Borel LLL for coloring problems on graphs of subexponential growth.
In this paper we establish the first measurable/Baire-measurable version of the LLL that works
without any such special restrictions (see Theorem 2.20). The drawback is that, as in the seminal
algorithmic LLL of Beck, we require stronger numerical bounds than in the ordinary LLL. Neverthe-
less, just like Beck’s result, our measurable LLL is sufficient for many combinatorial applications. In
particular, as mentioned above, it plays the central role in our proof that sublogarithmic randomized
LOCAL algorithms yield measurable/Baire-measurable colorings, and hence it lies at the heart of
the measurable coloring results presented in §3. Of course, our measurable LLL can also be used
without any reference to distributed algorithms. We give an example of such a direct application to
a problem in ergodic theory in §3.E.
We remark that, while we use the measurable LLL to establish a relationship between randomized
LOCAL algorithms and measurable colorings, our proof of the measurable LLL itself relies on the
randomized LOCAL algorithm for the LLL that was recently developed by Fischer and Ghaffari
[FG17] and sharpened by Ghaffari, Harris, and Kuhn [GHK18]. Curiously, both the Fischer–Ghaffari
algorithm and our proof of the measurable LLL do not invoke the Moser–Tardos method and instead
go back essentially to the original ideas of Beck.
The remainder of this paper is organized as follows. We give the necessary definitions and state
our main results precisely in §2. Next we present a variety of applications in §3. In §4, we explain
how to turn distributed algorithms into colorings with regularity properties. Specifically, §4 contains
the proofs of our results concerning deterministic LOCAL algorithms and reduces the results about
randomized algorithms to the LLL. Finally, we prove our measurable LLL in §5.
Acknowledgments.—I am very grateful to Clinton Conley for many insightful conversations.
2. Main definitions and results
2.A. Distributed algorithms for graph coloring problems
In this section we formally introduce the terminology pertaining to the LOCAL model of distributed
computation. The nature of our main results requires us to be somewhat more pedantic with our
definitions than is standard in the distributed algorithms literature. The reader who is already
familiar with the LOCAL model is encouraged to only skim this section in order to familiarize
herself with our notation and quickly move on to §2.B, where we connect LOCAL algorithms to
Borel/measurable colorings.
2.A.1. Graphs and structured graphs.—Given a set A, we write Aă8 (resp. rAsă8) to denote the
set of all finite sequences (resp. finite sets) of elements of A. Unless otherwise specified, by a “graph”
we mean a simple undirected graph. Our graph-theoretic terminology and notation are standard;
see, e.g., Diestel’s book [Die17]. In particular, the vertex and edge sets of a graph G are denoted by
V pGq and EpGq respectively. As usual, we write |G| :“ |V pGq| and }G} :“ |EpGq|. For U Ď V pGq,
the neighborhood of U in G (i.e., the set of all vertices with a neighbor in U) is denoted by NGpUq.
For a vertex x P V pGq, we set NGpxq :“ NGptxuq and use degGpxq :“ |NGpxq| to denote the degree
of x in G. The maximum degree of G is defined by ∆pGq :“ supxPV pGq degGpxq. A graph G is said
to be locally finite if degGpxq ă 8 for all x P V pGq. Throughout this paper we only work with
locally finite graphs; in fact, we mostly focus on graph whose maximum degree is finite.
Sometimes one needs to consider graphs that support some additional structure. For instance,
one might wish to work with directed graphs, weighted graphs, or graphs with a fixed coloring of
the vertices. We capture this idea in the general notion of a “structured graph”:
Definition 2.1 (Structured graphs). A structure map on a graph G is a partial function
σ : V pGqă8 á N such that for some ` P N, every tuple x P dompσq is of length at most `. A
structured graph is a pair G “ pG, σq, where G is a graph and σ is a structure map on G.
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In the above definition, we only use N as the range of σ for convenience, as having the range
of σ fixed once and for all will simplify some of the forthcoming definitions. In applications, any
countable set could be used instead of N, and indeed we shall often abuse terminology by referring
to structured graphs whose structure maps range over different countable sets. For instance, we can
view a graph G equipped with a finite sequence σ1, . . . , σk of structure maps as a structured graph
by replacing the tuple pσ1, . . . , σkq with the single function
σ :
kď
i“1
dompσiq Ñ pNY t˚uqk : x ÞÑ pσ1pxq, . . . , σkpxqq,
where ˚ is a special symbol distinct from all the elements of N and σipxq “ ˚ means that σipxq is
undefined. This is an acceptable construction since the set pNY t˚uqk is countable. As a special
case, given a structured graph G “ pG, σq and another structure map τ on G, we can interpret
the pair pG, τq as a new structured graph (with some “extra structure” added to that of G). This
convention will become important when we formally define LOCAL algorithms.
Example 2.2 (Directed graphs). A directed graph G can naturally be viewed as a structured
graph, since we can encode the directions of the edges of G using the function V pGq2 Ñ t0, 1u that
sends a pair px, yq to 1 if and only if there is a directed edge from x to y in G.
Example 2.3 (Multigraphs). If the edges of a graph G are allowed to have (finite) multiplicities,
then we can view G as a structured graph equipped with the function V pGq2 Ñ N that assigns to
each pair px, yq the multiplicity of the edge xy.
Example 2.4 (List-coloring). Sometimes, instead of assigning to each vertex of a graph G a
color from a fixed set, such as rks, one is required to pick a color for every x P V pGq from its own
list Lpxq of available colors (this is called the list-coloring problem; see [Die17, §5.4]). If every list
Lpxq is a finite subset of N (or of any other countable set), then the pair pG,Lq can be naturally
viewed as a structured graph (since the set rNsă8 is countable).
We naturally extend all the standard graph-theoretic notation, such as V , ∆, etc., to structured
graphs; that is, for a structured graph G “ pG, σq, we write V pGq :“ V pGq, ∆pGq :“ ∆pGq, etc.
Given a graph G and a subset U Ď V pGq, GrU s denotes the subgraph of G induced by U , i.e.,
the graph with vertex set U in which two vertices x, y P U are adjacent if and only if they are
adjacent in G. Similarly, if G “ pG, σq is a structured graph and U Ď V pGq, then GrU s is the
structured graph given by GrU s :“ pGrU s, σ|Uă8q. (Here and in what follows we use the notation
f |X to indicate the restriction of a function f onto the set X X dompfq.)
As usual, the distance distGpx, yq between two vertices x, y P V pGq is the smallest number of
edges on a path in G that starts at x and ends at y (if there is no such path, then distGpx, yq :“ 8).
For a vertex x P V pGq and a number R P N, we define BGpx,Rq to be the ball of radius R around x
in G, i.e., the subgraph of G induced by the set ty P V pGq : distGpx, yq ď Ru. The definition of
BGpx,Rq for structured graphs G is the same, mutatis mutandis.
We say that two structured graphs G1 “ pG1, σ1q and G2 “ pG2, σ2q are isomorphic if there is an
isomorphism between their underlying graphs G1 and G2 that turns the function σ1 into σ2. More
formally, each function ϕ : V pG1q Ñ V pG2q can be extended to a map V pG1qă8 Ñ V pG2qă8 in the
obvious way; namely, given a tuple x “ px1, . . . , xkq P V pG1qă8, define
ϕpxq :“ pϕpx1q, . . . , ϕpxkqq P V pG2qă8.
An isomorphism between G1 and G2 is a function ϕ : V pG1q Ñ V pG2q such that:
‚ ϕ is an isomorphism of the graphs G1 and G2;
‚ dompσ2q “ ϕpdompσ1qq; and
‚ for all x P dompσ1q, σ1pxq “ σ2pϕpxqq.
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We say that G1 and G2 are isomorphic, in symbols G1 – G2, if there is an isomorphism between
G1 and G2. The isomorphism class of a structured graph G is denoted by rGs. The set of all the
isomorphism classes of finite structured graphs is denoted by FSG. Notice that FSG is a countable
set (here we exploit the fact that the range of σ in Definition 2.1 is assumed to be the fixed set N).
A rooted graph is a pair pG, xq, where G is a graph and x P V pGq is a distinguished vertex, called
the root. Isomorphisms between rooted graphs are required to preserve the roots. One similarly
defines rooted structured graphs pG, xq. To simplify the notation, we denote the isomorphism class
of a rooted structured graph pG, xq by rG, xs (instead of rpG, xqs). The set of all the isomorphism
classes of finite rooted structured graphs is denoted by FSG‚. Again, the set FSG‚ is countable.
2.A.2. LOCAL algorithms.—Now we have enough notation to start defining the LOCAL model.
Definition 2.5 (LOCAL algorithms). A LOCAL algorithm is a function A : FSG‚ Ñ N. Given
a locally finite structured graph G and a natural number T P N, the output of A on G after T
rounds is the function ApG, T q : V pGq Ñ N given by
ApG, T qpxq :“ A prBGpx, T q, xsq for all x P V pGq.
Note that since G is locally finite, BGpx, T q is finite, so this definition makes sense.
Informally, Definition 2.5 says that a LOCAL algorithm A operates on a locally finite structured
graphG as follows. Each vertex x P V pGq “sees” the isomorphism type of its radius-T ball BGpx, T q,
which is viewed as a structured graph rooted at x. The algorithm A is then a “rule” that uses this
information to output a “color” ApG, T qpxq P N. The same comment as after Definition 2.1 applies
here: instead of the set N in Definition 2.5, any other countable set of possible outputs could be
(and often is) used.
So far we have defined how LOCAL algorithms operate. Now we need to describe what problems
they can solve. The problems we consider are sometimes called “locally checkable labeling problems”
in the distributed computing literature (this term was introduced in the seminal work of Naor and
Stockmeyer [NS95]). However, in order to stay closer to the terminology in descriptive combinatorics
and in graph theory, we prefer to use the word “coloring” instead of “labeling.”
Recall that if G is a structured graph and f : V pGq á N is a partial function (or, more generally,
a structure map), then the pair pG, fq can be thought of as a structured graph in its own right,
in which the function f is “added” to the structure (see the comments after Definition 2.1). For
brevity, we denote this structured graph by Gf .
Definition 2.6 (Local coloring problems). A local coloring problem (or a locally checkable
labeling problem) is a pair Π “ pt,Pq, where t P N and P : FSG‚ Ñ t0, 1u. Here we interpret P
as a LOCAL algorithm. Let G be a locally finite graph and suppose that we are given a function
f : V pGq Ñ N. We say that f is a Π-coloring of G if PpGf , tqpxq “ 1 for all x P V pGq, i.e., if the
output of the algorithm P on the structured graph Gf after t rounds is the constant 1 function.
What Definition 2.6 says is that, for a local coloring problem, there is a LOCAL algorithm, P,
that, given a coloring f , can verify whether f is “correct” in a constant number of rounds, namely t.
To put this another way, whether or not a coloring f is “correct” is completely determined by the
restrictions of f to balls of radius t.
Example 2.7 (Proper coloring). The prototypical example of a local coloring problem is proper
k-coloring of graphs, since whether or not a coloring is proper is determined by its restrictions to
radius-1 balls. Explicitly, let k P N and define a LOCAL algorithm P : FSG‚ Ñ t0, 1u as follows: Given
(the isomorphism type of) a finite rooted structured graph of the form pG, f, xq with f : V pGq Ñ rks
and a root x, set PprG, f, xsq :“ 1 if and only if fpyq ‰ fpzq for every pair of adjacent vertices y,
z P V pGq; in all other cases set P to 0. Now if we let Π :“ p1,Pq, then a Π-coloring of a locally finite
graph G is exactly the same as a proper k-coloring of G.
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2.A.3. Complexity of local coloring problems.—As mentioned in the introduction, we must distinguish
between the deterministic and the randomized versions of the LOCAL model.
Definition 2.8 (Deterministic LOCAL complexity). Let Π be a local coloring problem and
let G Ď FSG. Given n P N` and T P N, we write DetΠ,Gpnq ď T if and only if there is a LOCAL
algorithm A with the following property:
Let G be an n-vertex structured graph such that rGs P G and let id : V pGq Ñ rns be an arbitrary
bijection. Then the function ApGid, T q is a Π-coloring of G.
For n P N`, define DetΠ,Gpnq to be the least T P N such that DetΠ,Gpnq ď T if such T exists, and 8
otherwise. The function DetΠ,G : N` Ñ NY t8u is called the deterministic LOCAL complexity of
the problem Π on the class of structured graphs G.
Let us make a few remarks about the above definition. The set G in Definition 2.8 is the collection
of (the isomorphism classes of) the finite structured graphs on which we attempt to solve the given
coloring problem Π. For example, G may contain all graphs of maximum degree at most ∆, all
triangle-free graphs, all trees, all cycles, all directed graphs, etc. If DetΠ,Gpnq ď T , it means that
there is a LOCAL algorithm A that solves the problem Π on n-vertex graphs G from the class G in
T rounds, given as part of its input an arbitrary assignment id of unique identifiers from the set rns
to the vertices of G. The reader may recall from the introduction that usually the identifiers are
sequences of bits of length Θplognq, or, equivalently, elements of rncs for some constant c ě 1. In
practice it does not matter what constant c one uses, so, for concreteness, we fix c to be 1 (technically,
making c as small as possible only makes our main results stronger).
Definition 2.9 (Randomized LOCAL complexity). Let Π be a local coloring problem and let
G Ď FSG. Given n P N` and T P N, we write RandΠ,Gpnq ď T if and only if there are m P N` and a
LOCAL algorithm A with the following property:
Let G be an n-vertex structured graph such that rGs P G. Pick a function ϑ : V pGq Ñ rms
uniformly at random (that is, each function V pGq Ñ rms is chosen with probability 1{mn). Then
P rApGϑ, T q is a Π-coloring of Gs ě 1 ´ 1
n
.
For n P N`, define RandΠ,Gpnq to be the least T P N such that RandΠ,Gpnq ď T if such T exists, and
8 otherwise. The function RandΠ,G : N` Ñ NY t8u is called the randomized LOCAL complexity
of the problem Π on the class of structured graphs G.
In Definition 2.9, G is again the class of finite structured graphs on which we wish to solve a given
coloring problem. The algorithm A takes, as part of its input, an assignment of random numbers
from rms to the vertices of G, and, while it may fail to output a Π-coloring, the probability of
failure cannot exceed 1{n. Notice that there is no a priori upper bound on m, i.e., the algorithm is
allowed to use “unlimited randomness.” However, we do require that the same m must work for
all n-vertex graphs G with rGs P G. This restriction is harmless, at least for our purposes, as we
shall only apply Definition 2.9 to classes G that contain finitely many isomorphism types of n-vertex
graphs for each n.
2.B. From distributed algorithms to descriptive combinatorics
2.B.1. Deterministic algorithms and Borel colorings.—We use standard descriptive set-theoretic
terminology; see, e.g., Kechris’s book [Kec95] or Tserunyan’s notes [Tse16]. Recall that a separable
topological space is Polish if its topology is induced by a complete metric. A standard Borel space
is a set X equipped with a σ-algebra BpXq of Borel sets generated by a Polish topology on X. We
say that a Polish topology on a standard Borel space X is compatible if it generates BpXq.
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By a Borel graph we mean a graph G whose vertex set V pGq is a standard Borel space and
such that tpx, yq : x and y are adjacent in Gu is a Borel subset of V pGq ˆ V pGq. Similarly, a Borel
structured graph is a structured graphG “ pG, σq such thatG is a Borel graph and σ : V pGqă8 á N
is a Borel function (which just means that for every c P N, σ´1pcq is a Borel subset of V pGqă8).
Let G Ď FSG be a collection of isomorphism types of finite structured graphs and let R, n P N. We
say that a structured graph G is pR,nq-locally in G if for each vertex x P V pGq, there is an n-vertex
structured graph H with rHs P G such that rBGpx,Rq, xs “ rBHpy,Rq, ys for some y P V pHq. For
instance, suppose that G is a class of finite graphs (with no other structure) closed under adding
isolated vertices. Examples of such classes are the class of all planar graphs, the class of all graphs
of maximum degree at most ∆ for some fixed ∆ P N, the class of all triangle-free graphs, etc. It is
not hard to see that in this case a graph G is pR,nq-locally in G provided that for all x P V pGq,
rBGpx,Rqs P G and |BGpx,Rq| ď n. Now we can state our first result:
Theorem 2.10 (Deterministic LOCAL algorithms yield Borel colorings). Let Π “ pt,Pq
be a local coloring problem and let G Ď FSG. Fix n P N` such that DetΠ,Gpnq ă 8 and set
R :“ DetΠ,Gpnq ` t. If G is a Borel structured graph that is pR,nq-locally in G and such that
|BGpx, 2Rq| ď n for all x P V pGq, then G has a Borel Π-coloring.
Note that a structured graph G satisfying the assumptions of Theorem 2.10 must have finite
maximum degree, since |BGpx,Rq| ď n ă 8 for all x P V pGq.
Usually the precise value of DetΠ,Gpnq is not known and one only has access to asymptotic upper
bounds. For instance, assume that G is a class of finite graphs (with no other structure) closed
under adding isolated vertices, and let G be a Borel graph of finite maximum degree ∆ all of whose
finite induced subgraphs are in G. We claim that if Π “ pt,Pq is a local coloring problem such that
DetΠ,Gpnq “ oplognq, then G has a Borel Π-coloring. Indeed, since t is a constant independent of n,
Rpnq :“ DetΠ,Gpnq ` t “ oplognq as well. Hence, for each x P V pGq,
|BGpx,Rpnqq| ď |BGpx, 2Rpnqq| ď 1`∆2Rpnq “ 1`∆oplognq “ nop1q. (2.11)
Therefore, Theorem 2.10 may be applied for any large enough value of n.
It is possible to incorporate into such calculations extra assumptions on the growth rate of G.
For example, say that a graph G is of subexponential growth if for each ε ą 0, there is R0 P N
such that if x P V pGq and R ě R0, then |BGpx,Rq| ă p1` εqR. As before, let G be a class of graphs
closed under adding isolated vertices, and let G be a Borel graph of subexponential growth all of
whose finite induced subgraphs are in G. The same calculation as in the last paragraph shows that G
has a Borel Π-coloring whenever Π is a local coloring problem with DetΠ,Gpnq “ Oplognq. Stronger
assumptions on the growth rate of G enable one to further relax the necessary bound on DetΠ,Gpnq.
The reasoning in the preceding two paragraphs will apply, almost verbatim, to all the other
results in this section.
2.B.2. Deterministic algorithms and continuous colorings.—Under certain circumstances, the word
“Borel” in the conclusion of Theorem 2.10 can be replaced by “continuous.” In order to state this result
precisely, we require a few definitions. In what follows, we view N as a discrete topological space.
Let pX, dq be a metric space and let G1, G2 be finite structured graphs with V pG1q, V pG2q Ď X.
Given ε ą 0, we say that G1 and G2 are ε-isomorphic (with respect to the metric d) if there is an
isomorphism ϕ : V pG1q Ñ V pG2q between G1 and G2 such that dpx, ϕpxqq ă ε for all x P V pG1q.
Recall that a topological space is zero-dimensional is it has a base consisting of clopen sets.
Definition 2.12 (Topological graphs). A topological structured graph is a locally finite
structured graph G whose vertex set V pGq is a zero-dimensional Polish space and that has the
following property for some (hence any) metric d inducing the topology on V pGq: For each x P V pGq,
R P N, and ε ą 0, there is δ ą 0 such that if y P V pGq satisfies dpx, yq ă δ, then the rooted structured
graphs pBGpx,Rq, xq and pBGpy,Rq, yq are ε-isomorphic.
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Note that the above definition is indeed independent of the choice of the metric d (we could have
stated it purely topologically, by fixing an open neighborhood for each vertex in BGpx,Rq instead of
using the parameter ε). If we are hoping to find continuous colorings of G, it is natural to assume
that the topology on V pGq is zero-dimensional, so that V pGq has enough clopen subsets and hence
there are many continuous functions V pGq Ñ N. The rest of Definition 2.12 describes the interplay
between the combinatorics of G and the topology on V pGq. In particular, if G is a topological
graph, then the map V pGq Ñ FSG‚ : x ÞÑ rBGpx,Rq, xs is continuous for all R P N, where we view
the countable set FSG‚ as a discrete space.
We prove a continuous version of Theorem 2.10 for topological graphs:
Theorem 2.13 (Deterministic LOCAL algorithms yield continuous colorings). Let
Π “ pt,Pq be a local coloring problem and let G Ď FSG. Fix n P N` such that DetΠ,Gpnq ă 8 and
set R :“ DetΠ,Gpnq ` t. If G is a topological structured graph that is pR,nq-locally in G and such
that |BGpx, 2Rq| ď n for all x P V pGq, then G has a continuous Π-coloring.
Observe that Theorem 2.13 is a strengthening of Theorem 2.10. Indeed, it follows from standard
results in descriptive set theory that if G is a locally finite Borel structured graph, then there is a
compatible zero-dimensional Polish topology on V pGq that makes G a topological structured graph
[Kec95, §13]. (Nevertheless, we will give a direct proof of Theorem 2.10 as well.)
An ample supply of natural examples of topological graphs is provided by continuous actions of
finitely generated groups. Let X be a zero-dimensional Polish space and let Γ be a group generated
by a finite set S Ď Γ. Assume additionally that S does not contain the identity element of Γ and
that S is symmetric, meaning that if γ P S, then γ´1 P S as well. Given a free action α : Γ ñ X
of Γ on X by homeomorphisms, let the Schreier graph of α be the graph Gα with vertex set X
in which two vertices x, y P X are adjacent if and only if x “ γ ¨α y for some γ P S. Because α is
free, it is easy to see that Gα is a topological graph. If S is not assumed to be symmetric, one can
similarly define a directed version of the Schreier graph, which is a topological directed graph.
2.B.3. Randomized algorithms.—Recall that a set or a function is measurable (resp. Baire-mea-
surable) if it differs from a Borel set or function on a null (resp. meager) set. In order to obtain
measurable or Baire-measurable colorings, it is enough to work with randomized rather than
deterministic LOCAL algorithms:
Theorem 2.14 (Randomized LOCAL algorithms yield measurable colorings). Let Π “
pt,Pq be a local coloring problem and let G Ď FSG. Fix n P N` such that RandΠ,Gpnq ă 8 and set
R :“ RandΠ,Gpnq ` t. Let G be a Borel structured graph that is pR,nq-locally in G and such that
|BGpx, 2Rq| ď n1{8{4 for all x P V pGq. Then the following conclusions hold:
(i) If µ is a probability Borel measure on V pGq, then G has a µ-measurable Π-coloring.
(ii) If τ is a compatible Polish topology on V pGq, then G has a τ -Baire-measurable Π-coloring.
Although the bound on |BGpx, 2Rq| required in Theorem 2.14 is stronger than that in Theorem 2.10,
it remains polynomial in n. In particular, inequalities (2.11) still show that if G is a class of finite
graphs closed under adding isolated vertices and if G is a Borel graph of finite maximum degree
all of whose finite induced subgraphs are in G, then G is measurably and Baire-measurably Π-
colorable provided that RandΠ,Gpnq “ oplognq. Furthermore, if G is of subexponential growth, then
RandΠ,Gpnq “ Oplognq suffices. Actually, in this case we can even make the coloring Borel:
Theorem 2.15 (Randomized LOCAL algorithms yield Borel colorings of subexpo-
nential growth graphs). Let Π “ pt,Pq be a local coloring problem and let G Ď FSG. Fix
n P N` such that RandΠ,Gpnq ă 8 and set R :“ RandΠ,Gpnq ` t. If G is a Borel structured graph of
subexponential growth that is pR,nq-locally in G and such that |BGpx, 2Rq| ď n{e for all x P V pGq,
then G has a Borel Π-coloring.
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In the statement of Theorem 2.15, e “ 2.71 . . . is the base of the natural logarithm. Theorem 2.15
contributes to the growing body of results showing that various combinatorial problems on graphs
of subexponential growth can be solved in a Borel way, whereas in general one can only hope for a
measurable solution; see, e.g., [Csó+16; CT19; Tho20].
2.C. The Lovász Local Lemma
As mentioned in the introduction, the key ingredient in our proof of Theorem 2.14 is a new measurable
version of the Lovász Local Lemma (the LLL for short), which is an interesting result in its own
right. Indeed, the original motivation for this paper was to develop a better understanding of the
behavior of the LLL in the measurable setting.
2.C.1. Constraint satisfaction problems and the LLL.—Recall that for a set A, rAsă8 denotes the
set of all finite subsets of A. Similarly, for sets A and B, let rAá Bsă8 be the set of all partial
functions ϕ : Aá B with finite domains.
Definition 2.16 (CSPs). Fix a set X and m P N`. An pX,mq-constraint (or simply a constraint
if X and m are clear from the context) is a set B Ď rX á rmssă8 such that dompϕq “ dompψq
for all ϕ, ψ P B. If a constraint B is nonempty, then its domain is the set dompBq :“ dompϕq
for some (hence all) ϕ P B; the domain of the empty constraint is defined to be ∅. A constraint
satisfaction problem (a CSP for short) B on X with range rms, in symbols B : X Ñ? rms, is a set
of pX,mq-constraints. A solution to a CSP B : X Ñ? rms is a function f : X Ñ rms such that for
all B P B, the restriction f |dompBq of f onto dompBq is not a member of B.
In other words, in a CSPB : X Ñ? rms, each constraint B P B is interpreted as a set of “forbidden
patterns” that are not allowed to appear in a solution f : X Ñ rms. There are obvious similarities
between CSPs in the above sense and local colorings problems in the sense of Definition 2.6, and,
indeed, a CSP can be viewed as local coloring problem on an auxiliary graph (see §5.D for details).
Fix a CSP B : X Ñ? rms. The probability PrBs of a constraint B P B is defined by
PrBs :“ |B|
m|dompBq|
.
Notice that if we form a random coloring f : X Ñ rms by assigning to each x P X a color from rms
uniformly at random, then PrBs equals the probability that f |dompBq P B, i.e., that the constraint
B is violated by f . The neighborhood of a constraint B P B is the set NpBq Ă B given by
NpBq :“ tB1 P BztBu : dompB1q X dompBq ‰ ∅u.
The most widely used form of the LLL, called the Symmetric LLL, invokes the parameters
ppBq :“ sup
BPB
PrBs and dpBq :“ sup
BPB
|NpBq|.
Theorem 2.17 (Symmetric LLL; see [AS00, Corollary 5.1.2]). If B is a CSP such that
ppBq ¨ pdpBq ` 1q ď e´1, (2.18)
where e “ 2.71 . . . is the base of the natural logarithm, then B has a solution.
Theorem 2.17 is a special case of a stronger result, known as the General LLL, in which instead of
bounding ppBq and dpBq uniformly, one establishes a more delicate—but somewhat less transparent—
relationship between PrBs and |NpBq| for each constraint B P B:
Theorem 2.19 (General LLL; see [AS00, Theorem 5.1.1]). If B is a CSP such that there is a
function η : B Ñ r0, 1q satisfying
PrBs ď ηpBq
ź
B1PNpBq
p1´ ηpB1qq, for all B P B,
then B has a solution.
10
A standard calculation (see [AS00, proof of Corollary 5.1.2]) shows that the bound (2.18) implies
the existence of a function η as in Theorem 2.19, and hence the Symmetric LLL is indeed a special
case of the General LLL. We remark that, due to its origin in finite combinatorics, the LLL is often
stated in the case when the ground set X is finite; however, the case of infinite X follows via a
straightforward compactness argument (see, e.g., [AS00, proof of Theorem 5.2.2]).
Several applications of the LLL in combinatorics and graph theory can be found in [AS00; MR02].
For most applications, the full power of the General LLL is not needed and the Symmetric LLL is
sufficient. Furthermore, in many cases the bound (2.18) is quite far from being sharp: one can often
prove that ppBq is at most expp´ log1`ε dpBqq or even expp´dpBqεq for some constant ε ą 0. For
example, this usually happens when the upper bound on ppBq is obtained via a concentration of
measure argument.
2.C.2. Measurable Symmetric LLL.—If X is a standard Borel space, then rXsă8 also carries a
natural standard Borel structure. Furthermore, for any standard Borel space Y , rX á Y să8 is
also standard Borel, since it can be viewed as a Borel subset of rX ˆ Y să8. Since every pX,mq-
constraint is a finite set of partial functions, the set of all pX,mq-constraints is a Borel subset
of rrX á rmssă8să8. Thus, we may speak of Borel CSPs B : X Ñ? rms, i.e., Borel sets of
pX,mq-constraints.
Given a Borel CSP, it is natural to ask whether it has a solution with some regularity properties.
To that end, we establish the following measurable/Baire-measurable analog of Theorem 2.17 under
a stronger polynomial bound on ppBq and dpBq:
Theorem 2.20 (Measurable Symmetric LLL). Let B : X Ñ? rms be a Borel CSP such that
ppBq ¨ pdpBq ` 1q8 ď 2´15. (2.21)
Assume additionally that supt|dompBq| : B P Bu ă 8. Then the following conclusions hold:
(i) If µ is a probability Borel measure on X, then B has a µ-measurable solution.
(ii) If τ is a compatible Polish topology on X, then B has a τ -Baire-measurable solution.
As mentioned earlier, one can often bound ppBq from above by a super-polynomially small function
of dpBq, making Theorem 2.20 applicable. We call CSPs B such that supt|dompBq| : B P Bu ă 8
bounded. The boundedness assumption in Theorem 2.20 can likely be eliminated by a routine
modification of the proof. However, we are not aware of any applications where this assumption is
not satisfied, and so we elected to include it in order to make our arguments more transparent.
Theorem 2.20 is implied by Theorem 2.14: a CSP B can be encoded as a local coloring problem
on an auxiliary graph (see §5.D for details), and Fischer and Ghaffari [FG17] designed a randomized
LOCAL algorithm that finds solutions to such local coloring problems in a sublogarithmic number
of rounds under a polynomial bound on ppBq and dpBq similar to (2.21). The actual bound that
we use comes from a sharpened version of the Fischer–Ghaffari algorithm developed in [GHK18]
by Ghaffari, Harris, and Kuhn. Together with Theorem 2.14, their algorithm immediately yields
Theorem 2.20. The logic of our argument, however, goes in the opposite direction: We shall first
prove Theorem 2.20 and then derive Theorem 2.14 from it. Nevertheless, our proof of Theorem 2.20
does invoke the Ghaffari–Harris–Kuhn algorithm, albeit in a more subtle way.
2.C.3. Comparison with prior work.—The current state of the knowledge concerning the behavior
of the LLL in the descriptive setting is summarized in Table 1. Conley, Jackson, Marks, Seward, and
Tucker-Drob [Con+20, Theorem 1.6] constructed examples showing that the Symmetric LLL cannot,
in general, produce Borel solutions. On the other hand, Csóka, Grabowski, Máthé, Pikhurko, and
Tyros [Csó+16] showed that a Borel version of the Symmetric LLL holds under certain subexponential
growth assumptions on the CSP B (and we use their result to derive Theorem 2.15).
In the presence of a measure µ, one can relax the requirements and only ask for a measurable
function f : X Ñ rms that satisfies the constraints on a set of measure 1´ ε, for any given ε ą 0.
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Table 1. What is known about the LLL in the descriptive setting.
Symmetric LLL General LLL
Borel? YES for subexponential growth [Csó+16]NO in general [Con+20] (NO in general)
Measurable? YES when ppd` 1q8 ď 2´15 (this paper) YES for r0, 1s-shifts [Ber19](NO in general)
With ε error? YES [Ber19] NO in general [Ber19]
Baire-measurable? YES when ppd` 1q8 ď 2´15 (this paper) ???
In this regime, the Symmetric LLL always succeeds [Ber19, Theorem 5.1], while the General LLL
may fail [Ber19, Theorem 7.1]. In fact, the General LLL may even fail to produce colorings that
satisfy the constrains on a set of arbitrarily small positive measure. On the other hand, there are
certain situations of particular interest in ergodic theory when the General LLL can be used to
obtain measurable colorings satisfying all the constraints; namely, this happens when the structure
of the CSP B is, in a certain technical sense, “induced” by the Bernoulli shift action Γ ñ r0, 1sΓ of
a countable group Γ [Ber19, Theorem 6.6].
Theorem 2.20 provides the first Baire-measurable variant of the LLL (with the exception of the
subexponential Borel LLL of Csóka–Grabowski–Máthé–Pikhurko–Tyros). The following question
remains open:
Open Problem 2.22. Does there exist a Baire-measurable version of the General LLL?
3. Applications
3.A. Colorings with the number of colors close to ∆
Recall that the chromatic number χpGq of a graph G is the smallest cardinality of a set Y such
that G admits a proper coloring f : V pGq Ñ Y . In the descriptive setting, one defines the Borel
chromatic number χBpGq of a Borel graph G as the smallest cardinality of a standard Borel space
Y such that G has a Borel proper coloring f : V pGq Ñ Y . Similarly, given a probability Borel
measure µ or a compatible Polish topology τ on V pGq, the µ-measurable chromatic number χµpGq
and the τ -Baire-measurable chromatic number χτ pGq are defined to be the smallest cardinality
of a standard Borel space Y such that G admits a µ-measurable, resp. τ -Baire-measurable, proper
coloring f : V pGq Ñ Y . It is clear that χpGq ď χµpGq, χτ pGq ď χBpGq. We shall only work with
bounded degree graphs, and for them all these parameters are finite:
Theorem 3.1 (Kechris–Solecki–Todorcevic [KST99, Proposition 4.6]). Let G be a Borel graph of
finite maximum degree ∆. Then χBpGq ď ∆` 1.
In general, the bound χpGq ď ∆pGq ` 1 is best possible, since a graph of maximum degree ∆
may contain ∆` 1 pairwise adjacent vertices (i.e., a p∆` 1q-clique), all of which would have to
receive distinct colors in a proper coloring of G. Conversely, a classical theorem of Brooks (see
[Die17, Theorem 5.2.4]) asserts that if χpGq “ ∆pGq ` 1 for a graph G with 3 ď ∆pGq ă 8, then G
contains a p∆pGq ` 1q-clique.
It is natural to ask whether Brooks’s theorem can be extended to the setting of Borel, measurable,
or Baire-measurable colorings. Marks [Mar16] showed that, in the Borel context, Brooks’s theorem
fails in a very strong sense. A graph G is called ∆-regular if every vertex in G has degree ∆, and
acyclic if it contains no cycles (acyclic graphs are also known as forests). It is easy to see that
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acyclic graphs are bipartite, i.e., have chromatic number at most 2. Nevertheless, Marks proved the
following:
Theorem 3.2 (Marks [Mar16]). For each ∆ P N, there exists an acyclic ∆-regular Borel graph G
such that χBpGq “ ∆` 1.
In contrast to Theorem 3.2, Conley, Marks, and Tucker-Drob [CMT16] succeeded in extending
Brooks’s theorem to the setting of measurable and Baire-measurable colorings:
Theorem 3.3 (Measurable Brooks; Conley–Marks–Tucker-Drob [CMT16]). Let G be a Borel
graph of finite maximum degree ∆ ě 3 without a p∆` 1q-clique.
(i) If µ is a probability Borel measure on V pGq, then χµpGq ď ∆.
(ii) If τ is a compatible Polish topology on V pGq, then χτ pGq ď ∆.
In view of Brooks’s theorem, an equivalent way of phrasing Theorem 3.3 is that a Borel graph
G of finite maximum degree ∆ ě 3 is measurably/Baire-measurably ∆-colorable if and only if it
is ∆-colorable abstractly, i.e., without any regularity restrictions. Can this result be extended to
colorings with fewer colors? We show that the answer is positive for p∆´ cq-colorings, where c can
be as large as roughly
?
∆:
Theorem 3.4. There is ∆0 P N with the following property. Fix integers ∆ ě ∆0 and c. Let G be
a Borel graph of maximum degree at most ∆ and let µ (resp. τ) be a probability Borel measure
(resp. a compatible Polish topology) on V pGq. If c ďa∆` 1{4´ 5{2, then the following statements
are equivalent:
(i) χpGq ď ∆´ c;
(ii) χµpGq ď ∆´ c;
(iii) χτ pGq ď ∆´ c.
Proof. Implications (ii), (iii) ùñ (i) are trivial, so we only need to argue that (i) ùñ (ii), (iii). For
each k P N, let Πpkq denote the local coloring problem that encodes proper k-coloring of graphs
(see Example 2.7). Fix ∆ P N and c P Z with c ď a∆` 1{4 ´ 5{2 and let Gp∆, cq be the set of
all isomorphism classes of finite graphs G of maximum degree at most ∆ satisfying χpGq ď ∆´ c.
Assuming ∆ is large enough, Bamas and Esperet [BE19, Theorem 1.3] established the following
bounds on the randomized LOCAL complexity of proper p∆´ cq-coloring of graphs in Gp∆, cq:
RandΠp∆´cq,Gp∆,cqpnq ď exppOp
a
log lognqq “ oplognq. (3.5)
(Here the implicit constants in the asymptotic notation may depend on ∆, which we treat as fixed.)
If G is a Borel graph with ∆pGq ď ∆ and χpGq ď ∆´ c, then every finite induced subgraph of G is
in Gp∆, cq. Since the class Gp∆, cq is closed under adding isolated vertices, Theorem 2.14, combined
with (3.5), yields that G is both measurably and Baire-measurably p∆´ cq-colorable, as desired. 
Note that if in the statement of Theorem 3.4 we additionally assume that G is of subexponential
growth, then, replacing Theorem 2.14 by Theorem 2.15, we may conclude that for such G, statements
(i)–(iii) are also equivalent to
(iv) χBpGq ď ∆´ c.
Marks’s Theorem 3.2 shows that the subexponential growth assumption cannot be removed.
The distributed algorithm of Bamas and Esperet [BE19] from which we derive Theorem 3.4 is
inspired by the earlier work of Molloy and Reed [MR14] on sequential algorithms for p∆´ cq-coloring.
Among other results, Molloy and Reed established the following remarkable extension of Brooks’s
theorem: If ∆ is large enough, G is a graph of maximum degree at most ∆, and c ďa∆` 1{4´5{2,
then χpGq ď ∆´ c if and only if χpBGpx, 1qq ď ∆´ c for all x P V pGq [MR14, Theorem 5].
The bound on c in the statement of Theorem 3.4 is almost sharp, in the sense that it cannot be
relaxed to c ďa∆´ 3{4´ 1{2:
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Proposition 3.6. Let k, ∆ P N be such that ∆ ě k ě 2 and ∆´ k ěa∆´ 3{4´ 1{2. Then there
exist a Borel graph G and a probability Borel measure µ (resp. a compatible Polish topology τ) on
V pGq such that ∆pGq ď ∆ and χpGq ď k but χµpGq ą k (resp. χτ pGq ą k).
Proof. We adapt the proof of [EHK98, Theorem 1.4] due to Embden-Weinert, Hougardy, and
Kreuter. We shall give the argument for the measurable chromatic number, the Baire-measurable
case being virtually identical. Fix k ě 2. To begin with, observe that there exists a Borel graph
G of finite maximum degree with a probability Borel measure µ on V pGq such that χpGq “ k but
χµpGq ą k. For instance, let pX,µq be a standard probability space and let T : X Ñ X be a measure-
preserving transformation such that for all n P Zzt0u, Tn is ergodic and Tnpxq ‰ x for all x P X.
An example of such a transformation is the map T : r0, 1q Ñ r0, 1q : x ÞÑ px` αqmod 1, where α is
a fixed irrational number. Let G be the graph with vertex set X in which two distinct vertices x
and y are adjacent if and only if y “ Tnpxq with |n| ď k ´ 1. It is easy to verify that χpGq “ k
and every proper k-coloring f : X Ñ rks of G is T k-periodic, meaning that fpT kpxqq “ fpxq for all
x P X. To show that χµpGq ą k, suppose that f : X Ñ rks is a measurable proper k-coloring. Then
every color class of f is a T k-invariant measurable subset of X. Since the map T k is ergodic, this
implies that precisely one color class of f is conull, while the other k ´ 1 classes are null. This is a
contradiction, as the map T cyclically permutes the color classes, showing that they all must have
the same measure.
Now let ∆ ě k satisfy ∆´ k ěa∆´ 3{4´ 1{2 and let G be a Borel graph with a probability
Borel measure µ on V pGq such that χpGq ď k, χµpGq ą k, and ∆pGq is the smallest among all
graphs with these properties. Set d :“ ∆pGq and c :“ d´ k. Suppose, toward a contradiction, that
d ą ∆. Then c ąad´ 3{4´ 1{2, which implies that cpc` 1q ą d´ 1. Since c and d are integers,
this yields cpc` 1q ě d. Fix a Borel linear order ă on V pGq (such an order exists since, by [Kec95,
Theorem 15.6], V pGq is isomorphic to a Borel subset of R). For each x P X and 1 ď i ď degGpxq,
let Nipxq be the i-th neighbor of x in the order ă; that is, we have
NGpxq “ tN1pxq, . . . , NdegGpxqpxqu and N1pxq ă ¨ ¨ ¨ ă NdegGpxqpxq.
Forα P Z{pc`1qZ, letNαpxq :“ tNipxq : α “ imod pc`1qu. Note that |Nαpxq| ď rdegGpxq{pc`1qs ď
c, where we are using that cpc` 1q ě d. Define a graph H as follows. The vertex set of H is
V pHq :“ V pGq ˆ ppZ{pc` 1qZq \ rk ´ 1sq.
For clarity, let uαpxq :“ px, αq and vipxq :“ px, iq for all x P V pGq, α P Z{pc` 1qZ, and i P rk ´ 1s.
Make the following pairs of vertices adjacent in H:
‚ vipxq and vjpxq for all x P V pGq and distinct i, j P rk ´ 1s;
‚ vipxq and uαpxq for all x P V pGq, i P rk ´ 1s, and α P Z{pc` 1qZ;
‚ uαpxq and uβpyq for all adjacent x, y P V pGq with y P Nαpxq and x P Nβpyq.
Let ν be the pushforward of µ under the map V pGq Ñ V pHq : x ÞÑ u0pxq. We will show that H
satisfies χpHq ď k, χνpHq ą k, and ∆pHq ď d ´ 1, which contradicts the choice of G and thus
completes the proof of Proposition 3.6.
To see that H is k-colorable, let f : V pGq Ñ rks be any k-coloring of G and define h : V pHq Ñ rks
as follows: For all x P V pGq and α P Z{pc ` 1qZ, set hpuαpxqq :“ fpxq, and assign to the vertices
v1pxq, . . . , vk´1pxq the k ´ 1 colors distinct from fpxq. Then h is a proper k-coloring of H, so
χpHq ď k. To show that χνpHq ą k, suppose that h : V pHq Ñ rks is a ν-measurable k-coloring
of H. By the definition of ν, the map f : V pGq Ñ rks : x ÞÑ hpu0pxqq is µ-measurable, and we
claim that it is a proper k-coloring of G, which is impossible. Consider any two adjacent vertices
x, y P V pGq. Since the vertices v1pxq, . . . , vk´1pxq are pairwise adjacent in H, there is precisely
one color that is not used by h on any of them, and that must be the color assigned to every
vertex of the form uαpxq. Similarly, all the vertices of the form uβpyq have the same color. Let
α, β P Z{pc` 1qZ be such that y P Nαpxq and x P Nβpyq. Then the vertices uαpxq and uβpyq are
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adjacent, so fpxq “ hpu0pxqq “ hpuαpxqq ‰ hpuβpyqq “ hpu0pyqq “ fpyq, as desired. It remains to
verify that ∆pHq ď d´ 1. To this end, note that every vertex of the form vipxq has degree
degHpvipxqq “ pk ´ 2q ` pc` 1q “ d´ 1,
while every vertex of the form uαpxq has degree
degHpuαpxqq “ pk ´ 1q ` |Nαpxq| ď k ´ 1` c “ d´ 1. 
There is a small gap between the bounds in Theorem 3.4 and Proposition 3.6. We leave closing
this gap as an open problem:
Open Problem 3.7. For each ∆ P N, determine precisely the largest value of c P Z for which the
conclusion of Theorem 3.4 holds.
Theorem 3.4 implies Theorem 3.3, i.e., the measurable version of Brooks’s theorem, for all large
enough ∆. One can actually use distributed algorithms to deduce Theorem 3.3 for all ∆ ě 3. Indeed,
Ghaffari, Hirvonen, Kuhn, and Maus [Gha+18] developed a randomized LOCAL algorithm that,
given an n-vertex graph G of maximum degree ∆ ě 3 and without a complete subgraph on ∆` 1
vertices, finds a proper ∆-coloring of G in Opplog lognq2q “ oplognq rounds (here, as in (3.5), the
implicit constants in the asymptotic notation may depend on ∆). Combined with Theorem 2.14,
this yields Theorem 3.3.
3.B. Graphs without short cycles
The distinctions between the three regularity notions—“Borel,” “measurable,” and “Baire-measur-
able”—are clearly demonstrated by colorings of acyclic graphs. Recall that, by Marks’s Theorem 3.2,
the Borel chromatic number of an acyclic Borel graph of maximum degree ∆ P N can be as large as
∆` 1. In contrast to this, the Baire-measurable chromatic number of a locally finite acyclic graph
is always at most 3, which is a consequence of the following general result of Conley and Miller:
Theorem 3.8 (Conley–Miller [CM16]). LetG be a locally finite Borel graph and let τ be a compatible
Polish topology on V pGq. If χpGq is finite, then χτ pGq ď 2χpGq ´ 1.
Since χpGq ď 2 for an acyclic graph G, Theorem 3.8 implies that the Baire-measurable chromatic
number of an acyclic locally finite Borel graph is indeed at most 2 ¨ 2´ 1 “ 3. It is also not hard to
see that this upper bound is best possible; see, e.g., [CMT16, §6].
Now we turn to measurable colorings. Lyons and Nazarov [LN11] (see also [KM16, Theorem 5.46])
constructed acyclic Borel graphs with maximum degree ∆ P N and measurable chromatic number
at least p1{2 ` op1qq∆{ log ∆. This shows that acyclic Borel graphs of bounded degree can have
arbitrarily large measurable chromatic numbers, contrary to the situation with Baire-measurable
colorings. Although the present author showed [Ber19, Corollary 1.2] that Θp∆{ log ∆q is the correct
order of magnitude in the Lyons–Nazarov examples, the best heretofore known general upper bound
on measurable chromatic numbers of acyclic graphs in terms of their maximum degree was ∆, which
is a consequence of the measurable Brooks’s Theorem 3.3 of Conley–Marks–Tucker-Drob. Here we
improve this to p1` op1qq∆{ log ∆, which falls within a factor of 2 of best possible. Furthermore,
we do not even require acyclicity—it suffices to only forbid cycles of length at most 4.
Theorem 3.9. For every ε ą 0, there is ∆0 P N with the following property. Let G be a Borel
graph of finite maximum degree ∆ ě ∆0 and let µ be a probability Borel measure on V pGq.
(i) If G contains no cycles of length at most 4, then χµpGq ď p1` εq∆{ log ∆.
(ii) If G contains no cycles of length 3, then χµpGq ď p4` εq∆{ log ∆.
Proof. To derive this theorem, we invoke the LOCAL algorithms for graph coloring developed by
Chung, Pettie, and Su in [CPS17]. We shall first prove (ii). For each k P N, let Πpkq denote the
local coloring problem that encodes proper k-coloring of graphs (see Example 2.7). Fix ε ą 0 and
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∆ P N and set k :“ tp4` εq∆{ log ∆u. Let Gp∆q be the set of all isomorphism classes of finite graphs
of maximum degree at most ∆ with no 3-cycles. It follows from [CPS17, Theorem 9] that there
exist positive real numbers C and δ, depending only on ε, such that, for all large enough ∆ and n,
RandΠpkq,Gp∆qpnq ď C∆´δ logn. (3.10)
Even though this upper bound is weaker than oplognq, it still suffices for an application of Theo-
rem 2.14. Indeed, let G be a Borel graph of maximum degree ∆ without cycles of length 3 and set
Rpnq :“ RandΠpkq,Gp∆qpnq ` 1. If ∆ and n are large enough, then for each x P V pGq,
|BGpx, 2Rpnqq| ď 1`∆2C∆´δ logn`2 “ 1` expp2C∆´δ log ∆ logn` 2 log ∆q ă n1{8{4.
Similarly, |BGpx,Rpnqq| ă n, and, since Gp∆q is closed under adding isolated vertices, G is pRpnq, nq-
locally in Gp∆q. Hence, Theorem 2.14 allows us to conclude that G is measurably k-colorable, which
proves (ii). The proof of (i) is virtually the same, except that [CPS17, Theorem 9] is replaced by
the randomized LOCAL algorithm of Chung, Pettie, and Su for pp1` op1qq∆{ log ∆q-coloring graphs
without cycles of length at most 4 (see the remark in [CPS17] after [CPS17, Theorem 9]). 
Again, if G is of subexponential growth, then, due to Theorem 2.15, the upper bounds on χµpGq
given by Theorem 3.9 also hold for χBpGq.
We remark that, although this was not needed in the proof of Theorem 3.9, the bound (3.10) can
actually be improved to RandΠpkq,Gp∆qpnq “ oplognq. Indeed, the algorithm developed by Chung,
Pettie, and Su in order to prove (3.10) invokes as a subroutine a certain distributed version of the
LLL. Fischer and Ghaffari [FG17] later designed a more efficient distributed version of the LLL,
and using their result reduces the complexity of the Chung–Pettie–Su algorithm to oplognq.
The upper bound χpGq ď p1` op1qq∆{ log ∆ for finite graphs G without cycles of length at most
4 is due to Kim [Kim95]. The existence of a constant C ą 0 such that χpGq ď pC ` op1qq∆{ log ∆
for finite graphs G without 3-cycles was first established by Johansson [Joh96] (Johansson’s original
paper is hard to access, but a detailed presentation of his argument can be found in [MR02, §13]).
Johansson’s original proof gave the value C “ 9. Pettie and Su [PS15] improved this to C “ 4 (which
is the value appearing in Theorem 3.9). Recently, Molloy [Mol19] further reduced the constant to
C “ 1. We leave the question of whether Molloy’s result also holds for measurable colorings as an
open problem:
Open Problem 3.11. Is it true that for every ε ą 0, there is ∆0 P N with the following property?
Let G be a Borel graph of finite maximum degree ∆ ě ∆0 and let µ be a probability Borel measure
on V pGq. If G contains no cycles of length 3, then χµpGq ď p1` εq∆{ log ∆.
One way to solve Problem 3.11 would be to develop a sublogarithmic randomized LOCAL algorithm
for pp1` op1qq∆{ log ∆q-coloring graphs without 3-cycles.
3.C. A result on list-coloring
In this section we apply Theorem 2.14 to obtain a useful result concerning list-colorings of Borel
graphs. For an introduction to the theory of list-coloring, see [Die17, §5.4]. A list assignment for a
graph G is a function L : V pGq Ñ rNsă8. For each vertex x P V pGq, the set Lpxq is called the list of
x, and the elements of Lpxq are the colors available to x. An L-coloring of G is a map f : V pGq Ñ N
such that fpxq P Lpxq for all x P V pGq. An L-coloring f is proper if fpxq ‰ fpyq whenever x and y
are adjacent in G. We say that L is an p`, dq-list assignment if it has the following two properties:
‚ for all x P V pGq, |Lpxq| ě `; and
‚ for all x P V pGq and α P Lpxq, |ty P NGpxq : α P Lpyqu| ď d.
The following is a result of Reed and Sudakov:
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Theorem 3.12 (Reed–Sudakov [RS02]). For every ε ą 0, there is d0 P N with the following property.
Let G be a graph and let L be an p`, dq-list assignment for G, where d ě d0 and ` ě p1` εqd. Then
G admits a proper L-coloring.
A version of Theorem 3.12 with the bound ` ě p1 ` εqd replaced by ` ě 2ed was first proved
by Reed [Ree99]; this was then improved by Haxell [Hax01] to ` ě 2d. While it is weaker than
Theorem 3.12 for large d, Haxell’s result holds for all positive integers d and not only for sufficiently
large ones. Reed [Ree99] conjectured that in fact ` ě d` 1 should suffice, but this conjecture was
refuted by Bohman and Holzman [BH02].
Theorem 3.12 (or its weaker versions mentioned in the previous paragraph) is a somewhat technical
but rather useful fact that plays a crucial role in the proofs of many graph coloring results (see
[MR02] for a number of examples). Here we establish a version of Theorem 3.12 for measurable and
Baire-measurable colorings:
Theorem 3.13. For every ε ą 0, there is d0 P N with the following property. Let G be a Borel
graph and let L be a Borel p`, dq-list assignment for G, where d ě d0 and ` ě p1`εqd. Let µ (resp. τ)
be a probability Borel measure (resp. a compatible Polish topology) on V pGq. Then G admits a
µ-measurable (resp. τ -Baire-measurable) proper L-coloring.
Proof. We shall use another LOCAL algorithm due to Chung, Pettie, and Su [CPS17]. As explained
in Example 2.4, we can interpret pairs pG,Lq, where G is a graph and L a list assignment for G, as
structured graphs in the sense of Definition 2.1. Furthermore, proper list-coloring can naturally be
encoded as a local coloring problem Π. Explicitly, let P : FSG‚ Ñ t0, 1u be the LOCAL algorithm
defined as follows: Given (the isomorphism type of) a finite rooted structured graph of the form
pG,L, f, xq with L a list assignment for G and f : V pGq Ñ N, set PprG,L, f, xsq :“ 1 if and only if f
is a proper L-coloring of G; in all other cases set P to 0. Now if we let Π :“ p1,Pq, then a Π-coloring
of pG,Lq is precisely the same as a proper L-coloring of G.
Let Gp`, dq Ă FSG denote the set of all isomorphism types of finite structured graphs corresponding
to pairs of the form pG,Lq, where G is a finite graph and L is an p`, dq-list assignment for G. The
result of Chung, Pettie, and Su presented in [CPS17, §4.4] implies that for every ε ą 0, there exist
positive real numbers C and δ such that, for all large enough d and n,
RandΠ,Gpp1`εqd,dqpnq ď Cd´δ logn. (3.14)
As in the proof of Theorem 3.9, this upper bound is weaker than oplognq but sufficient for an
application of Theorem 2.14. Indeed, let G be a Borel graph and let L be a Borel pp1` εqd, dq-list
assignment for G, where d is a large positive integer. Without loss of generality, we may assume that
|Lpxq| “ d for all x P V pGq, and, by removing from G all the edges xy such that Lpxq X Lpyq “ ∅,
we may arrange that ∆pGq ď p1` εqd2 ď d3. Set Rpnq :“ RandΠ,Gpp1`εqd,dqpnq` 1. For all x P V pGq,
|BGpx, 2Rpnqq| ď 1` d6Cd´δ logn`6 “ 1` expp6Cd´δ log d logn` 6 log dq ă n1{8{4,
where the last inequality holds whenever d and n are large enough. Similarly, |BGpx,Rpnqq| ă n,
and hence the pair pG,Lq is pRpnq, nq-locally in Gpp1 ` εqd, dq. Therefore, by Theorem 2.14, G
admits a measurable/Baire-measurable proper L-coloring, as desired. 
Again, for graphs of subexponential growth, we can use Theorem 2.15 to upgrade the conclusion
of Theorem 3.13 to a Borel proper L-coloring. Like (3.10), the bound (3.14) can be improved to
RandΠ,Gpp1`εqd,dqpnq “ oplognq by using the Fischer–Ghaffari distributed LLL [FG17].
3.D. Sparse graphs
Among the oldest topics in graph theory is studying colorings of planar graphs. For the purposes
of this paper, we say that an infinite graph is planar if all its finite subgraphs are planar. One of
the most celebrated results in graph theory is the Four Color Theorem of Appel and Haken [Die17,
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Theorem 5.1.1] that asserts that χpGq ď 4 for all planar graphs G. Furthermore, if G is a planar
graph without 3-cycles, then χpGq ď 3—this is a theorem of Grötzsch [Die17, Theorem 5.1.3]. On
the other hand, the Lyons–Nazarov examples [LN11] mentioned in §3.B (see also [KM16, Theorem
5.46]) show that bounded degree acyclic (hence planar) Borel graphs can have arbitrarily large
measurable chromatic numbers. Nevertheless, we show that under the additional assumption of
subexponential growth, Borel chromatic numbers of planar Borel graphs are bounded by 5, and can
be further lowered for graphs without short cycles:
Theorem 3.15. Let G be a planar Borel graph of subexponential growth and define
k :“
$’&’%
3 if G contains no cycles of length at most 4;
4 if G contains a 4-cycle but no 3-cycles;
5 otherwise.
Then χBpGq ď k. Furthermore, if G is also a topological graph (in the sense of Definition 2.12),
then G admits a continuous proper k-coloring.
Proof. This is a consequence of the recent work of Postle [Pos19]. Let P denote the set of all
isomorphism classes of finite planar graphs and let Ppgq Ď P be the set of all isomorphism classes
of finite planar graphs without cycles of length strictly less than g. Letting Πpkq denote the local
coloring problem corresponding to proper k-coloring (see Example 2.7), Postle [Pos19, Theorem 1.3]
established the following bounds:
maxtDetΠp5q,Ppnq, DetΠp4q,Pp4qpnq, DetΠp3q,Pp5qpnqu “ Oplognq.
Combined with Theorems 2.10 and 2.13, this yields the desired results. (Theorems 2.10 and 2.13
may be applied as graphs of subexponential growth have finite maximum degree.) 
An important feature of planar graphs is their sparsity: by Euler’s formula, a planar graph G
with n ě 3 vertices can have at most 3n´ 6 edges. A convenient measure of sparsity for an arbitrary
graph is its arboricity, defined as follows. Recall that |G| and }G} are the cardinalities of the vertex
and the edge sets of G, respectively. The arboricity of a graph G with |G| ě 2 is the quantity
apGq :“ sup
H
R }H}
|H| ´ 1
V
,
where the supremum is taken over all the finite subgraphs H of G with |H| ě 2. For graphs G with
|G| ď 1, apGq :“ 0 by definition. A theorem of Nash-Williams [Die17, Theorem 2.4.4] asserts that if
G is a finite graph, then apGq is equal to the smallest k P N such that G has k acyclic subgraphs
F1, . . . , Fk with EpGq “ EpF1q Y . . .Y EpFkq. Since acyclic graphs are also called “forests,” this
explains the term “arboricity.”
Many classes of graphs have bounded arboricity. For instance, all planar graphs have arboricity
at most 3. It is not hard to see that graphs G of finite arboricity satisfy χpGq ď 2apGq (and this
bound is, in general, best possible). On the other hand, the measurable chromatic number of a
bounded degree acyclic (i.e., arboricity 1) Borel graph can be arbitrarily large. As in the case of
planar graphs, the situation improves under the subexponential growth assumption:
Theorem 3.16. If G is a Borel graph of subexponential growth, then χBpGq ď 2apGq ` 1. Further-
more, if G is also a topological graph, then G admits a continuous proper p2apGq ` 1q-coloring.
Proof. Let Gpaq denote the set of all isomorphism classes of finite graphs of arboricity at most a,
and let Πpkq be the local coloring problem corresponding to proper k-coloring. Barenboim and
Elkin [BE10, §4] proved that for all a P N,
DetΠp2a`1q,Gpaq “ Oplognq,
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where the implicit constants in the asymptotic notation may depend on a. (The statement in [BE10,
§4] is more general and involves an additional positive parameter ε; the bound that we need is
obtained by setting ε “ 1{pa` 1q.) It remains to apply Theorems 2.10 and 2.13. 
The bound χBpGq ď 2apGq ` 1 for Borel graphs G of subexponential growth is, in general,
sharp, since there exist acyclic 2-regular Borel graphs G with χBpGq “ 3, and such graphs are of
subexponential (in fact, linear) growth; see, e.g., [CMT16, §6]. Nevertheless, we conjecture that
acyclic graphs are an exception and the bound χBpGq ď 2apGq should hold whenever apGq ě 2:
Conjecture 3.17. If G is a Borel graph of subexponential growth, then χBpGq ď maxt2apGq, 3u.
As evidence for Conjecture 3.17, we show that it holds for graphs whose order of growth is
somewhat lower than just subexponential:
Theorem 3.18. Let G be a Borel graph and suppose that for each ε ą 0, there is R0 P N such that if
x P V pGq and R ě R0, then |BGpx,Rq| ă exppεR1{3q. Then χBpGq ď maxt2apGq, 3u. Furthermore,
if G is also a topological graph, then G admits a continuous proper maxt2apGq, 3u-coloring.
Proof. As in the proof of Theorem 3.16, let Gpaq be the set of all isomorphism classes of finite graphs
of arboricity at most a, and let Πpkq be the local coloring problem encoding proper k-coloring.
Aboulker, Bonamy, Bousquet, and Esperet [Abo+19, Corollary 1.4] showed that for a ě 2,
DetΠp2aq,Gpaq “ Opplognq3q
where the implicit constants in the asymptotic notation again depend on a. Now a straightforward
computation shows that Theorems 2.10 and 2.13 yield the desired results. 
Another result about graphs of subexponential growth that should be mentioned here is a theorem
of Gao and Jackson [GJ15, Theorem 4.2] that asserts that for every d ě 2, the Schreier graph of the
free part of the Bernoulli shift action Zd ñ t0, 1uZd admits a continuous proper 4-coloring. This fact
can be alternatively derived by using Theorem 2.13 in combination with the deterministic LOCAL
algorithm for 4-coloring grid graphs designed by Brandt et al. [Bra+17, Theorem 4].
3.E. A pointwise version of the Abért–Weiss theorem
So far we have described a number of results in descriptive combinatorics that can be obtained
using distributed algorithms. Now we present a direct application of the Measurable Symmetric
LLL to a question in ergodic theory.
Throughout §3.E, Γ shall denote a countably infinite group. We are interested in probability
measure-preserving (p.m.p.) actions of Γ, i.e., actions of the form α : Γ ñ pX,µq, where pX,µq is
a standard probability space and the measure µ is α-invariant. More generally, we consider Borel
actions α : Γ ñ X, i.e., actions of Γ on a standard Borel space X by Borel automorphisms. An
action α : Γ ñ X is free if the α-stabilizer of every point x P X is trivial.
An important example of a p.m.p. action is the Bernoulli shift action
σ : Γ ñ pr0, 1sΓ, λΓq,
where pr0, 1s, λq is the unit interval equipped with the Lebesgue probability measure λ (owing to
the measure isomorphism theorem [Kec95, Theorem 17.41], any other atomless standard probability
space could be used instead). For brevity, we write
Ω :“ r0, 1sΓ and λ :“ λΓ
(this notation will only be used in §3.E). Our starting point is a result of Abért and Weiss:
Theorem 3.19 (Abért–Weiss [AW13]). Fix the following data:
‚ a partition Ω “ A1 \ . . .\Ak of Ω into finitely many Borel pieces;
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‚ a finite set F P rΓsă8; and
‚ ε ą 0.
For every free p.m.p. action α : Γ ñ pX,µq, there is a Borel partition X “ B1 \ . . .\Bk such that
µpBi X γ ¨Bjq «ε λpAi X γ ¨Ajq,
for all 1 ď i, j ď k and all γ P F .
Here and in what follows, we write a «ε b to mean |a´ b| ă ε. Theorem 3.19 can be stated briefly
as “The shift action σ : Γ ñ pΩ,λq is weakly contained in every free p.m.p. action α : Γ ñ pX,µq.”
The relation of weak containment was introduced by Kechris in [Kec10, §10(C)]. For more details
and further background on this topic, see the survey [BK17] by Burton and Kechris.
Here we strengthen Theorem 3.19 by replacing the quantities µpBiXγ ¨Bjq with certain pointwise
averages almost everywhere:
Theorem 3.20. Fix the following data:
‚ a partition Ω “ A1 \ . . .\Ak of Ω into finitely many Borel pieces;
‚ a finite set F P rΓsă8; and
‚ ε ą 0.
Then there is n0 P N` with the following property. Fix a finite set D P rΓsă8 of size |D| ě n0 and
let α : Γ ñ X be a free Borel action of Γ. For every probability Borel measure µ on X, there exists
a Borel partition X “ B1 \ . . .\Bk such that
|tδ P D : δ ¨ x P Bi X γ ¨Bju|
|D| «ε λpAi X γ ¨Ajq, (3.21)
for all 1 ď i, j ď k, all γ P F , and µ-almost all x P X.
Note that in Theorem 3.20, the measure µ is not required to be α-invariant. If µ is α-invariant,
then the partition X “ B1 \ . . . \ Bk given by Theorem 3.20 also witnesses the conclusion of
Theorem 3.19, as for an α-invariant measure µ, we have
µpY q “
ż
X
|tδ P D : δ ¨ x P Y u|
|D| dµpxq,
for all Borel Y Ď X and any nonempty finite set D P rΓsă8. This shows that Theorem 3.20 is indeed
a strengthening of Theorem 3.19. Statements in the spirit of Theorem 3.20 were first considered by
the present author in [Ber20]. There, a weaker version of Theorem 3.20 was established, with (3.21)
satisfied not for µ-almost all x P X, but only on a set of x P X of measure at least 1´ δ, for any
given δ ą 0 [Ber20, Theorem 2.11]. The question of whether Theorem 3.20 is true was left there as
an open problem [Ber20, Problem 8.2].
Proof of Theorem 3.20. Only minimal modifications to the proof of [Ber20, Theorem 2.11] are
needed to obtain Theorem 3.20. Specifically, in [Ber20, §§4.B and 7.A] the construction of a
partition X “ B1 \ . . .\Bk with the desired property is reduced to finding a measurable solution
to a certain Borel CSP B on X. This CSP depends on the original partition Ω “ A1 \ . . .\ Ak,
the finite set F , the parameter ε, and the choice of the averaging set D. It is immediate from
the construction of B that supt|dompBq| : B P Bu ă 8. Furthermore, the calculations given in
the proof of [Ber20, Lemma 7.2] show that there exist positive reals a, b, and c depending on the
partition Ω “ A1 \ . . .\Ak, the finite set F , and the parameter ε but not on D such that
ppBq ď a expp´b|D|q and dpBq ď c|D|2 ´ 1. (3.22)
At this point the proof of [Ber20, Theorem 2.11] invokes the approximate Symmetric LLL from
[Ber19] (Theorem 6.5 in [Ber20]), which yields a measurable function that satisfies the constraints
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of the CSP B away from a set of measure less than δ, for given δ ą 0. To obtain Theorem 3.20, we
instead use Theorem 2.20. By (3.22),
ppBq ¨ pdpBq ` 1q8 ď a expp´b|D|q ¨ c8|D|16.
The latter quantity approaches 0 as |D| Ñ 8; in particular, it is less than 2´15 whenever |D| is large
enough. Hence, by Theorem 2.20, assuming |D| is sufficiently large, the CSP B has a measurable
solution, and we are done. 
4. Using distributed algorithms
4.A. Proof of Theorem 2.10
Our proof of Theorem 2.10 is similar to the argument used by Chang, Kopelowitz, and Pettie to
prove that no local coloring problem has deterministic LOCAL complexity in the range ωplog˚ nq
and oplognq [CKP19, Corollary 3]. Let Π “ pt,Pq be a local coloring problem and let G Ď FSG.
Fix n P N` such that T :“ DetΠ,Gpnq is finite and let A be a LOCAL algorithm witnessing the
bound DetΠ,Gpnq ď T . Set R :“ T ` t. Now let G be a Borel structured graph that is pR,nq-
locally in G and such that |BGpx, 2Rq| ď n for all x P V pGq. Our goal is to show that G has
a Borel Π-coloring. To this end, let G1 be the graph with V pG1q :“ V pGq in which two distinct
vertices x, y are adjacent if and only if distGpx, yq ď 2R. The graph G1 is Borel and satisfies
∆pG1q “ supt|BGpx, 2Rq| ´ 1 : x P V pGqu ď n ´ 1 (we are subtracting 1 since a vertex is never
adjacent to itself). Hence, by the Kechris–Solecki–Todorcevic Theorem 3.1, G1 has a Borel proper
coloring c : V pGq Ñ rns. Define a function f : V pGq Ñ N by f :“ ApGc, T q. The function f is
Borel, and we claim that it is a Π-coloring of G. In other words, we claim that
PpGf , tqpxq “ 1 for all x P V pGq.
Fix any x P V pGq. Since G is pR,nq-locally in G, there exist an n-vertex structured graph H with
rHs P G and a vertex y P V pHq such that rBGpx,Rq, xs “ rBHpy,Rq, ys. Let ϕ be an isomorphism
between BHpy,Rq and BGpx,Rq sending y to x. Notice that the vertices of BGpx,Rq are pairwise
adjacent in G1, so they are assigned distinct colors by c. Hence, we can extend the function c ˝ ϕ to
a bijection id : V pHq Ñ rns. Since A is a LOCAL algorithm witnessing the bound DetΠ,Gpnq ď T ,
the function g :“ ApH id, T q is a Π-coloring of H. In particular,
PpHg, tqpyq “ 1.
It remains to observe that the t-ball around x in Gf is isomorphic to the t-ball around y in Hg,
and hence PpGf , tqpxq “ PpHg, tqpyq “ 1, as desired.
4.B. Proof of Theorem 2.13
The proof of Theorem 2.13 is virtually the same as the proof of Theorem 2.10 given in §4.A. We
just have to make sure that the construction described there produces a continuous coloring. To
this end, we start with a few simple observations about topological graphs. First, it is an immediate
consequence of Definition 2.12 that if G is a topological graph, then the function
V pGq ˆ NÑ FSG‚ : px,Rq ÞÑ rBGpx,Rq, xs
is continuous (here the countable set FSG‚ is viewed as a discrete space). In particular, this implies
that if A is a LOCAL algorithm and G is a topological structured graph, then for each T P N, the
map ApG, T q : V pGq Ñ N is continuous. Next, we shall need the following fact:
Lemma 4.1. Let G be a topological structured graph. If f : V pGq Ñ N is a continuous function,
then Gf is also a topological structured graph.
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Proof. Let d be a metric inducing the topology on V pGq. Fix x P V pGq, R P N, and ε ą 0. Since
G is locally finite, we have |BGpx,Rq| ă 8, and hence, by making ε smaller if necessary, we may
arrange that f is constant on the ε-neighborhood of each vertex z P V pBGpx,Rqq. Since G is a
topological structured graph, there is δ ą 0 be such that for every y in the δ-neighborhood of x, the
rooted structured graphs pBGpx,Rq, xq and pBGpy,Rq, yq are ε-isomorphic. Let ϕ be an isomorphism
between pBGpx,Rq, xq and pBGpy,Rq, yq such that dpz, ϕpzqq ă ε for all z P V pBGpx,Rqq. Then,
by the assumption on ε, fpzq “ fpϕpzqq for all z P V pBGpx,Rqq as well, so the rooted structured
graphs pBGf px,Rq, xq and pBGf py,Rq, yq are ε-isomorphic, as desired. 
We also require a couple results about continuous colorings of topological graphs.
Lemma 4.2. If G is a topological graph, then G admits a continuous proper coloring c : V pGq Ñ N.
Proof. Since V pGq is a zero-dimensional Polish space, there is a countable base pUiq8i“0 for the
topology on V pGq consisting of clopen sets. For each i P N, define a set Vi Ď V pGq by setting
x P Vi :ðñ x P Ui and NGpxq X Ui “ ∅.
By construction, each set Vi is independent in G (i.e., no two vertices in Vi are adjacent). Since
pUiq8i“0 is a base for the topology on V pGq andG is locally finite, for each x P V pGq there is some i P N
such that x P Vi. In other words, V pGq “ Ť8i“0 Vi. Note that whether or not x P Vi is determined
by the isomorphism type of the rooted radius-1 ball around x in the structured graph pG, 1Uiq,
where 1Ui : V pGq Ñ t0, 1u is the indicator function of Ui. Since Ui is clopen, 1Ui is continuous, sopG, 1Uiq is a topological structured graph, and hence the set Vi is clopen as well. To summarize, we
have expressed V pGq as a countable union of clopen sets that are independent in G. Now define
Wi :“ VizŤi´1j“0 Vj . The sets Wi are again clopen, independent in G, and satisfy V pGq “ Ť8i“0Wi.
Additionally, they are pairwise disjoint. Thus, we may define a function c : V pGq Ñ N via
cpxq “ i :ðñ x PWi.
This c is a desired continuous proper coloring. 
Lemma 4.3. If G is a topological graph of finite maximum degree ∆, then G admits a continuous
proper coloring c : V pGq Ñ r∆` 1s.
Proof. Let r : V pGq Ñ N be a continuous proper coloring of G that exists by Lemma 4.2. For each
i P N, set Wi :“ r´1piq and define functions ci : Wi Ñ r∆` 1s recursively by
cipxq :“ mintj P r∆` 1s : there is no y P NGpxq with rpyq ă i and crpyqpyq “ ju.
The fact that |NGpxq| ď ∆ for all x P V pGq ensures that cipxq is well-defined. Set c :“ Ť8i“0 ci. By
construction, c is a proper p∆` 1q-coloring of G. It remains to observe that c is continuous, since
for each x PWi, the value cpxq is determined by the isomorphism type of the rooted radius-i ball
around x in the topological structured graph Gr. 
Now we can easily verify that the construction from §4.A produces a continuous coloring. Let
Π “ pt,Pq be a local coloring problem and let G Ď FSG. Fix n P N` such that T :“ DetΠ,Gpnq ă 8
and let A be a LOCAL algorithm witnessing the inequality DetΠ,Gpnq ď T . Set R :“ T ` t. Let
G be a topological structured graph that is pR,nq-locally in G and such that |BGpx, 2Rq| ď n for
all x P V pGq. Define G1 to be the graph with V pG1q :“ V pGq in which two distinct vertices x, y
are adjacent if and only if distGpx, yq ď 2R. It is clear that G1 is a topological graph of maximum
degree at most n ´ 1, so, by Lemma 4.3, G1 has a continuous proper coloring c : V pGq Ñ rns.
Define a function f : V pGq Ñ N by f :“ ApGc, T q. Since Gc is a topological structured graph, f is
continuous, and the argument from §4.A shows that f is a Π-coloring of G, as desired.
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4.C. Reduction from randomized LOCAL algorithms to the LLL
Recall that a CSPB is called bounded if supt|dompBq| : B P Bu ă 8 (this is one of the assumptions
in Theorem 2.20). The main result of this section is the following lemma:
Lemma 4.4. Let Π “ pt,Pq be a local coloring problem and let G Ď FSG. Fix n P N` such that
T :“ RandΠ,Gpnq is finite and set R :“ T ` t. Let m P N` and a LOCAL algorithm A witness
the bound RandΠ,Gpnq ď T . If G is a Borel structured graph of finite maximum degree that is
pR,nq-locally in G, then there exists a bounded Borel CSP B : V pGq Ñ? rms such that:
(i) for every solution ϑ : V pGq Ñ rms to B, the function ApGϑ, T q is a Π-coloring of G;
(ii) ppBq ď 1{n and dpBq ď supt|BGpx, 2Rq| ´ 1 : x P V pGqu.
Proof. For each ϑ : V pGq Ñ rms, let fϑ :“ ApGϑ, T q. Note that for every x P V pGq, the value
PpGfϑ , tqpxq is determined by the isomorphism type of the rooted R-ball around x in Gϑ. Therefore,
we may define a set Bx of functions ϕ : V pBGpx,Rqq Ñ rms via
ϕ P Bx :ðñ PpGfϑ , tqpxq “ 0 for some (hence all) ϑ : V pGq Ñ rms such that ϑ Ě ϕ.
Each Bx is a pV pGq,mq-constraint such that either dompBxq “ V pBGpx,Rqq or Bx “ ∅. Let
B :“ tBx : x P V pGqu.
Then B is a Borel CSP on V pGq with range rms, and we claim that it has all the desired properties.
Since the maximum degree of G is finite, B is bounded. The definition of each constraint Bx implies
that if ϑ|dompBxq R Bx, then PpGfϑ , tqpxq “ 1, and therefore (i) holds. The bound
dpBq ď supt|BGpx, 2Rq| ´ 1 : x P V pGqu
follows from the observation that if By P NpBxq, then V pBGpx,Rqq X V pBGpy,Rqq ‰ ∅ and thus
distGpx, yq ď 2R. (Here we are subtracting 1 because distGpx, xq ď 2R but Bx R NpBxq.) It remains
to verify that ppBq ď 1{n. To this end, fix a vertex x P V pGq. We wish to show that PrBxs ď 1{n.
Since G is pR,nq-locally in G, there exist an n-vertex structured graphH with rHs P G and a vertex
y P V pHq such that rBGpx,Rq, xs “ rBHpy,Rq, ys. To simplify the notation we assume, without
loss of generality, that x “ y and BGpx,Rq “ BHpx,Rq. Pick a function ϑ : V pHq Ñ rms uniformly
at random and define g :“ ApHϑ, T q and ϕ :“ ϑ|dompBxq (thus, g and ϕ are also random functions).
By the construction of Bx and since BGpx,Rq “ BHpx,Rq, if ϕ P Bx, then PpHg, tqpxq “ 0 and, in
particular, g is not a Π-coloring of H. Therefore,
PrBxs “ Prϕ P Bxs ď Prg is not a Π-coloring of Hs ď 1
n
,
where the last inequality holds since A witnesses the bound RandΠ,Gpnq ď T . 
Next we apply Lemma 4.4 to derive Theorem 2.14 from the Measurable Symmetric LLL. For
technical reasons, a somewhat stronger version of the Measurable Symmetric LLL is required:
Theorem 2.201. Let B : X Ñ? rms be a bounded Borel CSP such that
ppBq ¨ pdpBq ` 1q8 ď 2´15.
Then the following conclusions hold:
(i) If M is a countable set of probability Borel measures on X, then B has a solution that is
simultaneously µ-measurable for all µ PM.
(ii) If T is a countable set of compatible Polish topologies on X, then B has a solution that is
simultaneously τ -Baire-measurable for all τ P T.
While it appears more general, Theorem 2.201(i) is actually an easy consequence of Theorem 2.20(i).
Indeed, ifM “ tµn : n P Nu is a countable set of probability Borel measures onX, then the conclusion
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of Theorem 2.201(i) is obtained by applying Theorem 2.20(i) to the measure µ :“ ř8n“0 2´n´1µn.
On the other hand, Theorem 2.201(ii) requires an independent argument, which we give in §5.F.
Proof of Theorem 2.14 assuming Theorem 2.201. Let Π “ pt,Pq be a local coloring problem and let
G Ď FSG. Fix n P N` such that T :“ RandΠ,Gpnq is finite and set R :“ T ` t. Let m P N` and a
LOCAL algorithm A witness the bound RandΠ,Gpnq ď T . Let G be a Borel structured graph that is
pR,nq-locally in G and such that
|BGpx, 2Rq| ď n1{8{4 for all x P V pGq.
Given a Borel probability measure µ on V pGq, we wish to find a µ-measurable Π-coloring of G (the
argument for Baire-measurable colorings is the same, mutatis mutandis). By the Feldman–Moore
theorem [KM04, Theorem 1.3], there exist Borel involutions γi : V pGq Ñ V pGq, i P N, such that
distGpx, yq ă 8 if and only if y “ γipxq for some i P N. Define
M :“ tpγiq˚pµq : i P Nu.
Letting B : V pGq Ñ? rms be a Borel CSP given by Lemma 4.4, we have
ppBq ¨ pdpBq ` 1q8 ď 1
n
¨ pn1{8{4q8 “ 2´16.
Therefore, we may apply Theorem 2.201(i) to obtain a solution ϑ : V pGq Ñ N toB that is measurable
with respect to every measure pγiq˚pµq. This means that ϑ agrees with a Borel function away from
a set S Ď V pGq that is pγiq˚pµq-null for all i P N. Let S1 be the G-saturation of S, i.e., the set of
all the vertices of G whose distance to an element of S is finite. Then the set S1 is G-invariant, i.e.,
no edges of G join S1 to V pGqzS1. Notice that S1 “ Ť8n“0 γipSq, and hence
µpS1q ď
8ÿ
n“0
µpγipSqq “
8ÿ
n“0
ppγiq˚pµqqpSq “ 0.
Since ϑ is a solution to B, ApGϑ, T q is a Π-coloring of G. Also, since ϑ agrees with a Borel function
away from S1 and S1 is G-invariant, we conclude that so does ApGϑ, T q. The set S1 is µ-null, so
this implies that ApGϑ, T q is µ-measurable, as desired. 
We can use Lemma 4.4 in a similar fashion to prove Theorem 2.15. Instead of Theorem 2.20, this
argument involves the subexponential Borel LLL of Csóka, Grabowski, Máthé, Pikhurko, and Tyros:
Theorem 4.5 (Csóka–Grabowski–Máthé–Pikhurko–Tyros [Csó+16]). Let G be a Borel graph of
subexponential growth. Fix m P N` and assign to each vertex x P V pGq a set Bx of functions from
V pBGpx, 1qq to rms. Viewing everyBx as a pV pGq,mq-constraint, form a CSPB :“ tBx : x P V pGqu.
Suppose that the CSP B is Borel. If
ppBq ¨ supt|BGpx, 2q| : x P V pGqu ď e´1,
then B has a Borel solution.
Proof of Theorem 2.15. Let Π “ pt,Pq be a local coloring problem and let G Ď FSG. Fix n P N`
such that T :“ RandΠ,Gpnq is finite and set R :“ T ` t. Let m P N` and a LOCAL algorithm A
witness the bound RandΠ,Gpnq ď T . Let G be a Borel structured graph of subexponential growth
that is pR,nq-locally in G and such that |BGpx, 2Rq| ď n{e for all x P V pGq. We wish to find a
Borel Π-coloring of G. To this end, let B : V pGq Ñ? rms be a Borel CSP given by Lemma 4.4 and
let G1 be the graph with V pG1q :“ V pGq in which two distinct vertices x, y are adjacent if and only
if distGpx, yq ď R. It is straightforward to verify that the construction of B presented in the proof
of Lemma 4.4 fulfills the requirements of Theorem 4.5 with the role of G played by G1. Furthermore,
ppBq ¨ supt|BG1px, 2q| : x P V pG1qu “ ppBq ¨ supt|BGpx, 2Rq| : x P V pGqu ď 1
n
¨ n
e
“ e´1.
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Since G1 is a Borel graph of subexponential growth, Theorem 4.5 yields a Borel solution ϑ : V pGq Ñ N
to B. Then ApGϑ, T q is a Borel Π-coloring of G, and we are done. 
5. Proof of the Measurable Symmetric LLL
5.A. Proof outline
In this section we outline our strategy for proving Theorem 2.20. Say that B is an pN, εq-CSP if
ppBq ¨ pdpBq ` 1qN ď ε.
We shall describe here the main steps in proving that Borel p8, 2´15q-CSPs have measurable solutions;
the Baire-measurable case is similar but differs in some technical aspects.
An important role in our argument is played by the notion of a reduction between CSPs. Roughly
speaking, a CSP B is reducible to a CSP C if there is a “local rule” that transforms any solution to
C into a solution to B; thus, to solve B, it suffices to solve C . The precise definition of what we
mean by a “local rule” here is given in Definitions 5.1 and 5.4; it has some similarities and is closely
related to the notion of a LOCAL algorithm. The first key ingredient in the proof of Theorem 2.20
is a “bootstrapping lemma” (Lemma 5.11), which asserts that if B is an p8, 2´15q-CSP, then B
is reducible to an pN, εq-CSP C for any N P N and ε ą 0. The proof of this fact involves the
bootstrapping technique developed by Fischer and Ghaffari in [FG17, §3.2], which in turn is based
on the work of Chang and Pettie [CP19] on the randomized time hierarchy for the LOCAL model. A
CSP B can be interpreted as a local coloring problem on an auxiliary graph (see §5.D for details).
Ghaffari, Harris, and Kuhn [GHK18] showed that if B is an p8, 2´15q-CSP, then the randomized
LOCAL complexity of the corresponding local coloring problem is oplognq (the work of Ghaffari,
Harris, and Kuhn builds on the earlier breakthrough of Fischer and Ghaffari [FG17] who obtained
the same conclusion for p32, e´32q-CSPs). Our “bootstrapping lemma” follows by combining the
Ghaffari–Harris–Kuhn result with Lemma 4.4.
Next we need to discuss partial solutions to CSPs. Given a CSP B : X Ñ? rms, a partial solution
to B is a partial map g : X á rms that can be extended to a full solution f : X Ñ rms. Given a
partial solution g to B, the problem of extending g to a full solution can naturally be encoded as
a CSP on Xzdompgq; we denote this CSP by B{g (see §5.C for the definition). The second key
ingredient in our proof is Lemma 5.12, which says, roughly, that if N and 1{ε are large enough and
B is a Borel pN, εq-CSP on a standard probability space pX,µq, then B has a Borel partial solution
g such that dompgq has measure at least, say, 1{2 and the CSP B{g satisfies ppB{gq Æ appBq.
Arguments similar to Lemma 5.12 have been used by Fischer and Ghaffari [FG17] and Molloy and
Reed [MR98] and ultimately go back to the seminal work of Beck [Bec91].
Now we can sketch the overall flow of the proof. We are given a Borel p8, 2´15q-CSP B on
a standard probability space pX,µq. Using Lemma 5.11, we “bootstrap” B to an pN, εq-CSP,
where N , 1{ε " 1. We then apply Lemma 5.12 to get a Borel partial solution g0 to B such that
µpdompg0qq ě 1{2 and ppB{g0q is still very small; in particular, by making N and 1{ε sufficiently
large, we may arrange B{g0 to be reducible to an p8, 2´15q-CSP (see Lemma 5.18). We then repeat
the same steps with B{g0 in place of B and obtain a Borel partial solution g1 to B{g0 such that
µpdompg1qq ě p1 ´ µpdompg0qqq{2 and B{pg0 Y g1q is again reducible to an p8, 2´15q-CSP. After
countably many such iterations, we will have constructed a sequence g0, g1, . . . of Borel functions
such that g :“ g0 Y g1 Y . . . is a partial solution to B with µpdompgqq “ 1. Since g is a partial
solution, it can be extended to a full solution f , and any such f is µ-measurable, as desired.
5.B. Reductions between CSPs
For sets A and B, we use rAá Bs to denote the set of all partial functions Aá B. For functions f ,
g, the notation g Ď f means that f is an extension of g, i.e., dompgq Ď dompfq and g “ f |dompgq.
The following definitions are crucial for our proof of Theorem 2.20.
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Definition 5.1 (Connections). An pX,Y q-connection, where X and Y are sets, is a mapping
ρ : rY á Ns Ñ rX á Ns that is monotone in the sense that if f : Y á N and g Ď f , then ρpgq Ď ρpfq
as well. We say that a set S Ď Y ρ-determines an element x P X if for all f : Y á N,
ρpfqpxq “ ρpf |Sqpxq. (5.2)
When one side of (5.2) is undefined, we interpret the equality to mean that the other side is undefined
as well. The width of an pX,Y q-connection ρ is the quantity
wpρq :“ sup
xPX
inft|S| : S Ď Y is a set that ρ-determines xu.
An pX,Y q-connection ρ is local if wpρq is finite.
Lemma/Definition 5.3 (Sρ pxq). Let ρ be a local pX,Y q-connection. Then for each x P X, there
is a unique set Sρpxq Ď Y such that S Ď Y ρ-determines x if and only if S Ě Sρpxq.
Proof. This is a consequence of the fact that if S1, S2 Ď Y are sets that ρ-determine x, then S1XS2
also ρ-determines x, which holds since for any f : Y á N,
ρpfqpxq “ ρpf |S1qpxq “ ρppf |S1q|S2qpxq “ ρpf |pS1 X S2qqpxq. 
Definition 5.4 (Reductions). Let B : X Ñ? rms and C : Y Ñ? rns be CSPs. A reduction from
B to C is a local pX,Y q-connection ρ such that for all f : Y Ñ rns,
f is a solution to C ùñ ρpfq is a solution to B.
The degree of a reduction ρ is the quantity
dpρq :“ sup
xPX
|tC P C : dompCq X Sρpxq ‰ ∅u|.
If there is a reduction from B to C , then we say that B is reducible to C and write ρ : Bù C
to indicate that ρ is a reduction from B to C . Note that every reduction ρ : Bù C satisfies
dpρq ď wpρq ¨ pdpC q ` 1q.
If X and Y are standard Borel spaces, we say that an pX,Y q-connection ρ is Borel if ρpfq : X á N
is a Borel function whenever f : Y á N is Borel. If B and C are Borel CSPs and there is a Borel
reduction ρ : Bù C , we say that B is Borel-reducible to C .
It is clear that the (Borel-)reducibility relation is reflexive: the identity map rX á Ns Ñ rX á Ns
is a reduction from any CSP B on X to itself (the width of this reduction is 1). It is not hard to
see that this relation is also transitive. Indeed, we have the following:
Lemma 5.5 (Transit ivity). If ρ : Bù C and σ : C ù D are Borel reductions between Borel
CSPs, then the composition ρ ˝ σ is a Borel reduction from B to D such that
wpρ ˝ σq ď wpρqwpσq and dpρ ˝ σq ď wpρqdpσq. (5.6)
Proof. Let the given Borel CSPs B, C , and D be on spaces X, Y , and Z respectively. It is clear
that ρ ˝ σ is a Borel pX,Zq-connection that sends solutions to D to solutions to B. It remains to
verify inequalities (5.6) (the first of which implies that ρ ˝ σ is local). To this end, notice that for
any x P X, the union ŤtSσpyq : y P Sρpxqu pρ ˝ σq-determines x, has size at most wpρqwpσq, and
intersects at most wpρqdpσq sets of the form dompDq for D P D . 
5.C. Partial solutions
Let B : X Ñ? rms be a CSP and let g : X á rms be a partial function. We say that g is a partial
solution to B if g can be extended to a solution f : X Ñ rms. Given a partial map g : X á rms
and B P B, let B{g be the constraint with domain dompB{gq :“ dompBqzdompgq given by
B{g :“ tϕ : dompBqzdompgq Ñ rms : ϕY pg|dompBqq P Bu.
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In other words, ϕ P B{g if and only if ϕYg violates the constraint B. Note that if dompBq Ď dompgq,
then dompB{gq “ ∅; specifically, B{g “ t∅u if g violates B, and B{g “ ∅ otherwise. Let
B{g :“ tB{g : B P Bu.
We view B{g as a CSP on Xzdompgq. By construction, dpB{gq ď dpBq. If the CSP B and the
partial map g are Borel, then the CSP B{g is Borel as well. The following observation is immediate:
Lemma 5.7. Let B : X Ñ? rms be a CSP and let g : X á rms be a partial function. Then g is a
partial solution to B if and only if B{g has a solution.
Proof. If h : Xzdompgq Ñ rms is a solution to B{g, then g Y h is a solution to B extending g.
Conversely, if f is a solution to B extending g, then f |pXzdompgqq is a solution to B{g. 
Next we notice that a countable union of partial solutions is also a partial solution:
Lemma 5.8. Let B : X Ñ? rms be a CSP. If pgiq8i“0 is a sequence such that for all i P N, gi is a
partial solution to B{pg0 Y . . .Y gi´1q, then Ť8i“0 gi is a partial solution to B.
Proof. It is clear that each finite union g0 Y . . .Y gi is a partial solution to B, so let fi : X Ñ rms
be a solution to B extending g0Y . . .Y gi. Consider the product space rmsX , where the topology on
rms is discrete. By Tychonoff’s theorem, rmsX is compact. The set S of all solutions to B is closed
in rmsX , and, for each i P N, the set Ei of all f : X Ñ rms extending gi is also closed. The functions
fi, i P N, certify that the collection tSu Y tEi : i P Nu has the finite intersection property, so there
is some f P SXŞtEi : i P Nu. This f is a solution to B extending Ť8i“0 gi, and we are done. 
Now we discuss the interplay between partial solutions and reductions:
Lemma 5.9. Let ρ : B ù C be a Borel reduction between Borel CSPs. If g is a Borel partial
solution to C , then ρpgq is a Borel partial solution to B and B{ρpgq is Borel-reducible to C {g.
Proof. Let the given Borel CSPs B and C be on spaces X and Y respectively. For brevity, set
Y 1 :“ dompgq and X 1 :“ dompρpgqq. The fact that ρpgq is Borel follows from the Borelness of ρ. If f
is a solution to C extending g, then ρpfq is a solution to B and, since ρ is monotone, ρpfq extends
ρpgq, proving that ρpgq is a partial solution to B. Finally, the map
rY zY 1 á Ns Ñ rXzX 1 á Ns : h ÞÑ ρpg Y hq|pXzX 1q
is a Borel reduction from B{ρpgq to C {g. 
5.D. The LLL as a distributed problem
There are several natural and essentially equivalent ways of encoding a CSP as a local coloring
problem on an auxiliary graph. For our purposes, the following formalism will be most convenient.
A graph-CSP with range m P N` is a pair pG,Bq, where G is a graph and B : V pGq Ñ? rms is
a bounded CSP on V pGq such that dpBq ă 8, with the following property: If x, y P V pGq are
distinct vertices such that x, y P dompBq for some B P B, then x and y are adjacent in G. A
graph-CSP pG,Bq can be naturally interpreted as a structured graph, where, for each tuple of
vertices px1, . . . , xkq P V pGqă8, the structure contains the information about all the constraints
B P B such that dompBq “ tx1, . . . , xku. Formally, we construct a structure map σ on G as follows.
A tuple x “ px1, . . . , xkq P V pGqă8 is in the domain of σ if and only if:
‚ the vertices x1, . . . , xk are pairwise distinct; and
‚ there is a constraint B P B with dompBq “ tx1, . . . , xku.
To compute σpxq for x P dompσq, let ι : tx1, . . . , xku Ñ rks be given by ιpxiq :“ i. For each B P B
with dompBq “ tx1, . . . , xku, let B˚ be the set of all maps ϕ : rks Ñ rms such that ϕ ˝ ι P B, and let
σpxq :“ tB˚ : B P B and dompBq “ tx1, . . . , xkuu.
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Since B is bounded, σ is defined on tuples of bounded length. Furthermore, since dpBq ă 8, the
set σpxq is finite for every x, which means that the range of σ is contained in the countable set
rrrNá Nsă8să8să8. As explained after Definition 2.1, this means that we can indeed view σ as
a structure map on G. We then identify pG,Bq with the structured graph pG, σ,mq. (Here m is
interpreted as a global parameter “known” to every vertex; this can be realized, formally, by viewing
it as a function V pGq Ñ N mapping each vertex x P V pGq to m.)
Let pG,Bq be a graph-CSP. The requirement that x and y are adjacent whenever x, y P dompBq
for some B P B means that in one round of the LOCAL model, each vertex can “learn” about all
constraints that involve it. Because of this, the problem of solving B can be naturally encoded as
a local coloring problem ΠCSP “ p1,PCSPq. Given parameters m, k, p, and d, let CSPpm, k, p, dq
denote the set of all isomorphism types of finite graph-CSPs pG,Bq such that:
‚ the range of B is m;
‚ supt|dompBq| : B P Bu ď k;
‚ ppBq ď p and dpBq ď d.
We shall need the following bound on the randomized LOCAL complexity of solving graph-CSPs:
Theorem 5.10 (Ghaffari–Harris–Kuhn [GHK18]). If m, k, p, and d satisfy ppd` 1q8 ď 2´15, then
RandΠCSP,CSPpm,k,p,dqpnq “ exppOp
a
log lognqq “ oplognq.
(Here the implicit constants in the asymptotic notation may depend on m, k, and d.)
We say that a bounded CSP B is an pN, εq-CSP if ppBqpdpBq ` 1qN ď ε. A bounded Borel CSP
B is a potential Borel pN, εq-CSP if it is Borel-reducible to a Borel pN, εq-CSP. Using Theorem 5.10,
we derive the following “bootstrapping lemma,” inspired by [FG17, §3.2]:
Lemma 5.11 (Bootstrapping). Let B be a potential Borel p8, 2´15q-CSP. Then B is in fact a
potential Borel pN, εq-CSP for any N P N and ε ą 0. Moreover, there exist a Borel pN, εq-CSP C
and a Borel reduction ρ : Bù C such that ppC qdpρqN ď ε.
Proof. Let B : X Ñ? rms be the given Borel CSP and let σ : Bù D be a Borel reduction from B
to a Borel p8, 2´15q-CSP D : Y Ñ? r`s. Set k :“ supt|dompDq| : D P Du, p :“ ppDq, and d :“ dpDq.
Define a graph G with V pGq :“ Y by making distinct vertices x and y adjacent if and only if x,
y P dompDq for some D P D . Then G :“ pG,Dq is a graph-CSP. It is routine to check that, as a
structured graph, G is Borel. Note that ∆ :“ ∆pGq “ ∆pGq ď pk ´ 1qpd` 1q; in particular, ∆ is
finite. Consider the local coloring problem ΠCSP. For n P N`, let
T pnq :“ RandΠCSP,CSPp`,k,p,dqpnq and Rpnq :“ T pnq ` 1.
By Theorem 5.10, T pnq “ oplognq, and hence Rpnq “ oplognq. Letmn P N` and a LOCAL algorithm
An witness the bound RandΠCSP,CSPp`,k,p,dqpnq ď T pnq. For all large enough n, G is pRpnq, nq-locally
in CSPp`, k, p, dq. Indeed, the class CSPp`, k, p, dq is closed under adding isolated vertices, and every
finite induced subgraph of G is in CSPp`, k, p, dq. Thus, we only need to verify that, for large n,
|BGpx,Rpnqq| ď n for all x P Y , which holds as
|BGpx,Rpnqq| ď 1`∆oplognq “ nop1q.
By Lemma 4.4, for every large enough n, there is a bounded Borel CSP Cn : Y Ñ? rmns such that:
(i) for every solution ϑ : Y Ñ rmns to Cn, the function AnpGϑ, T pnqq is a ΠCSP-coloring of G,
or, equivalently, a solution to D ;
(ii) ppCnq ď 1{n and dpCnq ď supt|BGpx, 2Rpnqq| ´ 1 : x P Y u ď 1`∆oplognq “ nop1q.
Using (i), we can define a Borel reduction τn : Dù Cn by setting, for all ϑ : Y á N and x P Y ,
τpϑqpxq :“
#
AnpGϑ, T pnqqpxq if V pBGpx,Rpnqqq Ď dompϑq;
undefined otherwise.
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Each x P Y is τn-determined by the vertex set of the radius-Rpnq ball around x in G. Thus,
wpτnq ď supt|BGpx,Rpnqq| : x P Y u ď 1`∆oplognq “ nop1q,
and hence dpτnq ď wpτnqpdpCnq` 1q ď nop1q as well. By Lemma 5.5, ρn :“ σ ˝ τn is a Borel reduction
from B to Cn such that dpρnq ď wpσqdpτnq ď nop1q (since wpσq is a constant independent of n).
Now fix N P N and ε ą 0. For sufficiently large n, we can write
ppCnq ¨ pdpCnq ` 1qN ď 1
n
¨ pnop1qqN “ n´1`op1q ă ε,
and similarly ppCnqdpρnqN ă ε. Therefore, for all sufficiently large n, the CSP C :“ Cn and the
reduction ρ :“ ρn are as desired. 
5.E. Proof of Theorem 2.20(i)
In order to build partial solutions to CSPs, we use the following lemma, which is an adaptation of
[FG17, Lemma 8] to the measurable setting:
Lemma 5.12 (Partial solutions). Let B : X Ñ? rms be a Borel CSP and let ρ : Bù C be a
Borel reduction from B to a Borel CSP C : Y Ñ? rns. Assume that C is a p2, e´2{n2q-CSP. If µ is
a probability Borel measure on X, then there is a Borel partial solution h : Y á rns to C such that
ppC {hq ď nappC q and µpdompρphqqq ě 1´ dpρqappC q.
Proof. Set p :“ ppC q and d :“ dpC q. For a set A and i P N, let constpA, iq denote the constant
function on A sending every x P A to i. An important observation is that if C is a pY, nq-constraint
and A Ď Y is a subset such that |AX dompCq| ď 1, then
PrCs “ 1
n
nÿ
i“1
PrC{constpA, iqs. (5.13)
Indeed, if AX dompCq “ ∅, then C{constpA, iq “ C for all i P rns and (5.13) is trivial. Otherwise,
there is a single element x P AX dompCq, and PrC{constpA, iqs is the probability that a uniformly
random function ϕ : dompCq Ñ rns is in C conditioned on the event ϕpxq “ i. Since each of these
events has probability 1{n, equation (5.13) follows.
We say that a subset A Ď X is C -discrete if |AXdompCq| ď 1 for all C P C . The first step in the
construction of a desired partial solution h is to fix a partition Y “ A1 \ . . .\AN of Y into finitely
many Borel C -discrete sets. To see that such a partition exists, let G be the graph with vertex set
Y in which distinct vertices x and y adjacent if and only if x, y P dompCq for some C P C . Since C
is bounded and d ă 8, G has finite maximum degree, so, by Theorem 3.1, G admits a Borel proper
coloring c : Y Ñ rN s for some N P N. Letting Ak :“ c´1pkq, the partition Y “ A1 \ . . .\AN is as
desired. Next, we need the following definition:
Definition 5.12.1 (Dangerous constraints and elements). Given a partial map h : Y á rns, we
say that a constraint C P C is h-dangerous if PrC{hs ą ?p, and an element x P Y is h-dangerous if
x P dompCq for some h-dangerous constraint C P C . Let Dphq Ď Y denote the set of all h-dangerous
elements; thus, Dphq “ ŤtdompCq : C P C is h-dangerousu.
We use a to denote concatenation of finite sequences and write u Ď w to mean that a sequence u
is an initial segment of a sequence w. For ` P N, let W` denote the set of all sequences of elements
of rns of length at most `. To each sequence w PWN of length k, we associate a Borel partial map
hw : A1 \ . . .\ Ak á rns as follows. If k “ 0 (i.e, w “ ∅), then we let h∅ :“ ∅. If k ą 0, we can
express w as w “ uai, where i P rns is the last entry of w and u is the initial segment of w of length
k ´ 1. Then we recursively define
huai :“ hu \ constpAkzDphuq, iq.
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We will show that there is a sequence w P rnsN such that hw satisfies the conclusion of Lemma 5.12.
For brevity, given C P C and w PWN , we write Cw :“ C{hw and Cw :“ C {hw. We also say that a
constraint or an element is w-dangerous to mean that it is hw-dangerous, and define Dpwq :“ Dphwq.
If u PWN´1 is a sequence of length k ´ 1, i P rns, and C P C , then, by construction,
Cuai “ Cu{constpAkzDpuq, iq.
The set AkzDpuq is C -discrete, so we may apply (5.13) to conclude that
PrCus “ 1
n
nÿ
i“1
PrCuais. (5.14)
Claim 5.12.2. For all w PWN , ppCwq ď n?p and dpCwq ď d.
Proof. The bound dpCwq ď d is clear. To prove ppCwq ď n?p, we proceed by induction on the length
of w. If w “ ∅, then C∅ “ C , so ppC∅q “ p ď n?p. Now suppose that w “ uai for some i P rns.
Consider an arbitrary constraint C P C . If PrCus ą ?p, i.e., C is u-dangerous, then Cuai “ Cu, so
PrCuais “ PrCus ď n?p by the inductive hypothesis. If, on the other hand, PrCus ď ?p, then
PrCuais ď
nÿ
j“1
PrCuajs (5.14)“ nPrCus ď n?p.
In either case, PrCuais ď n?p, and thus ppCuaiq ď n?p, as desired. %
Claim 5.12.3. If w PWN , then hw is a partial solution to C .
Proof. Using Claim 5.12.2 and the fact that C is a p2, e´2{n2q-CSP, we can write
ppCwq ¨ pdpCwq ` 1q ď n?p ¨ pd` 1q ď e´1.
Hence, Cw has a solution by the LLL (see Theorem 2.17). By Lemma 5.7, this precisely means that
hw is a partial solution to C . %
In view of Claims 5.12.2 and 5.12.3, it only remains to argue that there is some w P rnsN such
that µpdompρphwqqq ě 1´ dpρq?p.
Claim 5.12.4. The following statements are valid.
(i) Let u, w PWN be such that u Ď w. Then Dpuq Ď Dpwq.
(ii) If w P rnsN , then domphwq Ě Y zDpwq.
(iii) If w P rnsN and x P X are such that Sρpxq XDpwq “ ∅, then x P dompρphwqq.
Proof. (i) It is enough to prove the claim when w “ uai for some i P rns. Suppose x P Dpuq, i.e.,
x P dompCq for a u-dangerous constraint C P C . Then Cuai “ Cu, so PrCuais “ PrCus ą ?p and
C is puaiq-dangerous as well, which implies that x P Dpuaiq.
(ii) We need to show that for each k P rN s, Akzdomphwq Ď Dpwq. To this end, let u Ď w be the
initial segment of w of length k ´ 1. Then, by construction, Akzdomphwq “ Dpuq Ď Dpwq.
(iii) Let f be a solution to C extending hw (such f exists by Claim 5.12.3). Then ρpfq is a
solution to B and, in particular, ρpfqpxq is defined. By (ii), domphwq Ě Sρpxq, so f agrees with hw
on Sρpxq. Therefore, ρphwqpxq is defined and equal to ρpfqpxq. %
We are now ready to finish the proof. By applying (5.14) N times, we see that for all C P C ,
PrCs “ 1
nN
ÿ
wPrnsN
PrCws. (5.15)
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Pick w P rnsN uniformly at random. We use Pw and Ew to denote probability and expectation with
respect to this random choice of w. With this notation, (5.15) can be rewritten as EwrPrCwss “ PrCs.
By Markov’s inequality, this yields
PwrC is w-dangerouss “ PwrPrCws ą ?ps ď PrCs?
p
ď ?p.
Consider any x P X. By Claim 5.12.4(iii),
Pwrx P dompρphwqqs ě 1´ PwrSρpxq XDpwq ‰ ∅s
ě 1´
ÿ
C
PwrC is w-dangerouss ě 1´ dpρq?p, (5.16)
where the sum is over all C P C such that dompCq X Sρpxq ‰ ∅. Since (5.16) holds for every x P X,
we conclude that, by Fubini’s theorem, there is a choice of w P rnsN such that µpdompρphwqqq ě
1´ dpρq?p, and the proof is complete 
The upper bound on ppC {gq given by Lemma 5.12 depends on n, the cardinality of the range of
C . In order to control it, we show that every bounded CSP is reducible to a binary CSP, i.e., one
with range r2s:
Lemma 5.17. Let ρ : Bù C be a Borel reduction between bounded Borel CSPs and let ε ą 0.
Then there exist a bounded binary Borel CSP D and a Borel reduction σ : Bù D such that
ppDq ď p1` εqppC q, dpDq “ dpC q, and dpσq “ dpρq.
Proof. Let the given Borel CSPs be B : X Ñ? rms and C : Y Ñ? rns. Since C is bounded, the value
k :“ supt|dompCq| : C P C u is finite. Fix δ ą 0 such that p1` δqk ď 1` ε. Let N P N be so large
that it is possible to express 2N as a sum of the form 2N “ s1 ` s2 ` ¨ ¨ ¨ ` sn, where each si is a
positive integer and maxtsi : i P rnsu ď p1` δq2N{n. Fix an arbitrary mapping ξ : r2sN Ñ rns such
that |ξ´1piq| “ si for each i P rns. We think of each tuple pc1, . . . , cN q P r2sN as a “binary code” for
the value ξpc1, . . . , cN q P rns.
Let Z :“ Y ˆ rN s and for each f : Z á N, define τpfq : Y á N as follows:
τpfqpyq :“
#
ξpfpy, 1q, . . . , fpy,Nqq if py, iq P dompfq and fpy, iq P r2s for all i P rN s;
undefined otherwise.
It is clear that τ is a Borel pY,Zq-connection such that wpτq “ N , with the set tpy, 1q, . . . , py,Nqu
τ -determining each y P Y . Next we define a binary Borel CSP D on Z so that τ is a reduction
from C to D , in the obvious way. Namely, for each C P C , we let C˚ be the pZ, 2q-constraint
with dompC˚q :“ dompCq ˆ rN s given by C˚ :“ tϕ : dompCq ˆ rN s Ñ r2s : τpϕq P Cu, and set
D :“ tC˚ : C P C u. Let σ :“ ρ ˝ τ . By Lemma 5.5, σ is a Borel reduction from B to D . We claim
that the CSP D and the reduction σ are as desired.
The equality dpDq “ dpC q follows since for all C P C , |NpC˚q| “ |NpCq|. To see that dpσq “ dpρq,
observe that for each x P X, the set SρpxqˆrN s σ-determines x and dompC˚qXpSρpxqˆrN sq ‰ ∅ if
and only if dompCqXSρpxq ‰ ∅. Finally, to bound ppDq, let C P C and consider an arbitrary function
ψ P C. If ϕ : dompC˚q Ñ r2s satisfies τpϕq “ ψ, then pϕpy, 1q, . . . , ϕpy,Nqq P ξ´1pψpyqq for all
y P dompCq. Hence there are at most p1`δq2N{n possible values for the tuple pϕpy, 1q, . . . , ϕpy,Nqq,
and so the number of such functions ϕ cannot exceed pp1` δq2N{nq|dompCq|. Therefore,
PrC˚s “ |C
˚|
2|dompC˚q|
“
ř
ψPC |tϕ : τpϕq “ ψu|
2N |dompCq|
ď 1
2N |dompCq|
¨ |C| ¨
ˆp1` δq2N
n
˙|dompCq|
“ p1` δq|dompCq| ¨ |C|
n|dompCq|
“ p1` δq|dompCq|PrCs ď p1` εqPrCs,
and thus ppDq ď p1` εqppC q, as desired. 
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Now we can combine Lemmas 5.11, 5.12, and 5.17 to obtain the following:
Lemma 5.18. Let B : X Ñ? rms be a potential Borel p8, 2´15q-CSP. If µ is a probability Borel
measure on X, then B admits a Borel partial solution g : X á rms such that µpdompgqq ě 1{2 and
B{g is again a potential Borel p8, 2´15q-CSP.
Proof. Using Lemmas 5.11 and 5.17, we can find a binary Borel p16, 2´32q-CSP C and a Borel
reduction ρ : Bù C such that ppC qdpρq2 ď 1{4. Let h be a partial Borel solution to C satisfying
the conclusion of Lemma 5.12 and define g :“ ρphq. By Lemma 5.9, g is a Borel partial solution to
B and B{g is Borel-reducible to C {h. Thus, it suffices to verify that µpdompgqq ě 1{2 and C {h is
an p8, 2´15q-CSP. By the choice of h, we have
µpdompgqq ě 1´ dpρqappC q ě 1´ 1{2 “ 1{2,
as desired. Furthermore,
ppC {hq ¨ pdpC {hq ` 1q8 ď 2appC q ¨ pdpC q ` 1q8 ď 2 ¨ ?2´32 “ 2´15.
Thus, C {h is indeed an p8, 2´15q-CSP, and we are done. 
With Lemma 5.18 in hand, it is easy to finish the proof of Theorem 2.20(i). Let B : X Ñ? rms
be a Borel p8, 2´15q-CSP and let µ be a probability Borel measure on X. Repeated applications of
Lemma 5.18 produce a sequence pgiq8i“0 such that for all i P N:
‚ B{pg0 Y . . .Y gi´1q is a potential Borel p8, 2´15q-CSP;
‚ gi is a Borel partial solution to B{pg0 Y . . .Y gi´1q; and
‚ µpdompgiqq ě p1´ µpdompg0qq ´ ¨ ¨ ¨ ´ µpdompgi´1qqq{2.
Let g :“ Ť8i“0 gi. Then µpdompgqq “ 1. By Lemma 5.8, g is a Borel partial solution to B, so let f
be any solution to B extending g. Since f agrees with the Borel function g on a µ-conull set, f is
µ-measurable, and the proof is complete.
5.F. Proof of Theorem 2.201(ii)
In the Baire category setting, instead of Lemma 5.18 we use the following:
Lemma 5.19. Let B : X Ñ? rms be a potential Borel p8, 2´15q-CSP. Then there is a finite set G of
Borel partial solutions to B such that:
‚ Ťtdompgq : g P Gu “ X; and
‚ for every g P G, B{g is a potential Borel p8, 2´15q-CSP.
Proof. Using Lemmas 5.11 and 5.17, we can find a binary Borel p16, 2´32q-CSP C and a Borel
reduction ρ : B ù C such that ppC qdpρq2 ď 1{4. Using the construction from the proof of
Lemma 5.12, we obtain a natural number N P N and an assignment to each sequence w P r2sN of a
Borel partial solution hw to C with the following properties:
(i) for all w P r2sN , ppC {hwq ď 2
a
ppC q (Claim 5.12.2); and
(ii) for every x P X, Pwrx P dompρphwqqs ě 1´ dpρq
a
ppC q, where Pw denotes probability with
respect to a uniformly random choice of w P r2sN (equation (5.16)).
From (i) it follows that each C {hw is an p8, 2´15q-CSP, since
ppC {hwq ¨ pdpC {hwq ` 1q8 ď 2
a
ppC q ¨ pdpC q ` 1q8 ď 2 ¨ ?2´32 “ 2´15.
Furthermore, from (ii) it follows that for all x P X,
Pwrx P dompρphwqqs ě 1´ dpρq
a
ppC q ě 1´ 1{2 “ 1{2.
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In particular, for each x P X, there is some w P r2sN such that x P dompρphwqq. By Lemma 5.9,
each ρphwq is a Borel partial solution to B and B{ρphwq is Borel-reducible to C {hw. Therefore,
the set G :“ tρphwq : w P r2sNu is as desired. 
We are now ready to prove Theorem 2.201(ii). Let B : X Ñ? rms be a Borel p8, 2´15q-CSP and let
T be a countable set of compatible Polish topologies on X. For each τ P T, fix a countable base Uτ
consisting of nonempty open sets, and let pτi, Uiq8i“0 be an enumeration of all pairs pτ, Uq with τ P T
and U P Uτ . Using Lemma 5.19, we can recursively build a sequence pgiq8i“0 such that for all i P N:
‚ B{pg0 Y . . .Y gi´1q is a potential Borel p8, 2´15q-CSP;
‚ gi is a Borel partial solution to B{pg0 Y . . .Y gi´1q; and
‚ the set pdompg0q Y . . .Y dompgiqq X Ui is τi-nonmeager.
Specifically, once g0, . . . , gi´1 have been constructed, we define gi as follows. Let G be a finite set of
Borel partial solutions to B{pg0 Y . . .Y gi´1q given by Lemma 5.19. Then
Ui Ď dompg0q Y . . .Y dompgi´1q Y
ď
tdompgq : g P Gu.
Since Ui is nonempty and τi-open, it is τi-nonmeager, so dompgq X Ui must be τi-nonmeager for
some g P tg0, . . . , gi´1u Y G. If dompgjq XUi is τi-nonmeager for some 0 ď j ď i´ 1, then we can let
gi :“ ∅, and otherwise we can make gi be any g P G such that dompgq X Ui is τi-nonmeager.
Once we have built a sequence pgiq8i“0 as above, we let g :“
Ť8
i“0 gi. By Lemma 5.8, g is a Borel
partial solution to B. Furthermore, for each τ P T, the set dompgq X U is τ -nonmeager for every
U P Uτ , which, by [Kec95, Proposition 8.26], implies that dompgq is τ -comeager. Now let f be any
solution to B extending g. For each τ P T, f agrees with the Borel function g on a τ -comeager set,
and therefore f is τ -Baire-measurable, which finishes the proof.
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