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ABSTRACT 
 
To date many tools and techniques have been developed to harness information and optimize them for 
effective forecasting and decision making. Despite the multiplicity of forecasting tools and techniques 
available, many forecast conducted today ends up in disappointments and significant errors. Most of them 
cannot easily identify and account for trends in demand data, and where the process is demand intensive, it 
suffer from persistent bias. However, new technologies such as machine learning have emerged also 
alternative efficient and reliable tools in demand forecasting within the last few years. This report examines 
and applies machine learning to demand forecasting and evaluates their strengths and weaknesses using two 
cases in point.  
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INTRODUCTION 
 
Drucker (2009) argues that the process of forecasting 
the future is similar to a drive down a busy country 
road at night without lights while looking out the 
back window. Forecasting, involves the aggregation 
of information in one way or the other. However, this 
forecasting constrains notwithstanding, managers, 
public enterprises and even individuals are expected 
to predict the future-be it demand, profit, investment 
returns, and others (Raza, & Khosravi, 2015).  
To date many tools and techniques have been 
developed to harness information and optimize them 
for effective forecasting and decision making. 
Despite the multiplicity of forecasting tools and 
techniques available, many forecast conducted today 
ends up in disappointments and significant errors.  
Most of them cannot easily identify  and account for 
trends in demand data, and where  the process is 
demand intensive, it suffer from persistent bias 
(Kaytez, et al, 2015).  
However, new technologies such as machine learning 
have emerged also alternative efficient and reliable 
tools in demand forecasting within the last few years. 
This report examines and applies machine learning to 
demand forecasting and evaluates their strengths and 
weaknesses using two cases in point. The future 
direction is highlighted before the conclusion. 
 
Definition of Technology 
 
 
 
Machine learning is a new forecasting technology 
that has emerged using complex series of indictors is 
machine learning and is applicable to demand 
forecasting. The technology helps to reliably model 
the variations in the numerous demand factors 
(Lauret, et al, 2015). Machine learning is a computer 
based discipline where algorithms are trained to learn 
from the data. Rather than following only explicit 
program instructions, the algorithms can use the 
available data to build and constantly refine a model 
to make prediction (Chen, et al, 2015). Thus 
“machine learning systems reduce demand variability 
by capturing and modeling all the relevant attributes 
that shape demand while filtering out the "noise," or 
random and unpredictable demand fluctuations” 
 
Cases 1 
The first case study involves the Groupe Danone (a 
French company) that offers various products. The 
company used to sell 30% of their products using 
promotional offers resulting in about 70% forecast 
inaccuracy. Moreover the company was spending 
heavily on media advertisement that significantly 
influenced sales and forecast. Faced with this 
problem, Danone decided to improve a number of 
interrelated activities including demand forecasting, 
planning and execution across sales, account 
planning and finance (Groupe Danone, 2014). This 
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required the company to obtain a more reliable 
demand forecasting platforms that is able to 
consistently, predict the real impact on or lift to 
baseline demand for trade promotions and media 
events.  
Finally, it also sought to facilitate the needed 
complex interdepartmental coordination (Groupe 
Danone, 2014). In 2010, Danone implemented its 
machine learning project “Danone DiscOver” and 
succeeded in improving performance across a 
number of sections from the front end forecasting to 
the back end production planning (Groupe Danone, 
2014). Specifically the company succeeded in 
reducing forecast error by 20 percent, increased 
forecasting accuracy to 92%, reduced lost sales by 30% 
and increased service levels to 98.6%. Danone also 
reduced product obsolesces by 30 percent while 
returns in net return on investment increased by 6% 
increase in 2011 and 8% in 2012. Beside the 
company’s net uplift from promotions improved by 
36 % in 2011 and 55% in 2012 through the machine 
learning program. 
 
Case 2 
Another case in point regarding the application of the 
machine learning to a forecasting scenario is the case 
of Lennox which is a US-based manufacturer of 
heating and cooling and ventilation equipments. The 
company was confronted with managing its 
ambitious expansion in the distribution network in 
North America and at the same time transit to a 
three-tier regional distribution system (Lennox, 
2014). This change was to be implemented while 
maintaining a high aftermarket-parts and finished-
goods business. At the same time the market was 
transiting from fast moving to slow moving, strong 
seasonality, and demand variability. The shifted from 
the existing multi-echelon distribution network 
involving 80 locations to 130 locations across the US 
and Canada. Through machine learning, Lennox was 
able to automate its planning process and create an 
improved inventory mix over its widespread 
distribution network.  
In a record time period, the machine learning 
program assisted Lennox to change its 450,000 
finished-goods and spare-parts warehouses to 
700,000. Eventhough Lennox had aggressively grew 
its distribution network by 30 percent in two years, 
the Machine learning technology helped the company 
to  cut stock-outs in excess of 50%, from 9% to 4%, 
and trending toward further improvement. Before the 
inauguration of the machine learning project Lennox 
had tens of millions of dollars locked up in inventor 
with 98% of them responsible for the company’s 
total revenue.  
This slowed movers with class lumpy demand that 
was uneven in terms optimizing and quality but the 
machine learning helped to reduced to 37% in a year. 
Through machine learning the company quickly 
replaced nearly 50% of finished goods product lines 
with new models and products based on prediction of 
consumer preferences delivered with machine 
learning techniques. Moreover, the machine learning 
program also helped Lennox to set high product 
availability targets and a more efficient delivery 
mechanism installers and contractors who need 
same-day pickup.  
 
Problems and Solution of Machine Learning 
Like most of the existing prediction techniques, 
machine learning has its faults and weaknesses some 
of which threatens to compromise on quality 
forecasting.  Eventhough non-continuous functions 
are very important, machine learning technology 
works with continuous loss function and non-
differential continuous loss functions can be difficult 
to optimize (Adamowski, et al, 2012). However, 
there are many situations where non-continuous loss 
functions become necessary in demand forecasting. 
This is because it helps to such sparse representations 
when one s dealing with sparse data. This is possible 
because non-differentiable losses can be 
approximated by smooth loss function without losing 
their sparsity.  
 
A second criticism of machine learning in forecasting 
demand is related to generality. As observed by Lü, 
et al (2015) machine learning cannot be guaranteed 
to work in every conceivable forecasting situation. 
There are instances where machine learning has 
failed as the algorithms may fail to understand and 
calibrate other qualitative confounding factors that 
impact demand. One way to address this challenge is 
to use machine learning as a collaborative tool along 
with other existing models (Jurado,et al, 2015). A 
triangulation of a kind that involves the 
contemporaneous use of different models for 
prediction can moderate the weaknesses of each 
other. Thirdly, machine learning also requires very 
large data for training such as deep learning 
algorithm. Sometimes it can be expensive, 
cumbersome to work with or collect such data 
(Guanghui, 2012). Fortunately there are a lot of 
training data for image recognition purposes that can 
help to alleviate this potential challenges 
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Future Direction 
As a consequence of some of the challenges 
associated with machine learning, the need to look 
for validating tools and software is one of the issues 
facing the future of machine learning. In 2015, 
Netflix (online) company held a prize competition to 
find out the program to better predict user 
preferences and improve the accuracy on existing 
Cinematch movie recommendation algorithm by 
10%. Based on investigation set up by AT&T Labs-
Research and an in-house team an ensemble model 
was designed based on viewers' ratings that 
eventually won the $1 million Grand Prize. However 
latter Netflix realized that the new algorithm did their 
viewing patterns (Lü, et al, 2015). Thus the need to 
look for an accurate model to validate machine 
learning technology is imperative. There is the need 
to simplify Holdout methods to validate the outcome 
of machine learning. This method partitions the data 
into a training and test set (conventionally 2/3 
training set and 1/3 test set designation) to evaluate 
the performance of the training model on the test set 
(Guanghui, 2012). Similarly simplifying the N-fold-
cross-validation method to randomly split data can 
also be a very useful too. There is also emerging 
theme on holdout and cross validation methods 
bootstrap and sensitivity specificity model can be 
designed to assess models better. This is also the case 
with how one can identify and quantify False 
Positive Rate, False Negative Rates to make 
prediction more accurate (Chen, et al, 2015).  
Conclusion 
Overall it is becoming evident that machine learning 
technology is here to stay eventhough. At least 
evidence from the current literature shows that 
machine learning has been applied in demand 
forecasting and other forecasting scenarios in nearly 
every industry including healthcare sector, business 
and trade, economic movements, employment, sports, 
tourism, education and many others (Diamantoulakis, 
et al, 2015). It is also obvious that may other sectors 
are beginning to appreciate the value of machine 
learning such as the agricultural sector, the 
construction and real estate sector, etc . A step in this 
direction is the successful application of machine 
learning algorithms to Art History to study fine art 
paintings to reveal previously unrecognized 
influences between artists show that no industry is 
insulated from a comprehensive use of machine 
learning techniques (Guanghui, 2012n). It is also 
quite obvious that despite the strengths and future 
prospect of using machine learning techniques in 
demand forecasting, the need to enhance its 
robusticity to ensure more accurate forecasting is 
imperative (Chen, et al, 2015). The suggestion to use 
complementary tools to validate alongside new 
Holdout and cross-validation methods must be 
pursued. 
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