Abstract-We present and analyze methods for patrolling and surveillance in an environment with a distributed swarm of robots with limited capabilities. Our approach is based on a distributed triangulation of the work space, in which a set of p stationary sensors provides coverage control; in addition, there are r mobile robots that can move between the sensors. Building on our prior work on structured exploration of unknown spaces with multi-robot systems, we can make use of a triangulation that is constructed in a distributed fashion and guarantees good local navigation properties, even when sensors and robots have very limited capabilities.
I. INTRODUCTION AND RELATED WORK
Introduction Large populations of robots are ideal for tasks where the robot must cover a large geographic area, such as search-and-rescue, exploration, mapping and surveillance. The robots can maintain coverage of the environment after the dispersion is complete. The size of the environment that can be covered is proportional to the population size, but large populations require that individual robot be quite simple, without expensive sensors or computation. In this adityakumarakash@gmail.com paper, we focus on using a heterogeneous group of robots; with many small "mapping" robots that map the environment and build a communication network, and a smaller (but still numerous) number of more capable "patrolling" robots with the capability to respond to events. After deployment of the mapping robots, controlling the more powerful patrolling robots amounts to a coverage control problem: How should the navigating robots move in order to ensure small worstcase latency in patrolling all areas of the surveyed environment? Given the distributed nature of a swarm, this requires simple local strategies that do not involve complicated protocols or computations for coordinating the motion of the mobile components, while still achieving complete coverage, with small latency to surveyed locations.
The Problem In previous work [3] , [8] , we showed how complete coverage of an unknown region can be achieved by performing a structured exploration by a multi-robot system with bearing-only low-resolution sensors. The result is a triangulation of the workspace that can be exploited for further tasks. As described in [11] this supports a straightforward approach to patrolling: Each triangle can be considered a vertex in a dual graph, with adjacent triangles connected by dual edges. Thus, any route in the workspace that visits a sequence of triangles can be traced by a path in the dual graph. This can significantly reduce the computation on the patrolling robots -a simple policy that considers the current triangle and adjacent triangles will suffice. Given well-shaped triangles (which can be achieved by the robot platform described in this paper), a policy can produce a patrol with provable properties. Fig. 1 shows an example experiment.
What local policies should be used for patrolling the triangulated region? A natural choice for this task is Least Recently Visited (LRV), in which each triangle keeps track of the time elapsed since its last visit from a patrolling robot. The patrolling robot policy directs it to move to the adjacent triangle with the smallest such latency. This amounts to tracking the visit times of triangles, which are the vertices in the dual graph, the blue circles in Fig. 1 . We show that this yields a policy that achieves complete coverage, and no obvious problems in practical experiments [11] .
Contributions In this paper, we investigate the theoretical properties of patrolling policies. We present new results that show using LRV on dual vertices (i.e., LRV-v) can perform quite badly, by proving that the resulting coverage time can be exponential in the number n of dual vertices. This is a new analytical result for our specific class of graphs that arise from planar triangulations, i.e., planar graphs of maximum degree three. We present alternate policies that share the simple local information requirements of LRV-v, while achieving latencies that are small even in the worst case. The policy Least Frequently Visited (LFV) that keeps track of the frequency of visits is such a candidate. Making this policy provably good requires a particular twist: instead of tracking visits to triangles, the dual vertices, we track the use of edges between triangles, the dual edges. We call these two new policies LFV-v and LFV-e respectively. We augment the physical data structure of our triangulated network to maintain these frequency counts, and show that this data can be stored and retrieved by patrolling robots with fixed-size communication messages. This leads to latencies that are well bounded, even in the worst case: for regions covered by n triangles, the latency of LFV-e is not worse than O(n · d), where d is the dual diameter of the region, i.e., the largest number of triangles that may have to be visited in a shortest path. For naturally shaped regions with bounded aspect ratio, this amounts to an upper bound of O(n 1.5 ). We present simulation results and hardware experiments with 19 robots that demonstrate the efficacy of our approach.
A. Assumptions
We focus our attention on approaches applicable to small, low-cost devices with limited sensors and capabilities. In this work, we assume that robots do not have a map of the environment, nor the ability to localize themselves relative to the environment geometry, i.e. SLAM-style mapping is beyond the capabilities of our platform. Instead, we assume that the mapping robots can disperse and triangulate the environment; see [3] for an illustrative video, and [11] for a technical paper. We exclude solutions that use centralized control, as the communication and processing constraints do not allow these approaches to scale to large populations. We also do not assume that GPS localization or external communication infrastructure is available, which are limitations present in an unknown indoor environment. We assume that the communication range is much smaller than the size of the environment, so a multi-hop network is required for communication. Finally, we assume that the devices know the geometry of their local communications network. This local network geometry provides each robot with relative pose information about its neighbors.
B. Related Work
Our results rely on the computational power of many small robots distributed throughout the environment, which support many basic algoritms. The patrolling robots use the mapping robot's network for navigation, there are many references, we note that Batalin's approach is similar to our own [2] . Our network is composed of triangles, which provide useful geometric properties. Approaches like those of Spears et al. [14] build a triangulated configuration using potential fields, but the network does not have a physical data structure, so the robots never recognize that they form triangles. Our approach allows us to use triangles as computational elements, which support practical distributed computations [11] . Geraerts [9] or Kallmann [10] , use a triangulated environment for path planning, but require global information and localization. Our approach is fully distributed, using only local information and communications.
Optimizing the refresh frequency when patrolling a graph even by a single, powerful robot with full information amounts to finding a shortest roundtrip that visits all vertices -the well-known Traveling Salesman Problem (TSP), which is known to be NP-hard, even for full information and central control; see the book [1] for a comprehensive study of solution methods, and the book [4] for a recent overview of history and aspects of optimization. Simple approximation algorithms for the TSP that require a limited amount of computation do exist, for example, based on building a minimum spanning tree [6] ; however, this still requires global information or communication, even with only local connections. Moreover, the problem for multiple robots amounts to the Vehicle Routing Problem (VRP), for which the additional task of finding a well-balanced distribution of vertices visited by the individual robots impedes performance guarantees for simple heuristics, such as doubling a spanning tree. This contributes to making the VRP very challenging in practical contexts. See the book by Toth and Vigo [15] for a comprehensive overview.
Motivated by using a swarm of weak robots, rather than powerful centralized methods, we favor approaches that require only local information, which can be maintained by the dual vertices. The most basic policy is to use a random walk for each robot. As discussed in detail by Cooper et al. [5] , this has some obvious disadvantages in the worst case, and may even be of limited quality in the average case. Better approaches consider available information, such as the time elapsed since the last visit by a robot. This has been considered in the context of token passing in decentralized ad-hoc networks. As Malpani et al. [12] showed, the policy Least Recently Visited (LRV) ensures that finite refresh times can be guaranteed. However, one of the theoretical results by Cooper et al. [5] was to show that there are examples for which this policy may result in refresh times that are exponential in the size of the graph. More on this will be discussed in Section III, where we discuss LRV in the context of mobile robots.
II. MODEL AND PRELIMINARIES
We have a system of p mapping robots and r patrolling robots, where p r. The communication network is an undirected graph G = (V, E). Each robot is modeled as a vertex, u ∈ V , where V is the set of all robots and E is the set of all robot-to-robot communication links. The neighbors of each vertex u are the set of robots within line-of-sight communication range r max of robot u, denoted N(u) = {v ∈ V | {u, v} ∈ E}. We assume all network edges are also navigable paths. Robot u sits at the origin of its local coordinate system, with thex-axis aligned with its current heading. Robot u can measure the relative pose of its neighbors in its reference frame. We model algorithm execution as a series of synchronous rounds. This simplifies analysis and is straightforward to implement in a physical system [13] .
The mapping robots use our MATP triangulation algorithm [3] , [7] , [11] , to explore and triangulate the environment. The algorithm starts with a pair of robots that form a base edge, so the first robot added immediately creates the first triangle. After that, the exploration of each robot incrementally proceeds in a breadth-first fashion, leaving a triangulated network in its wake. Figure 2 shows an example triangulation of mapping robots. Resulting network forms a primal graph G P = (V P , E P ) that is planar and consists of the p triangulation robots, V P , constructing the network, and the edges, E P , forming the triangles. Pairs of triangulation robots with {v i , v j } ∈ E P are able to communicate with each other, while any mobile robot r inside a triangle formed by robots v i , v j , v k can communicate with all three of them. In turn, the set V D of triangles forms the vertices of a planar
are connected by an edge if the triangles represented by ∆ i and ∆ j are adjacent. The triangulation algorithm guarantees that a dual edge {∆ i , ∆ j } ∈ E D corresponds to the primal edge {v i , v j } ∈ E P , where v i is the owner of triangle ∆ i . This allows us to model computation on ∆ i and communication between ∆ i and ∆ j while the actual computation and communication is on v i and {v i , v j } ∈ E P . See [11] for details.
III. LOCAL PATROLLING POLICIES A. Maintaining the Dual Graph
In the following section we focus on the dual graph, and consider the triangles as computational elements. However, computation in triangles actually occurs on the primal vertices (the robots). A crucial property is the following, established in [11] .
Theorem 3.1 The owners of two adjacent triangles must also be connected.
Thus, a mobile robot in a triangle ∆ i can do status checks on neighboring triangles (i.e., neighbors of ∆ i in the dual graph) by asking the owner of ∆ i to query its neighbors in the primal graph. In our new algorithms, it becomes important to consider local patrolling policies that are based on keeping track of dual edges instead of vertices. This makes it necessary to store and retrieve information on these dual edges. We can implement this by making the owner of a triangle also the owner of the dual edges to all adjacent triangles. It is important to observe that these owners of a dual edge are not the vertices of the corresponding primal edge. Implementing this on the stationary robots forming the primal graph can be based on the following result. Theorem 3.2 Any dual edge has two owners that are connected in the primal graph.
For a proof, observe that any dual edge involves two triangles, whose owners are adjacent by Theorem 3.1. Moreover, it also follows that any primal vertex can only be the owner of a small number of dual edges, which bounds memory and communication usage. This allows us to model information stored in a distributed fashion on triangles and edges, and reason about communication via the dual graph.
B. Basic Policies
We consider a number of different local policies that allow patrolling all triangles of the environment. The objective is to minimize maximum latency, i.e., the longest refresh time (RT ) between consecutive visits of the same triangle.
Our previous work described a local patrolling policy that moves each patrolling robot into the adjacent triangle with the largest refresh time. We refer to this policy as LRV-v, for least recently visited vertex). This design makes sense, as the objective is to keep refresh times small. While simple, this policy produces complete coverage [12] .
The LRV policy has been studied in various contexts. Fig. 13 demonstrates that it exhibits relatively good behavior in practice. The experiment starts with one navigating robot; we add others as time proceeds. As we deploy more navigating robots, the maximum RT t (∆ i ) decreases, as expected.
An alternative to considering the time since the last visit to a triangle is to keep track of the frequency of visiting. The Θ(n) Fig. 3 : Graph with n vertices with a chain of Θ(n) gadgets. A single gadget is colored in red for illustration purposes. Patrolling takes exponential time in the worst case [5] . rationale behind this is that an even distribution of visits should make the maximum latency close to the average. Thus, we obtain the policy LFV-v, for least frequently visited vertex.
Keeping track of visits to dual vertices (i.e., triangles) is natural, but not the only possible choice. Instead, we can track visits to dual edges, giving rise to the policies LRV-e and LFV-e. As it turns out, the crucial outcome of this paper is that both LRV-v and LFV-e have worst-case exponential latency, so they should be used only with care. While precise proofs on the worst-case behavior of LFV-v have yet to be established, we present evidence that it may also be bad. On the positive side, the worst-case behavior of LFV-e can be bounded, making it the unique policy of choice when trying to bound worst-case behavior.
C. Worst-Case behavior of LRV-e and LRV-v
It is known that the worst-case behavior of LRV-e in arbitrary graphs can be exponential in the number of nodes in the graph, provided we allow a maximum degree of at least 4. That is, for every n there exists a graph with n vertices in which the largest refresh time for a node is exp(Θ(n)) [5] . Fig. 3 depicts one such graph (with vertices of degree 4), which filters a fixed percentage (1/3 to be precise) of all left-to-right paths that go past the diamond-like gadgets. If we connect Θ(n) such gadgets in series, we will require a total of (3/2) Θ(n) paths, starting from the left for at least one of them to reach the rightmost point in the series.
Given that our scenario is based on visiting (dual) vertices, it is natural to consider the worst-case behavior of LRV-v for the special class of planar graphs of maximum degree 3 that can arise as duals of triangulations. Until now, this has been an open problem. Moreover, it also makes sense to consider the worst-case behavior of LRV-e for the same special graph class, which is not covered by the work of Cooper et al. [5] . The following family of graphs exhibits a worst case instance in which patrolling takes exponential time. This gives an exponential lower bound in the worst case.
Theorem 3.3
There are dual graphs of triangulations (in particular, planar graphs with n vertices of maximum degree 3), in which LRV-v leads to a largest refresh time for a node that is exponential in n.
Proof: Consider the graph G D in Fig. 4 colored in blue, which contains Θ(n) identical components connected in a chain. We prove the claimed exponential time bound by recursively calculating the time taken to complete one cycle in the transition diagram shown in Fig. 5 . We monitor the movement of a robot from this situation onwards. Let a robot take at least one unit of time to traverse an edge. Moreover, let T n denote the time taken to complete one cycle of G D , i.e., the time taken by a robot to start from and return to the first vertex of the first component of G D . From the possible paths illustrated in Fig. 5 , we can observe that the vertex u is visited only during the beginning and end of the cycle, while the vertex v is visited twice in this cycle. It is not hard to check that the summation of visits to all edges in one component during one cycle is 26. Using this we can see a simple recursion as follows:
Solving this equation, we get
Utilizing the fact that vertex u of the first component is visited only at the beginning and end of a cycle in G D , we see that it is visited after T n ≥ 26 * (2 n − 1) units of time, which is exponential in the number n of nodes of graph G D , as claimed.
As it turns out, the same negative result can be established for LRV-e, making both versions of LRV unsuitable for avoiding bad worst-case behavior.
Theorem 3.4
There are dual graphs of triangulations (in particular, planar graphs with n vertices of maximum degree 3), in which LRV-e leads to a largest refresh time for a node that is quadratic in n.
Proof: This proof follows the exact arguments as the proof of theorem 3.7 for the same graph G D represented in Fig. 11 . As illustrated in Fig. 6 , each of G D 's components is traversed initially following the colored oriented paths from step 1 and further alternating the paths from step 2k and 2k +1. In other words, the first time a component is traversed, the path changes direction and goes back to the start. The rest of the times when the component is traversed, the direction does not change. Thus, in order to traverse the ith component in the chain, we need to traverse the first i − 1 components in the chain.
D. Worst-Case behavior of LFV-v and LFV-e
In the following, we provide evidence that a small polynomial upper bound on the worst-case latency is unlikely for LFV-v. We start by showing some interesting properties of graphs explored under LFV-v. It would seem at first that paths in the graph must be in nonincreasing frequency. This is so as we always select the neighbor of lowest frequency. However, if all node's neighbors have the same or higher frequency, then the destination node will have strictly larger frequency than the present neighbor (see Figs. 7 and 8) .
Lastly we observe that it is possible to create dams or barriers by having a flower configuration in the path (see Fig. 9 ). We reach the center of the flower and then take the loops or petals, thus increasing the count of the center (see histogram on Fig. 9 ). Then the robot moves past the center node of the flower, which forms a barrier that impedes the robot from traversing from right to left past the center of the flower, until the count of the nodes to the right of the path has risen to match that of the barrier. With these three basic configurations in hand, we can combine them to create a graph in which the starting node s has δ (s) neighbors, δ − 1 of which lead via staircases with barriers to the last neighbor of s which revisits s (see Fig. 10 ). That is for each time we go from s to one of the first δ − 1 neighbors we then climb a staircase up to the last common neighbor of s. Then from that neighbor we enter each staircase from the "high" side until stopped by a barrier, which makes us return to the neighbor of s, eventually revisiting s from this last neighbor. This shows the following theorem.
Theorem 3.5 There exists a configuration for LFV-v in which some neighbors of the starting vertex have a frequency count of k, while the starting point has a frequency count of k δ . Moreover, the value of k can be as high as Θ(n/δ ).
This result provides some indication that the worst-case ratio between smallest and largest frequencey labels of vertices may be exponential, which would arise if we could construct an example in which Ω(δ ) linear ratios as in Theorem 3.5 between neighbors occur. From this it can be shown that at most δ d steps are required to explore the graph, where d and δ are the diameter and the maximum degree of the graph.
Theorem 3.6
The highest frequency node in a graph with unvisited nodes has frequency bounded by δ d .
Proof: Consider a path from an unvisited node to the node with highest frequency. The path is of length at most the diameter d of the graph. In each step the increase in frequency is at most a factor δ over the unvisited node hence the frequency of the most visited node is bounded by δ d . However, there is no known example of a dual of a triangulation graph displaying this worst-case behavior.
Theorem 3.7 There exist graphs with n vertices of maximum degree 3, in which the largest refresh frequency for a node is Θ(n 2 ).
Proof: Consider the graph G D of Fig. 11 as described in its caption which consists of a chain of Θ(n) cycles of length 4 connected in series. As illustrated in Fig. 12 , each component is traversed initially following the colored oriented paths from step 1 and further alternating the paths from step 2k and 2k + 1. In other words, the first time a component is traversed, the path changes direction and goes back to the start. The rest of the times when the component is traversed, the direction does not change. Thus, in order to traverse the ith component in the chain, we need to revisit the first i − 1 components in the chain. Thus, LFV-v may also display bad worst-case behavior. Fortunately, the following was proven by Cooper et al. [5] for the worst-case behavior of LFV-e.
The following was proven by Cooper et al. for the edge version of LFV. Together, these results show that LFV-e [5] is a preferable strategy in the worst case sense over LFV-v. This allows us to establish a good upper bound on LFV-e in our setting. Proof: Since G D is planar, it follows that n ∈ Θ(m), where m = |E D | is the number of edges of G D . Because patrolling an edge requires visiting both of its vertices, the claim follows from the upper bound of Theorem 3.8.
We note that this bound can be tightened for regions with small aspect ratio, for which the diameter is bounded by the square root of the area.
Corollary 3.10 For regions with diameter d ∈ O(
√ n), the latency of each dual vertex when carrying out LFV-e is at most O(n 1.5 ).
IV. EXPERIMENTAL RESULTS
In order to validate and test our results, we performed a number of simulations, as well as experiments with a realworld platform. Fig. 14 shows the r-one platform, developed at Rice University. Example simulation runs are shown in Fig 13a. Fig. 13c gives results from a real-world patrolling experiment with 1 − 3 robots.
In our simulations, we consider both simply connected and non-simply connected environments. With one robot in the simulations, the LFV-e policy produces closed paths that resembles a Hamiltonian path, shown in Figs. 13b; as such paths are theoretical lower bound, which are achievable only in exceptional cases, it is intuitively clear that we are getting excellent results. As we add more patrolling robots, the consolidated Hamiltonian-like path is perturbed and the variance of the maximum refresh time increases, shown in the red line (after 10K or 5K iterations) in Fig. 13c . Analyzing the paths of multiple robots show that there is some overall rebalancing in addition to finding new individual subtours. This corresponds to handling the two aspects of balancing loads and finding tours, which are both computationally hard in an offline setting. It can be seen that the LFV-e policy carries out more delicate operations, leading to a greate amount of initial perturbation. However, it is clear from the aggregated results shown in Fig. 13c that eventually, LFV-e yields superior results. Shown is the average maximum RT ∆ i (t) for larger numbers of patrolling robots. The solid black line shows the lower bound for an optimal set of patrols. Assuming all of the patrolling robots are on their own Hamiltonian path, we can compute this lower bound by |H(G)| r , where |H(G)| is the length of a Hamiltonian cycle of the dual graph G (the number of triangles), and r is the number of patrolling robots. Despite of these differences between LRV-v and LFV-e, it is remarkable that both policies performed well, with a clearly evident linear speedup according to increasing number r of robots. (Refer to the theoretically optimal lower bound mapped by the black hyperbola.).
Our hardware experimental setup is shown in Fig 1 , and the data for a experiment is shown in Fig. 13e . The experiment started with one patrolling robot in the blue triangle. At 22 minutes into the experiment, we added two more robots, one in the blue triangle, and the other in the triangle to its left. The horizontal lines show the average refresh time in the last 10 minutes of patrolling. The LRV-v averages are 984 for one robot and 365 for three, and the LFV-e averages are 750 for one robot and 485 for three. Units are robot rounds. These data match our simulation results nicely. The experiment starts with one navigating robot; we add two more robots at 10k iterations, and then we add another 5 more patrolling robots after 20k iterations. As we deploy more navigating robots, the maximum RT ∆ i (t) decreases, seen in the red line. Note that here, too, LFVe has the longest initialization before it discovers all of the triangles, the variance in the max refresh time is the smallest, once the patrolling routine has settled down.
V. CONCLUSION
We have demonstrated how a combination of a weak stationary swarm with a set of mobile robots with limited capabilities can perform well for purposes of patrolling and surveillance of a region. The simple policy LRV (based on purely local information without any sophisticated communication between devices) allows complete coverage of the mapped area, but may lead to exponential refresh times for all portions in specific worst-case examples; the alternative policy LFV is of similar simplicity can protect against this worst-case behavior, provided it is applied to crossed edges of triangular subregions instead of the subregions themselves.
In realistic simulations as well as real-world experiments, both policies perform quite well. Most remarkably, they display linear speedup for the visiting frequencies of the surveyed subregions, implying that even simple local policies on weak robots can vastly outperform single, powerful robots with full information and strong computational capabilities.
