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Le biome boréal, emmagasinant d’importantes quantités de carbone en son sol et recou-
vrant une majorité du territoire alaskien, fennoscandien et russe, contribue grandement au
système climatique. Toutefois, les variabilités climatiques et les propriétés de l’écosystème,
notamment en ce qui a trait à la présence ou l’absence de pergélisol, complexifient la quanti-
fication de la variabilité des bilans de carbone du biome boréal, au sein duquel se retrouvent
des écosystèmes forestiers, lentiques et de zones humides. Ces bilans de carbone sont grande-
ment influencés par le début et la fin de la saison de croissance photosynthétique, étant à leur
tour dépendants de plusieurs variables environnementales telles que la température de l’air
et du sol, le contenu du sol en eau, les stades de développement de la végétation, etc. Cette
recherche vise à quantifier l’impact de ces variabilités environnementales sur la variabilité
des moments où se produisent le début et la fin de la saison de croissance photosynthétique,
en distinguant les forêts boréales avec et sans pergélisol. La saison de croissance photosyn-
thétique est caractérisée à partir de la productivité primaire brute dérivée de mesures cova-
riance des turbulences provenant de 40 sites-années d’observation à travers la forêt boréale
nord-américaine où l’épinette noire est l’espèce d’arbre dominante. Les variables environne-
mentales considérées étaient les températures de l’air et du sol, les stades de développement
de la végétation, le couvert nival, le rayonnement photosynthétiquement actif et le contenu
du sol en eau. Le cadre statistique choisi incluait le calcul des coefficients de corrélations de
Pearson, l’analyse des points communs et la modélisation par équations structurelles. Les
résultats de cette étude montrent que la variabilité du début de la saison de croissance dans
les sites sans pergélisol est contrôlée directement par la variabilité annuelle des stades de
développement de la végétation ainsi que par le moment où survient le dégel du sol. Ce ré-
sultat souligne ainsi l’importance de l’accès à l’eau liquide du sol afin que la végétation initie
la photosynthèse. Aucune variable environnementale ne pouvait significativement expliquer
le contrôle du début de la photosynthèse au sein des sites avec pergélisol. À l’automne, le
contenu du sol en eau ainsi que le début du couvert nival influencent directement la variabilité
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de la fin de la saison de croissance photosynthétique. Il est alors montré que la disponibilité
de l’eau peut mener à une cessation plus hâtive de la photosynthèse à l’automne. L’effet de
l’apparition du couvert nival est quant à lui opposé dans les sites avec et sans pergélisol.
Son retard dans les sites sans pergélisol témoigne d’une température de l’air suffisamment
élevée pour que les précipitations tombent sous forme liquide, prolongeant ainsi les activités
photosynthétiques. Son retard dans les sites avec pergélisol signifie plutôt des précipitations
neigeuses moindres, retardant ainsi l’apparition d’une couche isolante pour le sol, qui aurait
pu allonger la saison de croissance photosynthétique. Cette étude contribue à clarifier les
processus contrôlant le début et la fin de la saison de croissance photosynthétique et aidera
à améliorer la compréhension des effets des changements climatiques sur la force du puits de
carbone de la forêt boréale nord-américaine.
Mots-clés : Flux de carbone, saison de croissance, photosynthèse, forêt boréale, pergé-
lisol, température de l’air, température du sol, plant phenology index, couvert nival, contenu
du sol en eau
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Abstract
The boreal forest, storing large amounts of carbon in its soil and covering a majority
of the Alaskan, Canadian, Fennoscandian and Russian territory, is an integral part of the
climate system. However, climatic variability and ecosystem properties, particularly with
regards to the presence or absence of permafrost, limits our understanding of the carbon
balance variability in the boreal biome, which comprises forest, lake and wetland ecosys-
tems. The boreal carbon sink-source strength is greatly influenced by phenological events,
including the start and end of the photosynthetic growing season, which are themselves
dependent on several environmental variables such as air and soil temperature, soil water
content, vegetation development stages, etc. This research aims to provide new insights on
the influence of environmental variability on the variability in the timing of the photosyn-
thetic growing season, by broadly distinguishing between boreal forests with and without
permafrost. The photosynthetic growing season is characterized using gross primary produc-
tivity derived from eddy covariance measurements of net ecosystem carbon dioxide exchange.
Data from 40 black spruce-dominated site-years of observation across the North American
boreal forest are used. The considered environmental predictors were air and soil tempera-
tures, vegetation development stages, snow cover, photosynthetically active radiation and
soil water content. The statistical framework included the calculation of Pearson correlation
coefficients, commonality analyses and structural equation modeling. This study shows that
the variability in the start of the growing season in permafrost-free sites is directly controlled
by the variability in vegetation development stage as well as by the thawing of seasonally
frozen ground. This result thus emphasizes the importance of access to liquid soil water for
the vegetation to initiate photosynthesis. No environmental variable could significantly ex-
plain photosynthesis recovery in sites with permafrost. In fall, the soil water content as well
as the start of snow cover directly influence the variability in the end of the photosynthetic
growing season. These results suggest that the availability of water can limit photosynthesis
in the fall. The effect of snow cover is opposite in sites with and without permafrost. A delay
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in the appearance of continuous snow cover in sites without permafrost indicates that the air
temperature is high enough for precipitation to fall in liquid form and for photosynthesis to
continue. In contrast, its delay in sites with permafrost indicates less snowfall, thus delaying
the appearance of an insulating layer for the soil, which could have lengthened the photo-
synthetic growing season. This study sheds light on the controls of the annual variation of
the timing of the photosynthetic growing season and will help understanding of the effects
of climate change on the strength of the North American boreal forest carbon sink.
Keywords : Carbon dioxide, growing season, photosynthesis, boreal forest, permafrost,
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Contexte et objectifs de recherche
Ce chapitre, servant d’introduction au projet de recherche, dessine d’abord un portrait
du biome boréal nord-américain et du cycle de carbone au sein de celui-ci, qui sont les
objets d’étude de ce mémoire. Les composantes du cycle du carbone, et plus précisément des
événements annuels qui y sont liés, tels que le début et fin de la photosynthèse, sont impactées
par les variabilités météorologiques et environnementales. Une revue de la littérature en
ce qui a trait à ces variabilités est alors présentée, mettant en relief des lacunes dans les
connaissances scientifiques. À partir de ces lacunes se dressera la problématique du projet
de recherche présenté dans ce mémoire.
1.1 Portrait du biome boréal nord-américain
Le biome boréal se retrouve majoritairement au nord du 50e parallèle (Kasischke, 2000)
et occupe environ 8% de la surface des terres émergées de la Terre, entre 14 et 19 millions de
km2 (Apps et al., 1993; Brandt et al., 2013). En Amérique du Nord, le biome boréal couvre
entre 29% et 34% du continent, ou environ 6 millions de km2 (Figure 1.1 ; Brandt, 2009;
Brandt et al., 2013). Il s’agit d’une mosaïque d’écosystèmes, dont la majorité sont des forêts
à couverts ouvert et fermé (Brandt, 2009). Des milieux humides et des lacs s’y retrouvent
aussi (Apps et al., 1993; Brandt, 2009).
Le climat y est caractérisé par de grandes variations saisonnières, des températures an-
nuelles moyennes entre -3°C et 10°C, une couverture nivale entre quatre et huit mois et une
saison de croissance de courte durée (Apps et al., 1993; Black et al., 2004; Bonan et Shugart,
1989). Cette courte durée de la saison de croissance est principalement due aux basses tem-
Figure 1.1 – La région boréale et l’étendue des différentes catégories du pergélisol à travers
l’Amérique du Nord. Sources des données : National Snow & Ice Data Center (Brown et al., 2002),
Natural Resources Canada (Brandt, 2009) et U.S. Geological Survey (Commission for Environmen-
tal Cooperation, 2011).
pératures, mais aussi à la limitation de la photopériode, caractéristique des hautes latitudes
en hiver, ainsi qu’à la disponibilité limitée de l’eau en fin de saison dans certaines régions,
notamment l’Ouest nord-américain (Delpierre et al., 2016; Kasischke, 2000). En Amérique
du Nord, environ 80% des sols du biome de la forêt boréale repose sur du pergélisol (Figure
1.1 ; Helbig et al., 2016a), qui est un sol dont la température demeure sous la barre du 0°C
pendant au moins deux ans consécutifs (Harris et al., 1988). Le pergélisol est divisé en quatre
catégories, selon le pourcentage de la surface du sol sous-tendu par du pergélisol : continu
(>90-100%), discontinu (>50-90%), sporadique (>10-50%) et isolé (>0-10%). La forêt bo-
réale nord-américaine recoupe toutes ces catégories de pergélisol, mais la limite sud de la
forêt boréale se retrouve sur des sols sans pergélisol (Figure 1.1).
La composition végétale des forêts boréales est moins diverse que d’autres écosystèmes,
mais les espèces d’arbres présentes ont une grande résilience aux perturbations ainsi qu’une
grande capacité d’adaptation aux changements (Gauthier et al., 2015). Les espèces de co-
nifères composent entre 60 et 90% des forêts boréales à travers l’Alaska, le Canada, la
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Table 1.1 – Espèces présentes dans un habitat de la forêt boréale canadienne selon l’humidité
(tiré de Bonan et Shugart, 1989)
Humidité de l’habitat Espèces présentes
Humide Épinette noire (Picea mariana), mélèze laricin (Larix laricina)
Mésique Bouleau à papier (Betula papyrifera), peuplier faux-tremble (Po-
pulus tremuloides), peuplier baumier (Populus balsamifera), épi-
nette blanche (Picea glauca), sapin baumier (Abies balsamifera)
Sec Pin gris (Pinus banksiana)
Fennoscandie et la Sibérie (Black et al., 2004). Par ailleurs, en Amérique du Nord la pré-
sence d’une espèce donnée à un lieu donné est principalement liée à l’humidité de l’habitat
(Bonan et Shugart, 1989), tel que présenté dans le Tableau 1.1. Enfin, ce projet de recherche
se concentre spécifiquement sur les forêts boréales nord-américaines d’épinettes noires. Ce
choix permet en partie de soustraire une variabilité supplémentaire, qui serait celle de la com-
position végétale. Ce choix n’est toutefois pas anodin, puisque les forêts d’épinettes noires
dominent la forêt boréale nord-américaine et qu’il s’agit d’une espèce adaptée à la présence
de pergélisol (Viereck et Johnston, 1990).
D’ailleurs, la présence de pergélisol façonne l’écosystème, alors que 80% du sol y est sous-
tendu par du pergélisol (Helbig et al., 2016a). Il s’agit d’abord d’une barrière physique pour
la végétation, alors que les racines ne sont présentes que dans la couche active du pergélisol,
c’est-à-dire la couche de sol près de la surface qui subit du dégel saisonnier. Ainsi, l’accès
à l’eau pour la végétation est limité à celle de cette couche (Andresen et al., 2020). Aussi,
dans un contexte de changements climatiques, le dégel du pergélisol, un processus qui est
déjà amorcé (Camill, 2005), entraîne un changement de couverture terrestre. Par exemple,
au sein des plaines boréales, dans les régions de pergélisol discontinu, le sol sous-tendu par du
pergélisol est couvert de plateaux boisés, alors que des tourbières sont présentes où le sol est
dégelé (Helbig et al., 2017b). Le dégel du pergélisol favorise ainsi l’expansion des tourbières.
1.2 Cycle du carbone en forêt boréale
Les principales composantes du cycle du carbone au sein de la forêt boréale se déclinent
en deux catégories (Figure 1.2), selon la terminologie utilisée par Chapin et al. (2006). Ces
composantes impliquent des échanges de carbone entre la forêt boréale et l’atmosphère sous
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la forme de dioxyde de carbone (CO2). La première composante est le carbone séquestré
par la végétation grâce à la photosynthèse. La deuxième est la respiration écosystémique,
qui inclut le carbone libéré par l’écosystème via la respiration des organismes autotrophes
et hétérotrophes. La respiration autotrophe est composée principalement de la respiration
provenant du feuillage, du bois et des racines de la végétation, alors que les organismes
contribuant à la respiration hétérotrophe sont la faune et les microbes. Afin de suivre l’évo-
lution temporelle et spatiale des quantités de carbone assimilé et émis par l’écosystème, ces
dernières sont exprimées en termes de flux. Ainsi, le flux associé au carbone assimilé par
la photosynthèse est la productivité primaire brute (GPP, de l’anglais gross primary pro-
ductivity ; Chapin et al., 2006). Le flux associé au carbone libéré par l’écosystème par la
respiration écosystémique porte le nom homonyme au processus, soit la respiration écosysté-
mique (RE ; Chapin et al., 2006). Par définition, les flux de carbone s’expriment en quantité
de carbone par unité de surface et par unité de temps. La balance entre la GPP et la RE
est la productivité écosystémique nette (NEP, de l’anglais net ecosystem productivity), telle
que montrée par l’équation suivante (Chapin et al., 2006) :
NEP = GPP −RE (1.1)
Une NEP positive signifie que l’écosystème est un puits de carbone, alors qu’une valeur
négative indique qu’il est une source de carbone (Figure 1.2).
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Figure 1.2 – Les principales composantes du cycle du carbone dans la forêt boréale. La dimension
des flèches est proportionnelle à l’importance du flux associé au processus représenté (Kurz et al.,
2013; Malhi et al., 1999). La flèche verte représente la productivité primaire brute (GPP), qui est
le carbone entrant dans l’écosystème grâce à la photosynthèse production. Les flèches bleues repré-
sentent les extrants vers l’atmosphère. Rfeuillage, Rbois et Rracines sont les composantes autotrophes
de la respiration de l’écosystème et Rhétérotrophe est la composante hétérotrophe, principalement
due à l’activité microbienne. La respiration écosystémique (RE) est l’addition de ces quatre compo-
santes. La flèche orange représente la productivité écosystémique nette (NEP), qui est le bilan entre
la GPP et la RE. Cette composante peut être positive ou négative, dépendamment si l’écosystème
est un puits ou une source de carbone.
Les perturbations telles que les incendies, les épidémies d’insectes et l’exploitation fores-
tière impactent elles aussi le bilan carbone de la forêt boréale (Chapin et al., 2006; Kurz
et al., 2013). Il s’agit toutefois de processus dont les échelles spatiale et temporelle dépassent
celles de plusieurs cadres de recherche qui n’étudient qu’un site ou quelques sites locaux
pendant une période allant de quelques mois à quelques années.
De façon générale, les forêts boréales sont considérées comme de faibles puits de carbone
(Milakovsky et al., 2012), séquestrant entre 25 et 125 g C/m2 · an (Bonan, 2008; Kurz et al.,
2013; Malhi et al., 1999). À titre comparatif, les forêts tempérées peuvent assimiler entre 375
et 485 g C/m2 · an et les forêts tropicales, entre 400 et 600 g C/m2 · an (Bonan, 2008; Malhi
et al., 1999). La densité de carbone stocké dans les forêts boréales est toutefois similaire à
celle des forêt tropicales, soit 242 Mg C/ha et 239 Mg C/ha, respectivement (Pan et al.,
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2011). Or, les forêts boréales emmagasinent la majorité du carbone dans leur sol, soit 60%,
comparativement à 32% pour les forêts tropicales (Pan et al., 2011).
Une méthode largement utilisée dans la communauté scientifique pour la mesure des flux
de CO2, et qui peut aussi être appliquée à d’autres gaz traces, est la covariance des turbu-
lences (Baldocchi et Meyers, 1998). Cette technique implique l’utilisation d’un anémomètre
sonique tridimensionnel, afin de mesurer les trois composantes de la vitesse du vent, ainsi que
d’un analyseur de gaz infrarouge. À différents points dans le temps, les instruments mesurent
la vitesse du vent ainsi que la concentration d’un gaz trace dans une parcelle d’air au-dessus
de la végétation (Figure 1.3). Dans le cas du CO2, c’est l’échange écosystémique net (NEE,
de l’anglais net ecosystem exchange ; Chapin et al., 2006) qui est mesuré, et qui est l’opposé
de la NEP (NEE = -NEP). Il s’agit de mesures à haute fréquence (10 Hz, au minimum ;
Baldocchi, 2014). Lorsque répétées sur des périodes de temps assez longues, il est possible
de moyenner ces mesures afin d’obtenir un flux représentant une concentration d’un gaz par
mètre carré au sein d’un intervalle de temps (généralement 30 minutes ; Baldocchi, 2014). Ces
flux peuvent ensuite être intégrés afin d’obtenir des bilans horaires, quotidiens, saisonniers
ou annuels des gaz traces étudiés. Cette méthode a été popularisée dans les années 90 et, de
nos jours, de larges réseaux de tours de covariance des turbulences se retrouvent à travers la
planète et comptent des centaines de sites d’étude utilisant cette technique (Baldocchi, 2014).
La hausse de l’utilisation de cette technique s’explique par la faible exigence en ressources
humaines qu’elle implique, mais aussi par la haute résolution temporelle qu’elle procure et
la possibilité de faire des suivis temporels pouvant s’étaler sur des décennies (Burba, 2013).
1.3 Impacts de la variabilité des conditions environne-
mentales et météorologiques sur les composantes
du cycle du carbone en forêt boréale
Par rapport à une année de référence, les variations météorologiques peuvent avoir diffé-
rents impacts sur les flux de carbone. De façon directe, des températures de l’air plus élevées
stimulent généralement la photosynthèse et la respiration (Bergeron et al., 2007; Chen et al.,
2006b). Si toutefois la température devient trop élevée, elle peut limiter l’absorption du
carbone en asséchant les sols, diminuant ainsi la force du puits de carbone de l’écosystème
(Kljun et al., 2006). La quantité de lumière ainsi que le type de rayonnement - direct ou diffus




Figure 1.3 – (a) Tour de mesures des covariances des turbulences au-dessus de la végétation.
L’air est composé de tourbillons transportant des gaz traces, dont le flux vertical net est mesuré
grâce à l’anémomètre et l’analyseur à gaz infrarouge, situés au sommet de la tour. (b) Mesures de
la vitesse d’une parcelle d’air et de sa concentration en un gaz trace d’intérêt à deux points dans
le temps. Figures tirées de Burba (2013).
thèse (Gu et al., 2002). Les variations météorologiques ont aussi un impact indirect sur les
flux de carbone. Elles peuvent influencer, d’une part, le début et la fin de la saison de crois-
sance, définie par la période où la végétation est photosynthétiquement active (Figure 1.4 ;
Richardson et al., 2010). D’autre part, ces débuts et fins de saisons plus hâtifs ou plus tardifs
peuvent à leur tour influencer les flux de carbone annuels (GPP, RE et NEP). Ainsi, une
année où la saison de croissance serait plus hâtive, la végétation bénéficierait d’une période
supplémentaire pour absorber du carbone, augmentant ainsi la force du puits de carbone de
l’écosystème (Figure 1.4 ; Fu et al., 2017; Richardson et al., 2010). Il se pourrait toutefois
qu’un tel scénario mène à une utilisation accrue des ressources en début de saison, telle que
l’eau, entraînant une limitation des ressources en fin de saison, ce qui mènerait à une baisse
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Figure 1.4 – Activité physiologique de la végétation pendant la saison de croissance selon diffé-
rents scénarios. L’activité physiologique englobe différents processus écosystémiques, dont la pro-
ductivité primaire brute et la productivité écosystémique nette. L’image du haut représente le
scénario d’une année de référence. Les scénarios montrent des changements dans la productivité
liés à (a) un début de la saison de croissance plus hâtif seulement, un début de la saison de crois-
sance plus hâtif combiné à (b) un effet décalé positif, (c) une fin de la saison de croissance plus
hâtive et (d) un effet décalé négatif. Figure tirée de Richardson et al. (2010).
de la productivité de l’écosystème à l’automne (Figure 1.4 ; Kljun et al., 2006; Richardson
et al., 2010). Enfin, au sein d’une même espèce, la réponse aux variabilités environnementales
n’est pas nécessairement homogène à travers les populations. Des populations évoluant dans
différentes conditions climatiques peuvent avoir des degrés de plasticité variés, c’est-à-dire
des capacités variées à exprimer différentes réponses phénotypiques ou écophysiologiques en
fonction de l’environnement (Reich, 2014). Ainsi, étant donné des variations météorologiques
similaires, les flux de carbone peuvent varier différemment d’une population à l’autre.
Bien que plusieurs processus en lien avec les flux de carbone soient influencés par les
variabilités environnementales, le cadre de ce présent projet de recherche se limite à l’étude
de la GPP et aux facteurs contrôlant le début et la fin de la saison de croissance.
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Figure 1.5 – Vue d’ensemble des réactions chimiques impliquées dans la photosynthèse. La lumière
et l’eau (H2O) sont impliquées dans les réactions au sein des photosystèmes II et I, produisant
de l’oxygène moléculaire (O2). Le dioxyde de carbone (CO2) est nécessaire pour les réactions se
produisant au sein du cycle de Calvin. Figure tirée de Campbell et Reece (2005).
Facteurs limitant la photosynthèse
Hormis le CO2, afin que la photosynthèse ait lieu, la végétation a besoin d’eau, de rayon-
nement solaire et d’une température suffisamment élevée. Une partie de la photosynthèse se
déroule dans les photosystèmes I et II, qui ont comme intrants l’eau et l’énergie lumineuse
(Campbell et Reece, 2005). Une autre partie se déroule dans le cycle de Calvin, qui nécessite
du CO2 et dans lequel se produisent des réactions enzymatiques (Campbell et Reece, 2005).
Une température minimale est nécessaire pour la catalyse des réactions chimiques im-
pliquées dans le cycle de Calvin (Badeck et al., 2004; Reich et al., 2018). Au contraire, une
température trop élevée peut dénaturer les enzymes impliquées dans ces mêmes réactions
(Badeck et al., 2004). De plus, un équilibre doit être présent entre la quantité de rayonnement
disponible ainsi que la température. Au printemps, il arrive souvent qu’au moment où les
journées s’allongent, la température de l’air soit encore basse. Afin d’éviter des dommages
causés par les basses températures, la végétation inhibe la photosynthèse par un mécanisme
de quenching non photochimique, dans lequel l’énergie des photons absorbés par les molécules
de chlorophylle est dissipée sous forme de chaleur plutôt que transmise aux photosystèmes
II et I (Suni et al., 2003b; Ensminger et al., 2004; Müller et al., 2001).
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Alors que les réactions photosynthétiques n’ont pas besoin d’une grande quantité d’eau,
la disponibilité de celle-ci peut néanmoins limiter la photosynthèse autrement. En effet, l’eau
présente dans le sol est transportée des racines aux feuilles par le xylème sous la forme de
sève, et est ensuite transpirée par les stomates des feuilles (Ishida et al., 2001). Ce transport
s’effectue grâce à un gradient du potentiel hydrique (Figue 1.6). Le potentiel hydrique est
proportionnel au potentiel chimique, c’est-à-dire à l’énergie libre de l’eau dans une substance
comparée à celle de l’eau pure (Taiz et Zeiger, 2002). Ainsi, l’eau pure, étant la substance
ayant le plus de molécules d’eau libres et donc le plus d’énergie libre, a un potentiel hydrique
de 0 MPa. Le potentiel hydrique d’une substance autre que l’eau pure est négatif, puisque
l’énergie libre diminue selon la densité de molécule d’eau dans la substance. L’eau peut
être transportée du sol vers l’atmosphère s’il y existe un gradient potentiel positif, c’est-
à-dire qu’elle sera transportée vers les environnements où les potentiels hydriques sont de
plus en plus négatifs. L’eau dans le sol a un potentiel hydrique près de celui de l’eau pure,
puis les différentes composantes dans une plante ont des potentiels hydriques de plus en plus
négatifs. Enfin, le potentiel hydrique de l’air dépend de la température et de l’humidité. L’air
relativement sec, à environ 50% d’humidité relative, a un potentiel hydrique d’environ -100
MPa, une valeur permettant la transpiration de la végétation. Lorsque l’humidité relative de
l’air augmente, le potentiel hydrique augmente aussi, prenant des valeurs de moins en moins
négatives ; ainsi à de hautes valeurs d’humidité relative, la transpiration de la végétation est
réduite (Taiz et Zeiger, 2002).
Les stomates permettent la transpiration, mais elles permettent aussi au CO2 d’entrer
dans les feuilles. Ce sont par ces mêmes stomates que le CO2 entre dans les feuilles. Ainsi, si
le contenu en eau du sol est trop faible, ou si le déficit de pression de vapeur est trop élevé,
indiquant que l’air pourrait contenir plus d’humidité favorisant alors la transpiration de la
végétation (Anderson, 1936), les stomates se ferment afin de limiter les pertes en eau. Elles
empêchent par le fait même l’entrée du CO2 dans les chloroplastes des végétaux, qui sont le
siège du cycle du Calvin (Reich et al., 2018). La température du sol ainsi que sa phase - gelée
ou dégelée - en début et fin de saison de croissance joue alors un rôle important puisqu’elle
contrôle la disponibilité de l’eau sous forme liquide. Toutefois, de l’eau est aussi disponible
dans les troncs et tiges des arbres, qui dégèle au printemps lorsque la température de l’air
devient positive (Suni et al., 2003b).
Il est enfin important de souligner que la disponibilité des nutriments essentiels à la
photosynthèse, tels que l’azote, le phosphore et le potassium, peut aussi être un facteur
limitant la quantité de carbone qui peut être absorbée par les activités photosynthétiques de
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la végétation (Barker, 1979). Toutefois, ces limitations dépassent le cadre du présent projet
de recherche.
Figure 1.6 – Transport de l’eau dans les arbres du sol aux feuilles suivant un gradient du potentiel
hydrique. Figure tirée de Campbell et Reece (2005).
Facteurs impactant le début de la saison de croissance photosyn-
thétique
Des températures de l’air plus élevées au printemps stimulent une reprise plus hâtive de la
photosynthèse au printemps (Richardson et al., 2010; Suni et al., 2003b; Ueyama et al., 2014),
alors que des anomalies en rayonnement solaire ou en précipitations ne semblent pas avoir
d’impacts sur la reprise de la photosynthèse (Richardson et al., 2010). De leur côté, Suni et al.
(2003b) ont essayé de trouver un indicateur pouvant prédire la reprise de la photosynthèse
à travers plusieurs sites de forêt boréale en Europe. En utilisant la température de l’air et
du sol ainsi que le contenu du sol en eau, ils ont trouvé que la moyenne glissante sur cinq
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jours de la température de l’air était le meilleur prédicteur de la reprise de la photosynthèse.
Toutefois, le seuil de cette moyenne glissante variait d’un site à l’autre, allant de 3,3 °C à 6,5
°C. Ils ont aussi trouvé que le dégel du sol, défini comme le moment auquel la température
augmente significativement au-dessus de 0°C, se produisait des semaines après la reprise de
la photosynthèse. Alors que l’état gelé ou dégelé du sol est un indicateur de l’accessibilité de
la végétation à de l’eau sous forme liquide, selon Suni et al. (2003b), il y aurait suffisamment
d’eau liquide dans les tiges pour que les arbres amorcent la photosynthèse même si le sol
est gelé. Cependant, dans une autre étude (Barr et al., 2009), il a été trouvé qu’il y avait
une dépendance entre le début de la saison de croissance et le dégel au printemps, ce qui
inclut des températures de l’air et du sol qui deviennent positives, la fonte de la neige ainsi
que le contenu du sol en eau qui augmente. La température du sol, impactant le moment du
gel/dégel du sol et ainsi la disponibilité de l’eau sous forme liquide, a donc un rôle incertain
sur les transitions phénologiques, notamment au sein des forêts de conifères boréales, et sera
explorée davantage dans ce projet de recherche.
Un autre indicateur peut être utilisé pour la reprise de la photosynthèse : le jour de la
disparition complète de la neige (Pulliainen et al., 2017). Bien que la disparition de la neige
puisse être observée aisément à l’aide de l’imagerie satellite et qu’elle permette un suivi de
la reprise de la photosynthèse, l’étude n’a pas montré de lien de causalité entre ces deux
événements. En effet, Pulliainen et al. (2017) ont trouvé que la reprise de la photosynthèse
était corrélée avec la disparition de la neige en se basant sur des mesures satellitaires, mais
que la fonte complète de la neige se produisait après la reprise de la photosynthèse. En ce sens,
dans leur étude sur deux sites au sein de la forêt boréale sibérienne, Arneth et al. (2006) ont
trouvé que la neige n’avait pas besoin d’être complètement fondue pour que la photosynthèse
reprenne ; une température de l’air positive combinée à un début de fonte de la neige étaient
suffisants pour une reprise de la photosynthèse. Dans le même sens, Ensminger et al. (2004)
avaient des résultats similaires : la photosynthèse reprenait lorsque la température de l’air
devenait positive, mais elle ne devenait importante qu’au moment où la température du sol
augmentait au-dessus de 0°C, ce qui nécessitait une fonte complète de la neige. Toutefois,
ce résultat ne pourrait pas être généralisé à travers la forêt boréale, puisque dans certaines
régions, il n’y a pas de gel saisonnier (Suni et al., 2003b). Dans leur étude portant sur des
sites en Alaska, Parazoo et al. (2018) ont montré que bien que la reprise de la photosynthèse
avait une meilleure corrélation avec le moment où la température de l’air devient positive,
le dégel du sol y survenait avant ou en même temps.
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Richardson et al. (2010) ont trouvé que la reprise de la photosynthèse est aussi reliée
aux stades de développement de la végétation, caractérisée par l’Enhanced vegetation index
(EVI ; Huete et al., 1997), qui est un indice de végétation produit par l’instrument satelli-
taire Moderate Resolution Imaging Spectroradiometer (MODIS). Toutefois, ce résultat fait
état d’une corrélation et non pas d’une causalité ; en effet, le début de la saison basée sur
l’EVI se produisait tard dans la saison, alors que la photosynthèse était déjà bien entamée.
L’utilisation du EVI, ainsi que de l’indice de végétation par différence normalisée (NDVI,
de l’anglais Normalized difference vegetation index ; Tucker, 1979) comme indicateurs des
stades de développement de la végétation au sein des forêts de conifères est toutefois contes-
tée. En effet, alors que ces indices peuvent bien percevoir les changements au sein des forêts
décidues puisque ceux-ci sont plus marqués (par exemple de débourrement au printemps
ou la sénescence à l’automne), le suivi des stades de développement des conifères est plus
subtil puisque ces arbres gardent leur feuillage vert toute l’année. Récemment, Gamon et al.
(2016) ont introduit un indice permettant de mieux déceler ces changements au sein des
conifères : le Chlorophyll/caratenoid index (CCI). Toutefois, une difficulté supplémentaire
émerge lorsque ces indices sont utilisés pour le suivi de la végétation par télédétection dans
les régions froides où la neige est présente. En effet, la majorité des changements au sein
du signal de ces indices au printemps et à l’automne sont contrôlés par la fonte et l’appari-
tion de la neige, respectivement, plutôt que les changements au sein de la végétation. Enfin,
un indice introduit par Jin et Eklundh (2014), le Plant phenology index (PPI) parvient à
contourner ces problèmes et caractérise mieux la végétation en forêt boréale que les autres
indices (Karkauskaite et al., 2017). Les équations qui se rapportent à chacun de ces indices
sont détaillées à l’Annexe A. Il est attendu que le PPI caractérise mieux les changements
phénologiques que les autres indices, mais il sera intéressant de déterminer s’il s’agit d’une
variable aussi importante que les variables abiotiques dans la reprise de la photosynthèse.
Facteurs impactant la fin de la saison de croissance photosynthé-
tique
La fin de la saison de croissance a été moins étudiée que le début de celle-ci. De ce fait,
il n’est pas encore clair quel facteur environnemental influence le contrôle de la cessation
de la photosynthèse à l’automne en forêt boréale. Selon Way (2011), les arbres ont besoin
de compléter une série de processus physiologiques avant d’entrer en dormance l’hiver. Ce
faisant, ils minimisent les dommages que pourrait causer le gel. La photopériode serait alors
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l’indicateur le plus fiable signalant l’approche du gel. Ainsi, même s’il y a une augmentation
des températures automnales, la prolongation de la saison de croissance ne pourrait pas être
indéfinie (Way, 2011). Cependant, la photopériode n’est pas un facteur variant d’une année
à l’autre pour un site donné. La photopériode ne peut donc pas expliquer la variation in-
terannuelle de la fin de la saison de croissance, c’est-à-dire les fluctuations des moments où
survient la fin de la saison d’une année à l’autre. Plusieurs études soulignent alors l’impor-
tance de la température de l’air : plus celle-ci se maintient au-dessus de 0°C longtemps, plus
la saison de croissance cesse tardivement (Barr et al., 2009; Richardson et al., 2010).
Enfin, dans leur étude analysant des données provenant d’écosystèmes diversifiés, Zhang
et al. (2019) ont trouvé que la température de l’air et les précipitations étaient complémen-
taires dans leur limitation de la photosynthèse en fin de saison. En effet, dans les régions où
la température n’est pas limitante, c’est la disponibilité de l’eau en fin de saison qui devient
le facteur majoritairement limitant, et vice-versa. Dans les hautes latitudes, cela se traduit
par une limitation de la photosynthèse exercée par la température de l’air dans une majorité
des régions. Toutefois, à certains endroits, dont la forêt boréale dans le Nord-ouest canadien
et l’intérieur de l’Alaska, la température est un peu moins limitante, et la limitation en eau
est plus grande (Zhang et al., 2019).
1.4 Objectifs de recherche
Aucun facteur environnemental, qu’il soit biotique ou abiotique, ne peut expliquer le
début et la fin de la photosynthèse de façon unificatrice à travers la forêt boréale (Suni
et al., 2003b). Il est donc attendu qu’il existe des différences entre les différentes régions,
notamment à cause de la plasticité qui varie entre différentes populations d’arbres et des
différences physiologiques à travers la forêt boréale (Sniderhan et al., 2018). De plus, alors
que le rôle de la température de l’air dans le contrôle du début et de la fin de la saison de
croissance a été affirmé, le rôle de la température du sol est encore incertain (Barr et al.,
2009; Suni et al., 2003b). La fin de la saison de croissance a reçu moins d’attention dans la
littérature, et il est généralement considéré que la photopériode est le facteur environnemental
expliquant le mieux la fin de la saison de croissance. Bien que la photopériode soit un signal
important pour la cessation de la photosynthèse afin de minimiser les dommages causés à la
végétation par de basses températures, il ne s’agit toutefois d’une variable pouvant expliquer
les variations interannuelles de la fin de la saison de croissance.
28
Ce projet de recherche a alors pour but d’évaluer les variables environnementales qui
contrôlent les variations interannuelles du début et de la fin de la photosynthèse dans la
forêt boréale. Plus encore, ce projet vise à mettre en évidence les contrastes entre les facteurs
régulant le début et la fin de la photosynthèse dans les sites avec et sans pergélisol. Ce sont
à ces objectifs que répond l’article scientifique du Chapitre 2, en préparation afin d’être
soumis au journal Global Change Biology, qui présente les résultats obtenus à partir de
données provenant de cinq sites à travers la forêt boréale nord-américaine et totalisant 40
années d’observation. Le cadre statistique choisi pour cette étude est encore peu utilisé en
biogéosciences. Le calcul des coefficients de corrélations de Pearson a permis de sélectionner
les variables environnementales significatives, utilisées à leur tour dans des analyses des points
communs. Ces analyses permettent de créer des réseaux de relations qui sont par la suite
testés et raffinés par des modélisations par équations structurelles. Enfin, les perspectives du
travail effectué seront discutées dans une conclusion générale.
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Chapitre 2
What explains the year-to-year
variation in the start and end of
boreal forest photosynthetic growing
season ?
2.1 Avant-propos
L’article présenté dans ce chapitre est en préparation, dans le but d’être soumis au journal
Global Change Biology. Il présente les résultats qui visaient à mettre en lumière les contrôles
environnementaux contribuant au début et à la fin de la saison de croissance photosynthé-
tique au sein de la forêt boréale nord-américaine, en tenant compte des différences entre les
régions avec et sans pergélisol. Onze autres personnes ont contribué à l’article à différents
degrés.
J’ai conçu l’étude et élaboré les objectifs de recherche sous la supervision et avec les sug-
gestions d’Oliver Sonnentag et d’Alexandre Roy. J’ai effectué tout le traitement des données
utilisées pour cette étude, et ai également écrit ou modifié tous les scripts informatiques utili-
sés à cette fin. J’ai élaboré le cadre statistique avec les judicieux conseils d’Oliver Sonnentag,
Alexandre Roy et Franziska Koebsch. J’ai produit tous les tableaux et figures. Enfin, j’ai
écrit l’article sous la supervision d’Oliver Sonnentag et d’Alexandre Roy. Jennifer Baltzer
a enrichi les propos de la discussion en les alimentant d’une perspective biologique. Alan
Barr, Andrew Black, Hiroki Iwaka, Hiroki Iwata, Hideki Kobayashi et Masahito Ueyama
sont les chercheurs principaux des sites d’études desquels proviennent les données utilisées
dans cet article. Tous les coauteurs et coautrices ont participé aux révisions de l’article et
ont contribué à y améliorer la clarté des propos ainsi que la qualité de la langue.
2.2 Résumé
La forêt boréale en Amérique du Nord couvre une vaste gamme de conditions climatiques
et environnementales, et une grande partie est sous-tendue par du pergélisol (sol gelé en
permanence). Ici, nous nous attendons à ce que la variation du début et de la fin de la saison
de croissance photosynthétique soit expliquée par différents prédicteurs environnementaux
(par exemple, la température de l’air et du sol, la phénologie telle que décrite par un indice
de végétation spectrale) dans différentes régions de la forêt boréale nord-américaine. Les
prédicteurs du moment de la saison de croissance photosynthétique sont comparés entre les
régions avec et sans pergélisol. La saison de croissance photosynthétique a été délimitée grâce
à des séries temporelles de productivité primaire brute quotidienne dérivées de mesures de
covariance des turbulences. Les mesures de covariance des turbulences ainsi que les mesures
environnementales ont été extraites de 40 sites-années d’observation provenant de cinq sites
dominés par l’épinette noire dans la forêt boréale nord-américaine. Un cadre statistique qui
comprend une analyse des points communs et une modélisation par équations structurelles a
montré qu’une combinaison du début de la saison de croissance phénologique et du moment
auquel les températures de l’air et du sol deviennent positives explique la variation du début
de la saison de croissance photosynthétique dans les régions sans pergélisol. Cependant,
aucun prédicteur environnemental ou combinaison de prédicteurs ne pouvait expliquer la
variation du début de la saison de croissance photosynthétique dans les sites avec pergélisol.
À l’automne, le contenu du sol en eau et le jour de l’apparition de la neige expliquent
la variation de la fin de la saison de croissance photosynthétique dans les sites avec et
sans pergélisol, mais avec des forces explicatives différentes. Cette étude met en lumière
des informations importantes sur les processus contrôlant le début et la fin de la saison de
croissance photosynthétique et aidera à améliorer la compréhension prédictive de l’effet des
changements climatiques sur la productivité de la forêt boréale.
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2.3 Abstract
The boreal forest of North America spans a broad climatic and environmental conditions,
including the entire permafrost gradient ranging from permafrost-free to continuous perma-
frost (i.e., perennially frozen ground). Amplified high latitude warming is expected to alter
the photosynthetic growing season of the boreal biome but it is unclear how the presence of
permafrost might affect this response. Here, we compare the predictors of the timing of the
photosynthetic growing season between permafrost and permafrost-free regions. We hypo-
thesize that predictors explaining the variation in the timing of the photosynthetic growing
season will differ or will have different explanatory strength across the different regions of
North America’s boreal forest. The photosynthetic growing season was delineated with daily
gross primary productivity time-series derived from 40 site-years of eddy covariance measu-
rements at five black spruce-dominated sites traversing the North American boreal biome.
A statistical framework that includes commonality analysis and structural equation mode-
ling showed that a in permafrost-free forests, a combination of the start of the phenological
growing season and the timing at which air and soil temperatures become positive explain
variation in the start of the photosynthetic growing season. In contrast, in permafrost regions
no environmental predictor could capture the variation in the start of the photosynthetic
growing season. Predictors of the end of growing season were more consistent between perma-
frost and permafrost-free sites with soil water content and snow appearance day explaining
the most variation in both regions. Understanding the processes controlling the start and end
of the photosynthetic growing season is critical for improving the predictive understanding
of the effect of climate change and permafrost thaw on boreal forest productivity.
2.4 Introduction
As the largest biome in North America, the boreal region constitutes an integral com-
ponent of the climate system, affecting land surface-atmosphere interactions and large-scale
circulation patterns (Snyder et al., 2004; West et al., 2011). Conifers comprise between 60%
and 90% of boreal forest stands in terms of land cover (Black et al., 2004; Nilsson et al.,
2000) ; in North America, the most widespread and dominant conifer is black spruce (Picea
mariana [Mill.] ; Viereck et Johnston, 1990). While deciduous trees have a shorter growing
season since budburst must take place for the resumption of photosynthesis, most conifers
are evergreen meaning that they have a longer growing season (Baldocchi et al., 2010). Howe-
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ver, conifers have lower photosynthetic capacity than deciduous taxa, a difference resulting
from an adaptation mechanism of conifers to survive various stresses that deciduous trees
do not face, such as freezing air temperatures or a combination of high radiation and low
temperatures (Baldocchi et al., 2010; Wright et al., 2005).
Between 60% and 80% of the boreal forest carbon is stored in the soils (Kasischke, 2000;
Pan et al., 2011; Walker et al., 2020), and about 80% of the boreal forest is underlain by
permafrost (Helbig et al., 2016a), defined as a physical state of the ground in which some
depths remain at or below 0°C for at least two years (Harris et al., 1988). Permafrost is further
categorized according to its spatial extent : continuous (90-100%), discontinuous (50-90%),
sporadic (10-50%) and isolated patches (0-10%). In North America, boreal forests occupy
regions in all types of permafrost, and at the southernmost limit, boreal forests occur in
permafrost-free areas. As permafrost is a physical barrier for water, allowing soils to maintain
high water content (Andresen et al., 2020), permafrost thaw would change the soil water-
vegetation dynamics and how water moves across and through the landscape. For example, in
the Taiga Plains of northwestern Canada, permafrost thaw induces boreal tree cover changes,
as thawing forested peat plateaus are replaced by methane-emitting wetlands (Helbig et al.,
2017b). Northern high-latitude regions have been warming at approximately twice the global
rate (IPCC, 2013; Bush et Lemmen, 2019), inducing rapid permafrost thawing, yet our
understanding of how warming may affect boreal forest productivity, and thus how boreal
forests function as part of the climate system, remains limited.
Higher air temperatures enhance photosynthetic carbon dioxide (CO2) uptake during the
growing season in the boreal region (Chen et al., 2006a; Piao et al., 2008; Richardson et al.,
2010). However, if not accompanied by increased precipitation, higher air temperatures could
cause water limitation in drier regions, thereby limiting photosynthetic uptake but not res-
piratory release of CO2 (Richardson et al., 2010). Photosynthetic CO2 uptake response to
environmental variability moreover relies on the multi-faceted interaction between environ-
mental variables. For example, temperature can affect photosynthetic CO2 uptake not only
directly, but also indirectly through its effect on plant development stages (Koebsch et al.,
2020).
The start and end of the photosynthetic growing season also impact boreal CO2 sink-
source strength and both start and end are affected by environmental conditions. The start
and end of the photosynthetic growing season (hereafter GPPGS) can be retrieved from gross
primary productivity (GPP) time-series derived from net ecosystem exchange (NEE) mea-
surements made with the eddy covariance technique (Baldocchi et Meyers, 1998). Previous
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studies have found that higher air temperatures in spring stimulate an earlier start of the
GPPGS in boreal forests (Suni et al., 2003a; Ueyama et al., 2014). Barr et al. (2009) showed
that the start of the GPPGS corresponded with spring thaw in boreal evergreen stands, which
was described by positive air temperature, soil thaw, snowmelt and the resulting increased
availability of water. However, Suni et al. (2003b) showed that soil thawing was not com-
plete until several weeks after the start of the GPPGS and hence could not be considered as
a trigger for photosynthesis recovery. These results suggest that complete soil thaw is not
necessary for trees to access to liquid water and initiate photosynthesis in the spring ; rather,
they concluded that water stored in stems over winter was sufficient for photosynthetic reco-
very when air temperature became positive. In contrast, in a boreal forest stand in interior
Alaska, Parazoo et al. (2018) showed that soil thaw started before or coincided with the
start of the GPPGS. Snowmelt is also associated with the start of the GPPGS, though com-
plete snow disappearance is not necessary for photosynthetic recovery (Arneth et al., 2006;
Pulliainen et al., 2017). Although the end of the GPPGS has received less attention in the
literature, it has been associated with photoperiod (i.e., day length ; Way et Montgomery,
2015) or with air temperatures becoming negative (Barr et al., 2009). Photoperiod is a func-
tion of latitude and time of year and as such cannot account for the year-to-year variability
in the end of the growing season for a specific location (Way et Montgomery, 2015). In short,
there is no single environmental control that can explain year-to-year variability of either
the start or end of GPPGS across the boreal biome, suggesting that controls may differ as a
function of ecoregion and/or in response to a complex interplay of environmental predictors
(Suni et al., 2003b; EPA, 2016).
Plant development is a critical determinant of seasonal and annual GPP (Koebsch et al.,
2020), though its role in the start or end of the GPPGS is less clear. Remotely sensed spectral
vegetation indices such as the normalized difference vegetation index (NDVI ; Tucker, 1979)
are widely used to track land surface phenology and plant development stages (Zhang et al.,
2003). However, the foliage of coniferous trees is evergreen meaning that phenological changes
(i.e., budburst and shoot elongation) are less pronounced and as a consequence, NDVI is less
efficient in tracking the seasonal development of conifers than of deciduous taxa (Jönsson
et al., 2010; Wang et al., 2017). Gamon et al. (2016) showed that the chlorophyll/caratenoid
index (CCI) tracked evergreen phenology better than NDVI in conifer-dominated stands.
In addition, a major challenge of tracking phenology in colder regions arises from the fact
that the main change in the amplitude in vegetation indices such as NDVI and CCI in the
spring and autumn is driven by snowmelt and snow-on events, respectively, rather than by
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direct changes in the vegetation (Jönsson et al., 2010). Indeed, when using vegetation indices
such as NDVI, it has been reported that the plant development stages were more correlated
with snow cover than the seasonal trajectory of GPP (Jin et al., 2017). The plant phenology
index (PPI) has been shown to be less sensitive to snow conditions than NDVI, offering a
promising alternative for tracking phenology of evergreen stands (Jin et Eklundh, 2014).
Ongoing climate warming will affect the GPPGS timing and duration, thus influencing
the CO2 sink-source strength of boreal ecosystems. With a wide variability in climate and
soil conditions, the latter including different permafrost extent, differences in the controlling
factors of the start and end of the GPPGS are to be expected across the boreal forest. For
example, the seasonally thawed soil above permafrost is often wetter than permafrost-free
soils, because of the impermeability of ice-rich permafrost, which prevents vertical water flow
(Andresen et al., 2020). This impact of permafrost on site drainage characteristics alters the
interaction between vegetation and water. Also, because of ecotypic divergence, plasticity
in response to changing climate or resource conditions may vary among populations of a
given species (reviewed in Reich, 2014). For example, trees at higher latitudes are exposed to
harsher conditions and therefore might have a more resource conservative life history strategy,
including reduced plasticity, compared to more southerly populations (e.g., Sniderhan et al.,
2018). Hence, high-latitude trees of a species may be less responsive to environmental changes
than their southern counterparts because they are more reliant on non-varying environmental
cues (i.e., photoperiod ).
While multiple studies have shown some pairwise relationships between the start or end of
the GPPGS and environmental predictors described above (e.g., Barr et al., 2009; Richardson
et al., 2010; Suni et al., 2003b), no study has addressed the relative influence of environmental
variables on the year-to-year variability in the start and end of the GPPGS in the boreal forest,
nor how their interactions impact these phenological events in a single statistical framework.
By broadly distinguishing between permafrost-free boreal forest stands and those where
permafrost is present, this study aims to identify the dominant controls of the year-to-year
variability of the start and end of the GPPGS and to shed light on how the presence of
permafrost affects the controlling factors of the start and end of the GPPGS. To do this, the
present work evaluated the ability of a range of hypothesized drivers of GPPGS including air
and soil temperatures, soil water content, photosynthetically active radiation, snow cover and
PPI to predict eddy covariance-based measures of GPPGS for 40 site-years of observations
across five black spruce-dominated stands traversing 15 degrees of latitude and 73 degrees of
longitude across North America and both permafrost and permafrost-free soil conditions.
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2.5 Material and methods
Delineation of the photosynthetic growing season
Five black spruce-dominated sites across the North American boreal biome were selected
(Figure 2.1 ; Table 2.1 ; Supplement S1) spanning a range of climate and permafrost condi-
tions. The permafrost-free sites are Quebec - Eastern Boreal, Mature Black Spruce (QFO)
and Saskatchewan - Western Boreal, Mature Black Spruce (OBS). The sites where perma-
frost is present are Scotty Creek Landscape (SCC), University of Alaska, Fairbanks (UAF)
and Poker Flat Research Range Black Spruce Forest (PRR). Jack pine (Pinus banksiana)
and eastern larch (Larix laricina [Du Roi]) were also present in low densities in three of the
sites : QFO, OBS and SCC (Bergeron et al., 2007; Helbig et al., 2017a). At all sites, the
understory consists of common shrubs (e.g., Rhododendron groenlandicum, Betula and Salix
species) and ground cover consists of a mixture of mosses (Sphagnum and feather mosses,
among others) and lichens (notably, Cladina spp.).
Figure 2.1 – Location of the study sites in relation to the spatial distribution of the boreal forest
biome and permafrost across North America. UAF : University of Alaska, Fairbanks ; PRR : Poker
Flat Research Range Black Spruce Forest ; SCC : Scotty Creek Landscape ; OBS : Saskatchewan
- Western Boreal, Mature Black Spruce ; QFO : Quebec - Eastern Boreal, Mature Black Spruce.
North America map : U.S. Geological Survey (Commission for Environmental Cooperation, 2011) ;
boreal forest extent : Natural Resources Canada (Brandt, 2009) ; permafrost extent : National Snow



























































































































































































































































































































































































































































































































































































































































































































































In total, the dataset consists of forty site-years across the five sites. Net ecosystem CO2
exchange (NEE) observations were obtained with the eddy covariance technique (Baldocchi,
2003), and retrieved from multiple networks of flux towers alongside supporting measure-
ments (Supplement S1). The datasets are comprised of half-hourly, gap-filled and partitioned
CO2 fluxes (i.e., NEE partitioned into gross primary productivity [GPP] and ecosystem res-
piration [R]). Gap-filling and flux partitioning followed Barr et al. (2004) at QFO and OBS,
Reichstein et al. (2005) at SCC and PRR, and Ueyama et al. (2014) at UAF. The datasets
are thus processed using different methods, each of which may introduce a bias in the daily
GPP values. However, the daily GPP values are not used in this study, nor are values of
carbon balance. Rather, it is the variations (i.e. deviation from the mean) in the beginning
and end of the growing season based on GPP that are used. Thereby, the biases due to
inconsistency in data processing methods are eliminated.
For each site-year, day of the year (DOY) representing the start and end of the GPPGS
(GPPSOS and GPPEOS, respectively) were determined, following the method described by
Gonsamo et al. (2013). A double-logistic function was fitted to the daily GPP time-series.
The first maximum and the last minimum of the third derivative of the fitted curve were
used to define GPPSOS and GPPEOS, respectively (Figure 2.2a ; Gonsamo et al., 2013).
Delineation of the start and end of season based on environmental
predictors
Environmental measurements for each site included above-canopy air temperature (Ta),
soil temperature (Ts), soil water content (SWC) and photosynthetically active radiation
(PAR) measured as photosynthetic photon flux density (Table 2.2, Supplement S1). The
plant phenology index (PPI ; Jin et Eklundh, 2014) was determined using the Moderate
Resolution Imaging Spectroradiometer (MODIS) MCD43A4 Nadir Bidirectional Reflectance
Distribution Function-Adjusted Reflectance product at a 1000 meter resolution (Appendix
A ; ORNL DAAC, 2018; Schaaf et Wang, 2015). Snow appearance and clearance days were
determined using the National Oceanic and Atmospheric Administration interactive multi-
sensor snow and ice mapping system (U.S. National Ice Center, 2008).
For each site-year, the DOY representing the start and end of the season (SOS and EOS)
was determined for each environmental predictor, except for SWC and PAR, as follows
(Figure 2.2 ; Table 2.3). A double-logistic function, as proposed by Jin et al. (2017) and Wu
et al. (2017), was fitted to the PPI time-series. The first maximum and last minimum of the
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Table 2.2 – Heights and depths of the environmental variables measurements at the study sites.









Quebec - Eastern Boreal, Mature
Black Spruce (QFO)
24 5 5
Saskatchewan - Western Boreal,
Mature Black Spruce (OBS)
24 5 7.5
Scotty Creek Landscape (SCC) 15 5 10
University of Fairbanks, Alaska
(UAF)
8 10 5
Poker Flat Research Range Black
Spruce Forest (PRR)
16 5 5
third derivative of the fitted curve were used to delineate the start and end of the phenological
growing season, respectively (PPISOS and PPIEOS ; Figure 2.2b ; Gonsamo et al., 2013). The
timing of Ta becoming positive in spring (TaSOS) and negative in fall (TaEOS) and of the soil
thawing in spring (TsSOS) and freezing in fall (TsEOS) were delineated by the DOY when
the cumulative temperature reached a minimum in spring and a maximum in fall (Figure
2.2c and d ; Barr et al., 2009). The start of the snow-free period (SnowSOS) was defined by
the first DOY when the ground is snow-free for 13 days in a 14-day period (Figure 2.2c
and d). Similarly, the end of the snow-free period (SnowEOS) was defined by the first DOY
when the ground is covered by snow for 13 days in a 14-day period (Figure 2.2c and d).
These definitions were chosen to avoid premature or delayed start or end of the snow-free
period, as short but temporary snowmelt or snow appearance events can happen in spring
and fall. Mean daily GPP, PPI, Ta and Ts time-series for each site, with average timing of
indicators based on these variables are provided in Supplement S2. For PAR and SWC, early
growing season (March to May ; PARMAM and SWCMAM) and late growing season (July to
October ; PARJASO and SWCJASO) averages were calculated, instead of delineating a DOY
representing an arbitrary start or end of the season. The averages of SWC were calculated
after removing the days when the soil was below 0°C.
Statistical analyses
The statistical analyses were conducted on the year-to-year anomalies (i.e., deviation
from the mean) of the SOS or EOS based on GPP and on the environmental predictors, as
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well as on the year-to-year anomalies in early and late season SWC and PAR. Anomalies will
hereafter be indicated by ∆ (e.g., GPPSOS anomalies are referred as ∆GPPSOS). Because
the number of years of observations varied among sites, the year-to-year anomalies were
calculated for each site individually.
Separate analyses were conducted for the SOS and EOS, and each of these analyses
was conducted separately for permafrost and permafrost-free sites. As an exploratory me-
thod, pairwise correlations (Pearson correlation coefficient, or r) were calculated between
∆GPPSOS (∆GPPEOS) and anomalies of SOS (EOS) based on all environmental predictors.
For the other environmental predictors, pairwise correlations were also calculated between
∆GPPSOS (∆GPPEOS) and ∆SWCMAM (∆SWCJASO) or ∆PARMAM (∆PARJASO). Va-
riables that had a significant correlation with ∆GPPSOS or ∆GPPEOS at either permafrost
or permafrost-free sites were kept for further statistical analyses. Statistical significance was
set at α = 0.05 for all analyses.
Pairwise correlations cannot inform us beyond simple correlations. The multi-faceted in-
teraction between environmental variables need to taken into account. Third variable effects
such as mediation (i.e., a predictor has an indirect effect on an outcome variable by influen-
cing a third variable, which in turn impacts the outcome variable ; Alwin et Hauser, 1975)
could arise. Commonality analysis is firstly used to give an insight on the possible mediation
effects.
Commonality analysis (CA ; Mood, 1969; Newton et Spurrell, 1967; Ray-Mukherjee et al.,
2014) partitions the explained variation of an outcome variable to multiple predictors and
thereby specifies whether a predictor exerts its effect individually (as a unique effect) or
in combination with other, intercorrelated, predictors (as a common effect). In contrast to
multiple linear regression, of which the performance can be severely impaired under multicol-
linearity, CA explicitly reveals and quantifies existing interdependencies among predictors,
which often occur in environmental datasets. The difference is that effect sizes revealed by
CA must be interpreted as proportion of explained variance, whereas effect size in multiple
linear regression is usually provided as slope coefficient representing the tightness of a re-
lationship. Here, CA is used to account for multicollinearity to conceptualize unique and
common effects of the remaining predictor variables on ∆GPPSOS and ∆GPPEOS (Supple-
ment S3). Pairwise correlations were therefore previously used as a pre-selection method
for predictor variables to simplify the interpretation of the CA, as the number of effects to
interpret is exponentially proportional to the number of predictors (i.e., a set of x predictors
results in 2x − 1 effects). A unique effect of a given predictor is interpreted as its individual
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Figure 2.2 – Daily observed and fitted (a) gross primary productivity (GPP) and (b) plant
phenology index (PPI) at Saskatchewan - Western Boreal, Mature Black Spruce (OBS) in 2001,
and third derivative of the fitted function (f”’(x)), for which the scale is enhanced for visual clarity
(x 1000). Vertical lines indicate the start and end of the GPP and PPI growing seasons (Table 2.3).
Daily observed and cumulative (c) air temperature (Ta) and (d) soil temperature (Ts) at OBS in
2001. Vertical lines indicate the start and the end of the Ta and Ts growing seasons (in red), as
well as the snow-melt and snow-on events (in black) (Table 2.3).
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Table 2.3 – Delineation of the response variable, mechanism by which the predictors influence the response
variable and calculation of the predictors (GPP : gross primary productivity ; PPI : plant phenology index ;
Ta : air temperature ; Ts : soil temperature ; DOY : day of year ; PAR : photosynthetically active radiation ;
SWC : soil water content)
Response
variable






DOY corresponding to the first maximum
(last minimum) of the third derivative of a
fitted double-logistic function of the observed
GPP






enhance or lower photosynthesis
rate (Wang et al., 2017)
DOY corresponding to the first maximum
(last minimum) of the third derivative of a





and negative in fall
(TaEOS)
Temperature-dependence of
chemical reactions involved in the
Calvin cycle (Badeck et al., 2004)
DOY when the cumulative Ta reaches a
minimum (maximum)
Timing of soil thaw
in spring (TsSOS)
and freeze in fall
(TsEOS)
Soil thaw renders water in the soil
available in liquid form (Barr et al.,
2009)






Influence on Ts and SWC :
snowmelt supplies the soil with
water in spring and snow cover
provides an insulation layer in the
fall (Lawrence et Slater, 2010)
DOY when the ground is snow-free in spring
















Soil water availability affects the
opening and closing of stomata,
which in turn affects the entry of
CO2 in the vegetation (Anderson,
1936; Reich et al., 2018)
March to May (July to October), excluding
days when the soil was below 0°C
effect on an outcome variable, independent of other predictors. Common effects are the sha-
red variance by a set of predictors, and are interpreted as mediation effects. A mediation
effect occurs when a predictor has an indirect effect on an outcome variable by influencing
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a third variable, which in turn impacts the outcome variable (Alwin et Hauser, 1975). The
effect of an environmental variable on the timing of the GPPGS can be transmitted through
a third variable ; it is hence crucial to include possible mediation effects in the statistical
framework. The sum of the unique and common effects of a predictor is interpreted as its
maximal explanatory power, and coincides with the coefficient of determination between that
predictor and the dependent variable (R2). Using the CA, it was possible to assess whether
the effects of the environmental variables on GPPSOS or GPPEOS were direct or whether
they operated through mediation effects (Koebsch et al., 2020).
By keeping the unique and common effects that contributed to at least ±5% of the
total explained variation in ∆GPPSOS (∆GPPEOS), path diagrams were constructed to
schematically represent these different effects. Unique and common effects from the CA were
incorporated as direct and indirect (mediation) effects in structural equation modeling (SEM ;
Wright, 1921; Jöreskog, 1970; Wold, 1975), respectively. As a last step, SEM was used to
evaluate the hypothesized path diagrams based on the CA. Hence, the initial path diagram
as constructed by the CA was refined using SEM until obtaining a final model that was a
good fit to the data (i.e., the p-value of the Fisher’s C statistic of the model is greater than
0.05 or all paths are significant with a p-value less than 0.05). SEM is used to represent and
test a specified network between variables. Thus, it represents interdependencies, where the
variables can be both predictors and outcomes. Effect sizes of each predictor are expressed
as standardized and unstandardized coefficients, with corresponding p-values (Supplement
S3). If the first model, as hypothesized by the CA, was a poor fit of the data and not all
paths were significant, new models were tested by iteratively removing one variable with the
lowest non-significant standardized path coefficient, until all paths were significant and the
model was a good fit to the data. Moreover, the Akaike information criterion (AIC ; Akaike,
1973) was used to choose the most parsimonious model. The models as hypothesized by the
CA can differ from the resulting model by the SEM, as the CA can inform about unique and
common effects but does not provide the significance level of the effects. The SEM hence
tested the significance of each of the effects. All analyses were conducted in MATLAB 2020a
(MATLAB, 2018) and R Team (2018).
2.6 Results
Growing season across the North American boreal forest started between early April
(DOY 98) and mid-May (DOY 134) and ended between mid-September (DOY 259) and late
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October (DOY 300 ; Table 2.4). Lengths of the seasons varied between 135 days and 197,
with a general trend of longer seasons in southern sites (QFO and SOBS) and shorter seasons
in northern sites (SCC, UAF and PRR ; Table 2.4).
Table 2.4 – Mean start of season (SOS) and end of season (EOS) dates, and mean length of season (LOS)
for each site. In parenthesis are shown the minimum and maximum SOS and EOS dates, and the minimum
and maximum LOS. DOY : day of year.
Site Mean SOS (DOY) Mean EOS (DOY) Mean LOS (days)
QFO 116 (112 ;125) 292 (290 ;296) 176 (171 ;178)
OBS 109 (98 ;122) 291 (283 ;300) 182 (164 ;197)
SCC 122 (115 ;126) 267 (261 ;272) 145 (137 ;154)
UAF 118 (111 ;134) 272 (264 ;285) 154 (135 ;166)
PRR 112 (102 ;118) 267 (259 ;274) 160 (184 ;177)
OBS and UAF had the longest records of observations in the permafrost-free and perma-
frost zones, respectively, and the correlations observed for these sites follow the same trends
as the pooled results for each of the permafrost categories (Figure 2.3). Pairwise correla-
tion coefficients indicated that ∆TaSOS, ∆TsSOS, ∆PPISOS and ∆SnowSOS had a significant
correlation with ∆GPPSOS only in permafrost-free stands (Figure 2.3a). In fall, ∆TsSOS,
∆SnowSOS, ∆SWCJASO had a significant correlation with ∆GPPEOS in both permafrost
and permafrost-free stands (Figure 2.3b).
CA was used with ∆TaSOS, ∆TsSOS and ∆PPISOS as explanatory variables to explain
the year-to-year variation in GPPSOS. ∆SnowSOS was excluded from the analysis, as it has
previously been found that although it shows a significant correlation with ∆GPPSOS, the
complete disappearance of snow on the ground happened after GPPSOS, thus it cannot
control GPPSOS (Pulliainen et al., 2017). This delay was also present in the sites used in
this study : at both permafrost and permafrost-free sites, SnowSOS occurred on average 8.4
and 9.1 days after GPPSOS, respectively. Still, this result shows that SnowSOS can be a
good indicator of GPPSOS, even though it cannot be considered as a cause to photosynthetic
recovery. For permafrost-free sites, 73.5% of the variation of ∆GPPSOS could be explained
through the combination of ∆TaSOS, ∆TsSOS and ∆PPISOS (Table 2.5). The presented
contributions of each of the effects are relative to the total explained variance (i.e., sum to
100%). Unique effects on ∆GPPSOS stemmed from ∆TsSOS and ∆PPISOS (contributions to
R2total of 21.1%, and 54.9%, respectively), whereas the unique effect of ∆TaSOS was negligible
(i.e., contribution to R2total less than 5%). All combinations of the environmental variables,
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(a) Start of the season (b) End of the season
Figure 2.3 – Correlation plots between anomalies of (a) the start and (b) the end of seasons based
on gross primary productivity (GPP) and environmental predictors (Ta : air temperature ; Ts : soil
temperature ; PPI : plant phenology index ; Snow : snow clearance or appearance day ; PAR :
photosynthetically active radiation ; SWC : soil water content). Stars indicate that the correlation
is significant (α = 0.05). Results for individual sites are shown for OBS and UAF, as these sites have
the higher number of years of observation for permafrost-free and permafrost regions, respectively.
Aggregated results for permafrost-free (Perm-free) and permafrost (Perm) sites are also shown.
Numbers of observed site-years are in parenthesis.
including ∆TaSOS, had an impact on ∆GPPSOS through common effects. These common
effects were either joint temperature effects or phenology-mediated temperature - air, soil or
both - effects.
As for the permafrost sites, ∆TaSOS, ∆TsSOS and ∆PPISOS explained only 19.2% of the
variation of ∆GPPSOS (Table 2.5). Unique effects on ∆GPPSOS stemmed from ∆TaSOS and
∆PPISOS (contributions to R2total of 28.6% and 5.7%, respectively), whereas ∆TsSOS had no
unique effect. Common effects of all environmental variables had a total effect size of 65.7%,
with the largest fraction of the total variation being explained by a common air and soil
temperature effect (contribution to R2total of 30.2%).
For the end of the season, CA was used with ∆TsEOS, ∆SnowEOS and ∆SWCJASO as
explanatory variables. For permafrost-free sites, the combination of these variables explained
57.3% of the variation in ∆GPPEOS (Table 2.6). Direct effects of ∆SnowEOS and ∆SWCJASO
on ∆GPPEOS had a contribution to R2total of 23.0% and 17.2%, respectively, and the largest
proportion of the explained variance of ∆GPPEOS was attributed to common effects (Table
2.6), particularly to a SWC-mediated Ts and snow appearance effect (contribution to R2total
of 25.9%).
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Table 2.5 – Contribution of the explanatory variables to the total explained variation (R2total) of the
anomalies of the start of the photosynthetic growing season (∆GPPSOS) at permafrost-free and permafrost
sites. Stars (*) indicate that the contribution to R2total is large enough (>±5%) to be integrated in the path
analysis. ∆ : anomalies ; SOS : start of the season ; Ta : air temperature ; Ts : soil temperature ; PPI : plant
phenology index.








∆TaSOS Unique air temperature effect 0.9 28.6*
∆TsSOS Unique soil temperature effect 21.1* 0.0
∆PPISOS Unique phenology effect 54.9* 5.7*
∆TaSOS and
∆TsSOS

















The same set of independent variables explained 44.7% of the variation of ∆GPPEOS
for permafrost sites (Table 2.6). Only ∆SnowEOS and ∆SWCJASO had a unique effect. The
largest proportion of the variation was explained by the unique effect of ∆SWCJASO (contri-
bution to R2total of 72.1%). Also, only ∆SnowEOS and ∆SWCJASO had a common effect, with
a negative contribution to R2total of -17.4%, indicating a possible suppression effect.
Based on these results, path diagrams to be tested by SEM were constructed by keeping
the effects contributing to at least ±5% of the total explained variation (Tables 2.5 and 2.6 ;
Figures 2.4a and 2.5a). Unique effects are defined as direct effects, while common effects are
accounted for as indirect effects, corresponding to mediation effects, in the path relational
diagrams. The hypothesized relational networks are the initial models to fit the data in spring
for permafrost-free and permafrost sites (Figure 2.4a). Both diagrams share similar paths,
with the exception of the direct effect of ∆TaSOS on ∆GPPSOS that is present at permafrost
sites but not at permafrost-free sites. However, SEM showed that both of the hypothesized
models are poor fits of the data (p-values of the paths > 0.05 ; not shown here).
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Table 2.6 – Contribution of the explanatory variables to the total explained variation (R2total) on the
anomalies of the end of the photosynthetic growing season (∆GPPEOS) at permafrost-free and permafrost
sites. Stars (*) indicate that the contribution to R2total is large enough (>±5%) to be integrated in the path
analysis. ∆ : anomalies ; EOS : end of the season ; Ta : air temperature ; Ts : soil temperature ; SWC : soil
water content.








∆SnowEOS Unique snow appearance effect 23.0* 45.3*
∆TsEOS Unique soil temperature effect 2.7 3.5




















moisture and snow appearance effect
25.9* 1.9
Total 100.0 100.0
After removing all non-significant paths, the resulting model for the start of the GPPGS
at permafrost-free sites showed that ∆PPISOS had a direct effect on ∆GPPSOS (Figure
2.4b). The results of the CA and SEM indicated that ∆TsSOS acted as a direct predictor
of ∆GPPSOS and as mediator of ∆TaSOS. As such, at permafrost-free sites, GPPSOS is
determined by the start of the phenological growing season, represented through PPISOS,
and by the timing of the soil and air temperature increasing above zero. This temperature
effect is exerted through a mediation effect that reflects the interdependency of Ta and Ts.
In contrast, no model had significant paths for permafrost sites, in agreement with what
the pairwise correlation coefficients indicated and the low R2total reported by the CA (Figure
2.3a ; Table 2.5).
The hypothesized models for permafrost and permafrost-free sites in the fall shared si-
milar paths, with the exception that ∆TsEOS was hypothesized to have indirect effects on
∆GPPEOS through ∆SnowEOS and ∆SWCJASO for permafrost-free sites, but not for perma-
frost sites (Figure 2.5a). After testing with SEM, the resulting models showed that the only
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(a) Initial model (b) Final model for permafrost-free sites
Figure 2.4 – (a) Hypothesized path diagrams based on the results of the commonality analysis to
test with structural equation modeling for the controls of the start of the photosynthetic growing
season based on the gross primary productivity (GPP) for permafrost-free sites and permafrost
sites in spring. Black arrows are paths valid for both permafrost and permafrost-free sites ; the
blue arrow is only valid for the permafrost sites. (b) Path diagrams resulting from the structural
equation models for the controls of the start of the photosynthetic growing season based on GPP for
permafrost-free sites in spring. Unstandardized path coefficients are shown alongside standardized
coefficients in parenthesis. Stars indicate the p-value (* < 0.05, ** < 0.01, *** < 0.001). Fisher’s
C value of the model is of 2.66 with a p-value of 0.617 on 4 degrees of freedom. Akaike information
criterion of the final model is 16.7, compared to 23.2 for the initial model. Variables in each box are
the anomalies of the end of the growing season based on the corresponding variable. ∆ : anomalies ;
SOS : start of the growing season ; Ta : air temperature ; Ts : soil temperature ; PPI : plant phenology
index.
significant paths are the direct effects of ∆SnowEOS and ∆SWCJASO on ∆GPPEOS (Figure
2.5b). The strength of the paths was however different. For permafrost-free sites, ∆SnowEOS
had the strongest effect on ∆GPPEOS, whereas for permafrost sites, it is ∆SWCJASO that
had the strongest effect on ∆GPPEOS. Also, ∆SnowEOS for permafrost sites had a negative
effect on ∆GPPEOS.
2.7 Discussion and conclusion
This multi-site study provides new insights on the year-to-year variability of the start
and end of the photosynthetic growing season in the North American boreal black spruce
forest using eddy covariance-derived daily GPP and supporting measurements. A novel sta-
tistical approach comprising CA and SEM (Koebsch et al., 2020), highlighted the dominant
influences of environmental factors on ∆GPPSOS and ∆GPPEOS and existing interdepen-
dencies.
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(a) Initial models (b) Final models
Figure 2.5 – (a) Hypothesized path diagrams based on the results of the commonality analysis
to test with structural equation modeling for the controls of the end of the photosynthetic growing
season based on the gross primary productivity (GPP) in spring. Black arrows are paths valid for
both permafrost and permafrost-free sites ; the red arrows are only valid for the permafrost-free
sites. (b) Path diagrams resulting from the structural equation models for the controls of the start
of the photosynthetic growing season based on GPP in fall. Red and blue coefficients are the path
coefficients for permafrost-free and permafrost sites, respectively. Unstandardized path coefficients
are shown alongside standardized coefficients in parenthesis. Stars indicate the p-value (* < 0.05,
** < 0.01, *** < 0.001). Final models for permafrost-free and permafrost sites have a R2 of 0.56
and 0.43 and a R2adj of 0.50 and 0.37, respectively. Akaike information criterion of the final models
is 8 for both models, compared to 24 and 14 for the initial models. Variables in each box are the
anomalies of the end of the growing season based on the corresponding variable. ∆ : anomalies ;
EOS : end of the growing season ; SWC : soil water content.
What drives variation of the start of the photosynthetic growing season ?
The year-to-year variation in GPPSOS at permafrost-free sites was explained by the start
of the phenological growing season and the timing of air and soil temperatures exceeding 0°C.
As found by other studies (e.g., Suni et al., 2003b; Ueyama et al., 2014), TaSOS partly explains
GPPSOS, but our analysis suggests that its impact is indirect, through its modification of
TsSOS. Air temperatures rising above 0°C in the spring cannot initiate photosynthesis if the
soil is still frozen. Soil temperature indeed plays a significant role in GPPSOS, contrary to
what was previously reported (e.g., Suni et al., 2003b, but see Barr et al., 2009) ; earlier
TaSOS induces earlier thawing of upper soil layers and make available liquid water, thereby
supporting earlier photosynthetic initiation. However, the Ts measurements do not capture
the the preferential thaw around tree roots, hence liquid water might have been available for
the vegetation before the Ts sensors captured the soil thaw. ∆PPISOS also has an influence
on ∆GPPSOS. Phenological growing season has been previously shown to be a poor predictor
of GPPSOS when using NDVI as a proxy in evergreen forests (Jin et al., 2017). In contrast,
PPISOS has been shown to be moderately related to GPPSOS (r = 0.5 ; Karkauskaite et al.,
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2017), as a similar relationship for permafrost-free sites was observed in this study (r = 0.67,
p < 0.05 ; Figure 2.3a).
∆SnowSOS was also significantly correlated with ∆GPPSOS at permafrost-free sites (r =
0.75, p < 0.05 ; Figure 2.3a). A similar value of r has been previously reported in a study
comprising mostly boreal permafrost-free sites (r = 0.73 ; Pulliainen et al., 2017). Because
SnowSOS occurred after GPPSOS, it cannot GPPSOS. However, it is a good proxy indicator
for photosynthesis recovery since it is correlated to TaSOS and TsSOS. The correlation plot
for spring also showed that ∆SWCMAM and ∆PARMAM are not limiting factors for GPPSOS
for either permafrost or permafrost-free sites (Figure 2.3a). Because of snowmelt, the amount
of available water is not a limiting factor in spring (Iwata et al., 2012; Arneth et al., 2006).
PAR is also not a limiting factor : as photoperiod increases rapidly in early spring, there
is enough sunlight to stimulate the reactions in the photosystems of plant cells, but the air
temperature is usually too low to activate the chemical reactions in the Calvin cycle (Strand
et Öquist, 1985). Such imbalance leads to a suppression of photosynthesis in early spring, in
spite of sufficient radiation (Ensminger et al., 2004).
For sites where permafrost is present, no environmental predictor could significantly ex-
plain the ∆GPPSOS, even though the correlation plot shows a significant correlation between
∆GPPSOS and ∆TaSOS for UAF (r = 0.60 ; Figure 2.3a). None of the environmental pre-
dictor anomalies were strong enough factors to explain the year-to-year variability of the
start of the GPPGS. This result may be a function of ecotypic divergence across latitudes.
Specifically, trees in the northernmost boreal forests, where the permafrost sites are loca-
ted, have a more resource conservative life history than their southern counterparts ; this
means that the ecophysiological response of trees would be less responsive to interannual
variation in environmental conditions and instead be predominantly controlled by photo-
period (Sniderhan et al., 2018; Reich, 2014). The absence of a dominant influence of any
environmental predictor on GPPSOS for permafrost sites could also be related to the impact
of the forest structure on NEE and its component fluxes. At permafrost sites, the forests
canopy tends to be much sparse, as reflected by their low leaf area (LAI ; Table 2.1), mea-
ning a greater proportion of annual GPP is attributable to ground vegetation (Ikawa et al.,
2015). For example, at SCC, trees comprise only 1-2% of the total evapotranspirative flux
implicating a similarly small contribution to carbon fluxes (Warren et al., 2018), though in
Alaska, trees have been shown to make up 40% of water and carbon fluxes (Ikawa et al.,
2015). In contrast, in closed-canopy, permafrost-free sites such as OBS and QFO, the forest
canopy comprises approximately 85% to the annual GPP (Gaumont-Guay et al., 2009). In
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addition, the photosynthetic recovery of evergreen trees and ground vegetation occurs while
the ground is still covered by snow (e.g., Starr et Oberbauer, 2003), while deciduous ground
vegetation begin to produce leaves much later in the growing season when the snow is gone.
Such asynchronous GPP seasonal trajectories leads to an entanglement between the start
of the GPPGS of overstory and understory, particularly. At permafrost sites where ground
vegetation plays a much larger role in determining GPP ; this may effectively mask the role
of any single predictor at permafrost sites. As meteorological conditions affect the various
plant life forms differently, the heterogeneous vegetation composition could confound the
effect of dominant factors that initiate the start of the GPPGS at permafrost sites.
What drives variation of the end of the photosynthetic growing season ?
As fewer studies have focused on GPPEOS, much less is known about the end of season
controls. It is shown here that ∆SWCJASO and ∆SnowEOS directly impact ∆GPPEOS at
both permafrost and permafrost-free sites, though with different strength. Regardless of
permafrost condition, ∆SWCJASO was a limiting factor for photosynthesis, as higher SWC
in the late season contributed to the continuation of photosynthesis later in the growing
season (i.e., a later GPPEOS). The permafrost-free sites in this study were characterized by
higher annual precipitation compared to permafrost sites (Table 2.1), but soils tend to be
drier in the permafrost-free sites in the boreal region, due in part to better drainage where
an impermeable permafrost layer was absent. Less precipitation at permafrost sites and
lower SWC at permafrost-free sites are hence limiting factors for photosynthesis in the late
season in the boreal region. Water limitation at the end of the season therefore accelerates
photosynthesis cessation.
A major and complex finding of the present study is the opposite effect of ∆SnowEOS
on ∆GPPEOS in forest stands with and without permafrost : the effect was positive at
permafrost-free sites and negative at permafrost sites. At permafrost-free sites, the delay
in the formation of a continuous snowpack could be related to warmer end-of-season air
temperatures at the end of the season, meaning that precipitation falls as rain rather than
snow. Because the air and soil temperatures are both warmer, the end of the GPPGS is
delayed. The negative relationship for permafrost sites might be caused by a delay of SnowEOS
related to less precipitation. When snowfall is initiated later in the fall, cold air temperatures
can cool the soils more quickly due to the lack of insulating snowpack. Such delay in snow
appearance would therefore be expected to cause earlier photosynthesis cessation.
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Limitations of the study
This study provides new insights on the controlling factors of the year-to-year variation
of GPPSOS and GPPEOS. It demonstrates by showing the dominant roles of Ta, Ts and
phenology at the start of the GPPGS and the importance of SWC and snow appearance at
the end of the GPPGS. However, some methodological shortcomings have to be taken into
consideration.
The number of years of observations was not the same for all sites. However, the number of
years of observations in the aggregated permafrost and permafrost-free sites was comparable
(i.e., 21 and 19, respectively). Also, the majority of the observation years were at UAF and
OBS, which are sites with and without permafrost, respectively. Not surprisingly, the trends
observed in the aggregated sites are similar to those observed at UAF and OBS (Figure 2.3).
The methods and metrics used to delineate the growing seasons each have their own
uncertainties, which propagate in the calculation of the anomalies and in the statistical ana-
lyses. These uncertainties may have impacted the results. Multiple methods of delineation of
the start of the growing season based on different variables, particularly GPP and vegetation
indices such as PPI, have been used across the literature (e.g. Karkauskaite et al., 2017; Kim
et al., 2012; Richardson et al., 2010; Wang et al., 2017). No method was found to be perfect
for a multi-site analysis such as this one, as each has methodological biases by over- or unde-
restimating the start and end of the growing season. This is especially true for high-latitude
sites, where the use of different methods produces greater variability in the assessment of
the start and end of the growing season, compared to mid-latitude sites (Barnard et al.,
2018). Therefore, multiple methods were compared. It was found that, for example, a warm
spell in early spring could momentarily initiate photosynthesis recovery (e.g. see Figure 2.2a
in early April). A relative threshold method (i.e. identifying GPPSOS and GPPEOS as the
first and last DOY when daily GPP reaches a percentage of the annual total, respectively)
could identify an early start of the GPPGS, whereas a curve fitting method, such as the
method used here, would identify it later (Supplement S4). Also, an average of the GPPSOS
(GPPEOS) dates produced by the curve fitting and the relative thresholds methods worked
better than the use of only the curve fitting method to delineate GPPSOS (GPPEOS) for
OBS, QFO and SCC, based on visual inspection of the GPP time-series. In winter, PRR and
UAF had noise in their GPP time-series, and the curve fitting method was more adapted
to delineate GPPSOS and GPPEOS. However, for consistency, a single method of delineation
for each growing season was used for all the sites.
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Although black spruce is the dominant tree species at all sites, larch, a deciduous conifer,
is sparsely distributed in QFO, OBS and SCC. A heterogeneous understory and ground
cover are also present at all sites. All plant species present in the eddy covariance tower flux
footprint contribute to the CO2 flux, and all have an asynchronous seasonal GPP trajectory.
For example, larch needles must emerge to initiate photosynthesis, hence their photosynthetic
recovery occurs later than that of black spruce. Such asynchronicity is captured by the eddy
covariance measurements and there is an entanglement between the GPP from the different
species, making the delineation of GPPSOS and GPPEOS more challenging. Moroever, PPI,
as calculated by the MODIS MDC43A4 satellite product, has a 1000 m spatial resolution.
The signal is therefore captured from an area larger than the flux tower footprint and includes
spatial heterogeneity, such as the presence of nearby water bodies. PPISOS and PPIEOS could
thus have been affected by this heterogeneity and could indicate seasonal change that are
not constrained by changes in the vegetation development stages.
In addition, results could have been affected by the inconsistent probed depths of the soil
temperature across the sites (Table 2.2). The measured soil temperatures were at a depth of
5 cm at every site except at UAF, where they were at 10 cm. The delineation of TsSOS and
TsEOS at UAF were impacted, because the day at which the soil at 10 cm thaws in spring
or freezes in fall is later than at shallower depths. The impact of this inconsistency on the
anomalies is however difficult to evaluate. Two sites, OBS and PRR, have soil temperature
measurements at 5 and 10 cm. ∆TsSOS and ∆TsEOS were compared when using the two
different depths at both sites. At PRR, a very strong and significant correlation was observed
between TsSOS at the two depths, as well as for TsEOS (r = 0.98 and r = 0.99, respectively ; p
< 0.05). ). In contrast, the correlation obtained using the measurements from OBS for TsSOS
at the two depths is lower, and the correlation for TsEOS is non-significant (r = 0.55 ; p <
0.05 and r = 0.34 ; p > 0.05, respectively). Whether this is attributable to site differences
or differences in sample size (n=4 for PRR ; n = 14 for OBS) is unclear. Therefore, because
UAF accounts for the majority of the permafrost site-years and because ∆TsSOS and ∆TsEOS
are sensitive to measurement depth in an inconsistent fashion across sites where these data
are available, differences between permafrost and permafrost-free sites could in part be a
function of the depth at which soil temperature was measured.
Implications for future boreal sink-source strength
This study shows the importance of accounting for the mediation effects (i.e., indirect
effects of one variable through another). Although they were not present at the end of the
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photosynthetic growing season, the inclusion of mediation effects in the statistical analysis
framework helped to show the relative importance of air and soil temperature, as well as of
early season phenology for photosynthesis recovery at sites without permafrost. It is shown
here that air temperature effects on GPPSOS through soil thaw, highlighting the previously
debated role of soil thaw and the importance of water availability on photosynthetic recovery
(Suni et al., 2003b). It has been shown that phenology also plays a role. In the context of
climate change, while air temperatures are expected to increase - thereby increasing soil
temperature - thaw is expected to occur earlier, thus accelerating photosynthetic recovery.
Toward the end of the growing season, SWC is a limiting factor, as lower SWC late
in the growing season results in an earlier GPPEOS. The end date of the snow-free period
also impacts directly GPPEOS. In the North American boreal forest, annual precipitation is
expected to increase, although higher air and soil temperatures will also cause evapotranspi-
ration to increase, resulting in drier soils (IPCC, 2013; Gauthier et al., 2015). In particular,
soil moisture in the Eastern North American boreal forest is expected to decrease at a higher
rate than the rest of the biome (IPCC, 2013). The results of this study suggest that this will
shorten the photosynthetic growing season through earlier cessation of photosynthesis in the
fall.
This study provides a better understanding of what controls the start and end of the
photosynthetic growing season. These results can be used to understand the impact of the
timing of the growing season on the strength of the boreal forest carbon sink-source across
different environmental conditions, and thus better understand the strength of the sink-
source in the context of climatic change.
Appendix A Plant phenology index
The plant phenology index (PPI ; Jin et Eklundh, 2014) can be calculated as follows,
using MODIS products (here the MCD43A4 Nadir Bidirectional Reflectance Distribution
Function-Adjusted Reflectance product was used) :
PPI = −K × ln M - DVIM - DVIS
(2.1)
DVI is the difference vegetation index, given by the difference between NIR and red reflec-
tances, and DVIS is the DVI of the soil, which is empirically set to 0.09 (Karkauskaite et al.,
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2017). M is the maximum DVI, which is derived for each site. K is a gain factor given by :
K = 0.25 cos(θ)(1 − dc)G + dc cos(θ)
· 1 + M1 − M (2.2)
where θ is the sun zenith angle at local solar noon. G is a geometric function of leaf an-
gular distribution and is set to 0.5 (Karkauskaite et al., 2017), and dc is an instantaneous
diffuse fraction of solar radiation for a given solar zenith angle. For clear sky and standard
atmosphere, it is formulated as :




Supplement S1 Instrumentation Table











































































































































































































































































































































































































































































































































































































































































































































































































































































Figure S2.1 – Daily (a,b) gross primary productivity (GPP) and plant phenology index (PPI)
and (c,d) air and soil temperature averaged over years of observation in (a,c) Quebec - Eastern
Boreal, Mature Black Spruce (QFO) and (b,d) Saskatchewan - Western Boreal, Mature Black
Spruce (OBS). Vertical lines indicate the average day of the start and the end of the season based




Figure S2.2 – Daily (a,b) gross primary productivity (GPP) and plant phenology index (PPI) and
(c,d) air and soil temperature averaged over years of observation in (a,c) Scotty Creek Landscape
(SCC) and (b,d) University of Alaska, Fairbanks (UAF). Vertical lines indicate the average day of
the start and the end of the season based on the plotted variables, as well as the average day of




Figure S2.3 – Daily (a) gross primary productivity (GPP) and plant phenology index (PPI) and
(c) air and soil temperature averaged over years of observation in Poker Flat Research Range Black
Spruce Forest (PRR). Vertical lines indicate the average day of the start and the end of the season
based on the plotted variables, as well as the average day of snow-melt and snow-on events..
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Supplement S3 Statistical methods
Commonality analysis
Commonality analysis (CA ; Mood, 1969; Newton et Spurrell, 1967) is a statistical method
that can be used alternatively to multiple regression analysis when seeking to define the effect
size of each variable in a set of independent variables on the total variation of a dependent
variable. Contrary to multiple regression, CA allows the separation of unique and common
effects for each predictor variable, thus helping to address collinearity, which is common when
using environmental variables as predictors (Ray-Mukherjee et al., 2014). Given a dependent
variable y and two predictors, i and j, the total variance of y explained by these variables
will be R2y.ij. When using a multiple regression, the proportion of variance attributed to
each predictor depends on the order in which the predictors are added to the equation. The
additional explained variance when a new predictor is added last to the multiple regression
equation is the unique effect of the said predictor (Ray-Mukherjee et al., 2014). The unique
effects of the two predictors, i and j can be calculated as follows :
U(i) = R2y.ij −R2y.j (2.4)
U(j) = R2y.ij −R2y.i (2.5)
The common effect is the variance that can be accounted for by both of the predictors :
C(ij) = R2y.ij − U(i) − U(j) (2.6)
The number of unique and common effects terms is a function of the number of predic-
tors. A set of x predictor variables will yield 2x−1 independent effects that decompose the
explained variance (Seibold et McPhee, 1979). Table S3.1 shows the formulas for unique and
common effects for three predictor variables (Seibold et McPhee, 1979), which is the number
of predictor variables used in the commonality analyses in this study.
Table S3.1 – Example of formulas for unique and common effects for three predictor variables. U(i) is
the unique effect of predictor i ; C(ij) is the common effect of predictors i and j ; C(ijk) is the common effect
shared by all the predictor variables.
U(i) = R2y.ijkl - R2y.jkl
C(ij) = - R2y.ijkl + R2y.jkl + R2y.ikl - R2y.kl
C(ijk) = R2y.ijkl - R2y.jkl - R2y.ikl - R2y.ijl + R2y.il + R2y.jl + R2y.kl - R2y.l
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Commonality analyses in this study were computed in R with the yhat package (Nimon
et al., 2008).
Structural equation modeling
Structural equation modeling (SEM ; Wright, 1921; Jöreskog, 1970; Wold, 1975) is a sta-
tistical method that creates a relational network that allows variables to be both predictors
and outcomes. Thus SEM accounts for interdepencies in a theoretical model. Several statis-
tical tests can determine the adequacy of a model to fit the data. A χ2 statistic is derived
from a maximum-likelihood fitting function. The χ2 test has the null hypothesis that the χ2
statistic is not different from 0, meaning that the predicted model is not different from the
observed data. Hence, accepting the null hypothesis (p > 0.05) implies that the model is a
good fit of the data (Lefcheck, 2016).
Each path in the SEM has its standardized and unstandardized path coefficients calcu-
lated. The unstandardized coefficients are the partial regression coefficients, and represent
the linear effect of one variable on another. The standardized coefficients reflect the effect of
one variable on another one in terms of units of standard deviations of the mean. The use of
standardized coefficients allows for comparison of the relative strength of every path (Grace
et al., 2018).
Structural equation modeling in this study was computed in R with the piecewiseSEM
package (Lefcheck, 2016).
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Supplement S4 Comparison of different delineation me-
thods for the timing of the photosynthetic growing sea-
son
Figure S4.1 – Daily observed gross primary productivity (GPP) at Saskatchewan - Western
Boreal, Mature Black Spruce (OBS) in 2001. Vertical lines indicate the start and end of the photo-
synthetic growing season based on two methods. The results of the curve fitting method (Gonsamo
et al., 2013) are shown with the red vertical lines. The results of the relative threshold method
(Barr et al., 2009) are shown with the yellow vertical lines.
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Conclusion
En utilisant des données provenant de cinq sites à travers la forêt boréale nord-américaine
et d’un cadre statistique encore peu utilisé en biogéosciences, cette recherche a permis de
déterminer les facteurs contrôlant les variations interannuelles du début et de la fin de la
saison de croissance photosynthétique, caractérisée à partir de données issues de mesures de la
covariance des turbulences, et qui se traduit par la reprise et la cessation de la photosynthèse.
Plus encore, cette recherche a mis en lumière les différences entre les régions avec et sans
pergélisol dans les facteurs contrôlant les variations interannuelles du début et de la fin de
la saison de croissance photosynthétique, alors que la fin de la saison de croissance a été
moins étudiée dans la littérature. Enfin, les résultats présentés dans le chapitre 2 apportent
de nouvelles contributions à la compréhension du fonctionnement de la forêt boréale au sein
du système climatique.
Début et fin de la saison de croissance
Dans les sites où le pergélisol est absent, il a été trouvé que le début de la saison de
croissance photosynthétique était contrôlé directement par les stades de développement de la
végétation et le moment où le sol dégèle, par l’entremise du moment où la température de l’air
devenait positive. Ce résultat permet de souligner l’importance des stades de développement
de la végétation. Il était aussi précédemment supposé que l’eau dans les troncs des arbres
était suffisante pour assurer la reprise de la photosynthèse ; ainsi, une température de l’air
positive aurait permis la reprise de la photosynthèse (Suni et al., 2003b). Toutefois, l’étude
ici montre que des températures de l’air positives à elles seules ne suffisent pas à la reprise
de la photosynthèse : le sol doit aussi être dégelé, du moins en partie, afin de permettre à la
végétation d’avoir accès à l’eau sous forme liquide de façon plus constante.
L’analyse statistique n’a pas permis de montrer quelles variable ou combinaisons de va-
riables environnementales dominaient dans le contrôle de la variabilité interannuelle du début
de la saison de croissance photosynthétique dans les sites avec pergélisol. Une multitude de
raisons pourraient expliquer cette absence apparente de contrôle dominant dans la reprise
de la photosynthèse. Premièrement, la plasticité au sein d’une même espèce varie, et des po-
pulations en hautes latitudes ont généralement une plasticité plus faible que des populations
présentes plus au sud (Sniderhan et al., 2018; Reich, 2014). Ainsi, les populations nordiques,
étant exposées à des conditions climatiques plus rudes, réagissent moins aux variabilités en-
vironnementales. Il s’agit en fait d’un mécanisme de protection, afin de protéger les individus
des aléas climatiques risquant de les endommager (Sniderhan et al., 2018). Aussi, les sites où
le pergélisol est présent sont des forêts à couvert ouvert. La trajectoire saisonnière du GPP,
de laquelle est déterminée le début de la saison de croissance photosynthétique, en est alors
affectée. Il est plus difficile de déterminer une reprise claire de la photosynthèse.
En ce qui a trait à la fin de la saison de croissance photosynthétique, le contenu du sol en
eau en fin de saison ainsi que le moment où apparaît le couvert nival influencent directement
la cessation de la photosynthèse, mais avec des effets dont la force était différente. L’eau dans
le sol est un facteur limitant en fin de saison : une année où les précipitations automnales
sont moindres ou l’évapotranspiration est plus élevée, ce qui se traduit par un sol plus
sec, entraîne une cessation plus hâtive de la photosynthèse. Cette limite en eau n’est pas
observée au printemps, puisque le couvert nival qui fond alimente le sol en eau. Le moment
où se produit le début du couvert nival à l’automne a un effet direct sur la cessation de la
photosynthèse, mais la direction de l’effet est opposée dans les sites avec ou sans pergélisol.
Ainsi, un début du couvert nival plus tardif dans les sites sans pergélisol retarde la
cessation de la photosynthèse, alors qu’il l’avance dans les sites avec pergélisol. L’hypothèse
avancée ici est que ce n’est pas la présence ou non du pergélisol qui explique cet effet opposé,
mais plutôt la distribution géographique des sites étudiés (Figure 2.1). En effet, les sites
sans pergélisol sont situés dans des régions où les précipitations sont plus abondantes que les
sites avec pergélisol (Tableau 2.1). Un début de couvert nival plus tardif dans les sites sans
pergélisol sous-tend des températures plus chaudes, faisant en sorte que les précipitations
sont sous forme liquide (Lawrence et Slater, 2010). Il s’agirait alors plutôt des températures
plus élevées qui contribuent à maintenir la photosynthèse plus longtemps. Dans les sites avec
pergélisol, un début de couvert nival plus tardif a une autre signification : les précipitations
sont moindres, alors que la température baisse. Ainsi, le couvert nival absent empêche le
sol d’avoir une couche isolante (Lawrence et Slater, 2010), ce qui aurait pu permettre une
température du sol suffisamment élevée pour maintenir la photosynthèse.
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Implications de l’étude et applications futures
Ce projet de recherche montre d’abord que les spécificités régionales doivent être prises
en considération lors de l’étude des contrôles environnementaux impliqués dans des pro-
cessus physiologiques tels que la photosynthèse : ce n’est par exemple pas toute la forêt
boréale qui réagit de façon similaire aux variations météorologiques et dans une certaine
mesure aux variations climatiques qui se produiront dans le futur. Plus spécifiquement, ce
projet de recherche indique qu’avec une augmentation de la température de l’air causée par
le réchauffement climatique, la saison de croissance photosynthétique commencera plus tôt
dans les régions sans pergélisol, alors que les résultats présentés au chapitre 2 montrent que
l’impact dans les régions avec pergélisol est plus incertain. En plus d’une augmentation de
la température annuelle moyenne, les prévisions climatiques du Groupe d’experts intergou-
vernemental sur l’évolution du climat projettent pour toutes les périodes de l’année une
augmentation des précipitations dans les régions qu’occupe la forêt boréale nord-américaine
(IPCC, 2013). Toutefois, une hausse de l’évapotranspiration est aussi projetée, ce qui contri-
buerait à assécher les sols (IPCC, 2013; Gauthier et al., 2015). L’effet serait d’autant plus
marqué dans l’est du biome boréal nord-américain (IPCC, 2013). Ainsi, dans les régions avec
et sans pergélisol, la saison de croissance photosynthétique serait raccourcie à l’automne. Il
serait toutefois intéressant d’analyser l’impact de ces mêmes facteurs environnementaux sur
la respiration écosystémique ainsi que sur les flux de carbone annuels (GPP, RE et NEP)
afin de comprendre si une prolongation de la saison de croissance photosynthétique pour-
rait se traduire par une augmentation de la force du puits de carbone des forêts boréales
nord-américaines.
D’un point de vue méthodologique, les débuts et fins de saisons de croissance basées sur
différentes variables sont souvent définis différemment dans la littérature. Il serait peut-être
plus simple d’établir une méthode de délimitation unique pour chaque variable : les résultats
d’une étude à l’autre seraient plus facilement comparables. Toutefois, il a été montré qu’il
n’est pas judicieux d’adopter une seule et même méthode de délimitation de la saison de
croissance (Barnard et al., 2018). En effet, chaque méthode introduit des biais pouvant sous-
estimer ou surestimer le début ou la fin de la saison de croissance. Ce manque de constance
dans la littérature affecte inévitablement l’interprétation des résultats et, plus largement, la
compréhension des processus affectant les débuts et fins de saison de croissance, puisque les
résultats peuvent changer avec les méthodes choisies pour délimiter les saisons de croissance.
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Il est alors conseillé d’interpréter les résultats avec prudence, en ayant en tête les biais
méthodologiques.
Le cadre statistique utilisé dans ce projet de recherche est prometteur pour des études
similaires utilisant d’autres données de covariance des turbulences. Il pourrait être appliqué
pour l’étude du début et de la fin de la période d’absorption nette du carbone, définie par la
période pendant laquelle la NEP est positive. Ce cadre statistique pourrait aussi être appliqué
à l’étude des facteurs environnementaux contrôlant les flux annuels et saisonniers du CO2,
mais aussi d’autres gaz traces tels que le méthane (CH4). Les mesures issues des covariances
des turbulences font non seulement état des échanges de gaz traces entre un écosystème et
l’atmosphère, mais aussi des échanges d’énergie sensible et latente. Les contrôles environne-
mentaux affectant ces échanges pourraient alors être étudiés en utilisant le cadre statistique
utilisé dans ce projet de recherche, et ce, à différentes résolutions spatiales et temporelles.
Avec un cadre théorique fort qui justifie l’utilisation de certaines variables comme variables
explicatives, cette méthode permettrait non seulement de comprendre les effets directs et in-
directs sur les différents flux de matière et d’énergie, mais aussi comment l’interaction entre
ces variables affecte les flux.
Enfin, les résultats découlant de l’étude pourraient être utilisés afin d’améliorer des mo-
dèles écosystémiques, tels que le Canadian Land Surface Scheme including Biogeochemical
Cycles (CLASSIC) ou le Community Land Model (CLM). Ces modèles représentent des pro-
cessus et conditions physiques (interactions entre l’énergie et la matière, températures de
l’air et de l’eau, humidité du sol, etc.), qui sont utilisés pour notamment modéliser les flux
de carbone à différentes échelles spatiales (Lawrence et al., 2019; Melton et Arora, 2016).
Afin d’estimer la quantité de carbone absorbé grâce à la photosynthèse, les modèles sont
adaptés à plusieurs types fonctionnels de végétaux, mais se basent principalement sur la
fraction du rayonnement photosynthétiquement actif absorbé (Melton et Arora, 2016). En
intégrant par exemple une meilleure représentation du début et de la fin de la photosynthèse
en se basant sur le dégel du sol au printemps ou l’humidité du sol à l’automne, tel que
démontré dans ce mémoire, ces modèles pourraient améliorer leur capacité à estimer les flux
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Annexe A - Indices de végétation
Les indices de végétation sont dérivés de mesures radiométriques, sans dimension physique,
qui indiquent des stades de développement de la végétation ou de la biomasse verte (Huete et al,
1994). Différents indices de végétation sont produits par la combinaison de réflectances spectrales
(ρ) provenant de différentes bandes spectrales.
Indice de végétation par différence normalisée (NDVI, de l’anglais normalized diffe-
rence vegetation index)
Le NDVI (Tucker, 1979) est un indice de végétation qui utilise les réflectances spectrales dans
le rouge et le proche infrarouge (PIR) et décrit un ratio normalisé entre ces deux réflectances :
NDV I = ρP IR − ρrouge
ρP IR + ρrouge
(1)
Enhanced vegetation index (EVI)
L’EVI (Huete et al., 1997) est une modification du NDVI, développé dans le but de réduire les
influences atmosphériques et le bruit provenant du sol :
EV I = G× ρP IR − ρrouge
ρP IR + C1 × ρrouge − C2 × ρbleu + L
(2)
où G est un facteur de gain, L est l’ajustement lié à l’arrière-plan de la canopée et C1 et C2 sont
les coefficients associés aux corrections atmosphériques (Huete et al., 2002). Dans les produits de
MODIS, ces coefficients sont fixés à G = 2,5, L = 1, C1 = 6 et C2 = 7,5 (Huete et al., 1997).
Chlorophyll/caratenoid index (CCI)
Le CCI (Gamon et al., 2016) a été développé dans le but de mieux caractériser les forêts de
conifères, qui subissent des changements annuels moins prononcés que les forêts de décidus. Le CCI
est un ratio normalisé entre les réflectances de bandes spectrales qui sont des indicateurs du ratio
chlorophylle/caraténoïde dans la végétation (bandes 1 et 11 de MODIS) :
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CCI = ρB11 − ρB1
ρB11 + ρB1
(3)
Phenology plant index (PPI)
Le suivi de la végétation par télédétection dans les zones froides, où de la neige saisonnière
est présente, se fait difficilement en utilisant le NDVI, l’EVI ou le CCI. Le signal de ces indices à
l’automne et au printemps est majoritairement contrôlé far l’apparition et la fonte de la neige au
sol, respectivement. C’est dans le but de contourner cette difficulté que le PPI (Jin et Eklundh,
2014) a été développé. Le PPI s’exprime comme suit :
PPI = −K × ln M −DV I
M −DV IS
(4)
où le DVI (difference vegetation index) est la différence entre les réflectances du PIR et du rouge,
le DVIS est le DVI du sol, défini empiriquement par la valeur 0,09 (Karkauskaite et al., 2017). M
est la valeur maximale de DVI pour un site d’étude donné. K est un facteur de gain :
K = 0.25 cos(θ)(1 − dc)G+ dc cos(θ)
· 1 +M1 −M (5)
où θ est l’angle zénithal du soleil au midi, G est une fonction géométrique de la distribution angulaire
des feuilles - définie à 0,5 (Karkauskaite et al., 2017) - et dc est la fraction du rayonnement solaire
diffus pour un angle zénithal solaire donné. Pour un ciel éclairé et une atmosphère standard, dc
s’exprime comme suit :
dc = 0.0336 +
0.0477
cos(θ) (6)
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